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ABSTRACT

Geographical visualizations are critical for multi-criteria analysis, optimization, and

decision making, where the translation of spatial data into a visual form allows ana-

lysts to quickly see patterns, explore summaries and relate domain knowledge about

underlying geographical phenomena. However, several critical challenges arise when

visualizing large spatiotemporal datasets. While, the underlying geographical com-

ponent of the data lends itself well to univariate visualization in the form of tradi-

tional cartographic representations (e.g., choropleth, isopleth, dasymetric maps), as

the data becomes multivariate, cartographic representations become more complex,

requiring new approaches for multiclass map visualization and exploration. In this

thesis, novel visual analytics methods and frameworks are proposed to support mul-

ticlass map analysis. An interactive conservation portfolio development system that

combines visualization, multicriteria analysis, optimization, and decision making is

developed that showcases a novel visualization and interaction design to compare

different purchasing profiles under various optimization constraints. Such multiclass

map analysis is then extended using concepts from scalar field topology for hotspot

analysis including the introduction of a novel visualization construct combining Merge

Trees and Streamgraphs.
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Chapter 1

INTRODUCTION

1.1 Motivation

Given the large-scale instrumentation of places and devices, multiclass geospa-

tial data is widely available, and the analysis of such data requires novel tools and

techniques to operationalize its use in real-world problem solving, such as emergency

response planning, resource allocation, forestry, wildfires (Koutsias et al., 2014), air

traffic patterns (Lampe and Hauser, 2011), human activity (Hu et al., 2014), ani-

mal movements (Sarkar et al., 2015; Chirima and Owen-Smith, 2017), crime analy-

sis (Nakaya and Yano, 2010; Levine, 2008), urban analysis (Zhou, 2015), health (Li-

adsky and Ceh, 2017), etc. To support multiclass geospatial data analysis, recent

work has focused on how to display multiple attributes for the geospatial data in the

analysis. For example, Turkay et al. (Turkay et al., 2014) explores the geographic

variation of multivariate data and developed the attribute signatures method to dy-

namically generated graphs to summarize the change of statistics over a sequence of

geospatial data selection. (Ferreira et al., 2015) proposed a 3D framework to help

urban developers when planning new architectural structures. In their framework,

the user can explore buildings and their environment through parallel coordinates

and a table view to help urban planners identify environmental factors that could be

critical for their building development.

However, the scale and dimensionality of available data still leads to challenges in

data analysis and visualization. For exploring underlying relationships and patterns in

multiclass geospatial data, recent works often apply aggregation techniques to reduce
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data sizes and provide an overview of data distributions. For example, Maciejewski

et al. explores spatiotemporal changes in emergency department records using kernel

density estimation (Maciejewski et al., 2009). Scheepens et al. apply kernel density

estimation to trajectory aggregation and use contour lines to help analysts predict

the movement of ships (Scheepens et al., 2014, 2012).

There is also a need to move beyond data exploration and develop tools that can

support the decision-making process. (Konev et al., 2014) proposed an automatic

simulation-based approach for flood management. The decision trees are automat-

ically generated and visualized by clustered timelines. (Rinner, 2007) developed a

geographic visualization system to support multi-criteria decision making. An index

rank for different land tracts is calculated, and users can explore attributes through

a linked parallel coordinate plot. However, portfolio comparisons and interaction

with the optimization results are limited in these systems. Given the lack of human

involvement, it’s not easy to generate a robust and optimal result satisfying users’

preferences.

Given the challenges in data size and dimensionality as well as the need for robust

decision making support, I have identified three main challenges related to multiclass

map exploration: (1) Visualizing the multiclass geospatial data. (2) Adopting mod-

els/methods to explore the relationship and pattern of the data. (3) Involvement of

a Human-in-the-loop for decision making. My proposed works explores multiclass

geospatial data and proposes novel methods to support high-dimensional visualiza-

tion. This work adopts topological methods to explore and detect geographic rela-

tionships and patterns, and I have designed and implemented visualization systems

to support analysts in decision-making.
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1.2 Problem Statement

The multiclass geospatial data contains a lot of information. To take advantage of

the information, visualization of them is necessary and useful. The multiclass geospa-

tial data is huge location-based information with multiple variables, which makes it

difficult to explore. Exploring the multiclass geospatial data can be done in spatial

scenes and non-spatial scenes. The geospatial data has location information. The

common way to visualize them is to project them on the map with colors. However,

there are some challenges to project the data on the map. First, the amount of data

is usually huge. Loading such huge data on the map is difficult. The scale of the

map also increases the difficulty of the projection. Second, the multiclass geospatial

data contains multiple variables. No matter visualizing multiple variables in the spa-

tial scenes or the non-spatial scenes, visualization of multiple variables is usually a

hot topic. That is, visualizing huge geospatial data with multiple variables in real-

time is still challenging. Beyond being visualized in the spatial scenes, the multiclass

geospatial data can be visualized in the non-spatial scenes, such as tables, parallel co-

ordinates, and many others. However, most of the work lacks the interaction between

spatial visualization and non-spatial visualization.

Detecting and learning the underlying relationships and patterns of the multiclass

geospatial data usually need the help of some methods. For example, how to measure

the data with multiple variables. The data could have a ranking based on each

variable. Given multiple different variables, it’s not easy to evaluate them. For the

point event data with multiple variables, how to get the hotspots of them? which

variable contributes most to the hotspot? How does the variable change in different

hotspots? All these questions need to solve with the application of other methods,

such as some algorithms, models and etc. These methods need researchers to study
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and explore.

No matter how to explore the data and detect the data’s pattern, the way has to

satisfy analysts’ requirements and preferences. Therefore, the involvement of humans

is very important. Usually, analysts could have some basic interactions with the

visualization view, such as hovering to highlight the selected data. However, adding

analysts’ preference into the visualization view and the generated result is barely

studied in the recent work.

In summary, there is a lack of methods to visualize multiclass geospatial data,

which involve visualizing huge geospatial data in real-time, representing multiple

variables of geospatial data in the spatial and non-spatial scenes, interacting with

humans, providing methods to detect the pattern and complex relationship of multi-

class geospatial data.

1.3 Aim of the Work

The aim of the thesis is to develop novel methods to support multiclass geospa-

tial data analysis. To explore multiclass geospatial data, I have developed a visual

analytics framework for optimization and planning with multiclass geospatial data.

The framework is developed to support conservation planning. Conservation agencies

have limited resources (in terms of budget) for investing in new conservation areas

and have differing priorities for conservation in terms of species, vegetation, human

activities, etc. In general, decision makers need to look at these variables and ex-

plore the available units of land to purchase. All of these different priorities result

in different optimization criteria that can be applied across the same spatial area,

resulting in different land portfolio purchasing decisions. As the number of variables

and size of the area of analysis increases, solving various spatial optimization formu-

lations can be computationally infeasible. However, this problem lends itself well to a
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human-in-the-loop process. Here, human’s can define key variables of interest, iden-

tify unimportant land parcels, and interact with the data to reduce the computational

space. This system incorporates a multi-layer map view, a parallel coordinates at-

tribute view, a control area for optimization modeling, and a small multiple portfolio

visualization for decision comparison. To support automatic portfolio optimization,

I have implemented a median ranking algorithm to allow parcel filtering by an ag-

gregated indicator of all the attributes and an integer programming optimization

algorithm to generate land purchase decisions given user-defined constraints and ob-

jective functions. The analytics procedure starts from search area selection on the

map view, attribute exploration and parcel filtering, to automatic portfolio genera-

tion and user interactive modification. Multiple decisions can be generated and saved

for comparison.

While the conservation planning portfolio developed novel views for multiclass

map exploration, it became clear that new techniques were needed to effectively visu-

alize differences between regions. To detect the complex relationship and patterns in

multiclass geospatial data, I have explored the application of scalar field topology for

multiclass map analysis. Point event data can be transformed into a scale field by an

application of KDE (Kernel Density Estimation) method, and then analysts typically

explore these fields looking for high-density areas or hotspots. The common way to

extract hotspots is to extract the scalar fields with high density. However, this can

obscure local peaks and unintentionally highlight noise and outliers. To overcome

such issues, I have employed a scalar field topology (SFT)-based methodology for the

interactive characterization and analysis of hotspots for density fields defined on a

regular grid. This method makes it possible to filter hotspots by significance, to iden-

tify hotspot boundaries, and to understand their hierarchical and spatial relationship.

I have instantiated these SFT methods in a visual analytics framework that includes
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a map view, a merge tree view, a persistence diagram view, and a persistence curve

view. This enables the exploration of what SFT methods are relevant for multiclass

map analysis.

Since SFT methods can explore hotspots using a level-of-detail approach, how to

best profile multiclass regions based on the SFT methods will be interesting to explore.

When hotspots contains multiple categories, such as different gang names, the goal

is to explore how the various classes are distributed in the hotspots. I combine the

merge three and stream graph into a novel visualization view, stream tree for multiple

scalar fields that are defined over the same domain.

In summary, this thesis studies and tries to solve the challenges of multiclass

geospatial data analysis. This thesis does the following:

• Develop novel methods to support the exploration of multiclass geospatial data.

• Apply novel methods to analyze the multiclass map and profile multiclass re-

gions.

• Create tools to enable human-in-the-loop decision-making for multiclass map

problems.

1.4 Outline and Individual Contributions

This thesis contains three chapters: Chapter 2 (one published paper), Chapter 3

(one published paper), and Chapter 4 (one submitted paper under review). I provide

the title of the paper and the contribution of the first author. While the author of the

thesis is the first author of the three papers. These papers are the results of several

collaborations among researchers.
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A Visual Analytics Framework for Conservation Planning

The first author Rui Zhang collected data, prepossessed data, designed and imple-

mented the system, ran case studies, recorded the demo video, and wrote the paper

with other authors.

Exploring Geographic Hotspots Using Topological Data Analysis

The first author Rui Zhang collected data, prepossessed data, set up the TTK

environment guided by another author, designed and implemented the system, ran

case studies, recorded the demo video, and wrote the paper with other authors.

Stream Trees: Visualizing Multiple Scalar Fields using Representative

Topological Features

The first author Rui Zhang collected data, prepossessed data, set up the TTK envi-

ronment guided by another author, designed and implemented the system, and wrote

the paper with other authors.

7



Chapter 2

A VISUAL ANALYTICS FRAMEWORK FOR CONSERVATION PLANNING

2.1 Introduction

Biodiversity is declining at rapid rates due to human-driven habitat loss and land-

scape deterioration (Stokstad, 2010). Human activities have resulted in species ex-

tinctions at 10 – 100 times normal ‘background’ extinction levels (Sala et al., 2000;

Pimm et al., 1995). This rapid biodiversity decline threatens the provision of key

ecosystem services such as food, clean water, and crop pollination, resulting in neg-

ative consequences for economies and human health (Mace et al., 2012). Therefore,

protecting remaining natural areas is fundamental to preserve biodiversity and to

mitigate the negative consequences of ongoing environmental change (Johnson et al.,

2017). While 15% of the Earth is in some kind of protection (Belle et al., 2018),

this is still insufficient due to substantial gaps in land coverage and increasing threats

(Rodrigues et al., 2004). Recent studies suggest the need of a drastic increase in

protected lands by 2050 to maintain current rates of resource extraction (Watson

and Venter, 2017; Dinerstein et al., 2019). This ambitious goal contrasts with the

limited resources available to local institutions to design and implement networks of

protected areas (Bicknell et al., 2017).

Conservation biologists apply systematic conservation planning approaches to de-

sign protected area networks that are cost-effective while meeting conservation goals.

This systematic process is composed of six steps that include: (1) biodiversity data

collection and analysis, (2) identification of conservation goals, (3) analysis of current

conservation areas, (4) identification of a set of additional areas, (5) implementation
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of proposed conservation actions, and (6) preservation of required conservation values

(Margules and Pressey, 2000). Out of these, we focus on Step (4), the identification of

additional conservation areas—one of the most challenging steps in the conservation

planning process. These conservation areas are selected with multiple conservation

goals in mind, such as maximizing biodiversity representation while attenuating fu-

ture threats, and remaining within a limited budget (Luck et al., 2012). This is a

complex selection process that, if performed using inadequate quantitative tools, may

result in landscape or seascape portfolios that are not optimal in terms of their bud-

get and priorities. Therefore, the success of systematic conservation planning rests,

in part, in the development of appropriate data-driven methodologies for designing

protected area networks at the regional level (Williams et al., 2005).

Web-based geographic information systems (WB-GIS) provide an ideal setting to

translate the result of complex spatial mathematical models used in systematic con-

servation planning into simple qualitative visual scenarios (Dragicevic, 2004). These

WB-GIS can summarize multiple layers of information, allowing planners to analyze

various future hypothetical scenarios (Rao et al., 2007). While multiple mathematical

models are available to prioritize areas for conservation (Sarkar et al., 2006; Moilanen

et al., 2009), designing a network of protected areas requires the quantification, vi-

sualization, and adjustment of multiple hypothetical scenarios almost simultaneously

(Tress and Tress, 2003; Pettit et al., 2011). In this context, typical questions faced

by conservation analysts include, what areas should be selected as part of a network

of protected areas to have all species of conservation concern under protection while

minimizing the acquiring costs? If we decrease the budget by 10%, which areas should

be protected? What happens if, instead, we increase the budget by 5%? Therefore,

there is a need for WB-GIS applications for conservation planning that combine cost

optimization with efficient visualization tools that can provide alternative future sce-
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narios in real time (Portman, 2014).

In this thesis, we present an interactive conservation portfolio development system

that combines visualization, multicriteria analysis, optimization, and decision making

that enables conservation planners and scientists to explore different land purchas-

ing portfolios under a variety of constraints in real time. Our system incorporates a

multi-layer map view, a parallel coordinates attribute view, a control area for opti-

mization modeling, and a multiple portfolio visualization for solution comparison. To

support automatic portfolio optimization, we implemented a median ranking algo-

rithm to allow parcel filtering by an aggregated indicator of all the attributes and an

integer programming model to generate land purchase recommendations given user-

defined constraints and objective function. The visual analytics system is designed to

support the efficient selection of conservation areas by enabling portfolio generation

and interactive modification. Multiple land portfolios can be generated and saved

for comparison. Our system complements the existing body of tools by providing

new visual, analytical, and mathematical features, while also allowing loading of a

(shape compatible) conservation plan obtained with any other tool for further visual

analysis.

From the software systems perspective, we propose a novel combination of visu-

alization components, where our design has focused on featuring credibility, saliency,

and legitimacy (White et al., 2010). The software tool itself serves as a boundary ob-

ject to enable decision making. Our design ranges from providing detail-on-demand

for the data source to enable analysts to determine credibility of data layers, interac-

tive selection of optimization criteria, and provenance analysis. Specifically, for sup-

porting provenance analysis and comparison, we propose new visualization designs to

capture different portfolios and provide comparison between them. Along with novel

integration of techniques and the proposal of a visualization design, we have also
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designed a pre-processing scheme to match data across different levels of granular-

ity. Our down-sampling technique allows data comparisons at a high-resolution level,

and supports land purchases which can only occur at the parcel level. The human-

machine combination is also innovative, where our framework is designed to present

an optimal solution within the problem formulation; however, the problem formula-

tion needed to be computationally efficient for real-time exploration. By providing

an optimal conservation portfolio as a first pass, we allow users to refine their choices

in a human-machine teaming process. Our system enables conservation planners to

develop consecutive portfolios in real-time and adjust the outputs of the multiple crite-

ria optimization selections. From an optimization perspective, our proposed approach

uses the analyst’s preferences to drastically reduce the problem size. By supporting

interaction with the optimization results, planners can utilize species specific knowl-

edge to enforce different landscape features (i.e., connectivity, compactness, corridor

width) which can be challenging for automatic optimization either due to the diffi-

culty in representing the corresponding constraints or the computational complexity

of the resulting model. Although we propose a simple (and fast) optimization model

to support land acquisition decisions, the proposed system can accommodate the

results from other spatial models. As a result, our system can be seen as a visual-

ization framework that supports user interaction with an optimal solution. To our

knowledge, currently there is no tool available with the proposed features to support

conservation decisions.

2.2 Related Work

Our system is designed to support decision making through multicriteria analysis

and solution comparison. In this section, we summarize previous work in visual ana-

lytics for decision making and multicriteria optimization for conservation planning.
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Recent visualization work has focused on how to best display multiple attributes

for analysis, a key component of multicriteria analysis. (Turkay et al., 2014) explored

the geographic variation of multivariate data and developed attribute signatures con-

sisting of dynamically generated graphs to summarize the change of statistics over

a sequence of geospatial data selection. (Pajer et al., 2017) proposed WeightLifter,

a technique that allows the exploration of weight space with up to ten criteria and

helps to explore the sensitivity of candidate solutions to the change of weights. (Sorger

et al., 2016) proposed a visual analytics system, LiteVis, to support lighting design.

LiteVis integrates spatial scene visualization, non-spatial model parameterization and

multi-objective ranking to help build and compare lighting designs. (Weng et al.,

2018b) designed a visual analytics system, ReACH, which helps analysts identify their

ideal home given multiple purchasing constraints. (Ferreira et al., 2015) proposed a

3D framework to help urban developers when planning new architectural structures.

In this framework, the user can explore buildings and their environment through

parallel coordinates and a table view to help urban planners identify environmental

factors that could be critical for their building development.

Common amongst many of these systems are the use of parallel coordinates plots,

and a wide variety of extensions to parallel coordinate plots. (Lind et al., 2009)

proposed a many-to-many relational parallel coordinates plot, and (Johansson et al.,

2005) proposed a multi-relational 3D parallel coordinates plot for displaying complex

patterns. (Rosenbaum et al., 2012) proposed a progressive parallel coordinates plot

which reduces the amount of data shown while retaining the underlying patterns.

(Xie et al., 2017) visualized the probability distribution of each data attribute in a

parallel coordinates plot before and after filtering as annotated line charts on top of

their parallel coordinates. Although the systems extending the parallel coordinated

plots provided a means to easily explore multivariate data, other works have focused
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more on supporting analysis and decision making through the integration of interac-

tive models. (Afzal et al., 2011) developed a decision support environment to evaluate

disease control strategies by predicting the course of an outbreak and analyzing the

response measures. The severity of the epidemic is visualized by different color in-

tensities on the map, and a custom split timeline is used to show the solution path.

(Konev et al., 2014) proposed an automatic simulation-based approach for flood man-

agement. The decision trees are automatically generated and visualized by clustered

timelines. (Rinner, 2007) developed a geographic visualization system to support

multi-criteria decision making. An index rank for each tract is calculated, and users

can explore attributes through a linked parallel coordinate plot. Similar to the work

of (Rinner, 2007), (Cassol et al., 2017) proposed a framework to explore the optimal

evacuation plan for crowd egress based on multiple factors, which were taken as input

by the proposed metric to calculate the optimal plan. In both systems, interactive

optimization methods are not fully considered. These systems support multi-criteria

analysis through interactions with a parallel coordinate plot and quality indices (sim-

ilar to our use of median ranking). However, portfolio comparisons and interaction

with the optimization results are limited.

Other major issues underlying such decision support systems are the mechanisms

used to compare across candidate solutions. The work by (Gleicher, 2018) summa-

rized the basic designs of comparison into three categories, juxtaposition—i.e., which

places the compared items are in different screen spaces, superposition—i.e, which

places the compared items fit into the same screen space, and explicit encoding—i.e.,

visualization of the relationship between the compared items. (Kehrer et al., 2013)

and (Munzner et al., 2003) utilized juxtaposition design for their comparisons of bar

charts, lists, and trees. (Dasgupta et al., 2015) combined juxtaposition and super-

position for climate model comparison. (Law et al., 2018) developed Duet, a visual
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analytics system for pairwise comparison integrating all three categories. Duet uses

visualizations and textual descriptions to explain the recommended object groups

which are similar to, or different from, the user-specified object with a focus on the

similarity and difference. (Weng et al., 2018a) proposed a spatial ranking visualiza-

tion technique to explore and analyze ranking datasets and annotate the cause of the

ranking with spatial context, which involves the three design categories of comparison.

From the optimization perspective, multi-criteria analysis and modeling have been

integrated in a number of visual analytics systems for domains ranging from epidemi-

ology to emergency response. However, little work in the visual analytics community

has focused on conservation planning. Conservation planning requires the integration

of optimization algorithms for conservation portfolios given the myriad of possible

parcel configurations available. These conservation portfolios must allocate resources

efficiently while considering current and future threats and their influence on the

biodiversity assets. The problem of designing natural reserves has received consider-

able attention since the 1980s (Kirkpatrick, 1983; Cocks and Baird, 1989), mostly

through the use of exact optimization models (Ando et al., 1998; Church et al.,

1996; Polasky et al., 2001; Sefair et al., 2017; Acevedo et al., 2015) and heuristic

approaches (Pressey et al., 1997; Arthur et al., 1997; Margules et al., 1988). The use

of Operations Research techniques in this area have become more prevalent in recent

years, including deterministic and stochastic approaches (see (Moilanen et al., 2009)

for a comprehensive review). Moreover, these methodological efforts have evolved

into free software designed to support conservation planning decision-making pro-

cesses (e.g., Zonation and MARXAN) (Lehtomäki and Moilanen, 2013; Ball et al.,

2009). Although available tools cover several pressing issues in conservation problems,

some contemporary challenges are still unsolved. Some of the existing approaches fo-

cus on cost-minimization subject to ecological outcomes, ignoring the more realistic

14



dual problems of maximizing such outcomes subject to a given budget. Approaches

that optimize the ecological performance of the conservation portfolio approximate

the quality of candidate patches by species representation (i.e., whether a species

is present in a patch) and other single static patch attributes (Toregas and Revelle,

1973; Underhill, 1994; Williams and ReVelle, 1996; Camm et al., 2002; Moilanen et al.,

2009), ignoring the multiobjective nature of the conservation decisions.

Other works focus on desirable geographical properties of protected areas such as

landscape connectivity (Önal and Briers, 2006; Dilkina and Gomes, 2010; Dissanayake

et al., 2012; Jafari and Hearne, 2013) and compactness (Önal and Briers, 2002; Nalle

et al., 2002; Dissanayake et al., 2012; Jafari and Hearne, 2013) but ignore the subja-

cent ecological processes. The majority of the works studying connected and compact

reserves are mixed-integer programming models that are difficult to solve for realistic-

size instances and that provide a single solution (i.e., a single connected and compact

set of parcels to purchase). Without the visual support, analysts cannot easily mod-

ify an existing solution to incorporate expert knowledge and other attributes not

included in the optimization model. Although optimization models in conservation

planning are difficult to solve (Margules and Pressey, 2000), they are a fundamental

part in the conservation decision process. However, ignoring other equally important

components such as the interaction with experts for the inclusion of non-quantifiable

or other aspects that are hard to express as constraints or objectives may reduce their

applicability in real life conservation decisions.

2.3 Visual Analytics Framework

This section describes the design process and components of the proposed frame-

work. The design of the proposed system is the result of a collaborative effort

with a variety of stakeholders including donors, ecologists, and conservation plan-
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Figure 2.1: A Visual Analytics Framework for Conservation Planning. (A) Map
View: Visualizes Parcels Falling in the Analyst-defined Search Area. Colors in the
Map Reflect the Median Ranking, Attributes, or Optimization Results. Users Can
Create a Customized Portfolio with the Draw, Pan, and Zoom Controls in the Upper
Left Corner. The Legend and the Differences of the Constraints and Goals Reached
by the Portfolios Are Shown Separately in the Left and Right Bottom Corner. (B)
Attribute Analysis View: Attribute Distributions Are Visualized by Line Charts and
Parallel Coordinates Integrated with a Box Plot. (C) Optimization Configuration:
The Median Ranking Slider Filters out Low-quality Parcels and Reduce the Opti-
mization Algorithm Run-time. The Radio and Text Box Are Used to Input the Opti-
mization Constraints and Objective Function. Users Click the ‘optimization’ Button
to Run the Algorithm and ‘save’ the Current Portfolios on the Map to the ‘user’s Col-
lection’ for Comparisons. (D) Portfolio Comparisons: The Generated Portfolios Are
Saved, and a Screenshot of the Selected Portfolios and Attributes Are Visualized. (E)
Attribute Lists: Drop-down Menu for Selection. Event Sequence: 1) Select the Land
Attributes to Explore. 2) Explore the Land Attributes to Define the Study Area. 3)
Display the Distribution of the Attribute for the Parcels. 4) Filter Parcels by Brush-
ing the Attributes Range and the Median Ranking Range. 5) Set the Constraints
and Objective Function to Get the Optimal Result. 6) Adjust Portfolio Based on the
Optimal Result. 7) Save the Current Portfolio for Future Comparisons.

ners. Through discussions and planning with domain experts, we identified key data

needs, tasks, and design requirements. The proposed framework avoids the manual

processing of the attributes of each candidate parcel to determine its relative conve-

nience with respect to other parcels in the area of interest. It also consolidates the

data processing, visualization, and optimization processes into a single intuitive tool.
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The interaction with potential users resulted in the following functionalities of our

framework.

• Data Storage and Downscaling: Stores map data for conservation planning,

including biological, physical or socio-economic attributes. Currently includes

12 attributes suggested by conservation planners, and is scalable to further

attributes. The data set is categorized into land use, physical-geospatial, and

biodiversity layers. Input data is downscaled to the parcel scale to facilitate the

calculation of the quality of land portfolios.

• Multi-layer Map View: Allows the investigation of parcel attribute values and

the visualization of one of more attributes over a common area of analysis.

• Attribute Selection View: Filters parcels whose attributes fall within a certain

range of interest. Provides the distributions of attribute values in any selected

search area and allows the user to turn on/off each attribute layer on the map,

define the ranking order of each attribute (e.g., higher values are preferred), and

filter parcels based on a ranking aggregation metric calculated using selected

attributes.

• Conservation Portfolio Optimization: Allows the specification of requirements

for the land purchase portfolio, such as area of interest on the map, desired

criteria for candidate parcels, objective to optimize, constraints, and maximum

budget. Embeds a multicriteria optimization functionality to automatically

provide land purchase recommendations and allow the user to visually interact

with a solution to induce other desirable performance metrics (e.g., landscape

connectivity and compactness).

• Porfolio Comparison View: Provides comparison tools to help portfolio man-
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agers explore their criteria of interest, compare land purchase portfolios, and

work together to realize their final solution space.

We build upon previous works on multicriteria analysis and visualization, inte-

grating geographic visualization and optimization to recommend land portfolios. Our

system is designed to support the comparison of candidate land portfolios generated

between the optimization recommendation and the analyst adjustments. Similar to

previous work, our system uses a color code to visually inform the analyst on the

quality of patches and land portfolios, linking attribute analysis and filtering to a

parallel coordinates plot. Instead of displaying a sequence of portfolios to illustrate

the impact of parameter changes, our system provides a unique visualization method

to help comparing the attributes and their differences between various candidate port-

folios. Our target users are conservation planning decision-makers in the broad sense.

This could be an analyst assessing the ecological benefits of land patches, an ecologist

surveying alternatives to expand current reserves, or NGOs and government agencies

deciding which patches of land to restore or purchase. Figure 2.1 shows a snapshot

of our system and its features, which is freely available at (Zhang et al., 2021a). We

have deployed this system to conservation planners, and our use cases demonstrate

the effectiveness of optimizing their decision process given limited resources. A step-

by-step demonstration video is available at (Zhang et al., 2021a). The final product

functionalities are explained in detail in Sections 2.3.1–2.3.5.

2.3.1 Data Storage and Downscaling

Typical data for conservation planning is characterized by biological, physical

or socio-economic attributes. Our framework includes 12 common attributes and

is scalable to additional data. We use the state of Montana as an example to de-

scribe the properties of a typical dataset for this system and the data downscaling

18



steps. Table 2.1 describes the used datasets and their attributes that were chosen by

conservation experts.

Our system supports a wide variety of shapefiles, geotiffs, open street map lay-

ers, among other types, including conservation portfolios built in other tools (e.g.,

MARXAN) as long as they are compatible with the shapefiles in our system. We

note that our system is flexible to any geographical data, where users only need to

select a base layer for analysis. Typically, the parcel layer would be used for this pur-

pose, as this is the level at which land can be purchased. Once the base spatial unit

is chosen, attributes are aggregated or dis-aggregated through a downscaling step to

conform to the level of spatial granularity under analysis. For each data category, we

use different processing rules to derive the corresponding attribute(s).

Other than COST, which is directly provided in the parcel shapefile dataset, we

downscale the remaining datasets to calculate the parcel-level attributes. We calculate

the distances to the existing protected areas, metro area, highway and hydrology

areas, and aggregate the HII and other biodiversity attributes. Some conservation

attributes measure the distance from a parcel to a feature of interest. In our dataset,

examples include PA, MA, HW, and HY, which require us to calculate the distance

from the parcel to the areas described in the attribute datasets. We first discretize

each dataset into 30 × 30 m2 patches (a request from our conservation planning

partners), which will be later used to calculate the attributes of the larger-sized

parcels. Parcels can be different in shape and size, and there are a variety of geographic

aggregation methods that can be employed to calculate their attributes out of the

patch attributes (Unwin, 1996). Then, we calculate the distance from the center of a

patch to its nearest feature of interest. From there, we can aggregate all patches that

fall within a parcel using min, max, average, or other aggregation functions. In our

system, we use the average value of all patches within a parcel. Other attributes focus
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Table 2.1: Variables and Data Sources Used

Category Attribute Name

(Abbr.)

Explanation Data Source

Land Use

Layer

Distance to

protected area

(PA)

The average distance of a parcel to

its nearest protected area(s)

The shapefile of protected area by state

from the USGS (USGS, 2018b)

Distance to a

metro area (MA)

The average distance of a parcel to

its nearest metro area(s)

The shapefile of the 129 incorporated

cities and towns in Montanan from Mon-

tana.gov (State of Montana, 2018)

Distance to

highway (HW)

The average distance of a parcel to

its nearest highway(s)

The shapefile of primary and secondary

roads by state from Census.gov (USCB,

2017)

Human influence

index (HII)

HII values range from 0 to 64 and

measure the direct human influence

on terrestrial ecosystems (Sander-

son et al., 2003). The average of

the HII values within a parcel.

The shapefile of HII by North America

from the socioeconomix data and appli-

cations center of NASA (SEDAC, 2018)

Cost per square

meter (COST)

total cost per square meter The shapefile of parcels from Mon-

tana (Loveland Tech., 2018).

Physical

Geospa-

tial Layer

Distance to

hydrology area

(HY)

The minimum distance from the

center of the parcel to the nearest

hydrology area

The shapefile of hydrology area by state

from the USGS (USGS, 2018a).

Biodiversity

Layers

Richness of trees

(TREE)

The total species richness of trees

in the parcel.

The TIF file of richness of trees by state

from BiodiversityMapping.org (Jenkins,

2017).

Richness of birds

(BIRD)

The total species richness of birds

in a parcel.

The TIF file of richness of birds by state

from BiodiversityMapping.org (Jenkins,

2017).

Richness of fishes

(FISH)

The total species richness of fishes

in a parcel.

The shapefile of richness of fishes by state

from BiodiversityMapping.org (Jenkins,

2017).

Richness of

amphibians

(AM)

The total species richness of am-

phibians in a parcel.

The shapefile of richness of amphib-

ians by state from BiodiversityMap-

ping.org (Jenkins, 2017).

Richness of

mammals (MM)

The total species richness of mam-

mals in a parcel.

The TIF file of richness of mam-

mals by state from BiodiversityMap-

ping.org (Jenkins, 2017).

Richness of

reptiles (RP)

The total species richness of reptiles

in a parcel.

The TIF file of richness of reptiles

by state from BiodiversityMap-

ping.org (Jenkins, 2017).
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on measurements and estimates from sensors, reports, and other sources. Examples of

these attributes include TREE, BIRD, FISH, and other attributes in the biodiversity

layer. We overlay the parcels onto the datasets and perform an aggregation operation

to estimate the parcel attributes.

2.3.2 Multi-layer Map View

In order to support the multicriteria analysis during the decision-making pro-

cess, we incorporated a multi-layer map view to visualize each attribute and their

combinations over space. For distance-based attributes (PA, MA, HW, and HY),

a sequential color scheme is used. The darker color means a patch is closer to the

feature of interest. As an illustration, Figure 2.2.A shows the visualization of the

distance to the metro area (MA) attribute. The pink region is the metro area, and

the peripheral region around the metro area is colored based on the distance. The

red and blue highlighted regions in Figure 2.2.A are the parcels in the user selected

region of interest.

Figure 2.2: Examples of Multi-layer Map Views. (A) Visualization of Distance to
Metro Areas. The Pink Area Is the Metro Area and the Peripheral Region Is Colored
from Brown to Yellow Based on the Distance Value of Each Patch. The Red/Blue
Highlights Correspond to the User Selected Region of Interest. (B) Visualization of
Fish Species Richness. The Region with Bluer Color Has Lower Species Richness for
Fish.

For region-based attributes (HII, COST, TREE, FISH, BIRD, AM, MM, and RP),

the original datasets are overlaid on the map and colored based on their attribute val-
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ues using diverging color schemes. The color scheme is designed to match the NASA

analysis (SEDAC, 2018) and BiodiversityMapping.org (Jenkins, 2017). Figure 2.2.B

shows the visualization of FISH. The region with redder color has higher species rich-

ness, while the region with bluer color has lower species richness for this variable.

In the map view, the user can define their conservation area by drawing a rectangle

on the map. Once the area is selected, the optimization algorithm suggests which

parcels within this area to buy (the red/blue area seen in Figure 2.2). The parcels are

colored based on an aggregation of the parcel attributes through a ranking function

(see Section 2.3.4), filtering updates, the optimization algorithm’s solution, and other

user modifications. Results in the selection are influenced by the Attribute Selection

View.

2.3.3 Attribute Selection View

The attribute selection view integrates parallel coordinates, line charts, and at-

tribute controllers (see Figure 2.1.B). The user can explore value distributions of

attributes in the search area, turn on/off each attribute layer on the map, define the

ranking order of each attribute in the median ranking, and filter attributes for median

ranking and based on the attribute value.

On each attribute controller, the user can click the top switch button (see Fig-

ure 2.1.B.3) to turn on/off the corresponding attribute layer, and mouse over the

attribute name (see Figure 2.1.B.1) to see the explanation of the attribute and the

color legend or the layer. The bottom switch button (see Figure 2.1.B.4) is used to

enable/disable the filtering function of this attribute. The user can still explore the

value distribution of an attribute when its filtering function is disabled, but interac-

tions on disabled attributes won’t impact the map view or the optimization model.

The triangles pointing up and down (see Figure 2.1.B.2) are used to decide the prior-
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ity direction of the attribute value when used in the median ranking aggregation (e.g.,

whether near or far proximity is desirable). For example, if the user wants to buy

parcels near a protected area, then the priority direction is non-decreasing. That is,

the user prioritizes low PA values by turning on the up triangle for the PA attribute.

By turning on their down triangles, the user prioritizes high values of TREE, BIRD,

FISH and AM attributes.

The line charts and parallel coordinates display the value distribution of each

attribute and support parcel filtering by attribute value. Such filtering is only active

when the attribute’s filtering function is enabled. To explore attribute correlations

and observe patterns of the data, the user can drag the axes of the parallel coordinates

to change the order of the attributes. On each axis of the parallel coordinates, we add

a box plot to help reveal the statistical distribution of the data. We use a categorical

color scheme for the box plots to represent different attributes, and the attribute

uses the same color in the portfolio comparison view, which we describe in detail in

Section 2.3.5.

When the number of parcels increases, it is difficult to observe the distribution

on the parallel coordinates due to visual clutters. Therefore, each attribute is also

associated with a line chart where the x-axis represents the attribute value and the

y-axis represents the frequency of the attribute value. The line chart is adjacent to

each axis in the parallel coordinate plot and is used to show the value distribution

of both the original data and the filtered data. To filter parcels, brush interaction

is supported on the axes of the parallel coordinates as well as on the x-axis of the

line chart. Parcels removed from the filtering will be grayed out on the parallel

coordinates, while brushed parcels are highlighted in blue. On the top line chart, the

black line shows the value distribution of all parcels in the search area, and, once

filtered, a blue line is used to display the value distribution of the filtered parcels, and
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the original line will become gray.

In our system, all the interactions are coordinated with the map view. Once

attributes are selected, the parcels in the user selected area will be colored based on

their median ranking order. The legend for the median ranking results is in the left

bottom of the map. The result of the median ranking depends on which parcels are

selected and which filters have been applied to the data. The attributes of the parcels

in the selected area are then used to generate a potential conservation portfolio.

2.3.4 Conservation Portfolio Optimization

Once the region and attributes are defined, our system employs a mathematical

programming model to identify an optimal portfolio of patches for conservation. We

define P as the set of candidate parcels eligible for purchase and A as the set of

attributes of interest. We assume that all attributes are (or can be converted to)

numerical values, and that all attributes are available for each parcel. We denote the

value of attribute j ∈ A for parcel i ∈ P by aij.

Depending on the discretization of the area of analysis (chosen by the user), the

number of candidate parcels may be very large. To reduce the computational effort in

our system, we implement two pre-processing techniques. Both aim to reduce the set

of candidate parcels by ignoring some that are not of interest for the decision-maker.

The first technique is based on user-defined attribute filters. In this case, the user

explicitly sets thresholds for a subset of the attributes, and the system discards those

parcels with attributes violating the thresholds. Mathematically, we denote the set

of attributes with threshold values as Ā ⊆ A, and the corresponding lower and upper

threshold values by āj and aj for attribute j ∈ Ā, respectively. Using these values,

the set of eligible parcels can be calculated as P̄ = {i ∈ P : aj ≤ aij ≤ āj, ∀j ∈ Ā}.

The ā- and a-parameters are calculated via user interactions with the map and the
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attributes’ value distribution.

Depending on the magnitude and meaning of an attribute, it may not be intuitive

for the user to specify the ā- and a-parameters. We also determine the set of eligible

patches using a ranking-based procedure that describes the relative performance of

a parcel with respect to other parcels. Parcels are sorted in non-decreasing order

based on each attribute and then ranked such that rij < rkj if aij < akj, where

rij ∈ {1, . . . , |P |} is the rank of candidate parcel i ∈ P on attribute j ∈ A. In

other words, the smaller the value of an attribute the higher the ranking of the

parcel on that attribute (i.e., closer to 1). In the case where attributes with larger

values are preferred (e.g., distance to human settlements), then the attribute values

are sorted in non-increasing order and ranked such that rij < rkj if aij > akj. If

two parcels have the same value on a particular attribute, then their ranking on

that attribute is the same, i.e., rij = rkj if aij = akj. The ranking describes the

parcel’s relative performance on each attribute. We aggregate such rankings into a

single number r̃i using the median value of the rankings across attributes. In other

words, r̃i = median(ri,1, . . . , ri,|A|), ∀i ∈ P . We add the aggregated rank to the set

of attributes for each parcel, allowing the user to specify more intuitive filters on the

r̃-values. For instance, the user can choose to discard parcels that are not among

the top k parcels–according to the median ranking–by setting the corresponding ā-

parameter to k. We use median ranking aggregation because, among other properties,

it eliminates the effect of extreme r-values and it can be computed efficiently (Sculley,

2007). Our system is flexible to accommodate any other ranking aggregation model.

For a review on ranking aggregation, readers are referred to (Sculley, 2007), (Lin,

2010), and (Ailon et al., 2008) and the references therein.

To find an optimal set of parcels for conservation, we use an integer programming

model with variables xi, where xi = 1 if parcel i is recommended for purchase, and
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xi = 0 otherwise, ∀i ∈ P̄ . The model constraints represent conditions that a portfolio

of parcels must satisfy, as opposed to the individual parcel conditions described in the

pre-processing analysis. These include land purchase budget, minimum population

area to protect, among others. We use linear constraints reflecting that the aggregated

value of an attribute for the selected parcels must be less than (or greater than) or

equal to a threshold value. We denote by A≤ and A≥, the set of attributes with a

less than or equal to and greater than or equal to constraints, respectively. We use bj

as the threshold value for attribute j ∈ A≤ ∪ A≥. Note that not all attributes need

to be included in such constraints, which means that A≤ ⊆ A and A≥ ⊆ A. We pay

special attention to the cost and area of each parcel, which we denote by ci and αi,

∀i ∈ P̄ , respectively. Our optimization problem maximizes the total purchase area

(2.1a), subject to attribute constraints (2.1b)–(2.1c), and variable-type constraints

(2.1d). The optimal purchased area will be a subset of the available area given that

the purchasing cost will be part of A≤, with a corresponding b-parameter equal to

the budget available for land purchases.

max
∑
i∈P̄

αixi (2.1a)

s.t.
∑
i∈P̄

aijxi ≤ bj, ∀j ∈ A≤ (2.1b)

∑
i∈P̄

aijxi ≥ bj, ∀j ∈ A≥ (2.1c)

xi ∈ {0, 1}, ∀i ∈ P̄ (2.1d)

An alternative model minimizes the total purchase cost, subject to constraints

(2.1b)–(2.1d). In this case, the area will be part of A≥, with a corresponding b-

parameter equal to a minimum required area to conserve. Mathematically, this prob-

lem can be written as min
∑

i∈P̄ cixi, subject to (2.1b)–(2.1d). Although some of
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the constraints in our models may indirectly induce some landscape attributes (e.g.,

landscape connectivity by selecting the distance to existing protected areas as an

attribute), the conservation portfolio produced by our models may not satisfy some

those landscape requirements. This is because of the complexity and computing

demand of enforcing such constraints for any arbitrary sized area selected by the

user. Instead, our system allows the user to interactively modify an existing solu-

tion (through clicks on the map) to induce these landscape features. This allows

the exploration of solutions that are infeasible for the optimization model, but that

provide a good compromise between the ecological values gained and the extra cost

required. The user is allowed to add or remove attribute constraints, as well as se-

lect the objective function to optimize (maximize the protected area or minimize

the purchasing cost). Our models produce an optimal purchasing plan that satisfies

all the selected attribute constraints at the same time. Using the optimal values of

the decision variables, denoted by x∗i , we define an optimal conservation portfolio

as P ∗ = {i ∈ P̄ : x∗i = 1}. These optimal portfolios are displayed for further user

analysis.

The analyst interacts with the optimization model through the configuration view

(see Figure 2.1.C). The analyst can filter parcels based on their median ranking and

sets the constraints and objective function of the optimization model. The analyst can

also “save” the current portfolio to the comparison view for further exploration and

comparison. The median ranking slider shows the rankings of all selected parcels, and

the analyst can drag the two ends of the slider to remove low-ranked or high-ranked

parcels. The filtering tool changes the parcels used in the automatic optimization

algorithm. The sliders under “constraints” are used to set the constraints for the

optimization model. Currently, our system is able to answer the questions: What is

the largest total area that can be protected given a fixed budget and other ecological
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constraints? and What is the least-expensive set of parcels to protect with an area

of at least b km2 while satisfying other ecological constraints? Therefore, the analyst

needs to select one variable between “cost” and “area” to be the constraints, and

leave the other to be the objective function. Our mathematical algorithm and sys-

tem can support multiple constraints. For both “cost” and “area”, the maximum

value of the slider updates to represent the sum of the cost and area of user-selected

parcels. Dragging the ends of the slider can change the value range we set for the

constraint. To set the objective function, the analyst can choose either to maximize

or minimize the variable. When the configuration is done, the analyst can click on

the “Optimization” button to run the algorithm. For an easy comparison of multiple

optimal portfolios under different right-hand-sides of the constraints, the constraint

value from the previous run of the optimization algorithm is recorded in the slider.

2.3.5 Portfolio Comparison View

Multiple land purchasing portfolios may satisfy the planners’ requirements under

different attribute priorities. The analyst can make different modifications on top of

the same suggested portfolio or change the selected parcels. Figure 2.3 shows our

portfolio comparison view which uses a multiple portfolio visualization to display all

saved portfolios. Each portfolio visualization has three visual components, the map

screenshot, the optimization setting, and the attribute pie. The map screenshot rep-

resents the exact status of the map view when the portfolio is saved, and it records

the details of the parcel selection in the portfolio. The optimization setting uses the

same design as the lower right legend on the map to present the constraint and objec-

tive function for the optimization algorithm. The attribute pie is a glyph designed to

visualize the attribute distribution of selected parcels under the setting of each port-

folio and allow the analyst to compare their customized portfolio to that suggested
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Figure 2.3: Comparison of the Average Value for Each Attribute. The Selected
Attribute with a Gray Arc Is the Pa Attribute of the Analyst’s Portfolio in the
Second Row. All the Comparison Result of Other Portfolios with This Selected
Attribute Are given with Three Relations, “less Than”, “larger Than”, and “equal
To”. The Corresponding Signals in the Comparison View Are a minus Sign, a plus
Sign, and an Equal Sign, Respectively. For Example, the Average Values of Pa for
an Analyst’s Selected Set of Parcels in the First Row Are Smaller than That of the
Analyst’s Selected Set of Parcels in the Second Row. Comparing Analyst’s Portfolios
of Plan1 and Plan2, Plan1 Can Buy 314 Million Square Meters Area Better than the
280 Million Square Meters in Plan2 with a Similar Cost. In Addition, the 7 Attributes
out of 12 Attributes in Plan1 Perform Better than Those in Plan2. In General, Plan1
Is Much Better than Plan2.

by the optimization model. The pie shows all attributes with evenly split sectors and

each attribute is assigned one color. This is because even if not all the attributes are

used to filter parcels, their value distribution may need to be considered in the final

decision-making process.

To compare the influence of an attribute value in the portfolio, three circles with

different radius are used. The outermost circle represents all the parcels in the search

area, the middle circle represents the parcels suggested by the optimization model,

and the inner circle represents the analyst selected parcels, which are those finalized
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in the portfolio. The three circles are arranged into the same value scale, which

ranges from the minimum to the maximum of all parcels in the search area (the

range of the outermost circle). For the middle and the innermost circle, the value

range is also emphasized with a brushed color arc. Within this color arc, a box plot

visualizes the attribute value’s statistical distribution. We use a brushed color arc

on the outermost circle to indicate the attribute value range that was used by the

analyst to filter the attribute. If there is no such colored arc, it means the analyst did

not filter on this attribute. The box plot on the outermost circle shows the quartiles

of the attribute value with these filtered parcels. By using these glyphs, analysts can

compare the attribute distribution of filtered parcels, suggested parcels and the user

selected parcels to explore how the choice of parcels affects the attribute distribution.

Analysts can also directly compare different portfolios, allowing multiple analysts to

provide input and serving as a mechanism for both provenance and analysis. The

map screenshots of the portfolios provide an overview of the differences between

search areas and parcel selection. A black vertical line across all saved portfolio

appears when the analyst mouses over the optimal setting view so that the analyst

can easily compare the value of the constraint and objective function (cost and area)

for these portfolios. The analyst can also compare the attribute value distribution of

different portfolios by mousing over one arc of an attribute to turn on the comparison

signs of this attribute for all portfolios. In this case, the average attribute values

are compared both between the parcels represented of the three circles within one

portfolio and also between the parcel selections represented by the circles of other

portfolios. The reference circle arc is colored gray. If the average value equals the

reference value, it shows an = sign. When the average value of the parcels represented

by the circle is larger than the reference value, a + sign will appear, and when the

value is smaller, a − sign will appear.
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2.4 Case Studies

In this section, we illustrate the use of our tool for the selection of conservation

areas in Montana, USA. The state of Montana has a long wildlife conservation tra-

dition dating back to 1895 when the Game and Fish Commission was established

(Brownell, 1987). The evolution of wildlife legislation in this state reflects a serious

commitment to the protection of wildlife; yet, less than 3.7% of its total area is desig-

nated as a wilderness protection area. Furthermore, most of the currently designated

protected areas are composed of isolated mountain ranges clustered in a limited num-

ber of counties. Therefore, there is a need to complement existing protected areas

by establishing new protection zones in counties that have limited designated wilder-

ness areas and establishing corridors that facilitate movement and gene flow among

wildlife populations living in isolated conservation areas (Hodgson et al., 2009).

2.4.1 Multi-species Conservation Scenarios for the Judith Gap in Montana

In this case study, a conservation planner (the “analyst” hereafter) selects a set

of areas to acquire (or restore) near the Judith Gap in Wheatland County. This

gap represents a region of unprotected land between protected areas in the Little

Belt Mountains in the west and the Big Snowy Mountains in the east. The analyst’s

overall goal is to identify the largest possible total area to purchase subject to a budget

constraint, while at the same time maximizing the number of terrestrial vertebrate

species under protection within the corridor. There is evidence showing that in many

instances the negative effects of human populations on protected areas decreases

with distance to population centers (Mcdonald et al., 2009). In this case, our system

allows the analyst to visually explore a variety of attributes related to human use.

Using the distance to metro area (MA) layer, as shown in Fig. 2.4b, it is possible
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to assess the spatial relationship between existing protected areas and urbanized

centers. The figure shows how protected areas are generally distant from major urban

centers. The highway layer (HW), as shown in Fig. 2.4c, illustrates how major roads

may influence accessibility to protected areas. The figure shows how highway 91 is

located between the two major conservation areas that the analyst seeks to connect.

Alternatively, the analyst can visualize a human influence index (HII), as shown in

Fig. 2.4d, which summarizes in a scale from 0–64 the overall influence of humans on

terrestrial ecosystems. This view shows that areas near the metro and highway areas

usually have high human influence index.

Meeting cost constrains is a central goal of conservation planning because re-

sources for conservation are always limited (Naidoo et al., 2006). Fig. 2.4e shows the

spatial distribution of costs and its relationship with existing protected areas or other

attributes. The cost layer shows that the average cost to purchase land near the Big

Snowy Mountains is higher than that near the Little Belt Mountains. After the ex-

ploratory spatial analysis of existing protected areas, human influence, and cost, the

analyst can define a candidate region between the Big Snowy Mountains and Little

Belt Mountains conservation areas in Fig. 2.4f using the drawing tool.

Protecting sites that are closer to existing conservation areas (both east and west)

will encourage connectivity. Therefore, the analyst selected PA as an attribute for

the ranking calculation and the optimization model, as well as terrestrial vertebrate

species richness which includes mammals, birds, reptiles, and amphibians because the

overall goal is to promote movement and gene flow of wildlife species among existing

conservation areas. Mammal conservation is a regional conservation priority, thus,

using the brushed axis the analyst imposed a constraint to include sites that have

a total richness of mammals index of at least 54 species. The model’s goal is to

maximize the area under protection while adding a budget as a constraint as it is
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Little Belt Mountains

Big Snowy Mountains

Figure 2.4: Process to Define the Candidate Region: (A) PA Layer. (B) MA Layer
Covering PA Layer. (C) HW Layer Covering MA and PA Layers. (D) HII Layer
Covering PA Layer. (E) Cost Layer Covering PA Layer. (F) Selected Candidate
Region with Median Ranking Covering PA Layer.

a common practice in conservation planning (Cabeza and Moilanen, 2001; Williams

et al., 2005). Acquiring the whole candidate region would cost $46M, which is higher

than conservation budgets in many instances. Therefore, the analyst sets a target

total cost of $0 — $10,000,000 to test if this budget range allows to meet the con-

servation goal of acquiring land to connect the conservation areas. The prescribed

solution is shown in Figure 2.5a. The figure shows that the current budget allows

purchasing a limited number of isolated patches that will contribute little to the over-

all goal of promoting connectivity. The budget is increased to $15,000,000, obtaining

the area in Figure 2.5b, which better promotes connectivity between the two existing

protected areas. This budget level also allows connecting the southern portion of the

Little Belt Mountains.

As is common in conservation planning, the prescribed optimal set requires manual

refinement by the analyst to incorporate expert opinion on attributes that are not

necessarily accounted for in the optimization model. For example, a land parcel may

be already zoned for other uses, it may be prone to fire or flood disturbance, or it may
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Ceiling cost = $10,000,000A

B Ceiling cost = $15,000,000

Ceiling cost = $15,000,000C

A,B

B,C

Figure 2.5: Generated Portfolios on the Map. (A) Portfolios Generated with $10m
Budget Connecting Two Protected Areas. (B) Portfolios Generated with $15m Bud-
get Connecting Two Protected Areas. (C) Portfolios Generated with $15m Budget
Connecting Three Protected Areas. All the Parcels Are Prepossessed by Filtering
Those with Less than 54 Mammal Species Richness. Portfolio Comparisons: (A,B)
the Portfolios Generated Based on the Small Search Area with the Different Budgets
Are Compared. (B,C) with the Same Budget, the Portfolios Generated Based on the
Small Search Area and Larger Search Area Are Compared.

be spatially isolated and therefore not desirable as a conservation unit. This manual

refinement is a key component of the conservation planning process that is lacking

in many computational applications and is intuitively incorporated in this tool given

its spatial nature. In these examples, the analyst replaced isolated regions with little

contribution wildlife movement with areas in the west that ensure connection to the

Big Snowy Mountains. Because the map reports the total selected area and cost after

any analyst action (e.g., selection or removal of a parcel), the analyst was able to

select an area within the given budget while using the manual refinement tool. The

customized portfolio in Fig. 2.5c results in a set of areas to protect of ∼ 545 km2

and a cost of $14,972,446. Although this solution is not optimal (i.e., the optimal

solution recommends the purchase of ∼ 603 km2 within the same budget), it reflects

the complementary insight of the mathematical model and expert judgment based on
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attributes such as landscape connectivity that are not included in the mathematical

model.

We compare the three portfolios in the left part of Fig. 2.5 using the spatial

and non-spatial information. The first two examples have the same search area and

different budgets. The customized portfolio in the second example consists of a larger

area (within its budget) than that in the first example, which exceeds its budget as

shown in Fig. 2.5ab. The screenshot of the map shows how the parcels of each portfolio

distribute. Besides the difference of constraints and goals reached by the portfolios,

the change on the distribution of each attribute is visualized on the arcs in Fig. 2.5ab.

We hover the inner arc to get the comparison result of the average attribute value

among different portfolios. To show the hovered result of each attribute, we list five

attributes we concern in the right part of Fig. 2.5ab. We observe that the customized

portfolio in the second example has a higher average richness of amphibian species

and the lower average cost. Moreover, it consists of a larger area within its budget

to connect the two protected areas. The analyst decides that the second portfolio is

better than the first one. With the same budget, we generate the third portfolio based

on a larger search area. Fig. 2.5bc shows the comparison result of the second and the

third portfolios. The third portfolio consists of a larger area within the same budget to

connect three protected areas. In addition, it has a higher average richness of mammal

species and reptile species, and lower cost. Based on our analysis from Fig. 2.5, the

analyst selects the third portfolio as the final choice. The comparison result of the

customized and suggested portfolios in the third example, which is represented near

the inner and middle arc, gives more evidence to support the analyst’s decision. In

Fig. 2.5bc, the average richness of mammal, reptile and amphibian species is higher

in the customized portfolio.
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Figure 2.6: Case Study 2: (A) Initial Ranking given Selected Attributes in Mon-
tana’s Park and Sweet Grass Counties. (B) Pre-processed Areas Using Median Rank-
ing. (C) Optimal Results When Total Purchase Cost Is Minimized Subject to a Min-
imum Area of 300 Km2; (D) Results after Manually Inducing Compactness in the
Protected Area. (E) Comparison Between the Optimal Portfolio and the Connected
and Compact Analyst-selected Area.

2.4.2 Creating a Protected Area in Montana’s Park and Sweet Grass Counties

In this section, we illustrate the creation of a protected area at the boundary

of Montana’s Park and Sweet Grass counties, between highways 89, 90, 191, and

371. The region of interest consists of federal land and other unprotected areas and

is within 100 mi from urban areas such as Bozeman, Livingston, Big Timber, and

White Sulphur Springs, as well as other unincorporated communities. While in the

first case study we were interested in designing a conservation area distant from areas

of human influence, in this case study we have an opposite goal. Recent studies argue
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for a positive role of nature parks and protected areas close to human population

centers (More et al., 1988). Proximity to natural areas has been associated with

improved mental health (Sturm and Cohen, 2014) and positive attitudes towards

nature (Lin et al., 2014). Therefore, in this case the analyst is interested in creating

conservation areas that promote the protection of biodiversity, while at the same time

being accessible by the community. In addition to the mammals, reptiles, amphibians,

and bird richness layers, the analyst includes the distance to metropolitan areas and

the distance to highway as attributes in non-decreasing order using the Attribute

Analysis View. In this way, areas closer to highways and metro areas are given a

higher preference.

Using the selected attributes, Fig. 2.6a shows the initial ranking of areas within the

region of interest. This ranking combines both biological and geographical features.

Because the cost of purchasing the whole region of interest is prohibitively high (∼

$32M), the analyst decided to exclude from the analysis such areas whose median

ranking is larger than 5 for the selected attributes. In other words, discards those areas

that are not ranked in the top five in at least half of the selected attributes. This was

done using the pre-processing slider in the Optimization Configuration panel, which

reduced the area from∼864 km2 to∼420 km2, with an updated total cost of∼ $11.5M

(see Fig. 2.6b). The optimization model’s goal is to minimize the total purchasing

cost subject to a minimum protected area of 300 km2. The results of this baseline

scenario are shown in Fig. 2.6c. The size of the optimal area is ∼ 298 km2 with a total

cost of ∼ $5.28M. This area is neither connected nor compact, having some isolated

parcels and gaps inside the main cluster of selected areas. To improve the geographical

properties of the selected area, the analyst manually induced these properties using

the point-and-click feature of our system, ultimately producing the area shown in

Fig. 2.6d. In this case, the size of the analyst-selected area is ∼ 290 km2 with a
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total cost of ∼ $5.6M. Regarding the ecological features, the attribute comparison

in Fig. 2.6e shows that the analyst-selected landscape has a higher average richness

for mammals, reptiles, and amphibians, but not birds. In this case, the increase in

some species coverage as well as the connectivity and compactness properties of the

resulting landscape are achieved at the expense of a higher land purchase cost with

respect to the baseline scenario (∼ $320K).

2.5 Conclusions

In this chapter, we propose a visual analytics framework to help conservation

planners and scientists to explore, compare, and modify conservation portfolios un-

der a variety of constraints. To explore the candidate parcels, the system proposes

the multi-layer map view and the parallel coordinates-based attribute analysis view.

The suggested portfolios and the user-defined portfolios are generated based on an

optimization model and users’ domain knowledge. The comparison between these

portfolios is supported by the portfolio comparison view. Using our system, analysts

can incorporate their decision preferences and add selection attributes that are not

easily incorporated as constraints or objectives, or that delay the construction of a

portfolio given the resulting model complexity. The optimization model is fast for

moderately sized landscapes and allows the construction of what-if scenarios almost

in real time.

The framework has been validated by conservation experts through two case stud-

ies, which demonstrate how the framework can help analysts to generate conservation

portfolios for different goals under a variety of constraints. Moreover, the system has

been received design feedback from multiple conservation experts including two co-

authors and four external partners. Although the feedback received was generally

positive, some limitations have been identified for future work. Specifically, ana-
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lysts appreciated the option to compare portfolios; however, more automation for

supporting detailed comparison could improve the analysis process. The analysts

also noted that while the framework is flexible to the underlying optimization ap-

proach, an API that would allow users to directly integrate their own optimization

routines could greatly enhance their workflow. A possible avenue is to explore al-

ternative multi-objective approaches to explore the trade-off between objectives in

the portfolio optimization (see, e.g., (Miettinen, 2012) and (Sawaragi et al., 1985)

for alternatives). Further work will focus on the automatic comparison of candidate

portfolios and add customized algorithms to induce other spatial properties to the

framework in case the user decides to use them (e.g., connectivity and compactness).

An interesting conjecture is whether adding human interaction with the optimization

helps with the run-time issues when spatial properties are enforced. Further studies

exploring the tradeoffs between human input and ability to explore reasonable solu-

tions is an interesting future direction. As of now, the analyst can manually load a

candidate conservation portfolio for further analysis using a shapefile or a file specify-

ing whether a parcel is selected. We will add modifications in this aspect to facilitate

the upload and compatibility check of a candidate portfolio, as this will allow our

system to complement the analysis of other existing tools like MARXAN and Zona-

tion. Although the framework focuses on conservation planning decisions, it can be

extended to other spatial problems, including electoral districting, location of urban

parks, and land-use planning. Such applications will require the proper data inputs

and specification of the related optimization problems.

This work develops novel methods to support the exploration multiclass geospa-

tial data. While the detection of the patterns and the relationship for the multiclass

geospatial data needs methods to do. In the following chapter, I proposed the topo-

logical method to explore the multicalss map analysis.
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Chapter 3

EXPLORING GEOGRAPHIC HOTSPOTS USING TOPOLOGICAL DATA

ANALYSIS

3.1 Introduction

The spatial analysis of point events has been widely examined (Bailey and Gatrell,

1995; O’Sullivan and Unwin, 2010; Shiode, 2011; Chen et al., 2018; Bizimana and

Nduwayezu, 2020), and a variety of methods have been developed for detecting and

visualizing hotspots (e.g. (Kulldorff, 1997; Krige, 1951; Borruso, 2008; Nakaya and

Yano, 2010; Hu et al., 2014; Zhang et al., 2020)). A popular method for analyzing

point data is to transform the data into a density function across a regular grid using

functional approximations, for instance via Kernel Density Estimation (KDE) (Silver-

Figure 3.1: A Common Way to Characterize Hotspots in Point Events (A) Is to
First Derive a Kernel Density Estimate (B), and Then to Extract All Areas That Ex-
ceed a Given Density Value Threshold (C-D). Here, Events Correspond to Reported
Gang Activity in Chicago, IL, USA (Section 3.4.2), Where Each Gang Is Assigned a
Random Color. As Demonstrated in the Bottom Row, the Chosen Threshold Has a
Significant Impact on the Shape and Number of Extracted Hotspots (Colored Ran-
domly). More Importantly, a Single Global Threshold Can Not Distinguish Between
Hotspots at Different Scales, E.G., For the Threshold That Is Required to Detect All
Small Hotspots Shown In (D), All Major Hotspots Shown in (C) Can No Longer Be
Separated.
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man, 1986). The results of the analysis produce an informative and visually appeal-

ing surface that communicates the intensity of point data. Because of their utility,

density functions have been used to study a wide variety of phenomenon including:

wildfires (Koutsias et al., 2014), air traffic patterns (Lampe and Hauser, 2011), human

activity (Hu et al., 2014), animal movements (Sarkar et al., 2015; Chirima and Owen-

Smith, 2017), crime (Nakaya and Yano, 2010; Levine, 2008), urban analysis (Zhou,

2015), health (Liadsky and Ceh, 2017), etc. The most common approach is to identify

hotspots as spatial regions that exceed a specified event density threshold (Bizimana

and Nduwayezu, 2020; Hu et al., 2014; Chainey et al., 2002; Lukasczyk et al., 2015;

Chainey and Ratcliffe, 2013; Johansson et al., 2015). While such approaches have

proven valuable, the general approach of characterizing hotspots on density alone can

obscure local peaks and unintentionally highlight noise and outliers. For example,

Figure 3.1 shows a standard hotspot analysis, where point event data (Figure 3.1.a)

is transformed into a probability estimate and rendered as a heatmap (Figure 3.1.b).

To identify hotspots, an analyst-defined threshold is chosen and regions with values

greater than the chosen threshold are extracted. Here, we observe some of the clas-

sical issues with thresholding. In Figure 3.1.c, selecting a reasonably high threshold

results in several distinct geographic hotspots, such as the dark green hotspot and

the light blue hotspot; however, regional hotspots that may be local maximas but

are below the selected threshold may be missed. If the threshold value is lowered to

try and capture these features, Figure 3.1.d, the missing local hotspots, such as the

orange and purple regions, now appear. However, the unique peaks in the first pair

now merge into a single large hotspot (light blue), obscuring local variations.

Given that a density estimate is an ordinary scalar field, current geographic

hotspot exploration methods can be augmented based on the theory and applica-

tion of scalar field topology (SFT). SFT provides various data abstractions that can
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be used for robust, hierarchical feature characterization, such as the persistence dia-

gram (Edelsbrunner et al., 2002), the merge tree (Carr et al., 2003; Gueunet et al.,

2017), and the Morse complex (De Floriani et al., 2015; Robins et al., 2011; Gyu-

lassy et al., 2018). In the past, these abstractions have been successfully applied in

a number of visualization and analysis tasks (Heine et al., 2016); including astro-

physics (Sousbie, 2011; Shivashankar et al., 2016), biological imaging (Carr et al.,

2004; Bock et al., 2018; Anderson et al., 2018), chemistry (Bhatia et al., 2018; Guen-

ther et al., 2014; Olejniczak et al., 2019), fluid dynamics (Laney et al., 2006; Kasten

et al., 2011; Bremer et al., 2016), material sciences (Gyulassy et al., 2015; Lukasczyk

et al., 2017a; Soler et al., 2019), and turbulent combustion (Bremer et al., 2011; Gyu-

lassy et al., 2014). However, the application of SFT theory for geographical hotspot

analysis is not yet widely utilized.

To facilitate the application of SFT in this context, we demonstrate how the con-

cepts of SFT can be used to interactively extract hotspots in density estimates derived

from geo-spatial point events. We demonstrate that SFT-based hotspot characteriza-

tions make it possible to filter hotspots by significance, to identify hotspot boundaries,

and to understand their hierarchical and spatial relationship. These advantages make

SFT-based characterizations far superior to the common approach of simple thresh-

olding (Figure 3.1). We also describe a novel characterization that combines Morse

complex cells with superlevel set components and crown components. This hybrid

characterization has the advantage that connected regions can be further subdivided

into individual hotspots with natural boundaries that align with the density gradient.

Finally, we instantiate our SFT-methodology in a visual analytics framework (Fig-

ure 3.2) that supports analysts in comparing different hotspot characterizations. We

demonstrate the effectiveness of the framework via a detailed analysis of two crime

datasets and discuss how this framework improves upon current geovisual analytics
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systems. The contributions of our paper are:

• The application of SFT in the area of hotspot characterization of geo-spatial

point events;

• A robust and effective hotspot characterization that is based on a combination

of merge tree crown components and Morse complex segmentations;

• A novel hotspot characterization that combines Morse complex cells with super-

level set components and crown components that allows connected hotspot com-

ponents to be further subdivided into individual hotspots with natural bound-

aries that align with the density gradient; and

• A visual analytics framework that enables the effective exploration and com-

parison of SFT-based hotspot characterizations.

3.2 Related Work

Point events appear in many application domains, such as law enforcement (Jo-

hansson et al., 2015; Malik et al., 2014), zoology (Travaini et al., 2007; Sarkar et al.,

2015), epidemiology (Lukasczyk et al., 2015; Bizimana and Nduwayezu, 2020), food

service (Zhang et al., 2020), internet applications (Guan et al., 2014) and environmen-

tal science (Bröring et al., 2015). Researchers and practitioners are often interested

in regions with a relatively high number of observed events. Such areas are com-

monly referred to as hotspots, but there is no universal definition of what a hotspot

actually is. For instance, spatial scan statistics (Kulldorff, 1997) identify hotspots as

subsets of the point events. Other techniques define hotspots based on a continuous

representation of the point events, which can be derived via kernel density estima-

tion (Silverman, 1986), Kriging (Krige, 1951; Chilès and Desassis, 2018; Oliver and
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Figure 3.2: The Proposed Scalar Field Topology (SFT)-based Visual Analytics In-
terface Consists of Four Linked Views: (I.1) a Merge Tree, (I.2) a Persistence Diagram,
(I.3) a Persistence Curve, and (I.4) a Geospatial Map. Given a Set of Geo-spatial
Point Events—here, Crime Incident Reports in Tippecanoe County, IL, USA (Sec-
tion 3.4.2)—the Framework Computes a 2D Kernel Density Estimate (Contours), and
Then Analysts Can Interactively Extract Hotspots (Colored Elements) via Different
SFT-based Characterizations (A.1-d.2). (A.1) and (A.2) Both Show Hotspots That
Are Characterized via a Merge Tree Leaf Segmentation (MTLS), Where Hotspots of
A.1 Are Colored Based on the Id of Their Corresponding Merge Tree Branch, and
Hotspots of A.2 Are Colored Based on the Most Frequent (Majority) Crime Category
in Each Hotspot. (B.1), (B.2), and (B.3) Show the Same Morse Complex Segmenta-
tions (MCS) Where Hotspots Are Colored by the Most Frequent, the Second Most
Frequent, and the Third Most Frequent Crime Category, Respectively. (C) Shows a
Combination of a Superlevel Set Segmentation (Sss) for Level 0.7 and a MCS, Where
Hotspots Are Colored by the Majority Crime Type. (D.1) and (D.2) Show the Com-
bination of a MCS with Two Different Merge Tree Crown Segmentations (MTCS),
Where Hotspots Are Again Colored by the Majority Crime Type.
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Webster, 1990), or other regression-based techniques. The resulting scalar fields are

then visualized via heatmaps and iso-contours, where hotspots can be identified as

local peaks (Chainey et al., 2002; Lukasczyk et al., 2015; Johansson et al., 2015).

In this thesis, we focus on hotspot characterization of density estimates, where a

hotspot is an area on a map that has a high number of events. All examples in this

thesis utilize kernel density estimation for creating the density field, and there are

numerous sample applications of KDE for geographic visual analytics. For example,

Maciejewski et al. explore spatiotemporal changes in emergency department records

using kernel density estimation (Maciejewski et al., 2009). Scheepens et al. apply

kernel density estimation to trajectory aggregation and use contour lines to help

analysts predict the movement of ships (Scheepens et al., 2014, 2012). Razip el al.

present a mobile toolkit to help citizen and law enforcers assess risk levels in urban

areas where risk was visualized as a density estimation (Razip et al., 2014), and

de Queiroz Neto et al. used Marching Squares to quickly generate high resolution

hotspots (de Queiroz Neto et al., 2016) and characterized tasks for hotspot analysis

(de Queiroz Neto et al., 2020). Hu et al. (Hu et al., 2014) analyze human activity

based on the mobility hotspots calculated by kernel density estimation. Zhang el

al. (Zhang et al., 2020) apply the kernel density estimation to restaurant POI data

for food culture analysis. Nakaya and Yano (Nakaya and Yano, 2010) propose space-

time kernel density estimation to analyze crime hotspots.

A common approach among such systems is to identify hotspots as the individual

connected areas that exceed a given event density threshold (Chainey et al., 2002;

Lukasczyk et al., 2015; Maciejewski et al., 2009). This threshold, however, controls

the shape and the number of hotspots, and even slight threshold variations can have a

significant impact on analysis results (Lukasczyk et al., 2017b). Appropriate thresh-

olds are also often not known a priori, and need to be adjusted interactively (Chainey

45



et al., 2002; Malik et al., 2014). Here, scalar field topology (SFT) (Edelsbrunner and

Harer, 2010) can provide a family of generic, robust, and efficient feature characteriza-

tions, adding another suite of tools for geographical analysis. SFT theory has already

been successfully applied in different application domains (Heine et al., 2016); how-

ever, while SFT essentially provides a Swiss army knife for feature characterization,

it is not clear which specific characterization should be used to describe hotspots. As

noted by Heine et al. (Heine et al., 2016), this is often application dependent and

requires an SFT expert for fine-tuning. In this work, we examine the pros and cons

of several SFT-based feature characterizations for the extraction of hotspots present

inside density estimates, we provide a novel hotspot characterization that combines

Morse-Smale complex cells with superlevel set and crown components, and develop

a visual analytics framework that enables analysts that do not have a background in

SFT to conveniently and efficiently explore and compare different characterizations.

3.3 Method

In this thesis, we discuss how SFT-based feature characterizations can be used to

identify hotspots. We note that any density field on a regular grid can be explored

using our proposed framework. Our examples all utilize kernel density estimation

for approximating a density field from geographically reference crime points. For

completeness, we first describe how to compute kernel density estimates to obtain

a density map of geographically referenced point data. In the context of density

maps, we then introduce the core concepts of SFT and we demonstrate that various

feature definitions derived from SFT (superlevel set components, crown components,

and Morse Complex cells) can be used to characterize hotspots. We showcase the

advantages and disadvantages of each characterization and their ability to highlight

different aspects of the inherent data. We also describe a novel characterization that
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combines Morse Complex cells with superlevel set components and crown compo-

nents. This hybrid characterization has the advantage that connected regions can be

further subdivided into individual hotspots with natural boundaries that align with

the density gradient, and provides a novel means of visualizing hotspot boundaries

and spatial extent. Finally, we discuss our visual analytics interface, which provides

multiclass analytical capabilities for aggregated groups, and allows analysts to com-

pare the SFT-profiles of hotspots in terms of the prevalence of event types.

3.3.1 Kernel Density Estimation (KDE)

In this work, we consider scalar fields that correspond to radial symmetrical kernel

density estimates (Silverman, 1986; Gramacki, 2018). For a list of 2D point events

X̄ = [x1, . . . , xn] with xi ∈ R2, such an estimator fh : R2 → R is defined as

fh(x) =
1

nh2

n∑
i=1

K

(
‖x− xi‖2

h

)
, (3.1)

where K(u) is a univariate kernel function, and h is the kernel bandwidth. This esti-

mator is usually evaluated on each point of a regular grid, where the kernel computes

the contribution of each event based on its distance to the current grid point. The

kernel bandwidth adjusts this contribution radius and has the most significant impact

on the resulting estimate. Choosing appropriate bandwidths is itself a challenging re-

search area (Heidenreich et al., 2013). For the sake of simplicity, in this thesis we will

focus on estimates derived with a linear kernel

KL(u) =


1− |u| if |u| ≤ 1

0 otherwise

(3.2)

and an initial bandwidth suggested by Silverman’s Rule of Thumb (Silverman, 1986):

h =

(
4

3

) 1
5

σn−
1
5 . (3.3)
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Here, σ is the standard deviation of the n samples. However, if necessary, the kernel

and the bandwidth can be interactively adjusted in our visual analytics framework.

Contour lines of an example kernel density estimate are shown in the top row of

Figure 3.3. Note that any density field can be explored with the proposed framework,

as well as ratio/risk maps, to normalize against a population of interest, as long as

the data is captured on a regular grid.

3.3.2 Superlevel Set Segmentation (SSS)

One of the most common ways to identify areas of interest in a scalar field is to

extract all regions that exceed a given scalar threshold. In SFT-terms, this threshold

is referred to as a level, and every individual connected area that exceeds the level is

called a superlevel set component (Figure 3.3, second and third row). However, even

slightly changing the level can drastically change the geometry and the number of

extracted components (Lukasczyk et al., 2015; Bremer et al., 2016; Lukasczyk et al.,

2017b). Superlevel set segmentations are also not a true multi-resolution feature

characterization since components for different levels are not explicitly set in context

with each other, i.e., components (hotspots) are shown with a single color, indepen-

dent of the fact that they exhibit a nesting structure. Another limitation of these

segmentations is the fact that if the density field exhibits peaks with a small event

density, then, in order to extract these small density peaks, the threshold level has

to be sufficiently small. For such small thresholds, hotspots of higher event density

can no longer be separated. For instance, in the example of Figure 3.3, there does

not exist a global level that would extract all four hotspots as individual superlevel

set components, i.e., to extract the orange hotspot around maximum A, the level

has to be smaller than 3, but for such level values, the red and the green hotspot

already merged. SFT provides several feature characterizations that overcome these
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limitations.

3.3.3 Merge Tree Segmentation (MTS)

Much SFT theory is derived from observing the behavior of superlevel set com-

ponents during a continuously level sweep. Consider a level that is greater than the

largest density value. For this level no superlevel set components exist. However, if we

now continuously decrease the level then new superlevel set components appear at lo-

cal maxima (discs in Figure 3.3), and already existing components merge at so-called

saddles (diamonds in Figure 3.3). These points are also called the critical points of

the function, and the topological evolution of the components they induce is recorded

in a topological abstraction called the merge tree (Carr et al., 2003), whose leaf nodes

correspond to maxima, intermediate nodes correspond to saddles, and edges indicate

which components merge at which saddle (Figure 3.3, right). Every time branches

merge at a saddle, then we define that the branch starting at the largest maximum

continues and all other branches terminate at the saddle. This convention is called

the Elder Rule (Edelsbrunner and Harer, 2010). Based on this rule, every maximum

can be uniquely paired with a saddle (except the global maximum which is paired by

convention with the global minimum). SFT actually requires that all critical points

must have unique values in order to never encounter a tie when components merge

at saddles. Although density scalar fields usually do not satisfy this criterion, it is

always possible to trivially enforce this criterion symbolically with a method called

Simulation of Simplicity (Edelsbrunner and Mücke, 1990). The resulting pairs are

called persistence pairs, where the persistence (the significance) of a pair corresponds

to the absolute scalar value difference of its two points. Performing this level sweep

over the entire scalar range yields the merge tree segmentation (MTS), which maps

every point of the domain to a merge tree edge and vice versa (Figure 3.3, fourth
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row).

The merge tree provides valuable insight about the structure of the scalar field. For

example, the nodes of the tree indicate important level values for which superlevel set

components will appear and merge. Furthermore, the number of edges that include a

given level value correspond to the number of extracted superlevel set components at

this level (Figure 3.3, second and third row). However, the primary advantage of the

merge tree segmentation is that it partitions the domain into a hierarchical structure,

which we will utilize in the following characterizations.

3.3.4 Merge Tree Leaf Segmentation (MTLS)

Given an MTS, it is trivial to extract all regions that correspond to the leaf arcs

of the merge tree. The resulting domain segmentation is called the merge tree leaf

segmentation (MTLS), which highlights the parts of the domain that are uniquely

associated with a single maximum (Figure 3.3, fifth row). An advantage of the MTLS

over the SSS is that it can identify hotspots independent of a level value, and the

resulting hotspots can have different density ranges.

3.3.5 Merge Tree Crown Segmentation (MTCS)

Instead of using a global density threshold (as used for SSSs), it is also possible

to extract hotspots based on local thresholds (Bremer et al., 2016). We can extract

subtrees of the merge tree that are rooted at maxima and span a specific scalar range.

Each such subtree is called a crown, and the corresponding scalar range is called the

crown height. In density estimates, crown components correspond to regions whose

points have at most a certain density difference relative to their associated maximum,

i.e., the hotspot center (Figure 3.3, sixth row).
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Figure 3.3: Hotspots of a Density Field Can Be Characterized via Several SFT-
based Abstractions. Superlevel Set Segmentations (SSS) Identify Connected Areas
That Exceed a given Level Threshold. The Merge Tree Segmentation (MTS) Asso-
ciates Each Point of the Domain with a Branch of the Merge Tree. As a Special
Case, the Merge Tree Leaf Segmentation (MTLS) Extracts Only Parts of the Domain
That Are Associated with Leaf Arcs. Another Special Case Is the Merge Tree Crown
Segmentation (MTCS) That Extracts Subtrees Based on a Relative Scalar Value
Difference, Called Relevance. Finally, the Morse Complex Segmentation (MCS) As-
sociates Each Point of the Domain with the Maximum That Is Reached by Following
the Steepest Ascend.
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Figure 3.4: Combining the Merge Tree Crown Segmentation (MTCS) and the
Morse Complex Segmentation (MCS) Yields a Very Versatile, Robust, and Effective
Hotspot Characterization. Hotspot Boundaries Are Determined by the MTCS, and
the MCS Is Used to Differentiate Between Individual Hotspots.

3.3.6 Morse Complex Segmentation (MCS)

The final SFT-based feature characterization we consider is based on the Morse

complex (Milnor et al., 1963; Forman, 2002). In contrast to the merge tree, the Morse

complex is derived based on the gradient field of the density estimate. By always fol-

lowing the steepest ascent, every point of the domain can be uniquely mapped to a

single maximum (this is again a result from the Simulation of Simplicity (Edelsbrun-

ner and Mücke, 1990) procedure). Hence, the domain can be partitioned into parts

whose points would all end up in the same maximum. In SFT terms, the resulting

partition is called the ascending manifold, but we refer to this as the Morse com-

plex segmentation (MCS) for simplicity, (Figure 3.3, seventh row). In the context

of hotspot analysis, the boundaries between regions of the MCS can be interpreted

as the most conservative hotspot boundaries, providing a novel means of visualizing

hotspot boundaries.

3.3.7 Combining Segmentations (MTCS+MCS)

It is possible to combine the previously described segmentations to derive advanced

feature characterizations. In our experiments, we propose a novel combination of the

merge tree crown segmentation and the Morse complex segmentation. As shown in
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Figure 3.4, this characterization uses the MTCS to extract the areas with a signifi-

cantly higher event density relative to their local neighborhood, and then these areas

are further subdivided into individual hotspots based on the MCS. Note, it is not

possible to extract the boundaries of the MTCS+MCS segmentation with a single

superlevel set segmentation. However, by incorporating the Morse complex segmen-

tation, the extracted crown components can be further partitioned into individual

hotspots, which can then be explored with respect to other features of the geograph-

ically referenced points (e.g., crime type). This has the advantage that connected

regions can be further subdivided into individual hotspots with natural boundaries

that align with the density gradient and provides a robust hotspot extraction when

compared to the previous SFT segmentations.

3.3.8 Topological Simplification

As previously stated, SFT-based feature characterizations primarily depend on the

maxima of the scalar field. However, scalar fields usually exhibit noise in the form

of undesired maxima. For instance, a density field might contain several small peaks

that are the result of sampling artifacts or under-smoothing. To remove undesired

maxima—and therefore their corresponding features—one can use a procedure known

as topological simplification (Lukasczyk et al., 2020; Edelsbrunner et al., 2006). This

procedure filters features by symbolically removing their corresponding maxima from

the scalar field, which can be imagined as if the corresponding hill would be flattened

to a plateau. After this procedure, all SFT-based feature characterizations presented

in the previous sections can be computed on the simplified field, and the resulting

abstractions will omit the undesired features (Figure 3.5a,b). The merge tree can

be used to intuitively understand this simplification procedure as undesired branches

(features) are absorbed into the preserved branches they are attached to. This makes
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Figure 3.5: Topological Simplification (Lukasczyk et al., 2020; Edelsbrunner et al.,
2006) Makes It Possible to Remove Hotspots That Do Not Exceed a given Persistence
Threshold (Red Dashed Line) by Symbolically Removing the Corresponding Maxi-
mum. Filtered Hotspots Are Assigned to the Region of Preserved Hotspots, Which
Enables Analysts to Examine Hotspots in a Level-of-detail Approach. For Instance,
Large Persistence Thresholds Preserve Only the Most Significant Hotspots, and by
Continuously Decreasing the Persistence Threshold These Hotspots Are Incremen-
tally Partioned into Smaller Hotspot Regions. For the Example Scalar Field Shown
Here (A), the Maximum c Has Been Removed as Its Pair Does Not Exceed the Cur-
rent Persistence Threshold of 1.5. Its Corresponding Region Is Therefore Assigned
to the Region of Maximum d. This Is Also Indicated in the Merge Tree (B), Where
We Render Filtered Branches as Gray Lines. To Choose Appropriate Persistence
Thresholds, Topological Data Analysts Usually Examine Two Visualizations: The
Persistence Diagram and the Persistence Curve (Edelsbrunner and Harer, 2010). The
Persistence Diagram (C) Renders Each Persistence Pair as a Line Which Indicates
for Which Level the Pair Is Born and Destroyed. The Persistence of Each Pair Is
Encoded by the Height of Its Corresponding Line, and the Persistence Threshold Is
Rendered as a Line Parallel to the Main Diagonal. Hence, Less Persistence Features
Are Close to the Diagonal. The Persistence Curve (D) Shows the Total Number of
Pairs (Y-axis) That Exceed a given Persistence Threshold (X-axis).

it possible to explore features in a level-of-detail approach as analysts can first examine

the most significant features, and then iteratively break these features apart, enabling

the exploration of localized geographic neighborhoods.

In this work, we use persistence to rank and filter features. Persistence is a

natural choice for a significance measure since the importance of a hotspot can be

intuitively measured by its relative event density (which is exactly captured by persis-

tence). However, topological simplification supports any analyst-defined importance

measure, such as the surface area or the location of a hotspot. To examine suitable

persistence thresholds, analysts can consult the persistence diagram and the persis-

tence curve (Figure 3.5c,d). Our visual analytics framework enables analysts to adjust
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the persistence threshold at interactive framerates.

3.3.9 Visual Analytics Framework

In order to demonstrate how SFT constructs can support geographic hotspot

analysis, we have developed a visual analytics framework (Figure 3.2) for exploring

categorical geospatial point events (e.g. criminal incident reports where a type of

crime, such as theft, is reported at a given location). This visual analytics framework

is built upon a c++ backend that computes all topological procedures via the Topol-

ogy ToolKit (Tierny et al., 2017; Masood et al., 2019) and ParaView (Ahrens et al.,

2005), and a JavaScript frontend for the interactive visualization of the computed den-

sity estimates and characterizations. Key components of the interface (Figure 3.2)

include the merge tree (I.1), the persistence diagram (I.2), the persistence curve (I.3),

and a geospatial map (I.4). The addition of these topological visualization structures

have not been explored in previous geovisual analytics systems. By providing linked

controls between the topological visualizations and the geographic views, we provide

analysts with access to a new suite of mathematical tools for hotspot extraction.

The most important parameter for any SFT-based characterization is the per-

sistence threshold. As previously stated, large persistence thresholds only preserve

the most significant hotspots (in terms of density range), whereas small thresholds

also preserve small scale hotspots. By decreasing the persistence threshold, hotspots

are partitioned into smaller, less persistent hotspots. The persistence curve (Fig-

ure 3.2.I.3) shows the persistence distribution of hotspots, and analysts can inter-

actively adjust the persistence threshold by dragging the vertical filtering line. As

analysts drag the line, the persistence diagram (I.2), merge tree (I.1), and map view

(I.4) interactively update.

The map view (I.4) is used to display the hotspots and serves as the primary view
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for exploring spatial relationships between hotspots. In our framework, hotspots can

be colored in two ways, by branchID or by the ith largest category within the hotspot

(where i is user defined). The hotspots on the map correspond to the branches of

the merge tree, and colors are applied consistently to the branch edges in the Merge

Tree (I.1) and Persistence Diagram (I.2), and hotspots in the map view (I.4). By

hovering over a branch in the merge tree or an edge of the persistence diagram, the

corresponding hotspot will be highlighted on the map.

On the right side of the map view, there is a configuration toolbar where analysts

can adjust the kernel function, the resolution of the sampling grid, and the kernel

bandwidth. The resulting density estimate is then visualized via contours, and other

menu options allow analysts to control the color opacity of hotspots and to toggle

between color modes via radio buttons.

In order to also support the analysis of the features within a hotspot (e.g., the

gangs active in a region or the type of crimes occurring), our framework utilizes

geospatial probing (Butkiewicz et al., 2008). For each detected hotspot, the analyst

can select/deselect the corresponding branch in the merge tree (I.1) or the correspond-

ing edge in the persistence diagram (I.2) to display/hide a distribution pie-chart that

displays the proportions of categories within the geographic hotspot. In order to avoid

numerous small pie segments, the number of segments can be adjusted, such that if

the analyst chooses three segments, the pie-chart will show the distribution of the

three largest categories within a region, as well as a fourth category that aggregates

all the remaining categories. The pie-chart is displayed as a glyph on the map view,

and the size of the pie-chart is proportional to the total number of events within the

hotspot region. For detailed information, our framework also supports mouse over

events on the pie-chart to reveal the exact proportion values for a selected pie slice.

Furthermore, the pie glyphs will also interactively adjust as the hotspot characteri-
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zation is modified. The novelty here is that we can now enable a multiclass analysis

of aggregated groups which allows analysts to quickly compare distributional profiles

between hotspots.

Analysts can use the configuration menus to interactively switch between the pre-

viously introduced SFT-based feature characterization to extract hotspots. However,

many of the other SFT-based feature characterizations require parameter tuning, i.e.,

superlevel set components require a level and crown components require a crown

height. Our framework allows analysts to directly input parameters or interact with

the merge tree to adjust these parameters. For instance, the height of crown compo-

nents can be adjusted by dragging any of the height markers (black lines of a branch

in Figure 3.6.b.2). We also borrow interaction mechanics from the Flexible Isosurface

interface proposed by Carr et al. (Carr et al., 2010), as we enable feature character-

ization via merge tree selections. All interactions with the merge tree interactively

update the map view.

3.4 Case Studies

Density fields are frequently used in crime mapping and analysis (Chainey, 2013;

Ratcliffe, 2010; Chainey et al., 2008; Ratcliffe, 2002). Given this popularity, SFT can

enhance analyses of point-based crime data. In order to demonstrate how SFT can

be used to enhance geographical hotspot analysis, we present a detailed analysis of

two crime datasets, where the first dataset contains general crime incident reports in

Tippecanoe County, IN, and the second datatset consists of incident records of gang

violence in Chicago, IL.
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3.4.1 Criminal Incident Reports from Tippecanoe County, IN

In this case study, we explore differences in the geographic distributions of criminal

incident reports in Tippecanoe County, Indiana, home of Purdue University. Our

dataset consists of 4,961 geographically referenced criminal incident reports, each of

which is attributed to one of eight crime types in 2014, Figure 3.2. The KDE is

computed using a linear kernel function with a bandwidth of 1000 meters, and was

then normalized to [0, 1]. Here, we consider crime hotspots to be defined as areas

on a map that have high crime intensity compared to other areas. In our examples,

we explore aggregates of all crimes, and then compare regional differences between

crimes that make up hotspots.

Next, we demonstrate how an STF-based analysis approach is able to quickly

capture known features within the dataset. In Figure 3.2, we visualize the density

distribution of all criminal incident reports in Tippecanoe county along with land-

marks as a reference for the discussion. Based on historical knowledge of the data

from discussions with local law enforcement agencies, several peaks in this dataset

are anomalies and should be considered noise. Thus, to remove noise, i.e., insignifi-

cant peaks in the KDE, we ignore all peaks that do not exceed a persistence density

threshold of 0.04. This threshold is indicated by the persistence curve (Figure 3.2.a.1),

since it is located right after the steepest falloff, which usually indicates the point at

which all small scale features have been removed. This threshold preserves 11 leaf

nodes (from 40) in the merge tree, which indicates the existence of 11 unique, relevant

hotspots.
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Merge Tree Leaf Segmentation (MTLS)

In Figure 3.2.a.1, the hotspots identified via a MTLS are colored by the branch ID. We

can immediately identify two hotspots (light blue and pink) separated by the river.

The western hotspot is located near the campus downtown region and the traditional

bar district for students. The eastern hotspot is also a bar district; however, the

distance from campus typically requires driving to this area and tends to have a

different clientele.

Morse Complex Segmentation (MCS)

In order to further understand the hotspot separation, we link the hotspots to their

majority crime type (Figure 3.2.a.2), and immediately observe the different distribu-

tions of crime between the two regions. The bottom-right corner of Figure 3.2 provides

the color map for Figure 3.2, mapping topological components to the corresponding

crime hotspot. In Figure 3.2.a.2, we can observe that the largest number of recorded

crimes in the hotspots in Tippecanoe County are drunkness (blue), theft (green) and

domestic disturbance (pink) incidents. We can display the Morse Complex Segmenta-

tion (MCS) colored by the majority crime category to further partition the map into

regions. Figure 3.2.b.1 is colored by the majority crime type for each region, and we

can see a clear separation of the University region (blue). This is a well-known phe-

nomenon for local law enforcement; However, depending on the choice of threshold

for hotspots, the separation of these two peaks is not always immediately obvious.

Here we note that while the color corresponds to the majority crime, our inter-

face is also able to display the second (Figure 3.2.b.2), third (Figure 3.2.b.3), fourth,

etc. largest proportion for a given region to enable analysts to quickly explore re-

gional differences, and this is coupled with a tooltip that will display the distribution
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of all crimes in a region as a pie chart to further explore regional differences. In

Figure 3.2.b.2 and Figure 3.2.b.3, we can observe that there are noise (red), bur-

glary (light green) and disturbances (light blue) making up large portions of the

crime types, along with the previously identified drunkness (blue), theft (green) and

domestic disturbance (pink) incidents. Again, the campus region appears to have a

different crime profile than the surrounding areas as shown in the pie chart tooltip.

Combining SSS and MCS

Next, we can use the Superlevel Set Segmentation (SSS) to identify the densest crime

areas, and then color the resulting hotspots using MCS to partition the dense area

into individual hotspots. Figure 3.2.c shows the three areas that exceed a density

threshold of 0.7. These areas are dominated by drunkness (blue) and theft (green).

The corresponding branch of the blue hotspot is the highest in the merge tree, which

means the blue hotspot is the densest area, and its color indicates that it is dominated

by drunkness (blue) arrests.

Combining MTCS and MCS

While the MCS extracts the densest regions, we can apply MTCS to detect all local

peaks, and even group them by increasing the crown height (i.e, the density threshold).

Figure 3.2.d.1 shows the detected hotspots for crown height 0.2. We can obverse that

most hotspots have theft (green) as the majority crime, some local hotspots have

domestic disturbance (pink) as the majority, and that the most dense hotspot has

drunkness (blue) as the majority. To explore the blue hotspot in detail, analysts can

click on the hotspot to examine the crime distribution via a pie-chart. The chart will

show as many categories as specified by the analyst, whereas the remaining categories

are summarized in a miscellaneous slice. Here, the pie-charts show the distribution
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of the top six crime types. There is a total of 303 crimes that were reported in the

extracted hotspot. The drunkness (blue) occupies 42.9%, theft (green), noise (red),

disturbance (light blue), domestic disturbance (pink), and burglary (light green) oc-

cupy 25.7%, 21.8%, 4.0%, 3.6% and 1.7%, respectively. We hypothesize that the blue

hotspot majority is drunkness since it is located near the local university, and this

area is home to many restaurants and bars.

The combination of the crown and Morse segmentation is also able to detect local

hotspots, such as the hotspot in the top left corner of Figure 3.2.d.1 and d.2. The

Morse complex can separate this hotspot into two regions, which actually features

different majority crime types: domestic disturbance (pink) and theft (green). Note,

this hotspot is hard to detect with the classical approach of thresholding the density

estimate since its crime density is relatively low compared to the downtown and

campus area. Moreover, the classical approach is not able to partition the hotspot

into separate areas, and by revealing these separate patterns, different patrol profiles

could be developed for the areas.

Again, to explore the hotspots shown in Figure 3.2.d.1 in detail, we can decrease

the crown height to separate them into individual peaks (Figure 3.2.d.2). Here, we

observe that the majority crime type of all hotspots does not change compared with

Figure 3.2.d.1, while the order of other crime types changes for some hotspots, as

indicated by the pie-charts. Drunkness (blue) in the middle green hotspot drops from

the second-largest crime type in Figure 3.2.d.1 to the fourth-largest crime type from

Figure 3.2.d.2. 83% of all reported incidents in the local hotspot at the bottom of the

map in Figure 3.2.d.1 correspond to theft (green), while for its core (Figure 3.2.d.2)

the proportion increases to 93%. This is near a local shopping area, which is well-

known to have issues related to theft.
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Figure 3.6: This Figure Shows a Compilation of Different Hotspot Characteriza-
tions for Gang Activity in Chicago, IL, USA (Section 3.4.2): (A) Merge Tree Leaf
Segmentation, (B.1-B.2) Merge Tree Crown Segmentation, (C) Morse Complex Seg-
mentation, and (D) Combination of a Merge Tree Crown Segmentation and a Morse
Complex Segmentation. Each Characterization Is Shown as a Merge Tree-map Pair,
Where Special Parameters of Certain Characterizations Are Stated in the Corre-
sponding Subcaptions. In the Left Column, Hotspots Are Colored Based on the Id of
Their Corresponding Merge Tree Elements, Whereas Hotspots in the Right Column
Are Colored Based on the Most Active Gang Inside Each Hotspot (Except for (D),
Which Is Always Colored by Branch Id).
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3.4.2 Gang Analysis

In this case study, we explore how SFT can support the exploration of gang

activities. Our dataset consists of 38,268 geographically referenced criminal incident

reports, each of which have been attributed to one of sixty-four gangs in Chicago, IL

from 2011 to 2014. We describe our findings in the context of high-profile news stories

and discuss how SFT-based geographic analysis can support the analytic process. The

KDE is computed using a linear kernel function with a bandwidth of 800 meters. We

normalize the density value range to [0, 1]. Figure 3.6 illustrates how various SFT

methods are applied, and we discuss how MTLS (Section 3.3.4), MTCS (Section

3.3.5), and MCS (Section 3.3.6) can be applied for geographic hotspot analysis.

Merge Tree Leaf Segmentation (MTLS)

The goal of our SFT-based visual analytics interface is to provide alternative methods

for hotspot extraction. First, we discuss the Merge Tree Leaf Segmentation (MTLS

- Section 3.3.4), which is capable of extracting any peak independent of a density

threshold. As shown in Figure 3.6.a, every leaf arc of the merge tree corresponds to a

local peak in the kernel density estimate, where the boundary of each hotspot corre-

sponds to the largest contour of its corresponding peak that does not intersect with a

contour of another peak. The leaves and the corresponding hotspots in Figure 3.6.a

(left) are colored by branch id to highlight separate hotspots.

In Figure 3.6.a (right) all hotspots and their corresponding leaf arcs are colored

by the gang with the most reported incidents in the extracted area. In the following,

we will call such a gang the majority gang of that hotspot. However, we note that

the percent majority needs to be further investigated via the pie chart tool tip as we

apply only the concept of a simple majority.
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From the hotspots colored by the majority gang in Figure 3.6.a (right), we can

observe that there are four main gangs in the global and local hotspots. The Gangster

Disciples (blue) are the majority gang in most of the hotspots in Chicago. The Black

Disciples (red) are active between Ogden Park and Ryan Harris Memorial Park. The

Black P Stones (green) are the majority gang in the bottom right corner on the map,

near Rainbow Beach Park. The Black Gangsters (orange) are only active in one

hotspot on the east side.

Merge Tree Crown Segmentation (MTCS)

While the MTLS method can automatically extract hotspots and their boundaries,

the Merge Tree Crown Segmentation (MTCS - Section 3.3.5) can additionally con-

strain the extracted hotspots based on a local density threshold, i.e., the so-called

crown height. For example, the MTCS can be used to define hotspots as regions

surrounding peaks spanning at most a relative density difference. This makes it pos-

sible to join neighboring peaks—i.e., connected branches in the merge tree—while

still preserving hotspots at different scales (as opposed to SSSs; Figure 3.1).

Figure 3.6.b.1 and b.2 show two MTCSs for different local density thresholds

(crown heights). In Figure 3.6.b.1 (left), colors correspond to branch IDs, where

subbranches are colored based on the largest crown branch they are connected to. For

instance, the merge tree highlights a dark green crown consisting of two branches, and

a light blue crown consisting of three branches; their corresponding regions are shown

on the map. In Figure 3.6.b.1 (right), we color crowns based on the majority gang,

and we can observe that the majority of the hotspots are dominated by a single gang,

the Gangster Disciples (blue). We can further investigate the gang distributions by

selecting individual hotspots. For example, analysts can click on a merge tree branch

to add a pie chart to the map that shows the gang distribution in that hotspot. The

64



number of segments in the pie chart is user-defined such that if the analyst chooses

to see only the top three gangs in a region, the pie chart will have four slices, three

slices corresponding to the proportions of the top three gangs, and a fourth slice

corresponding to the proportion of all remaining gangs. In Figure 3.6.b.1 (right),

the probing reveals that the two close hotspots are dominated by the same gang,

Gangster Disciples (blue), while their content(gang distribution) is different.

To further explore areas of potential gang rivalries, we can decrease the crown

height of the MTCS to separate hotspots, i.e., explore them in a level-of-detail ap-

proach (Figure 3.6.b.2). As shown in the left column, the hotspots of Figure 3.6.b.1

split into multiple, separate hotspots for the crown height used in Figure 3.6.b.2.

Specifically, the dark green and the light blue crown split each into two crowns. Note,

that the color of the main branches are preserved, and subbranches are assigned a

new color. Next, by coloring the branches by the majority gang and probing the

branches Figure 3.6.b.2 (right), we can begin to observe different local regional sta-

bility with respect to gang distribution. Again, we observe that the majority of the

hotspots have the majority of gang related arrests associated with the Gangster Dis-

ciples (blue - hotspots B,D,E, and F ); however, there were local regional differences

that were obscured in Figure 3.6.b.1. Now we can observe areas in red represent-

ing the Black Disciples (red - hotspots A,C) that are in close proximity to the blue

hotspots. Here we can hypothesize that the regions with the most even proportions

in the pie chart are more prone to violence. From the pie chart, we can observe that

hotspot A has a large mix of different gangs. Hotspot A is adjacent to Washington

Park, and, based on local news reports, we can see that this area is noted to have one

of the highest murder rates in Chicago (Mos, 2022; Was, 2017). Similar to hotspot A,

hotspot C—near Ogden Park— has the Black Disciples (red) as the majority gang.

Activity of the Gangster Disciples (blue) was also frequently reported in these areas,

65



as indicated by big slices in the pie-charts. As such, hotspot C would appear to be a

critical hotspot for potential gang violence, and an exploration of local news reports

reveals several high profile gang murders in this area. For instance, according to local

news reports, in 2012, an 18-year-old rapper named JoJo was killed near hotspot C

by a member of the Black Disciples, and Jennifer Hudson’s family was also murdered

by a gang member near here in 2008. As such, the combination of SFT methods and

probing is able to quickly support the analysis process, and future work may consider

novel representations of the merge tree to help highlight distributional patterns.

We also observe that the local hotspots detected with MTLS are still preserved

when applying a MTCS, see hotspot E. This region is interesting as it is near Harsh

Park and has significantly less gang incidents than the downtown area. Yet, the

park—relative to the area surrounding it—still exhibits an elevated amount of incident

reports. If only regions with a high threshold (large number of gang incidents) are

explored, local hotspots, such as this one, might be missed. From local news reports,

this area was the home of a number of gang violence incidents that made national

news. For example, in 2013, a 15-year old black girl, Hadiya Pendleton, was murdered

by two gang members in Harsh Park. These gang members belonged to two rival

factions. This serves as a meaningful example as to why local hotspots analysis is

also critical.

Morse Complex Segmentation (MCS)

While we have shown how our framework is able to support the exploration of global

and local hotspots based on an analyst-defined crown height (MCTS), analysts may

also want to look at more general zones or territories in the data. This may support

resource allocation, or serve as a mechanism for identifying gang territory boundaries.

To support region partitioning, we utilize the Morse Complex Segmentation (MCS -
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Section 3.3.6).

Figure 3.6.c shows the application of MCS to partition the map into different re-

gions corresponding to hotspot territories. In Figure 3.6.c (left), the colors correspond

to the branch ID, and in Figure 3.6.c (right), the colors correspond to the majority

gang. Figure 3.6.c (right) lets the analyst observe the general gang territories and

quickly identify potential boundaries relating to a gang’s territorial geography, which

has been identified as a critical component of gang rivalry (Radil et al., 2010). Future

work will explore how to map the identified boundaries to local geographic features

(roads, waterways, etc.) to further enhance regional territory extraction.

Combining MTCS and MCS

Along with applying MTCS and MCS, we also explore the impact of combining such

segmentations (MTCS+MCS - Section 3.3.4). Here, the combination of the MTCS

and the MCS provides a different approach to separate crowns based on the bound-

aries of the Morse complex. In the context of gang activity, the boundary of the

Morse complex corresponds to gang territory boundaries. So crowns that consist of

multiple peaks can be separated according to the gang territory. Note, this is differ-

ent to subpartioning crowns based on different heights (3.4.2), since crown boundaries

correspond to contours of the KDE, while Morse boundaries follow the gradient of

the KDE.

Figure 3.6.d (left) shows the combination of the MCS and the MTCS for crown

height 0.42. Here, we can see that we are not able to separate the green hotspot of

the pure MTCS shown in Figure 3.6.b.1 (left) into two subhotspots (green and light

orange), although they are connected. The same can be observed for the crowns with

height 0.2 shown in Figure 3.6.b.2. Hence, the combination of both segmentations may

make it possible to further subdivide extracted hotspot clusters along gang territory
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boundaries, providing further insight into how the features of the point distributions

vary within local regions.

3.5 Conclusion

To summarize, our system provides different characterizations and customized

preferences for the comprehensive analysis of hotspots. We explored the advantages

and disadvantages of several scalar field topology (SFT)-based feature characteriza-

tions such as merge tree segmentations and Morse complexes for the exploration of

geo-spatial event hotspots inherent in kernel density estimates. As demonstrated in

two case studies (3.4), these provide novel methods for extracting and characterizing

local geographic features which may be missed when simply extracting connected

areas that exceed a fixed, user-specified density threshold, i.e., superlevel set compo-

nents. However, there are limitations to the application of SFT for hotspot analysis.

A limitation of kernel density estimates is their strong dependence on the ker-

nel bandwidth. In our experiments, we only considered the bandwidth suggested by

Silverman’s Rule of Thumb (3.3), but in future work we plan to investigate if SFT

can also be used for bandwidth optimization. Along with bandwidth selection, it is

also necessary to select the correct SFT-based characterization based on the estimate

at hand, and all characterizations depend on at least one parameter: the persis-

tence threshold. Our visual analytics framework enables analysts to compare/adjust

characterizations and explore hotspots in a level-of-detail approach by adjusting the

persistence threshold.

Another limitation comes from the central topological abstraction used in the

proposed SFT-based characterizations, the merge tree. If the topological complexity

of the underlying density estimate increases, then so does the number of nodes and

edges of the tree. At some point, the tree becomes too complex and can no longer be
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used as an interaction device (Carr et al., 2010). In future work, we will investigate

if this issue can be overcome by, for example, partitioning the kernel density estimate

or by displaying only relevant parts of the tree. Furthermore, we want to explore how

to enhance the merge tree to capture more information about the underlying feature

distributions that are shown in the Pie Chart.

Overall, the primary advantage of the discussed SFT-based characterizations is

their capability to describe hotspots at multiple resolutions, which makes it possible

to rank, filter, and decompose hotspots based on their significance. In this thesis, we

have demonstrated that a novel combination of crown components and Morse complex

cells yields a very robust, versatile, multi-scale hotspot characterization. Furthermore,

this framework presents an opportunity for crime analysts and law enforcement to

work together collaboratively to map particular crime types for a given region. The

tool is flexible enough to allow analysts to solicit input from patrol officers and change

persistence thresholds and explore various hotspot segmentation strategies. Analysts

can also use the MTCS+MCS segmentation to help officers understand hotspots of

particular type of crime. Plotted over time, with similar KDE specifications, side-

by-side comparisons of the hotspots produced from this segmentation can help law

enforcement understand how the distribution of crime types changes over time within

the study area of interest.

We believe that the ability to segment regions and patterns has an immediate

benefit for directing targeted law enforcement that can best respond to the typical

types of crimes in a neighborhood. For example, looking at the maps of the com-

munities of public intoxication on the west and east sides of the river in Figure 3.2,

we can observe that the hotspots cover known parking structures and undergraduate

dorms in the dataset. By doing random foot patrols optimized by these locations,

officers can potentially prevent drunk driving (which is a more serious offense). Fur-
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ther analysis and characterization of hotspots can lead to customized patrol routing

and be linked to optimization packages for improving police coverage and response.

As such, the use of SFT for characterizing geospatial hotspots can provide analysts

with novel capabilities for hotspot identification and extraction. Beyond the crime

case studies presented in this thesis, we believe that the application of SFT to density

analyses has myriad other applications, as does the use of KDE alone. From this per-

spective, the framework outlined in this thesis presents the opportunities for deeper

insights into multiple types of phenomenon characterized by point level data (e.g.

wildfires, air traffic patterns, animal movements and food environments) and their

derived density estimates. Given that one of the most common density estimation

techniques is KDE, future research will also investigate how SFT could be used to

characterize the impact of the kernel function, bandwidth, and resolution of the KDE

on the derived hotspots. Incorporating this kind of analysis into a visual analytics

tool would enable analysts to compare and choose between different parameters. For

instance, as one increases the bandwidth the KDE loses details and becomes more

blurred (small detailed hotspots disappear while other hotspots merge). Providing

statistics about the number and properties of hotspots for different bandwidths high-

lights salient bandwidth values that will either yield too coarse or too detailed hotspot

partitions.

In this chapter, the application of scalar field topology for multiclass map analysis

is discussed. While the methods to profile the multiclass regions in the map analysis

can be rarely explored. In the next chapter, I combine the merge three and stream

graph into a novel visualization view, stream tree for multiple scalar fields that are

defined over the same domain.
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Chapter 4

VISUALIZING MULTIPLE SCALAR FIELDS USING REPRESENTATIVE

TOPOLOGICAL FEATURES

Figure 4.1: The Proposed Stream Tree View (Center), Illustrating the Distribution
of Gang Activity in Chicago, Illinois. Here, the Analyst-defined Reference Field r
Corresponds to the Density Estimate of All Gang Activity in Chicago (Contours,
Left). The Merge Tree of r (Black Edges, Center) Indicates for Which Density Value
(Y-axis) Individual Gang Activity Hotspots Appear and Merge, I.E., Each Point
of the Merge Tree Corresponds to a Unique Superlevel Set Component (Hotspot).
Here, Each Region of the Map Is Colored by the Gang That Has the Largest Integral
in the Corresponding Superlevel Set Component. With the Stream Tree, Analysts
Can Determine at a Glance Which Gangs Are Active in the Individual Regions, and
Which Regions Are Clearly Dominated by a Single Gang or Are Contested. For
Example, the Hatched Region in the Lower Right Corner of the Map Corresponds to
the Highlighted Edge of the Merge Tree. In This Area, Almost All Reported Gang
Activity Is Attributed to the Latin Kings (Orange), Which Is Effectively Visualized
with the Stream Tree and the Coloring of the Map. All Other Hotspots Are Clearly
Dominated by the Gangster Disciples (Teal), Except for One Hotspot Where Slightly
More Activity of the Black P Stones (Red) Gang Was Reported. To Further Reduce
Visual Clutter and Emphasize Proportions, One Can Also Visualize Attribute Vectors
with Donut Charts Drawn at the Critical Points of the Merge Tree (Right).
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4.1 Introduction

To date, limited approaches have been proposed for visualizing multiple scalar

fields that are defined over the same domain; such as a set of kernel density esti-

mates (Figure 4.1). Common visualization approaches, such as small multiples or

overdrawing, do not scale with the number of fields. As an alternative to these

approaches, we introduce stream trees, a compact feature-centric visualization for

datasets that can be represented as a vector function f : D → Rn which maps a point

of a simply connected manifold D to n real values. The core idea of our approach

is to derive a spatial segmentation of D such that every segment represents a fea-

ture of interest, and then we integrate f inside each feature to derive an attribute

vector for that feature. This attribute vector records the proportions between the

individual field integrals inside the feature. For example, if the fields represent the

amount of reported gang activity, then the attribute vector can be used to visualize

the ratio between the activity of individual gangs in an analyst-defined region. To

derive these regions i.e., meaningful domain segmentations we introduce the notion

of an analyst-defined reference field r : D → R, which can, for example, be a specific

input field or an aggregation of all input fields. In many applications, features of in-

terest can be characterized as superlevel set components of r, i.e., connected regions

of the domain that exceed a given level threshold l. The merge tree is a topological

abstraction whose edges record at which levels superlevel set components appear and

merge (black edges of Figure 4.1 center), and we partition the domain according to

the merge tree segmentation of the reference field. Note, each point on the merge

tree corresponds to a unique superlevel set component, so we record at each point the

attribute vector of the corresponding component. These attribute vectors can then

be visualized along the edges of the merge tree with a stream graph, which yields a
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novel, compact visual representation of f with respect to topological features of r:

the stream tree (Figure 4.1 center). We also discuss two alternative visualizations of

the attribute vectors: the donut and pie tree (Figure 4.1 right). We demonstrate the

benefit of using these visualizations on datasets from geographically referenced crime

data and scientific visualization.

4.2 Background and Related Work

In this section, we review related work on topology and stacked graphs.

4.2.1 Scalar Field Topology

Scalar Field Topology (SFT) (Edelsbrunner and Harer, 2010) provides various

topological abstractions which have been shown to effectively characterize features in

many application domains; including astrophysics (Sousbie, 2011; Shivashankar et al.,

2016), bioimaging (Carr et al., 2004; Bock et al., 2018; Anderson et al., 2018), chem-

istry (Bhatia et al., 2018; Guenther et al., 2014; Olejniczak et al., 2019), fluid dynam-

ics (Laney et al., 2006; Kasten et al., 2011; Bremer et al., 2016), geostatistics (Zhang

et al., 2021b; Lukasczyk et al., 2015), material sciences (Gyulassy et al., 2007, 2015;

Lukasczyk et al., 2017a; Soler et al., 2019), and turbulent combustion (Bremer et al.,

2011; Gyulassy et al., 2014).

One of the most prominent topological abstractions is the merge tree (Carr et al.,

2003) that records either the evolution of superlevel set components (in which case

it is alternatively called the split tree) or the evolution of sublevel set components

(in which case it is also called the join tree). In this thesis, we focus on superlevel

set components i.e., split trees but our method can symmetrically be applied to sub-

level set components, i.e., join trees. To understand the construction of merge trees,

imagine the scalar field shown in Figure 4.2d as a 2D landscape where the elevation
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of every point corresponds to the scalar value at that point. Now imagine that the

entire landscape is under water for a water level that exceeds the highest elevation.

If the water level now continuously decreases, then isolated islands will appear at the

maxima of the landscape. As the water level further decreases these islands will grow

and eventually merge together at so-called saddle points. The merge tree tracks the

evolution of these islands (in mathematical terms superlevel set components) during

this level sweep. Every time the level reaches a maximum, then the merge tree creates

a new leaf arc, and every time two islands (superlevel set components) merge then

their corresponding arcs merge in the tree. Following the so-called Elder rule (Edels-

brunner and Harer, 2010), we say that when two arcs merge at a saddle, then the arc

that corresponds to the lower maximum terminates, and the arc of the larger maxi-

mum continues. This way, every maximum is uniquely paired with a saddle, except

for the global maximum, which, by convention, is paired with the global minimum.

Moreover, during the computation each point of domain is associated with a point

on the merge tree, and vice versa. This mapping is referred to as the merge tree

segmentation.

We can also measure the significance of a merge tree edge via the absolute scalar

value difference of the corresponding paired points. This importance measure is called

the persistence (Edelsbrunner et al., 2002) of the arc. Furthermore, one can simplify

the merge tree and even the original scalar field to remove arcs below a user-specified

persistence threshold (Lukasczyk et al., 2020). This is very useful since in many

applications arcs with a low persistence value often correspond to noise, while arcs

with a high persistence value correspond to features of interest.

The proposed approach is implemented in the Topology ToolKit (TTK) (Tierny

et al., 2017; Masood et al., 2019) and utilizes existing features such the topologi-

cal simplification (Lukasczyk et al., 2020) and the merge tree computation (Gueunet
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et al., 2017). Many topological algorithms including the ones implemented in TTK

require that the input scalar function is injective (e.g., to prevent ambiguity). Al-

though this constraint is usually not met in practice, one can always enforce injectivity

by performing a symbolic perturbation of the input scalar field with a pre-processing

procedure inspired by Simulation of Simplicity (Edelsbrunner and Mücke, 1990). Our

implementation handles this implicitly through the existing TTK infrastructure.

In this thesis, we build upon the concept of the merge tree by augmenting edges

with visualizations that provide insight into multiple fields. Traditionally, a merge

tree is an abstraction of a single scalar field, and to examine multiple fields via

merge trees analysts have to compare small multiples, where the interplay between

different fields can be difficult to interpret. We seek to derive a new visualization by

aggregating multiple fields with respect to a merge tree segmentation of an analyst-

defined reference field. This way we can visualize aggregated data of multiple fields

on one merge tree, which provides a compact visual representation that summarizes

multiple fields with respect to the merge tree of the reference field.

4.2.2 Topology-Based Visualization of Multiple Scalar Fields

Due to its abstracting nature and utility for scalar field analysis and visualization,

researchers have sought to generalize topology-based visualization techniques to treat

multiple scalar fields.

Edelsbrunner and Harer introduce the Jacobi set of k real Morse functions on a

d-dimensional domain (d ≥ k) as the set of critical points of one function restricted to

the preimages of the remaining functions (Edelsbrunner and Harer, 2004). For k = 2

generic functions, the Jacobi set is a 1-manifold. In the piecewise linear setting, they

present an algorithm for computing Jacobi sets as a set of grid edges, decomposed

into simple cycles. Jacobi sets are furthermore useful to determine local or global
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similarity of functions (Edelsbrunner et al., 2004). Nagaraj and Natarajan (N and

Natarajan, 2010) use this to introduce simplification of the Jacobi set of two Morse

functions on a 2-manifold.

Schneider et al. (Schneider et al., 2008) describe largest contour segmentation,

obtained from computing two field’s contour trees (Schneider et al., 2008), and use

spatial overlap to compute and visualize similarity among contours of different fields.

Schneider et al. later extend this approach to multifields (Schneider et al., 2013),

using an approach based on mutual information.

Generalizing Reeb graphs, the Reeb space of k functions on a common d-manifold

is described by Edelsbrunner et al. (Edelsbrunner et al., 2008) as the quotient space

of the connected components of function preimages. For two scalar fields, Carr et

al. (Carr et al., 2015) define fiber surfaces as a bivariate equivalent to isosurfaces;

each fiber in a fiber surface corresponds to a preimage in the Reeb space and thus

generalizes univariate contours. Tierny and Carr (Tierny and Carr, 2017) present

Jacobi Fiber Surfaces as an efficient computational approach. Sakurai et al. (Sakurai

et al., 2020) investigate how fiber surfaces can be used for exploratory visualization.

Singh et al. (Singh et al., 2007) presented a structure called Mapper for com-

puting a descriptive simplicial complex for scalar multifields, which can be viewed

as an approximation of the Reeb space, and visualize the resulting graph structure

using force-directed layout. Carr and Duke(Carr and Duke, 2013) proposed a simi-

lar construction called joint contour nets to analyze multiple scalar fields, computed

by discretizing each function’s range into equally-sized intervals and constructing a

graph from connected components of the finite number of preimages of the discretized

function. They give an algorithm to compute joint contour nets for piecewise linear

data and present them as node-link diagrams, also using force-directed graph draw-

ing. Combining Reeb spaces and Jacobi sets, Chattopadhyay et al. (Chattopadhyay
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et al., 2014) propose Jacobi structures, i.e. projections of Jacobi sets of a multifield

onto its Reeb space, to obtain more expressive visualization. They further use this

approach to define a scaling-invariant topological simplification scheme for multifields

on domains with simple topology (Chattopadhyay et al., 2016).

Huettenberger et al. (Huettenberger et al., 2013) employ the notion of Pareto

optimality to visualize k scalar fields on a common domain to identify Pareto extrema;

these extend the notion of local extrema to multifields; however, an analogue to saddle

points is not given. They describe the functions’ Pareto sets as the union of all non-

regular points. The authors gave an algorithm to compute Pareto sets for piecewise

linear functions, and used a strategy similar to Nagaraj and Natarajan [NN11] to

simplify Pareto sets and remove noise (Huettenberger et al., 2014).

Focusing on the case of ensemble visualization, Lohfink et al. (Lohfink et al., 2020)

use tree alignment to align contour trees of multiple functions. This alignment can

be used for tree layout and interactive visualization. They later extend this to the

case where multiple time steps of a scalar field are visualized (Lohfink et al., 2021).

4.2.3 Stacked Graphs

The proposed stream tree visualization utilizes stacked graphs as a means of dis-

playing information about multiple fields with respect to a merge tree. Stacked graphs

and their variations have found wide spread use in the visualization community, most

commonly in time series representations where multiple time series are stacked on

top of each other using filled shapes to represent magnitude. Several variations of the

stacked graph exist. Byron and Wattenberg proposed the stream graph to visualize

an individual’s listening pattern of particular artists. In the stream graph, the x-axis

represents time. Each strip of the stream graph represents an artist. The thickness

of the strip represents the number times an artist’s song was listened to. Similarly,
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the New York Times also visualized the box office revenue (Cox and Byron, 2008)

using a stream graph. The y-axis represents time. Each layer of the stream graph

represents the movie. The thickness of the layer represents the revenue of the movie.

Havre et al.(Havre et al., 2000) extended this concept to ThemeRiver, which rep-

resents the changes of the theme for documents over time. Each current is one theme

in the document. The width of the current represents the number of documents where

the theme exists. The current is drawn from left to right in the horizontal direction.

The currents are displayed symmetrically around the horizontal axis of the river. The

pattern and changes of currents can be easily explored by ThemeRiver. Work by Cui

et al. (Cui et al., 2011) and Xu et al. (Xu et al., 2013) add threads representing key-

words into each layer of the topic in the stacked graph. The combination of thread

and layer supports the exploration of concurrent variables in one view while observing

their correlation with each other. Sun et al.(Sun et al., 2014) apply a similar method

to explore the relationship of topic leaders.

Recent work by Bartolomeo and Hu (Di Bartolomeo and Hu, 2016) developed

methods for improving the ordering algorithm of the stream graph to fit more general

data. Their method focused on solving the distortion issue, and the proposed wiggle

value of the ordering is used to evaluate the performance of the generated stream

graph. To improve the readability of the stream graph, Bu et.al (Bu et al., 2020)

focused on the sine illusion effect. The distance between two adjacent layers of the

stream graph should be the vertical distance rather than the orthogonal distance.

While the sine illusion effect makes human focus on the orthogonal distance. The

paper improved the ordering algorithm and baseline selection algorithm to minimize

the illusion effect of the stream graph.

Our work utilizes the stacked graph design to augment the merge tree. Here, each

edge of the merge tree can be related to underlying features across multiple scalar
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fields. By visualizing the integral of these features, we are able to provide a quick

overview of the distribution of these fields with respect to a reference field.

4.3 Method

The input of the proposed approach is a vector function f : D → Rn that maps

each point of a simply connected domain D to n positive real values, i.e., n scalar

functions defined over the same domain. The proposed approach aims to derive a

meaningful segmentation of the domain, and then integrate the n scalar fields indi-

vidually over each segment. This approach can be seen as a data reduction technique

that reduces the values of f inside a segment S ⊆ D into a single attribute vec-

tor AS ∈ Rn
+, where the i-th entry of the attribute vector records the integral of the

i-th function over the segment, i.e.,

ASi =

∫
S
fi(x)dx. (4.1)

Thus, the attribute vector represents the reduced information of the segment. Since

we are ultimately interested in visualizing the proportions between the attribute vec-

tor entries, we require that the attribute vector only contains positive values for any

possible segment of the domain. This can be enforced by first applying a transforma-

tion to f in Eq. 4.1.

In short, the proposed approach reduces any vector function no matter how many

components into an analyst-defined number of attribute vectors, where the number

and value of the vectors depend on the number and shape of the domain segments,

respectively. This approach therefore relies heavily on the chosen domain segmen-

tation. In the following, we will first demonstrate how to derive meaningful domain

segmentations with respect to so-called reference fields (Section 4.3.1). Specifically,

we derive a merge tree segmentation of the reference field and then compute the corre-
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Figure 4.2: Illustration of the Proposed Visualization Pipeline Whose Input Is
a Set of n Scalar Fields That Are Defined on the Same Domain D (A-C), I.E., A
Vector Function f : D → Rn. First, the Analyst Chooses a Reference Field r to Base
Their Analysis on, Which Can Be a Specific Input Field or an Aggregation of the
Input Fields (Section 4.3.1). Here, r Is the Sum of All Input Fields (D). Next, the
Algorithm Computes the Merge Tree Segmentation φ : T → 2D of r That Maps Each
Point of the Merge Tree T (Black Edges of E and F) to Its Corresponding Superlevel
Set Component S ⊆ D of r (Section 4.3.2). For Instance, the Red Point in (E)
Maps to the Interior of the Dashed Region in (D). Given a Set of Sample Merge Tree
Points p ⊆ T the Algorithm Then Computes the Component-wise Integral of f over
the Area of the Corresponding Superlevel Set Components. This Yields, for Each
Merge Tree Point p ∈ P , an Attribute Vector aφ(P ) Whose Entries Correspond to

the Individual Integrals, I.E., a
φ(P )
i =

∫
φ(P )

fi(X)Dx. In This Example, the Attribute

Vector of the Red Point Records the Integrals of the Green, Yellow, and Red Scalar
Field over the Area of the Dashed Region. The Magnitude and Ratio Between the
Attribute Vector Entries Can Then Be Visualized with a Stream Graph (E) along
the Merge Tree Edges (Section 4.3.3). Alternatively, It Is Possible to Visualize the
Attribute Vectors with Donut or Pie Charts at the Critical Points of the Merge Tree
(Left and Right Tree in (F)).

80



sponding attribute vectors (Section 4.3.2). Finally, we visualize the attribute vectors

by augmenting the merge tree with stream graphs, donut charts, or pie charts (Sec-

tion 4.3.3). This procedure is illustrated in Figure 4.2.

4.3.1 Reference Fields

As a first step, analysts have to define a so-called reference field r. As the name

suggests, the following analysis will be in reference to topological features of this field.

Specifically, r should be chosen such that superlevel set components of r correspond

to features of interest in the application problem at hand. For instance, the first

reference field used in the gang activity example (Section 4.4.1) corresponds to the

total density estimate of all reported gang activity. In law enforcement, it is common

to inspect the total KDE to get a first overview of generic gang hotspots, i.e., areas

with elevated gang activity without differentiating between individual gangs. The

total KDE is therefore an excellent candidate for a reference field to further examine

the distribution between the different gangs in these hotspots. In the next step of the

analysis we show that one can use the KDE of a specific gang as a reference field to

examine the activity of other gangs inside their hotspots. Similarly, one can choose

individual members of a scalar field ensemble as a reference field to examine how

much other members agree or disagree with the chosen member (Section 4.4.2). It is

even possible to chose a reference field that is not even in the same dimension/scale of

the other fields; as demonstrated in the asteroid impact example in which we explore

the distribution between water and asteroid matter in superlevel set components of

the temperature field (Section 4.4.3). In the end, it is up to the analysts to determine

suitable reference fields.
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4.3.2 Merge Tree Segmentations

In the next step of the approach we derive a merge tree segmentation φ : T → 2D

of a given reference field r, where 2D is the powerset of D. The concept behind the

merge tree computation is summarized in Section 4.2.1, but in short the merge tree

segmentation φ maps a merge tree point p ∈ T to a superlevel set component S ⊆ D

of r. We compute φ with the implementation provided in the Topology ToolKit (Gue-

unet et al., 2017). Optionally, one can simplify r by persistence (Lukasczyk et al.,

2020) to suppress noise prior to computing the segmentation.

Given a set of sample points P ⊆ T on the merge tree and a vector function f , we

can then compute for each point p ∈ P the attribute vector Aφ(p) of the corresponding

domain segment φ(p) with Eq. 4.1.

4.3.3 Visualization

We propose three approaches to visualize the attribute vectors recorded on the

merge tree points: stream trees, donut trees, and pie trees. All visualizations are

augmentations of the merge tree, which we render with a branch-centric layout where

new edges always branch off to the left. Thus, merge tree edges are rendered as

vertical lines that are connected at their lowest point to their corresponding saddle

via a horizontal line (black edges in Figure 4.2e). We extended the existing layout

algorithm of TTK to handle this additional layout constraint.

Stream Trees

To render a stream tree we first reserve some fixed space on the right side of every

merge tree edge. Then we determine a global stacking order of the attribute vector

components by sorting the components by their largest value in descending order.
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Next, we render the attribute vectors with a stream graph by horizontally stacking

their components, where we only color the n largest components per stream graph; the

remaining components are aggregated in a misc category that is consistently colored

in dark gray. This procedure yields a stream graph for each merge tree edge, and

since edges always branch off to the left the visualization can not exhibit any edge

crossings.

To determine the actual width of the individual stream graphs we support three

different scaling approaches: global, local, and fixed scaling. Global scaling normal-

izes all stream graphs according to the largest magnitude of all attribute vectors to

fit the graphs in the reserved space (Figure 4.2e). Global scaling has the advantage

that one can compare ratios as well as the values of the attribute vectors across all

stream graphs. However, attribute vectors with small values become almost unread-

able, especially at the tip of the edges where the integration area of the corresponding

superlevel set components is just too small in comparison to the ones further down in

the tree. With local scaling, each edge individually determines the largest magnitude

of its attribute vectors, and then uses it to normalize its stream graph (Figure 4.1

center). Local scaling has the advantage that even small attribute vectors are visu-

alized along the edges at the fully available space, while still encoding the evolution

of the values and magnitudes along an individual edge. Although the ratios between

the individual values of different stream graphs are still comparable, their absolute

values which are encoded by width are no longer in the same scale. Local scaling also

has the same problem as global scaling that the stream graph becomes more narrow

as one approaches the top of the edges. With fixed scaling, each attribute vector is

normalized according to their own magnitude, i.e., the width of every stream graph

always corresponds to the available space (Figure 4.4). Fixed scaling no longer en-

codes the values of the attribute vectors, but emphasizes the proportions between the
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values.

Donut and Pie Trees

Alternatively, attribute vectors can be rendered via donut or pie charts at the critical

points of the merge tree, thus each attribute vector component is represented by an

arc (Figure 4.2f). In contrast to stream trees, donut and pie charts make it easier for

analysts to judge the proportions between the components. We noticed that pie trees

are less visually cluttered, but the holes of the donut charts make it possible to still

show the branching of the merge tree.

Moreover, a donut or pie chart does not have to visualize the attribute vector

at that specific point. For example, a donut chart shown at a maximum node can

summarize all attribute vectors along its edge until the next saddle point. Recall,

each merge tree edge corresponds to a single superlevel set component, which grows

as we go further down the tree until it finally merges with another component at a

saddle point. Thus, the donut tree shown at a maximum can summarize all attribute

vectors that are associated with this single component just right before it will merge

with another component, and these attribute vectors are exactly those vectors that

are located on the edge between the maximum and the saddle. So, for instance, the

donut chart shown at a maximum could visualize the component-wise maximum of

all these vectors, or their mean. In this case, the donut chart is representing an entire

edge, not just a single point.

4.3.4 Implementation

All analysis steps i.e., the computation of the merge tree segmentation and the

attribute vectors are implemented in TTK (Tierny et al., 2017; Masood et al., 2019).

The merge tree and the attribute vectors can then be imported in our web-based
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visualization tool, which uses D3 (Bostock et al., 2011) to render the stream, donut,

and pie trees (Figure 4.1 center). If the domain of the reference field corresponds to

a geo-spatial map then we utilize Leaflet (Crickard III, 2014) and WebGL (Parisi,

2012) to render the reference field on top of an interactive map (Figure 4.1 left). For

all other domains, such as 3D volume data (Figure 4.6), we use ParaView (Ahrens

et al., 2005) to render the reference field.

Our web-based front end also supports linking and brushing. Analysts can click

on any part of the merge tree and see the corresponding superlevel set component as

a hatched area in the map view. By default, we render the current reference field via

contour lines, and color each point of the field according to the largest component of

its corresponding superlevel set component. For instance, the map view of Figure 4.1

indicates that the teal component (the Gangster Disciples) is the largest component

in almost any part of the map, except for the red and orange areas. Our tool also

enables analysts to color the map based on the second largest component, and so

forth.

4.4 Usage Scenarios

In this section, we present three usage scenarios that demonstrate how the Stream

Tree visualization can support the analysis of multiple scalar fields from various do-

mains. First, we analyze geographically referenced criminal activities and compare

different hotspot profiles of topology. Then, we demonstrate the flexibility of the

Stream Tree by analyzing a climate change ensemble dataset. Finally, we explore

how the Stream Tree can be used to support the identification of unique 3D struc-

tures using an asteroid impact simulation.
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Figure 4.3: In This Gang Activity Analysis the Reference Field (Left) Corresponds
to the Kernel Density Estimate of the Gangster Disciples (Green), Where Each Re-
gion Is Colored by the Second Most Reported Gang in That Region. As Shown in the
Donut Tree (Right), the Gangster Disciples Are by Far the Most Reported Gang in
All Their Hotspots. However, the Second Most Reported Gang Varies from Hotspot
to Hotspot, Where the Donut Tree Clearly Shows Which Hotspots Are Contested
by Which Gangs. For Instance, the Second Most Reported Gang in the Highlighted
Hotspot (Thick Edge in the Tree and Hatched Area on the Map) Are the Black Dis-
ciples (Yellow). An Outlier Is the Purple Hotspot, Where the Second Most Reports
Can Not Be Attributed to Any Specific Gang (Not Available) as There Are Many
Original Input Reports in That Region That Have No Gang Label.
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4.4.1 Gang Activity in Chicago

In this usage scenario we explore georeferenced reports of gang activity in Chicago,

IL (USA) between 2011 and 2014. Here, we want to explore the distribution of gang

activity with respect to global and local gang hotspots. First, we transform the point

events to a set of scalar fields. For each gang, we compute a kernel density estimate

(KDE) of their corresponding events in a preprocessing step. Let E denote the set of

all n events, and Ei all events that are associated with gang i. Then each field fi of

the vector function f is defined as

fi(x) =
1

nh2

∑
e∈Ei

K

(
‖x− p(e)‖2

h

)
, (4.2)

where the function p returns the latitude-longitude position of an event, K is the

kernel function, and h is the spatial bandwidth. For each gang we use the same

Gaussian kernel

K(u) =
1√
2π
e−u

2/2 (4.3)

and spatial bandwidth

h =

(
4

3

) 1
5

σn−
1
5 , (4.4)

which has been chosen according to Silverman’s Rule of Thumb (Silverman, 1986)

with σ being the standard deviation of all n events. This results in a set of multiple

scalar fields, each of which provides the local topology of a single gang activity.

Furthermore, these fields can be aggregated together to obtain a global topology of

gang activity in the region. Analysis can be done at both the local and global level.

Next, we demonstrate results for two different reference fields. First, we examine

the case where the analyst-defined reference field corresponds to a specific KDE of a

single gang. Here we explore the following question: ”How active are other gangs in

hotspots of one particular gang?”. This can serve to highlight regions with potential

gang disputes.
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Figure 4.4: This Analysis Focuses on Reports That Have No Gang Label, I.E.,
The Reference Field That Corresponds to the Kernel Density Estimate of the Re-
ports with the Label Not Available. In the Map Hotspots Are Colored by the Most
Reported Gang in That Region (Left). The Stream Tree with Fixed Scaling (Right)
Shows Which Gangs Are Frequently Reported in Areas with Many Unlabeled Re-
ports. Not Surprisingly, in Many of These Regions the Gangster Disciples Have the
Most Reports, but the Stream Tree Clearly Indicates Regions in Which Other Gangs
Are Rarely Reported (Such as in the Left Most Edge) or Other Gangs Are Almost
as Frequently Reported (Such as the Third Edge from the Left). The Highlighted
Hotspot, However, Stands out since in This Hotspot the Amount of Reports of the
Black P Stones Is Almost Four times the Number of Reports of the Gangster Dis-
ciples ; And Therefore Making Them the Most Likely Gang to Be Associated with
Unlabeled Reports in That Region. This Example Indicates That Our Approach Can
Also Be Used for Probabilistic Relabeling.
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In Figure 4.3, the right part is the donut tree extracted from gang data in Chicago,

IL. The donut on each merge tree segmentation visualizes the top three contributions

to the gang crime activity in the corresponding areas. The rest of the contributions are

aggregated and represented as the gray portion of the donut view. We can observe

that all the segments (hotspots) are dominated by Gangster Disciples (green). In

these hotspots, we would like to know the activity of other gangs. To quickly get a

glance at the most competing gang with the Gangster Disciples in these hotspots, the

map view will color each hotspot with the second dominant gang. The left part of

Figure 4.3 is the map view, where colors for each hotspot are the second dominant

integral color in the donut tree branch, enabling the exploration of other gang activity

relative to the reference gang’s hotspots. We can see the Black P Stones (red) and

Black Disciples (yellow) are the second most active gangs in these territories.

While using one gang distribution as the reference field can help explore how

other activity is distributed in the reference gang’s hotspot, our approach can also be

used to explore unlabeled data. In the gang dataset, a large portion of the records

remain unattributed to gangs. By setting the reference field to correspond to the

”Not Available” label, we can explore those hotspots to identify what other fields

overlap, Figure 4.4. Here, the map hotspots are colored by the most reported gang

in that region. We use a stream tree with fixed scaling to show which gangs are

frequently reported in the reference field hotspot. As expected, the majority of the

regions are primarily composed of teal; however, there are two regions where the

dominant contributor is red. We believe that this approach could be used to create

a probabilistic relabeling of the data as unlabeled events are likely drawn from the

underlying related scalar fields.

Finally, we look at an analyst-defined reference field that corresponds to the sum

of all KDEs. In Figure 4.1, we use the aggregate density field of all gangs as our
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Figure 4.5: Analysis Results of the Grand Ensemble That Simulates Climate
Change under Three Different RCP Scenarios: RCP 2.6, 4.5, and 8.5. Each Sce-
nario Was Simulated 100 times, and the Three Scenarios Roughly Correspond to the
Best, Intermediate, and Worst Case. First, We Compute for Each Scenario the Mean
Surface Temperature (MST) for the Year 2100 by Aggregating the Corresponding
Ensemble Members. The MST of the RCP 2.6 Scenario Is Shown in (A). Next, We
Compute the Difference Fields Between the RCP 4.5 (B) and RCP 8.5 (C) Scenario
with Respect to the RCP 2.6 MST Field. Then We Select the RCP 2.6 MST Field
as a Reference Field, and the Two Difference Fields as the Integrands. The Corre-
sponding Stream Tree (D) and Donut Tree (E) Show the Proportions Between the
Temperature Increases Predicted by the RCP 4.5 and RCP 8.5 Scenarios in Superlevel
Set Components (Segments) of the MST Field Predicted by the RCP 2.6 Scenario.
Although the Stream Tree Makes It Easier to Follow Edges, It Is More Difficult to
Judge the Proportions Between the Two Scenarios. The Donut Tree, on the Other
Hand, Produces More Visual Clutter but Better Encodes the Ratios Between the
Scenarios.

reference topology. As such, the merge tree provides the topological structure where

branches are regional peaks of gang activity. Each point on the merge tree corre-

sponds to a unique superlevel set component (commonly referred to as a hotspot

when exploring georeferenced events). The merge tree is augmented by the stream

graph (Figure 4.1 (Middle)), and the dominant components of the merge tree branches

are immediately visible. Here, three distinct primary regions emerge, where the teal

(Gangster Disciples), red (Black P Stones), and orange (Latin Kings) are the major-
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ity scalar field contributor. Here, we shade the aggregate field on the map based on

the majority contributing field from the merge tree branch (Figure 4.1 (Left)). We

can also observe varying levels of yellow (Black Disciples) across several branches,

primarily in teal regions. According to Wikipedia (Wikipedia contributors, 2022),

the Gangster Disciples and Black Disciples are bitter rivals, indicating that regions

with the blue-yellow make up might be prone to violence, or these regions may even

be territories that are in dispute. From the donut tree view (Figure 4.1 (Right)),

we can quickly observe branches that have a higher blue/yellow distribution, and by

selecting a branch, we can interactively filter hotspots on the map to further explore

regions.

A traditional approach for geographic analysis would be to either overlay all the

events on the map, leading to overplotting and occlusion while also making it ex-

tremely challenging to estimate the ratio of events in local areas. Another option is

to use a series of small multiples to show the distribution of individual events, which

requires the analyst to mentally integrate the images. What the stream tree and

donut tree provides is a quick summary of how features from multiple scalar fields

are distributed with respect to a reference field (the base topology). This enables a

broad overview of the data distributions and can quickly guide analysts to locations

where interesting interactions may be occurring.

4.4.2 Climate Ensemble

In this usage scenario we demonstrate how stream and donut trees can be used

to explore climate ensembles. Here, we analyze the Grand Ensemble provided by the

Max Planck Institute for Meteorology (Maher et al., 2019). The Grand Ensemble

includes simulations that model the evolution of climate change from the year 2005

until 2100 with respect to three different representative concentration pathway (RCP)
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Figure 4.6: Results of the Asteroid Impact Example Where We Visualize the
Proportions Between Water (Blue) and Asteroid (Brown) matter Inside Superlevel Set
Components (Segments) of the Temperature Field. The Corresponding Stream Tree
with Fixed Scaling (a) Clearly Indicates the Fraction Between Water and Asteroid
Matter Inside the Individual Segments. The Stream Tree Makes It Possible to Quickly
Identify Which Segments Consist Almost Entirely of Water, and Which Segments
Contain Asteroid Matter. The Stream Tree Also Shows That as One Goes Further up
in the Tree I.E., As the Corresponding Segments Contract Towards Their Respective
Temperature Maxima the Proportion of Asteroid Matter Increases. This Indicates
That Asteroid Fragments Are Close the Temperature Maxima, I.E., At the Core of
These Segments. Utilizing the Stream Tree It Is Possible to Partition the Individual
Segments into Two Groups: The Ones That Contain Some Asteroid Matter (B), and
the Ones That Do Not Contain Asteroid Matter (C).
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scenarios. RCPs model trajectories of greenhouse gas concentrations, which vary

based on different assumptions such as being compliant to the Paris climate agreement

or the availability of fossil fuels. These three different RCP scenarios are labeled

RCP 2.6, 4.5, and 8.5, which can roughly be categorized as best, intermediate, and

worst case scenarios, respectively. Each scenario includes multiple random variables,

and to incorporate the effects of this internal variability the Grand Ensemble contains

100 simulations of each scenario. Each simulation contains a scalar field defined on

the globe that corresponds to the surface temperature.

Our analysis focuses on the temperature differences of the three scenarios in the

last simulated year: 2100. To this end, we compute for the last timestep the mean

surface temperature (MST) field by aggregating all 100 simulations for each scenario.

We also simplify the fields by a low persistence threshold to suppress noise. Next, we

compute the absolute difference between the MST of RCP 2.6 and the MST fields of

RCP 4.5 and 8.5, which are shown in Figure 4.5b and c. Then we select the MST

field of RCP 2.6 as our reference field, and the two difference fields as the integrands

in Eq. 4.1. The corresponding steam and donut trees are shown in Figure 4.5d and

e. These trees show how much the RCP 4.5 and 8.5 scenarios differ in respect to hot

regions of RCP 2.6. The trees indicate that overall RCP 8.5 predicts almost three

times the temperature increase of RCP 4.5; a global trend that has already been

shown in prior analysis of the RCP scenarios (Stocker, 2014; Maher et al., 2019).

The stream and donut trees, however, provide more detail as they partition the globe

into segments that can be explored separately. The vertical location of the merge

tree edges also sets these individual segments into context. Here, all edges above

295K correspond to segments around the equator, while the other edges correspond

to segments closer to the poles. In the donut tree it is easy to see that the temperature

increase in most segments around the equator exhibit similar proportions as the global
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trend. However, there exists three outliers (X, Y, and Z) where the donut charts

indicate that in the corresponding segments the RCP 8.5 scenario predicts four to

five times more temperature increase than the RCP 4.5 scenario. These outliers

correspond to segments of east Africa and Argentina, which indicates that these

areas will be most affected if the RCP 8.5 scenario comes to pass. Segments close

to the poles also exhibit an outlier. The donut chart with label (W) corresponds to

the area of the Caspian Sea, and although RCP 8.5 still predicts a more significant

temperature increase than RCP 4.5, the increase is relatively small compared to the

other segments.

4.4.3 Asteroid Ocean Impacts

In this usage scenario we examine one timestep of an asteroid ocean impact simu-

lation ensemble that was made publically available for the 2018 scientific visualization

contest (IEEE VIS, 2018; Patchett et al., 2016). This ensamble contains simulation

runs that model the impact of an asteroid in the ocean, where the ensemble members

differ in the size of the asteroid, the impact angle, and the height of a potential air

burst before impact. Here, we examine the impact scenario with no airburst, an im-

pact angle of 45 degrees, and an asteroid diameter of 250 meters. Figure 4.6a shows

a volume rendering of the temperature field at cycle time 28649; shortly after the

impact. In addition to the temperature field (electron volt), the dataset also provides

three scalar fields that record per cell the total mass density (grams per cubic meter),

as well as the volume fraction of water and asteroid matter.

We aim to derive a visualization that encodes the matter composition of volume

segments that exhibit extreme temperatures. To this end, we select the temperature

field as our reference field, and in a preprocessing step we compute the absolute mass

of water and asteroid per cell by multiplying the respective fraction fields with the

94



mass density field. The two resulting mass fields are then used as the integrands

in Eq. 4.1. The corresponding stream tree with fixed scaling is shown in Figure 4.6d.

The stream tree clearly indicates the ratio between asteroid and water matter inside

individual high temperature segments, as well as the evolution of these proportions

as the temperature in these segments increases. All segments exhibit the same trend

that if they contain some asteroid matter than the proportion of asteroid matter

increases as the temperature in the corresponding segment increases. Moreover, it

enables analysts to partition the segments based on the proportion of asteroid matter.

Figure 4.6b shows in gray all segments that exhibit along the corresponding edge an

asteroid-to-matter-ratio of at least 4-to-1. The remaining segments i.e., the segments

that consist predominantly of water are shown in Figure 4.6c.

4.5 Conclusion

In this thesis, we presented stream trees, a novel visualization technique for mul-

tiple scalar fields that are defined over the same domain. By first determining a

reference field whose superlevel set components correspond to features of interest,

our approach numerically integrates the input fields over the area of these features,

and then displays the individual integrals and their proportions by augmenting the

merge tree of the reference field with stream graphs or donut charts. We demonstrated

in three usage scenarios that this visualization effectively summarizes information of

the input scalar fields, showcasing that our technique is flexible to problems from

traditional information visualization and scientific visualization domains. Overall,

stream trees serve as a compact view for exploring the relationship between feature

distributions. This enables analysts to reason about drivers behind various topologi-

cal constructs. Furthermore, this approach can serve as an alternative to overplotting

and small multiples, providing a single view to help describe mutiple scalar field re-
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lationships.

We also see several avenues for future work. In future work, one could explore if

the described concepts can be extended to other topological abstractions that yield

domain segmentations, such as the contour tree or the Morse-Smale Complex. In

addition to numerical integration, one could also explore other aggregation techniques,

such as summarizing features at various contour bands. We also believe that this

technique could serve as the basis for a variety of rich interactions to support quick

filtering and exploration, and future work will explore a more robust interaction space,

expanding upon our current branch selection mechanisms.
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Chapter 5

CONCLUSION

With the large-scale instrumentation of geographical locations and digital devices,

a massive amount of multiclass geospatial data is generated. In order to facilitate

domain experts in analyzing such extensive geospatial data, I have to answer a series

of challenging questions: How to assist analysis in exploring this data? How to

aid insights discovery from this data? How to recommend domain experts make

actionable decisions? Due to the size and dimensionality of the multiclass geospatial

data, there are no trivial answers to these questions. In this thesis, I proposed and

implemented various methods, strategies, and frameworks for multiclass geospatial

data visualization.

During the exploration of multiclass geospatial data, I collaborated with domain

experts to understand their key analysis requirements and explored various visualiza-

tions to reveal the underlying patterns effectively. To accomplish these requirements,

firstly, I proposed and implemented a visual analytics framework for conservation

planning. The framework is designed to help conservation experts to generate land

purchase portfolios for the protection of species. The parcel (the minimum unit of

land purchasing) contains multiple attributes, such as the distance to the existing

protected areas, the richness of some special species, land cost, and others. The con-

servation experts have to analyze millions of parcels in the US, then generate the

land purchasing portfolio with different priorities of concerns. To assist the conser-

vation experts, I visualized the land attributes on the map separately by map layers.

The land (geospatial data) contains multiple spatial elements, including lines, points,

and polygons. Besides the massive size of geospatial data for analysis, these spa-
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tial elements are often associated with multiple attributes. In order to support the

online exploratory of such geospatial data, I preprocessed the data into images and

stored these images as different map layers for further analysis. In order to support

the online exploratory of such geospatial data, I preprocessed the data into images

and stored these images as different map layers for further analysis. Since different

users may have distinct perspectives and preferences, the generated land purchasing

portfolios have to be customized. Therefore, a visual analytics system that integrates

human-in-the-loop is necessary to fulfill solicitations by domain experts. My pro-

posed framework includes effective visualizations for multi-attributes geospatial data,

multiple coordinated views for parcel analysis and portfolio generation, and intuitive

brushing and linking interactions among multiple views. For instance, the filtering

on parallel coordinates enables users to sift land based on the range of particular

attributes. Even though users can narrow the investigation land to a reasonable area,

the number of parcels for calculation is still too large to be analyzed. In order to

speed up the process, a build-in optimization algorithm is provided to generate op-

timal solutions with user-specified constraints and objective functions. Furthermore,

a comparison view is created to compare multiple solutions and assist users in find-

ing the best land purchasing solution to protect the diversity of species. This work

combines geospatial visualizations, multicriteria analysis, and automatic optimization

that facilitate conservation planners and scientists exploring different land purchasing

portfolios under a variety of constraints in real-time.

Besides visualizing each attribute as separate map layers, I further explored the

patterns and relationships of hotspots for multiple attributes. For instance, sophisti-

cated hotspot pattern analysis can reveal the high-risk areas for different crimes, dis-

cover the geographical association among high-risk areas, and highlight local high-risk

areas. To satisfy these analysis requirements, I adopted the scalar field topology(SFT)
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method for hotspot identification. The standard method identifies hotspots as spa-

tial regions that exceed a specified event occurrence density threshold. However, the

method may obscure local peaks and highlight noise and outliers. The method also

lacks knowledge about the relationship between hotspots and has difficulty determin-

ing hotspot boundaries. To mitigate these issues, I applied the SFT-based method

that exploits feature characterizations to identify hotspots. I first calculate the kernel

density estimation (KDE) for the scalar field and then apply a topology method to

the scalar field to detect different types of hotspots. The proposed hotspot char-

acterization methods include Superlevel Set Segmentation (SSS), Merge Tree Leaf

Segmentation (MTLS), Merge Tree Crown Segmentation (MTCS), and Morse Com-

plex Segmentation (MCS). Similar to the standard method of detecting hotspots, SSS

can identify the hotspot as the specific area that exceeds a particular threshold of

density. However, slightly changing the threshold can drastically change the geome-

try (boundary) and the number of extracted hotspots. As an improvement, MTLS

can identify hotspots independent of a single threshold value. Furthermore, MTCS

can extract hotspots based on local thresholds, which could detect the center of each

hotspot. In addition, MCS can reveal the boundaries of hotspots. To aid the hotspot

analysis using different SFT-based methods, I developed a visual analytics interface

composed of four views: a geospatial map, a merge tree, a persistence diagram, and

a persistence curve. The hotspots can be displayed on the map, and users can adjust

the configurations on the other three views to compare hotspots generated in different

settings and explore the geospatial relationships between hotspots. Overall, the pre-

liminary advantage of the discussed SFT-based characterizations is their capability

to represent hotspots at multiple resolutions, which makes it possible to rank, filter,

and decompose hotspots based on their significance.

Since the SFT-based method explores the relationship and patterns of multiclass
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spatial data, a further step is to profile multiple attributes of the spatial data. For

event datasets with multiple categories, not only the total event density is of interest,

but also the ratio between the different event types in a given region. In my work,

the combination of Merge Tree and Stream Graph explores the different categories in

the hotspots. Expanding on my previous work exploring hotspots in a level-of-detail

approach, I focus on the multiple categories for the hotspots. Oftentimes, a hotspot

can be composed of multiple categories, but the contributions of each category are not

straightforward. For example, I explored gang crime data and detected the high-risk

areas to answer the following questions related to hotspot analysis: Which gang is

the most active in the high-risk area? Are there any competing gangs such that the

conflicts lead to violence? How is the gang active in different hotspots? I combined

the stream graph with a merge tree to visualize the distributions of individual gangs

and their ratios among multiple gangs for each hotspot. The stream tree also displays

the comparison of gangs in different hotspots. As compensation for displaying the

ratio of gangs, Pie charts and Donut charts are provided as alternatives to the stream

graph on the merge tree. The stream tree provides a novel visualization to explain

the relationship of the hotspots and explore the feature distributions.

In general, this thesis provides fruitful methods and strategies to visualize geospa-

tial data, and these proposed methods overcome the challenges of exploring, learning,

and using multiclass geospatial data. In addition, involving humans in the analytics

process is necessary to satisfy users’ different requirements. With the effective demon-

stration of geographical patterns, users can make more informed decisions. However,

there are some limitations to the proposed methods. For example, comparing gen-

erated portfolios in the conservation planning system is not automatic. Users have

to specify their objectives in the system since the built-in optimization algorithm is

not customized. I adopted the topology-based method to discover the pattern and
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relationship of multi-attribute spatial data. While the foundation of the topology-

based method is kernel density estimation (KDE), my SFT-based method takes the

simple kernel function and bandwidth. Further studies are needed to understand the

influence on hotspots using different kernel functions and bandwidths.
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Lehtomäki, J. and A. Moilanen, “Methods and workflow for spatial conservation
prioritization using zonation”, Environmental Modelling & Software 47, 128–137
(2013).

Levine, N., “Crimestat: A spatial statistical program for the analysis of crime inci-
dents”, in “Encyclopedia of GIS”, pp. 187–193 (Springer US, 2008).

Liadsky, D. and B. Ceh, “The interaction between individual, social and environ-
mental factors and their influence on dietary intake among adults in toronto”,
Transactions in GIS 21, 6, 1260–1279 (2017).

Lin, B. B., R. A. Fuller, R. Bush, K. J. Gaston and D. F. Shanahan, “Opportunity
or orientation? who uses urban parks and why”, PLoS one 9, 1, e87422 (2014).

Lin, S., “Rank aggregation methods”, Wiley Interdisciplinary Reviews: Computa-
tional Statistics 2, 5, 555–570 (2010).

Lind, M., J. Johansson and M. Cooper, “Many-to-many relational parallel coordinates
displays”, in “Information Visualisation”, pp. 25–31 (IEEE, 2009).

Lohfink, A.-P., F. Gartzky, F. Wetzels, L. Vollmer and C. Garth, “Time-varying fuzzy
contour trees”, in “2021 IEEE Visualization Conference (VIS)”, (IEEE, 2021).

Lohfink, A.-P., F. Wetzels, J. Lukasczyk, G. H. Weber and C. Garth, “Fuzzy contour
trees: Alignment and joint layout of multiple contour trees”, Computer Graphics
Forum 39, 3, 343–355 (2020).

Loveland Tech., “LOVELAND: mapping every parcel on the planet”, URL: https:
//landgrid.com/reports/parcels, (Accessed on 10/08/2018) (2018).

Luck, G. W., K. M. Chan and C. J. Klien, “Identifying spatial priorities for protecting
ecosystem services”, F1000Research 1 (2012).

Lukasczyk, J., G. Aldrich, M. Steptoe, G. Favelier, C. Gueunet, J. Tierny, R. Ma-
ciejewski, B. Hamann and H. Leitte, “Viscous Fingering: A Topological Visual
Analytic Approach”, Applied Mechanics and Materials (2017a).

Lukasczyk, J., C. Garth, R. Maciejewski and J. Tierny, “Localized Topological Sim-
plification of Scalar Data”, IEEE Transactions on Visualization and Computer
Graphics (2020).

109

https://landgrid.com/reports/parcels
https://landgrid.com/reports/parcels


Lukasczyk, J., R. Maciejewski, C. Garth and H. Hagen, “Understanding Hotspots: A
Topological Visual Analytics Approach”, in “Proceedings of the 23rd SIGSPATIAL
International Conference on Advances in Geographic Information Systems”, GIS
’15, pp. 36:1–36:10 (ACM, 2015).

Lukasczyk, J., G. Weber, R. Maciejewski, C. Garth and H. Leitte, “Nested Tracking
Graphs”, in “Computer Graphics Forum”, vol. 36, pp. 12–22 (2017b).

Mace, G. M., K. Norris and A. H. Fitter, “Biodiversity and ecosystem services: a
multilayered relationship”, Trends in Ecology and Evolution 27, 1, 19–26 (2012).

Maciejewski, R., S. Rudolph, R. Hafen, A. Abusalah, M. Yakout, M. Ouzzani, W. S.
Cleveland, S. J. Grannis and D. S. Ebert, “A Visual Analytics Approach to Un-
derstanding Spatiotemporal Hotspots”, IEEE Transactions on Visualization and
Computer Graphics 16, 2, 205–220 (2009).

Maher, N., S. Milinski, L. Suarez-Gutierrez, M. Botzet, M. Dobrynin, L. Kornblueh,
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