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ABSTRACT 

There has been a significant growth in the distributed energy resources (DERs) connected 

to the distribution networks in recent years. For a distribution system with a high 

penetration of DERs, a detailed modeling and representation of the distribution network 

is needed to accurately assess its steady-state and dynamic behavior.  

In this dissertation, a field-validated model for a real sub-transmission and distribution 

network is developed, including one of the feeders modeled with the secondary network 

and loads and solar PV units at their household/user location. A procedure is developed 

combining data from various sources such as the utility database, geoinformation data, 

and field measurements to create an accurate network model. 

Applying a single line to ground fault to the detailed distribution feeder model, a high 

voltage swell, with potentially detrimental impacts on connected equipment, is shown in 

one of the non-faulted phases of the feeder. The reason for this voltage swell is analyzed 

in detail. It is found that with appropriate control the solar PV units on the feeder can 

reduce the severity of the voltage swell, but not entirely eliminate it. 

For integrated studies of the transmission-distribution (T&D) network, a T&D co-

simulation framework is developed, which is capable of power flow as well as dynamic 

simulations, and supports unbalanced modeling and disturbances in the distribution as 

well as the sub-transmission system. The power flow co-simulation framework is 

developed as a module that can be run on a cloud-based platform. 
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Using the developed framework, the T&D system response is studied for balanced and 

unbalanced faults on the distribution and sub-transmission system. For some faults the 

resultant loss of generation can potentially lead to the entire feeder tripping due to high 

unbalance at the substation. However, it is found that advanced inverter controls may 

improve the response of the distribution feeders to the faults. The dissertation also 

highlights the importance of modeling the secondary network for both steady-state and 

dynamic studies. Lastly, a preliminary investigation is conducted to include different 

dynamic elements such as grid-forming inverters in a T&D network simulation. 
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1 INTRODUCTION 

Distribution systems are one of the key elements of the overall power system network. 

They are at the same time the part of the electrical network that interfaces with the end 

users and have been relatively neglected compared to the transmission and generation 

systems in terms of detailed modeling or analysis. Historically, the distribution systems 

would be oversized and operated for a large part in a ‘connect-and-forget’ manner [1]. 

While analyzing the transmission systems, until the 1990s, entire distribution systems 

including the distribution substation and feeders and loads were merely represented by 

static loads [2]. 

However, the recent decades have brought a lot of changes in the electric grids – there is 

an increasing proliferation of distributed energy resources (DERs) connected to the 

distribution systems. There is also a movement of the electrical industry (and society at 

large) towards giving a preference to using sustainable and renewable energy resources. 

This shift has resulted in significant distribution connected renewable resources such as 

solar photovoltaic (PV) units in today’s feeders and the penetration of these DERs in the 

distribution systems is only expected to increase in the future. Some smaller grids such as 

that of Hawaii now have more than 71% of their daytime load and 11% of annual energy 

supplied by these DERs. Furthermore, even larger grids across the United States of 

America and the world expect the share of DERs to grow significantly in the near 

future[3]. 

These DERs, especially solar PV units, incorporate advanced control techniques and 

show nonlinear dynamic behavior. Hence, the distribution feeders of today need to be 
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carefully modeled and studied. These resources play an increasingly important role in 

determining the response of the distribution systems both in steady state operation as well 

as in their response to various grid disturbances and dynamic events. Recognizing the 

increased penetration of DERs in the distribution resources, the IEEE 1547 Standards 

(with the latest version being released in 2018 with an addendum in 2020) [4] specify the 

minimum requirements for the DERs which include the capabilities of the DERs to 

provide active and reactive power support in regular operation as well as during abnormal 

conditions. Hence, modeling the DER controls is important while studying distribution 

systems with high DER penetration.  

Another set of advanced inverter-based devices are “grid-forming” inverters, that are 

capable of providing frequency as well as voltage support [5]. These inverters are 

designed to be able to maintain a local grid through a main grid disconnection or 

islanding event. Although these inverters are more relevant for microgrids or for bulk-

system connected large-scale resources, they may become more prevalent for distribution 

grids of the future.  

In addition to the advanced DER devices, load modeling is another important aspect 

ensuring accurate response from distribution grids to dynamic events. Devices such as 

single-phase induction motors are important in capturing the delayed voltage recovery 

events that are visible at the distribution as well as transmission levels. 

Due to the presence of these DERs as well as other technologies such as electric vehicles 

and demand side management interacting with the distribution grid, there is a need to 

model the distribution systems in detail. Since late 1990s, there have been efforts to 
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switch from a static model for the distribution systems to a composite load model with 

DERs [2]. However, the distribution systems are still represented as aggregated models in 

this framework. As will be shown in this dissertation, on systems with high penetration of 

renewables, certain dynamic events may not affect the entire distribution system equally. 

Hence, it is important to model the distribution system in detail to study its response to 

various disturbances. 

On the other hand, traditionally the sub-transmission/transmission systems are 

represented using voltage sources behind impedances in distribution system studies. With 

this modeling, a lot of work is required to study how the sub-transmission level events 

impact the distribution system in detail. This provides another impetus for modeling the 

sub-transmission and distribution systems together. 

One method to combine a detailed distribution system model with the sub-

transmission/transmission system is to create an integrated model involving both the sub-

transmission and distribution systems. There are some commercial software packages 

like DIgSILENT PowerFactory [6] which support this. However, a large number of 

available transmission/distribution software packages are either just intended for the 

study of the transmission or for the distribution systems. In addition, usually the 

transmission-level software packages model the system in sequence domain, while the 

distribution system is usually analyzed in the unbalanced three-phase domain. Hence, 

creating an integrated model requires significant effort and may not take advantage of the 

domain-specific (transmission or distribution specific) advances in simulation which rely 

on a particular problem structure. Co-simulation is one possible method to connect and 
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simulate the distribution and transmission models together while being able to model the 

distribution and sub-transmission models in their own software packages and domains. A 

co-simulation power flow and dynamic simulation thus provide the benefit of being able 

to model the sub-transmission and distribution models in software packages designed for 

modeling those, while still performing a common simulation involving both systems. 

This dissertation provides a power flow as well as dynamic co-simulation with the sub-

transmission modeled in three-sequence detail and the distribution network modeled in 

three-phase unbalanced detail. 

Considering these important challenges, this dissertation aims to achieve the following 

objectives: 

• A detailed distribution system model for a real feeder in Arizona for power flow 

and dynamic simulations (with a detailed representation of the solar PV units) is 

created. In addition, four other feeders at the same substation and the sub-

transmission circuit in the vicinity of this substation are modeled to create a sub-

transmission-distribution circuit model. 

• A three-sequence – three-phase sub-transmission-distribution co-simulation 

framework is developed for both power flow and dynamic co-simulations. The 

solar PV units are represented in this framework using a custom user model to 

enable a detailed representation of the solar PV units including the controls. 

• For an unbalanced fault, the modeled feeder experiences voltage swell in one of 

the non-faulted phases. This phenomenon is investigated, and the impact of the 

solar PV units on this voltage rise is studied with different controls. 
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• Utilizing the developed co-simulation framework, the response of the distribution-

sub-transmission system is assessed for various faults on the distribution and sub-

transmission network. 

The dissertation is organized in the following manner: 

• Chapter 1 (this chapter) provides the background and introduction for the 

dissertation /research 

• Chapter 2 provides the procedure and results for the detailed feeder model created 

• Chapter 3 describes the developed sub-transmission distribution co-simulation 

framework and describes the models for solar PV model, grid-forming inverters 

and single-phase induction motors that can be used in conjunction with the co-

simulation framework 

• Chapter 4 describes the dynamic simulations showing the voltage swell for 

unbalanced fault. This chapter also discusses the impact of the solar PV units on 

this voltage swell. 

• Chapter 5 describes the developed T&D network model and the validation of this 

model against field measurements, and the impact of modeling the secondary 

network in steady state. 

• Chapter 6 discusses some case studies involving various faults on the 

distribution/sub-transmission networks using dynamic transmission-distribution 

co-simulation formulation developed in Chapter 4. It also discusses the 

importance of modeling the secondary network via dynamic simulations. 
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• Chapter 7 concludes the dissertation and presents some future research questions 

building on material presented in this dissertation.
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2 DETAILED FEEDER MODEL CREATION 

Modeling distribution systems in detail is important in order to study the phenomena 

which impact them, especially for feeders with a high number of DERs or other smart 

devices connected to the distribution. In this dissertation, an actual feeder from Arizona is 

modeled in detail to study the impact of a high penetration of solar PV generation on 

some aspects of the steady state operation as well as the response of this feeder to 

dynamic events. Various data are acquired from an electric utility in order to create the 

feeder model. The feeder model is created in OpenDSS [7], which is an open-source 

distribution system simulation and analysis software with advanced modeling and 

simulation capabilities. When creating the feeder model, the primary as well as secondary 

network are represented in detail including individual residences, and the loads and the 

solar PV units are modeled at their actual residential locations.  

The selected feeder serves 1715 residential customers via 371 distribution transformers. 

The feeder includes 5700 primary sections and 1790 secondary sections and is 

approximately 9 kilometers in length, consisting of underground cables. Including the 

single and three-phase buses in the primary and secondary circuits, the circuit model for 

this feeder consists of 7800 buses. The peak active power demand for the feeder was 7.35 

MW in 2019, and the corresponding reactive power demand was 1.15 MVAr. There are 4 

three-phase capacitor banks installed on the feeder with 1200 kVAr rating each. This 

feeder has one of the highest penetration levels of solar PV among the feeders operated 

by this utility – with peak solar PV production around 3.8 MW resulting in reverse active 

power flow of around 2.1 MW during March 2019. The circuit diagram of this feeder 

including the locations of various key elements is shown in Figure 2.1. 
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Figure 2.1 Circuit Diagram of the Selected Feeder with Different Elements 

 

This chapter begins by presenting the available literature covering the detailed modeling 

of utility distribution feeders, in Section 2.1. Section 2.2 describes the data acquired and 

used for creating the feeder model (which includes a network model plus the time series 

profiles for the loads, solar PV units and the source voltage). The process of creating the 

network model is described in Section 2.3, while the process of creating the time series 

model/profiles is described in Section 2.4. The time series model is then compared with 

some field measurements as a validation in Section 2.5. The importance of modeling the 

feeder in detail is highlighted in Section 2.6. For some studies presented in this 

dissertation, the penetration level of the DERs is increased beyond the present level, these 

scenarios are described in Section 2.7. A large part of this chapter is reported as a part of 

a publication [8]. 
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2.1 Detailed Modeling of Distribution Feeders 

Historically, distribution systems have been modeled using numerous approximations and 

simplifications. Such simplifications can be found in the textbooks on distribution system 

modeling and analysis [9], [10]. However, with the increased penetration of the DERs 

and the smart grid technologies, it is important to model the distribution system in detail 

[11]. Hence, there have been efforts to create detailed models of real distribution 

networks for research. There are two aspects to creating a detailed network model: 

• A detailed network model corresponding to the actual feeder, with the primary 

and secondary networks as well as elements such as distribution transformers and 

capacitors, loads and solar PV units accurately represented at their locations 

• An accurate assignment of the load and solar PV active and reactive powers and 

the source voltage at the substation, obtained based on measurements. If the 

purpose is to create a time series data, using the measurements to create accurate 

power profiles for the loads and solar PV units leads to an accurate time series 

model. 

A distribution feeder model of a real distribution system from Iowa is provided in [12]. It 

is a 240 bus model for a circuit from Midwest US comprising of three feeders. The 

provided data contains the network data as well as time series profiles corresponding to 

all four seasons. To preserve privacy, the time series data at each primary node is 

aggregated from the customer measurements. However, the network model provided does 

not contain any information about the secondary network or the loads. As a part of 

another project from Arizona, a feeder from Flagstaff, AZ is modeled in [13] by 
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combining the available GIS data from the utility with the AMI measurements. These 

data are combined to create an accurate feeder time series model. Further, the AMI data 

is combined with the higher resolution data acquisition system (DAS) measurements 

from several locations of the feeder to create higher resolution data. However, the feeder 

model again does not include the secondary network. Another project from Washington 

[14] uses measurements from a large number of meters installed for the project to create 

load models at each node in the system by allocating the closest available meter to that 

location. 

Due to the smart devices, there is an increasing need for modeling the secondary network 

in addition to the primary network including detailed models of the network elements 

[15]. Thus, there has been an effort to approximate the secondary network where the data 

is not available. The authors of [16] model a low voltage network, where they aggregate 

the meters at individual poles to create a model including the low voltage buses. 

However, this study does not utilize any field measurements and creates a single snapshot 

model. The authors of [17] model an actual distribution network from Hawaii with a high 

solar PV penetration, and show that for different estimates of the secondary network, the 

voltage profile of the secondary nodes can vary significantly, thus establishing the 

importance of modeling the secondary network. Here, the primary network is modeled in 

detail, and the time series model is created using AMI meter measurements. Approximate 

secondary network models are created by selecting secondary cable/line types based on 

factors such as the transformer size and the number of customers. In [18], it is shown that 

using an inaccurate model of the secondary network or not accounting for a diversity of 

customer load profiles can misrepresent the impact of the secondary network and result in 
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incorrect voltages and powers losses across the secondary network. Hence, modeling the 

secondary network accurately to reflect the actual network is important. There are some 

approaches to estimating the secondary network parameters using the AMI data as well 

[19], [20]. In this dissertation, the secondary network impedances are obtained from the 

network model provided by the utility. 

The rest of the chapter provides the methodology used in this project to create a detailed 

and accurate distribution system model for a real feeder from Arizona by combining data 

from various sources, including the network model and time series profiles. 

2.2 The Data Used for Creating the Feeder Model 

A variety of data was acquired from the utility and used to create an accurate model for 

the selected feeder. Using this data, a network model as well as time series profiles for 

two selected days were created. The selected days included one day in summer (15 July 

2019) corresponding to the peak load of the system and one day in spring (15 March 

2019) corresponding to the peak reverse active power flow from the feeder. The data 

acquired included the following: 

1. Base network model of the feeder: The base network model of the feeder 

including the primary and secondary network was prepared by the utility and 

provided as a database file for the commercial distribution system software 

CYME/CYMDIST [21]. This database contains the information for the network 

model elements including the sections, distribution transformers, loads, capacitors 

and switching elements in the circuit as well as the locations of the loads and solar 

PV units in the system (as shown in Figure 2.2 which shows a small portion of the 
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circuit model from CYME) and the snapshot values of the loads corresponding to 

a snapshot (5 PM on 15 July 2019). 

2. Geographic Information System (GIS) data: The utility also provided the GIS data 

including the latitude and longitude for all the sections in the system as well as for 

the meters installed in the system. 

3. Feeder-head measurements: The measurements of active power, reactive power 

(both for combined three phases), the magnitudes of phase A voltages and the 

individual phase currents were included in the available feeder-head 

measurements. The resolution available for these measurements was 10 seconds. 

4. Advanced metering infrastructure (AMI) meter measurements: The measurements 

of active power and voltage was available from 1652 load (billing) meters and 

784 solar PV meters, and voltage magnitude measurements were available from 

1194 of those meters for the selected days. A large number of meters out of these 

report the values hourly, but there are some meters reporting the values each 15 

minutes for the selected days. 

 

Figure 2.2 Single Line Diagram of a Small Portion of the CYME Model 
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2.3 Creating the Feeder Network Model 

The initial network model in OpenDSS is obtained based on the CYME model database 

by the utility. The ready-made data converters available did not support the particular 

version of CYME data (8.1) out of the box, hence, a new tool was developed for this 

process. The developed converter was written in Python language and a version of this 

tool is released as an open-source software [22].  

The overall process of the conversion tool can be explained via Figure 2.3. The CYME 

database provided was in ‘.sxst’ format, which is an extensible markup language (XML) 

based database read by the CYME software. From CYME, the database can also be 

exported as a set of three text files describing the equipment, network and the loads in the 

system. These text files are read by the developed tool to form lists of tuples for each 

kind of element in the converter. The main task of the converter is to map the parameters 

for each element from the format in CYME and convert them to the format required by 

OpenDSS. In some cases, this involves computing the equivalent values between two 

different representations of elements like transformers and cables. Another challenge is to 

relate different tables/elements from the database: for instance, the equipment database 

and the network database often contain different information about a network element 

which must be combined and converted to a form required by OpenDSS. For this feeder, 

additionally, the section impedances were directly exported from CYME and read 

separately for more accurate network modeling, rather than relying on converting the 
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underground cable parameters. Finally, the conversion script writes the OpenDSS model 

including all the elements in a format readable by OpenDSS. 

 

Figure 2.3 Flowchart for the CYME to OpenDSS Conversion Tool 

 

The values of active and reactive powers of the loads corresponding to a snapshot were 

available in the CYME database, however, the values of solar PV unit generation were 

not available in the database. They were obtained based on the AMI meter measurements. 

The AMI meter measurements of active powers were provided for billing meters and 

production meters. Out of these, the production meters record the active power output of 

the solar PV units. Each meter is associated with a customer number and a premise 

number. Using the customer numbers, the meters were mapped against the loads 

available from the CYME database which also contains the information about the 

customer number each load is associated with. Hence, the active power values for the 
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solar PV units for the network model for were used from the available meter 

measurements corresponding to the same timestamp as the CYME database. Note that all 

solar PV units installed operate in a ‘unity power factor’ mode, hence, the reactive power 

exchanged by the solar PV units with the network is always zero. 

For loads with available meter measurements (not all loads had a corresponding meter 

measurement of active power available), the load active power was updated based on the 

meter measurement. At a house/premise, there are two types of meters installed: billing 

meters and production meters. Production meters measure the output from the solar PV 

units (in terms of kWh per each 15 minutes or hour) installed at that house, while the 

billing meters are bidirectional, measuring the net energy provided to the house 

(“delivered”) and the net reverse energy flow from the house to the grid (“received”) in 

each 15 minutes or hour. This structure can be explained via Figure 2.4. From the figure, 

it is clear that the gross load at the house must be estimated by combining the different 

meter readings. The net and gross load for each house can be calculated as follows: 

𝑁𝑒𝑡 𝑙𝑜𝑎𝑑 = 𝐵𝑖𝑙𝑙𝑖𝑛𝑔𝐷𝑒𝑙𝑖𝑣𝑒𝑟𝑒𝑑 − 𝐵𝑖𝑙𝑙𝑖𝑛𝑔𝑅𝑒𝑐𝑒𝑖𝑣𝑒𝑑 (2.1) 

𝐺𝑟𝑜𝑠𝑠 𝑙𝑜𝑎𝑑 = 𝑁𝑒𝑡 𝑙𝑜𝑎𝑑 +  𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 (2.2) 

The reactive parts of the loads were retained from the CYME database, since the meter 

measurements did not contain any reactive power measurements. 
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Figure 2.4 Metering Infrastructure at a Typical House for the Modeled Feeder 

 

A GIS model was created for the circuit based on the GIS data acquired from the utility 

using QGIS [23] software. Further, to validate the circuit, aerial imagery obtained from 

Google Maps was added to the QGIS project. It can be seen from Figure 2.5 that the 

secondary locations of loads and PV units correspond to the individual houses.  

 

Figure 2.5 GIS Model of the Feeder 
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The load values from CYME were retained for the houses without any measurements, 

identified using the GIS representation of the network. Further, it was found that two of the 

distribution transformers in the CYME database fed a large number of loads. Using the 

customer numbers to find the associated meters for those loads and then using the GIS 

data/addresses associated with the meters, these loads were moved to appropriate locations 

within the feeder. Remaining excess loads at these transformers were moved to houses with 

no apparent load in the electrical model, as identified using the GIS representation. 

2.4 Creating the Time Series Model 

In addition to creating a detailed network model, time series profiles are also created 

using the feeder-head and AMI measurement data available for the feeder. Since a large 

number of the meters provide hourly measurements, hourly time series profiles are 

created for the active and reactive loads, solar PV units and the source voltage for the two 

selected days. 

The active power profiles for the loads with meters are formed by calculating the gross 

load using (2.1) and (2.2) for all hours. Multipliers for active power are then obtained by 

comparing these gross load values to the active power set in the load definition. For solar 

PV units, the active power profiles are created similarly, using the production meter 

values for all hours and comparing them with the active power value used in the element 

definition. For loads without meter measurements, profiles based on the active power 

calculation for the distribution transformer they are connected to are used: these are 

created by adding the active powers from all the loads connected to that transformer 

which do have meter measurements. 
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For reactive power profile, since no measurements were available along the feeder except 

at the feeder-head, the following formula was used to estimate the combined reactive 

power from all the loads: 

𝑄𝑓𝑒𝑒𝑑𝑒𝑟ℎ𝑒𝑎𝑑 = 𝑄𝑙𝑜𝑎𝑑 + 𝑄𝑙𝑜𝑠𝑠 + 𝑄𝑐𝑎𝑝𝑎𝑐𝑖𝑡𝑜𝑟 (2.3) 

To calculate the reactive load using this equation, a time series power flow is run with an 

initial estimate of the reactive load assuming a power factor of 0.9. By measuring the 

reactive losses and since the reactive power from the capacitors are known, a better 

estimate of the reactive loads is obtained and used to create the reactive power profile for 

the loads. This process is repeated iteratively, using the reactive power profile obtained in 

the previous iteration to obtain a new estimate till it converges. 

For the voltage profile for the voltage source at the head of the feeder, a profile based on 

the phase A voltage measurements at the feeder-head is created. Note that a balanced 

source behind the source impedance obtained from the CYME database is used for the 

OpenDSS source model. This impedance corresponds to the Thevénin equivalent 

impedance obtained at the feeder-head to represent the rest of the utility network. Note 

that because of the presence of this impedance, due to the different phases having 

different magnitudes of currents/powers, the voltage in the OpenDSS model at the feeder-

head is not necessarily balanced between the three phases. 

2.5 Validation Against Field Measurements 

The feeder time series model created using the procedure described in the previous two 

sections is validated against two sets of field measurements: 
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• The values of total active and reactive power at the feeder-head are compared 

against the feeder-head measurements available 

• For the AMI meters installed on the feeder from which there are voltage 

magnitude measurements available, the voltages at corresponding buses from the 

OpenDSS model are compared with the meter measurements. 

A good match between the measured values and the values obtained from the OpenDSS 

feeder highlight the accuracy of the model. For the selected summer day (15 July 2019) 

the feeder-head active and reactive powers have root mean square (RMS) errors over a 

day (24 measurements) of approx. 1.56% and 0.02%, respectively. Note that since the 

reactive power profile is created using the reactive power feeder-head, the error for it is 

expected to be quite low. Figure 2.6 shows the feeder-head active and reactive power 

from the OpenDSS model for July 15 compared with the field measurements. The voltage 

measurements from the AMI meters also match the voltages obtained from the OpenDSS 

model well – for all the meters the RMS error is below 5%, as shown in Figure 2.7 for the 

summer day. Three of these meters are selected (their locations shown in Figure 2.8), and 

the measured and OpenDSS voltages for these meters for the summer day are plotted in 

Figure 2.9. For the spring day, similar values of RMS errors are obtained, indicating that 

the created circuit model accurately represents both summer and spring conditions. In 

another publication, efforts have been made to improve this feeder model further using 

optimization to match the voltages from the meter measurements better by allowing 

different reactive load profiles and unbalanced voltage source model [24]. 
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Figure 2.6 The Comparison Between the Feeder-head Active and Reactive Power from 

the OpenDSS Model and Measurements 

 

Figure 2.7 RMS Errors for All Voltage Meter Locations Between the OpenDSS Model 

and the Measured Values 
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Figure 2.8 Locations of the Meters Selected for Comparing the Voltage Profiles 

 

Figure 2.9 Voltage Comparison for the Three Selected Locations Between the OpenDSS 

Model and Measured Values for the Summer Day 
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2.6 The Importance of Modeling the Feeder in Detail 

The previous sections in this chapter so far have described the procedure used to create a 

detailed and accurate model for the selected feeder and the validation of the model 

against field measurements. This section highlights the importance of creating such a 

detailed model.  

Two days, one in summer and one in spring, were selected for creating the feeder model. 

These two days represent very different conditions. The summer day is characterized by a 

very high load and a moderately high solar PV generation, whereas the spring day sees a 

very high solar PV generation and low load leading to high reverse active power flow for 

certain hours. The gross load, solar PV production and net load for the feeder for these 

two days is shown in Figure 2.10. The voltage profiles for two snapshots are shown in 

Figure 2.11 – these snapshots correspond to summer evening (6 PM on 15 July 2019) and 

spring early afternoon (12 PM on 15 March 2019). For the summer snapshot, since the 

load is very high, the voltages decrease as we travel along the feeder. However, for the 

spring snapshot, the trend is opposite: because of the reverse active power flow due to 

high solar PV generation, the voltages along the feeder increase with the distance, and in 

fact, there are a lot of voltage violations seen for this snapshot because of the high solar 

PV penetration level where the voltages go above 1.05 p.u.  



23 

 

Figure 2.10 The Gross Load, Net Load and the PV Generation for Summer and Spring 

Weekday Modeled 

 

Figure 2.11 The Voltage Profile for the Selected Feeder for Summer Evening (15 July 

2019 at 6 PM, Left) and Spring Early Afternoon (15 May 2019 at 12 PM, Right) 

Another important feature of the created model is that the secondary network is modeled 

in detail. Modeling the secondary network becomes especially important for a feeder with 

a high penetration level of solar PV resources. For the spring day, Figure 2.12 shows the 

voltages from the OpenDSS time series power flow solution recorded at a distribution 

transformer as well as at the houses served by this transformer. It is seen that there is a 

significant voltage difference between the voltage recorded without modeling the 
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secondary network (which would be approximately the voltage at the transformer) and 

the voltage recorded with the detailed model and that different houses connected to the 

same distribution transformer can have different voltages. Another feature highlighting 

the importance of modeling the network in detail is that without modeling the secondary, 

the voltage violation seen in Figure 2.12 would be missed. Hence, it can be concluded 

that a detailed model is able to capture the network conditions more accurately. The next 

chapter explores the feeder model described in this chapter further using dynamic 

simulations. 

 

Figure 2.12 Distribution Transformer Voltage (Red) and the Premise Voltages (Blue) for 

the Premises Connected to the Transformer for the Spring Day 

 

2.7 Creating High Penetration Scenarios 

For some of the case studies presented in this dissertation, an analysis is performed for 

the distribution feeder with a higher penetration of solar PV resources. For the modeled 

feeder the penetration level of solar PV is approximately 237%, calculated by comparing 
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the hourly active load and solar PV generation for the maximum reverse active power 

flow (15 March 2019 at 1 PM) scenario. While this has a high solar PV penetration, 

several cases of higher solar PV penetration up to 800% are constructed for this feeder by 

adding additional solar PV units at various randomly selected customer locations. The 

procedure developed by the National Renewable Energy Laboratory during their LA100 

study is used to create these high penetration cases [25]. At the highest penetration level 

case (801%), there would be almost 13 MW of solar PV generation assumed to be 

installed in the feeder, as opposed to the present value of approximately 3.8 MW at the 

present 237% penetration. 
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3 DYNAMIC CO-SIMULATION ANALYTICAL FORMULATION 

The previous chapter has described the procedure followed for modeling a real feeder in 

detail. The modeled feeder has a high penetration of solar PV resources, and the response 

of the feeder for such faults can affect the sub-transmission system as well. Further, 

accurately representing the behavior of such a feeder for faults on the sub-transmission 

system is also important. Hence, to explore the impacts of various faults (applied both on 

the distribution as well as sub-transmission network) on this feeder further, a co-

simulation approach is adopted in this project.  

This chapter begins by presenting the literature review of various approaches for 

conducting T&D co-simulation as well as the applications of T&D co-simulation in 

Section 3.1. The formulation used for the co-simulation in this project both for power 

flow (Section 3.2) as well as dynamic co-simulation (Section 3.4) is described. The T&D 

co-simulation power flow code is further developed as a module that can be run on cloud 

platforms – the process of creating this module is described in Section 3.3. When 

performing dynamic T&D co-simulations, one of the key dynamic models considered is 

the dynamic model of the solar PV DER, especially for a distribution system with a high 

penetration of such solar PV units. A custom user model is created to represent the solar 

PV unit in the distribution system software, both for power flow as well as dynamic 

simulation, allowing the modeling of advanced inverter control. This user model is 

described and validated against a detailed model in Section 3.5. The model for the grid-

forming inverter implemented is presented in Section 3.6 and a model of the single phase 

induction machine suitable for implementation with the rest of the network is presented 

in Section 3.7. Some portion of this chapter is published as a part of [26]. 
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3.1 Transmission-distribution (T&D) Co-simulation 

Historically, distribution and transmission systems have been analyzed independently, 

with different requirements, paradigms and software packages. In this framework, 

distribution systems are represented as loads in the transmission system model, and 

transmission/sub-transmission systems are represented as voltage source(s) in the 

distribution system models. However, representing both the systems adequately becomes 

important especially for studying phenomena impacting both the systems. Due to the 

increased penetration of distribution-connected DERs and smart devices, there has been 

an increased need for studies involving both distribution and sub-

transmission/transmission systems. 

There have been several studies in recent years highlighting the need of studying 

distribution and transmission/sub-transmission systems together. The authors of [27] 

describe a large scale synthetic T&D co-simulation power flow. They compare the time 

series power flow voltages for the distribution feeders against modeling the same 

distribution feeders with a constant voltage source instead of interacting with the 

transmission-level network. The comparison shows that representing the transmission 

system rather than using a constant voltage source is a more accurate representation of 

the circuit. The authors of [28] also show that a coordinated power flow between the 

transmission and distribution systems is more accurate than solving the transmission and 

distribution systems independently. This added discrepancy for the power flow 

performed independently for the distribution and transmission systems rather than via a 

co-simulation further impacts factors such as voltage profiles and voltage regulator 

operations [29] and prices for price responsive loads [30]. The load dependent losses and 
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reactive power from DERs are shown to be different with a detailed feeder model 

compared to representing distribution feeders as loads [31].Some of the reasons and 

motivation behind studying integrated T&D analysis or T&D co-simulation are 

delineated in [32]. Not just for power flow, but the impacts of the transmission/sub-

transmission and distribution systems on each other are also important in dynamic 

simulations. The authors of [33] note that the feeder response to transmission voltage 

sags is dependent on factors such as feeder loading, solar PV generation and sag severity. 

The authors of [34] conduct a fault-induced delayed voltage recovery (FIDVR) study 

where they couple the transmission and distribution simulations, and find out that the 

response from distribution systems and especially the behavior of DERs during the fault 

impacts the bulk system. Another study [35] uses combined T&D simulations to form 

dynamic equivalents of distribution networks. The authors report that the combined T&D 

models are critical to accurately capture low voltage trips of distribution connected 

inverter-based generation to form an appropriate aggregate model. The authors of [36] 

show that with explicit models of high, medium and low voltage circuits, coordinating 

proper response from DERs to support high voltage grid is possible. Hence, there is 

clearly a need for studying integrated T&D systems. 

One approach suggested is to model the entire network including T&D circuits in a single 

framework or platform. There are different approaches suggested for this: one approach 

uses equivalent circuit based methods and network tearing to represent the network 

coupling in a single framework [37]. A three-phase unified model of the T&D network 

for voltage stability is proposed in [38]. Another three-phase model for dynamic studies 

is proposed in [39]. Domain-decomposition and Schur complement approach coupled 
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with parallel processing is applied to combined T+D simulation and is shown accurate 

and fast for a large network [40]–[42]. Combined modeling of a very large grid (100,000 

vertices and edges, 10,000 IBRs) using graph computing is presented in [43]. Another 

study [44] comparing a unified approach to decoupled power flow solution, and finds that 

the power flow solutions obtained from both the methods are similar, while [45] suggests 

that integrated modeling may be faster and more accurate, taking advantage of 

parallelizing the solution process for a the network described in a single suitable 

framework, especially when topology changes are considered. On the other hand, a 

comparison of unified Newton-Raphson power flow approach compared with a 

sequential solution approach from [46] finds the sequential approach to be robust while 

the unified approach to require a good initial guess for convergence. There are several 

studies modeling integrated T&D systems in commercial tools: a study [47] compares a 

co-simulation to a combined model of T&D circuit in DigSILENT, some other studies 

show that T&D circuits can be modeled in ePHASORsim/OPAL-RT for both power flow 

and dynamic simulation [48], [49]. However, a large number of available tools for 

transmission and distribution systems do not support integrated modeling of both 

systems, hence, co-simulation is seen as a viable option which allows to use existing 

established software while connecting the different systems.  

There are some tools developed specifically for co-simulation of power systems which 

control and coordinate between the distribution and transmission systems such as IC-

GAMA framework interfacing Matpower and GAMS software package [50]; or a 

Matpower-OpenDSS co-simulation[51]; or a framework to coordinate three-phase/three-

sequence power flow via Matlab [52], and another framework CoTDS which has been 
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shown useful for power flow, dynamic simulations as well as eigenvalue analysis [53]. A 

client-server type co-simulation between Matpower and Gridlab-D is proposed in [54]. A 

cyber-physical events emulation based platform connecting ANDES and OpenDSS with 

additional features added is described in [55]. The challenges of creating a T&D co-

simulation tool are presented in [56] using the T&D co-simulation tool developed by 

them, TDcoSim, as an illustrative example. Some of the challenges mentioned include (1) 

passing messages between different software packages, (2) time synchronization, (3) ease 

of usage and onboarding, (4) capability to scale to a large system. The importance of 

model coordination in a T&D co-simulation of a large network is illustrated in [57]. 

Commercial options such as PSSE-PSCAD co-simulation module can also be used in 

particular cases [58].There are several general frameworks which have been developed 

over the recent years (and are in active development) for enabling co-simulation, such as 

bus.py (which is one of the earlier frameworks) [59], Integrated Grid Modeling System 

(IGMS) [60], functional mockup interface (FMI) based tools such as Cyder [61], and 

Framework for Network Co-Simulation (FNCS) [62], [63]. These are general purpose 

tools developed for co-simulation. Some of these tools are compared in [64]. Overcoming 

the drawbacks of some of these tools, a new tool for co-simulation, HELICS is described 

in the same study. A study reports using HELICS tool to implement a co-simulation 

using a commercial distribution system solver (CYME) running on a high performance 

computing (HPC) node [65]. Another paper uses HELICS to achieve a multi-timescale 

T&D co-simulation including power flow and dynamic simulation [66]. A review report 

from EPRI compares several available tools for co-simulation [67].  
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Another important aspect of co-simulation frameworks is the actual models for various 

systems which are used and the models for the interfaces between them, as well as how 

the co-simulation process coordinates the data and solution process between the different 

software. For example, a transmission system modeled in positive sequence-only fashion 

cannot model any unbalance at the boundary bus, and hence the unbalanced data from 

distribution system must be balanced before supplying to a positive sequence software. 

Transmission systems can be modeled in positive sequence-only fashion or can use a 

three-sequence model, whereas distribution systems are usually modeled in three-phase 

unbalanced domain.  

 

Figure 3.1 Iterative (Left) and Loosely-coupled Co-simulation Power Flow Schemes 

 

Further, the power flow simulations can be performed iteratively or in a loosely-coupled 

manner and dynamic simulations can be performed in different systems using a parallel 

or series solution scheme in each time step. Here, for power flow (especially time series 

analysis), a system following a loosely-coupled scheme would use the inputs from other 

systems initially but is allowed to converge separately, only exchanging information with 
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other systems at the beginning of the next power flow solution, whereas in an iterative 

scheme all the systems must converge and the boundary values also must converge 

before moving to the next solution, as shown in Figure 3.1. A study comparing the 

tightly-coupled (iterative) and loosely-coupled power flow co-simulations concluded that 

tightly-couple solutions are more accurate but more time consuming, and that the loosely-

coupled scheme has higher errors compared to the iterative scheme especially for stressed 

grid conditions such as high unbalance or high penetration of solar PV resources leading 

to higher variability of the load and generation [68]. Another study comparing the two 

schemes also finds that the iterative solution scheme better approximates the system 

conditions, and that a three-sequence transmission model has better accuracy than 

positive sequence-only transmission model [69]. However, [70] shows that if the three 

sequences are not coupled in the transmission software, that can lead to an error for 

transmission systems coupled through distribution systems, because the distribution 

system software packages do not neglect the coupling between the different sequences. 

This study also shows that such error due to the sequence coupling not being modeled are 

more prominent where wye-wye transformers are used compared to the systems using 

wye-delta transformers.  
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Figure 3.2 Series (Left) and Parallel (Right) Solution Schemes for Dynamic Co-

simulation 

 

For dynamic co-simulation, a parallel scheme uses inputs from other systems from 

previous time-step, whereas for a series solution scheme some of the inputs may be from 

the current time-step: this is illustrated in Figure 3.2. Another study [71] compares 

different interface techniques for dynamic co-simulation and shows that a three-sequence 

model of transmission systems is more accurate even for dynamic simulations, and that 

iterative/series schemes are more accurate. They also note that representing transmission 

system as a Thevénin equivalent is more accurate in capturing its impact on distribution 

systems, and that selecting adequate simulators for both the systems is important 

considering the accuracy of the co-simulation. For series solution scheme, the authors of 

[72] show that the sequence of simulation (transmission/sub-transmission followed by 

distribution versus the opposite) matters and can result in extra overshoot and delay in the 

response when there are large disturbances such as faults, but only for a few time steps – 

this might be an issue if a larger time step is used in the co-simulation. A comparison of 

the iterative versus non-iterative solutions in dynamic co-simulation is made in [73], and 
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it is found that while the iterative schemes have better stability and convergence, non-

iterative schemes also exhibit good convergence and stability characteristics as long as 

the step size is small enough. A further comparison between different co-simulation 

frameworks and coupling/solution processes can be found in some recent review papers 

[74], [75]. 

Several studies highlight different impacts which can be observed through power 

flow/dynamic co-simulations. The authors of [76] find that the solar PV resources on the 

distribution system above a 50% penetration level cause the transmission voltages to drop 

because of the slack bus absorbing active power rather than injecting active power into 

the network using iterative three-phase/three-sequence co-simulation power flow. 

Another study examines the impact of the DER volt-VAr control mode on the bulk power 

system [54]. The voltage stability using a T&D co-simulation is found to be different 

than considering just the transmission model in [38], [77]. An optimal control to mitigate 

the delayed voltage recovery for distribution feeders is tested using a T&D co-simulation 

in [78]. The authors of [79] model a real network from Arkansas and conduct T&D 

powerflow and dynamic simulations using MATLAB and OpenDSS. It is shown that 

intermittency in the DER output can result in an increase in the number of LTC 

operations and result in increased flicker. It is also shown that DER fault ride-through can 

help with voltage recovery after short circuit faults at the expense of voltage overshoots. 

Comparing lumped and distributed motor models, distributed models show a higher 

current from DERs and higher voltage rise after fault is cleared in the presence of 

DER_A control units. Dynamic co-simulation is also used as a tool to characterize load 

parameters for representing the distribution system in transmission-level large studies 



35 

either as a static load [80] or composite load [81]. Via a T&D co-simulation, it is noted in 

[82] that at higher penetration the load and DER interactions on the distribution system 

may be important to represent in transmission planning studies and partial trip and rate-

of-change-of-frequency based protection might be needed for aggregate distribution/DER 

models. Using DER primary and secondary frequency response to stabilize bulk system 

frequency under load change and generator outage contingencies using T&D co-

simulation is considered in [83]. The frequency response provided by grid-following and 

grid-forming distribution connected inverter-based devices is studied with a co-

simulation environment in [57], [84]. The impact of electric vehicles on the transmission 

systems is examined in [85] using T&D co-simulation. Another study [86] considers the 

frequency response/support using electric vehicle grid-to-vehicle mode using T&D co-

simulation. 

Hence, T&D co-simulation has been employed in a variety of studies examining the 

impact of different phenomena on the T&D system. However, several research efforts use 

small systems or large synthetic systems and do not model real-world data. To accurately 

capture the dynamic response of the T&D system, the DERs are represented using 

detailed custom user model including the phase locked loop, current control and the 

advanced active and reactive power controls in addition to the accurate network model. 

The rest of this chapter describes the T&D co-simulation framework and the dynamic 

models used in this dissertation. 
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3.2 T&D Co-simulation Power Flow 

The developed co-simulation framework consists of the distribution system model, the 

sub-transmission system model, and the coordination between the two system models. In 

a T&D co-simulation, the distribution and sub-transmission systems are solved using 

separate tools and can use different modeling assumptions and domains, allowing the use 

of existing software for this purpose. However, these solutions are coordinated so that the 

values at the boundary (where the distribution and sub-transmission systems interface 

with each other) are consistent in both systems. For this project, the distribution system is 

modeled using OpenDSS and the sub-transmission system interfacing this distribution 

system is modeled in InterPSS [87]. The exchange of the information and timing 

coordination between these two systems/software packages is achieved using the 

HELICS framework. All three selected software packages (OpenDSS, InterPSS and 

HELICS) are open source. 

The distribution system is modeled in three-phase unbalanced detail using OpenDSS. 

This approach allows modeling the distribution feeders in detail. The rooftop solar PV 

units installed on the feeder are represented by the created user model for OpenDSS. 

Using a custom model for the solar PV units enables a detailed representation of the solar 

PV units in the co-simulation. 

For modeling the sub-transmission system, InterPSS is selected as the software of choice. 

Many popular software packages for transmission system analysis use only the positive 

sequence model. InterPSS supports a three-sequence model of the transmission system 

for performing power flow solution as well as dynamic simulation. The positive sequence 
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power flow in InterPSS is solved using the Newton-Raphson method, whereas a linear 

model is solved for the negative and zero sequence power flows. 

In a T&D co-simulation, whether it be power flow or dynamic simulation, correct 

coordination of timing/data between the different sub-systems is vital. This is performed 

using HELICS, which is an open-source software specifically aimed at easing co-

simulations. HELICS has an application programming interface (API) support for various 

programming languages, so the exact timing and data coordination can be controlled. In 

the present work, OpenDSS is controlled using its Python API, and InterPSS is controlled 

using its Java API. 

During the power flow, the distribution system is represented as a constant power load in 

the positive sequence and as constant current injections in zero and negative sequences. 

In the distribution system model, the transmission system is represented by an 

unbalanced three-phase voltage source. This choice of the representation for the 

distribution/transmission system is made so as to accurately represent the unbalance at 

the distribution-sub-transmission boundary. Another reason for this representation is that 

it supports modeling symmetrical/unsymmetrical disturbances on both the transmission 

and distribution systems. The latter factor is not relevant when just the power flow is 

considered, but this project deals with co-simulation power flow as well as dynamic 

simulation, hence it is an important concern. Since the distribution system is modeled in 

three-phase fashion and the transmission system is modeled in three-sequence fashion, 

the conversion between the two representations is made before exchanging the data 

between the two systems. 
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Figure 3.3 shows a schematic of the models used in this co-simulation framework. As 

shown in this figure, the co-simulation is run using three scripts. Script 1 in Java calls the 

InterPSS routines and interacts with HELICS to send the boundary voltages in three-

sequence details to two distribution systems (called by Script 2 and Script 3) and receive 

the three-sequence currents from these systems. Note, even though the figure shows one 

sub-transmission system and two distribution systems, the process described here will be 

the same for any number of systems/scripts. Script 2 and Script 3 in Python call 

OpenDSS routines to model the two distribution systems in addition to interacting with 

HELICS. Script 2 and Script 3 receive the three-sequence boundary voltages from script 

1 via HELICS and send back the three-sequence boundary currents. These two scripts 

also perform the three-phase/three-sequence conversion since the distribution systems are 

modeled in three-phase domain in OpenDSS. 

 

Figure 3.3 Schematic of the Co-simulation Showing the Software Packages and Data 

Flow 
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The process of co-simulation can be divided into three stages: initialization, execution, 

and finalization. The initialization involves setting up the distribution and sub-

transmission circuits as well as the required HELICS components. The actual co-

simulation takes part in the execution stage and the finalization stage involves finalizing 

the data and closing the HELICS components. Apart from taking care of the data transfer 

between the two systems, HELICS also takes care of the synchronization and makes sure 

that both systems enter the next stage at the same time.  

For coordinating between different software packages, as a part of initializing HELICS, a 

“broker” must be created. This broker connects to different subsystems/software called 

“federates” in HELICS. Only one broker needs to be created, however, a different 

federate must be created for each different system in the co-simulation. Then, for 

defining the interface between different software or systems, HELICS uses 

“publications” (which “publish” or send the value) and “subscriptions” (which “subscribe 

to” or receive the value). In the codes calling different subsystems, appropriate 

publications and subscriptions must be defined according to the data being exchanged by 

that subsystem with other subsystems via HELICS. 

HELICS uses special functions/commands to go into a particular mode. At the start, each 

federate or subsystem is in the “initialization” mode. A special command must be run in 

each federate for that federate to go into “execution” mode. Any actions performed 

before the execution mode are independent i.e. the different federates do not exchange 

data. The co-simulation does not begin for any subsystem until all the registered 

subsystems or federates go into execution mode. Once all federates or subsystems go into 
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execution mode, they can exchange values with each other according to how they are set 

up and begin the co-simulation. Similarly, to end the co-simulation, all federates must 

“finalize” to exit the execution mode. 

The process followed by each federate or subsystem during co-simulation power flow is 

displayed in Figure 3.4. Here, an important aspect is choosing the convergence criteria 

for the co-simulation power flow. In addition to the requirement that power flow from 

each individual system should converge, the boundary values must be consistent across 

the different systems. Since in each iteration the boundary values from one system 

(“system 1”) are sent to the other systems (“system 2”, …, “system n”) and used in those 

systems to represent system 1, as long as the values in each subsystem converge with 

respect to the iterations, they will also be consistent across the different systems. Hence, 

the chosen convergence criteria checks for the convergence of the shared boundary 

currents and voltages. 
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Figure 3.4 Flow Chart Representing the Operations in T&D Co-simulation Power Flow 

 

The procedure of running a T&D co-simulation power flow is extended to create a T&D 

co-simulation time series power flow solution framework. In this framework, the sub-

transmission sources as well as the distribution loads and solar PV units have time series 
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profiles associated with them. For each time step, the corresponding values for the sub-

transmission sources as well as loads and solar PV generation are used to create a 

snapshot that represents the particular time step, and a power flow is performed. Once the 

T&D co-simulation power flow converges successfully for that time step, the results are 

stored and the next time step is considered. This process is repeated for all time steps. 

During each time step, the T&D co-simulation power flow iterates till the solutions from 

the different subsystems converge and the values across the boundary between the 

subsystems match for that time step. This process of T&D co-simulation time series 

power flow is described as a flowchart in Figure 3.5. Using this T&D co-simulation time 

series framework, a large number of power flow scenarios corresponding to different 

time instances over a day or over a year can be simulated together, instead of having to 

separately set the software packages and corresponding network snapshot cases manually 

for each time step. 

 

Figure 3.5 The Flow Chart Describing the T&D Time Series Power Flow Co-simulation 

Process 
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3.3 T&D Co-simulation Power Flow Module 

It is shown in this chapter that a T&D co-simulation power flow can represent the state of 

a T&D network accurately. This accurate state of the network can in turn inform various 

other power system operational functions such as advanced coordinated DER control, 

substation transformer on load tap changer or voltage regulator control, feeder capacitor 

control, and other related features. These functions may be used to achieve different 

objectives such as eliminating or reducing the overloads or over/under voltages or 

reducing the losses in the network. To use the T&D co-simulation power flow for this 

purpose, the process to set up and run the T&D co-simulation power flow and exporting 

the results is automated to create a T&D co-simulation power flow module. 

The functions served by the T&D module are shown in Figure 3.6. The inputs to the 

module include the load and solar PV generation for the modeled distribution feeders and 

the sub-transmission source powers and voltages for the particular time instance the user 

wants to run the module for. Using these data as input, the module has scripts to edit the 

circuit data for both OpenDSS and InterPSS automatically, resulting in a snapshot T&D 

model corresponding to the snapshot; running the T&D co-simulation power flow; and 

exporting various reports such as the voltages for all the buses, or the powers flowing 

through different elements in the network. These initial reports are then further analyzed 

to export lists of buses with voltage violations, sections and transformers operating close 

to the overload rating, and sections and transformers with reverse active power flow. 
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Figure 3.6 The Various Functions Implemented in the T&D Co-simulation Power Flow 

Module 

 

The T&D module is designed to run on a Linux-based server environment. The software 

packages used for the T&D co-simulation, OpenDSS (via the Python package DSS-

Python), InterPSS, and HELICS are all open-source, and can be set up to run on a Linux-

based system. Note that HELICS package must be compiled on the system with the 

relevant language bindings enabled to be able to connect with the Python (for OpenDSS) 

and Java (for InterPSS) interfaces. Also note that since InterPSS is called through a Java 

interface, the corresponding Java code must be compiled before this module can be run. 

The processes of editing the circuit data and analyzing the outputs from the T&D co-

simulation power flow to create different reports are formalized as Python scripts. 

Finally, the entire workflow of setting up and running the T&D co-simulation power flow 

and analyzing the results to create reports is written as a bash script file that successively 

calls relevant scripts or bash commands.  

Since this module is created to automatically set up and run the T&D co-simulation based 

on the input data, it may be used in conjunction with other data management systems of a 

utility to provide real-time data to the module and estimate the network states using the 

T&D module. The outputs generated by the script can then be used for displaying 
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information such as voltage violations or reverse active power flow, such as the interface 

shown in Figure 3.7, or for analysis modules such as DER coordinated control. This 

application is shown in Figure 3.8. 

 

Figure 3.7 Example Outputs Obtained from the T&D Co-simulation Power Flow Module 

Displayed on the Circuit Plot 

 

Figure 3.8 A Schematic Showing the T&D Co-simulation Power Flow Module Inputs, 

Functions and Outputs 

 



46 

3.4 Dynamic T&D Co-simulation 

During the dynamic co-simulation, the distribution systems are represented in the sub-

transmission model as current injections for all three sequence components. In the 

distribution system model, the transmission system is represented by an unbalanced 

three-phase voltage source, same as its representation for the power flow co-simulation. 

The overall data flow between the software packages remains the same as in the case of 

the power flow, represented by Figure 3.3, where the boundary bus voltages from the 

sub-transmission system are sent to the distribution systems and the distribution systems 

in turn send the boundary currents to the sub-transmission system. The distribution 

systems also continue to perform the three-phase/three-sequence conversion. 

At the start of the dynamic co-simulation, both the sub-transmission and distribution 

system data are loaded in respective software packages. Then, the power flow solution is 

performed iteratively by updating the values in one subsystem based on the solution of 

the other subsystem(s). The iterative solution procedure is performed till the power flows 

and the boundary currents and voltages converge. After solving the co-simulation power 

flow successfully, the dynamic models in both the systems are initialized. For each time 

step, the sub-transmission system is integrated, and the boundary voltage(s) are sent to 

the distribution system(s), which are then integrated, and the updated boundary currents 

are sent back to the sub-transmission system. This process is depicted in Figure 3.9. At 

certain time steps, pre-determined disturbances are applied to the relevant subsystem as a 

part of the dynamic co-simulation. The overall dynamic co-simulation process can be 

represented as a block diagram as given in Figure 3.10. 
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Figure 3.9 Timing Coordination in Dynamic Co-simulation 

 

Figure 3.10 The Dynamic Co-simulation Process Block Diagram 

 

In the next chapter, the framework for dynamic T&D co-simulation described here is 

utilized for various case studies involving dynamic T&D co-simulations involving 

various faults on the distribution as well as sub-transmission system. Both OpenDSS and 

InterPSS support applying different faults such as three-phase to ground (3ϕG) fault, 

single line to ground fault (SLG), double line to ground fault (LLG) and line to line fault 
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(LL). However, by default InterPSS only calculates the fault current in the positive 

sequence. Hence, the fault is represented in negative and zero sequence networks as 

current injections. For balanced 3ϕG fault, the fault current in negative and zero sequence 

networks is zero. However, for other unbalanced faults, the negative and zero sequence 

fault current is not zero and is calculated based on the sequence component analysis of 

unbalanced faults [88]. This involves the following formulae (reproduced from [88]): 

For SLG faults: 

𝐼𝑓𝑎
0 = 𝐼𝑓𝑎

1 = 𝐼𝑓𝑎
2  (3.1) 

For LLG faults: 

𝐼𝑓𝑎
0 =  −𝐼𝑓𝑎

1
𝑍𝑘𝑘

0 + 3𝑍𝑓

𝑍𝑘𝑘
0 + 𝑍𝑘𝑘

2 + 3𝑍𝑓

 (3.2) 

𝐼𝑓𝑎
2 =  −𝐼𝑓𝑎

1
𝑍𝑘𝑘

2

𝑍𝑘𝑘
0 + 𝑍𝑘𝑘

2 + 3𝑍𝑓

 (3.3) 

 

For LL faults: 

𝐼𝑓𝑎
0 = 0 (3.4) 

𝐼𝑓𝑎
2 = −𝐼𝑓𝑎

1  (3.5) 

In these formulae, 𝐼𝑓𝑎
0 , 𝐼𝑓𝑎

1 , 𝐼𝑓𝑎
2  respectively represent the zero, negative and positive 

sequence fault currents, 𝑍𝑘𝑘
0 , 𝑍𝑘𝑘

2  represent the pre-fault equivalent Thevénin impedance 

representing the network in zero and negative sequence at the fault location, and 𝑍𝑓 
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represents the fault impedance. When using these formulae in InterPSS, the impedances 

are calculated using InterPSS functions, and using the positive sequence fault current 

from InterPSS for the given fault, the zero and negative sequence fault currents can also 

be calculated and applied to the corresponding networks. 

3.5 Solar PV Inverter Dynamic Model 

One of the key dynamic models involved in the T&D co-simulations involving 

distribution systems with a high penetration of DERs is the model for these DERs. 

OpenDSS supports a wide array of components including generators and solar PV 

systems. However, many of these components are designed/intended for just power flow 

modes. Additionally, the default components available may not model the inverter 

control in detail. Hence, the solar PV units with their dynamic elements modeled are 

described as a custom user model for OpenDSS. The overall process followed for 

creating the user model and the validation of the user model is described in this section.  

OpenDSS supports power flow (snapshot and time series) as well as dynamic simulation 

modes. During the dynamic simulations in OpenDSS, the network model uses algebraic 

equations (similar to the power flow mode) and the loads switch to constant impedance 

model instead of constant power model (which is used in this project for the power flow). 

The time step can be controlled via the OpenDSS graphical interface as well as via any 

programming language interface which OpenDSS supports. There are some dynamic 

models which are provided; however, a user defined model is created to represent the 

power flow as well as dynamic response from the solar PV units including advanced 

controls. 
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Custom user models for OpenDSS can be written either as a dynamic link library (DLL) 

or as the Python user model supported by the Python package DSS-Python [89]. User 

defined models allow users to model new components which interact with OpenDSS with 

any custom dynamic model. DLLs can be created using several programming languages, 

in the work presented, Embarcadero Delphi was chosen as the platform for developing a 

DLL since OpenDSS is written using it. A user model to represent solar PV units has 

been created both in the form of a DLL and a Python user model.  

The advantages for the Python user model over DLL include:  

• Python user model can be run on most operating systems (rather than being 

limited to Microsoft Windows) 

• Once the Python user model is created, it is easier to edit it compared to the DLL 

since it does not require a separate program to compile and then use (for the DLL, 

a separate program, Delphi, is used to compile it before using it in OpenDSS) 

• There is a vast array of libraries for Python programming language, and these can 

be incorporated into the model if needed.  

The disadvantages of the Python user model over the DLL include: 

• The user model cannot be used outside DSS-Python 

• Since the Python user model is not compiled, the control equations are not hidden 

– this might be important from the perspective that companies may not want to 

make the exact control equations available for viewing and editing 

• The computational speed for conducting the dynamic simulations was found to be 

lower compared to DLL. For example, for the controls implemented for this 
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project (described later in this section), simulating a solar PV unit connected to a 

source behind an impedance for 0.5s simulation time took approximately 0.11s 

with the DLL and 5.50s with the Python user model on the same machine.  

From these advantages and disadvantages, it can be concluded that Python user model or 

DLL both have their advantages and might be more suitable depending on the 

application. 

Writing a user defined model file consists of writing several functions which OpenDSS 

requires with their proper format/interface. These functions are invoked in the OpenDSS 

routines such as setting up the component in the circuit, power flow and dynamic 

solution. Functions such as Calc (which calculates the injected current by the selected 

component given the terminal voltage), Init (which initializes the component for dynamic 

simulation) and Integrate (which performs the integration step for the selected 

component) are the most important functions among these. By default, OpenDSS uses a 

predictor-corrector type explicit trapezoidal method for integration, but a new integration 

routine can be implemented if desired. Hence, both the steady state and dynamic model 

can be created/modified as per the need. 

A detailed model for the single-phase solar PV units is created as a custom model 

including the advanced controls. The controls implemented are shown in Figure 3.11, and 

involve a phase locked loop (PLL) to track the voltage, a proportional-resonant (PR) 

current control, and active and reactive power controls. The active and reactive power 

controls implemented include different active and reactive power control modes from the 

IEEE Standard 1547-2018 including constant active and reactive power setpoints, 
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constant power factor, volt-VAr, volt-watt and watt-VAr modes. The default response 

curves for volt-VAr, volt-watt and watt-VAr curves from IEEE1547-2018 for category B 

inverters are used. The inverter switching is represented by an average model. The user 

model is developed as a differential algebraic model. The control equations are modeled 

using dynamic phasors, similar to the control model described in [90].  

 

Figure 3.11 Block Diagram of the Control Modeled for the Solar PV Units as a User 

Model for OpenDSS 

 

During low voltages, the inverter current is limited to twice the rated current (assumed to 

correspond to delivering the rated apparent power at 0.88 p.u. voltage, which is the 

lowest continuous mode operation voltage mandated by the IEEE 1547-2018 standard). 
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In addition, different abnormal voltage controls from IEEE 1547-2018 standard, 

specifically the trip/no-trip controls are also implemented. Some of the implemented 

abnormal voltage controls are described in Table 3.1. The values given in this table 

represent the limits of the clearing time, and when the maximum clearing time in the 

table is given as 0.16s, a clearing time of 1 cycle is implemented in the model. In the 

table, only the values corresponding to UV2 and OV2 undervoltage and overvoltage 

limits are shown because these limits are more relevant to the simulations performed 

using the user model, however, UV1 and OV1 limits can also be easily incorporated in 

the model. 

Table 3.1 Some of the Trip/No-trip Abnormal Voltage Controls Implemented for Solar 

PV Units Based on The IEEE 1547-2018 Standard [91] 

Inverter 

category 

UV2 voltage 

(p.u.) 

UV2 clearing 

time (s) 

OV2 voltage 

(p.u.) 

OV2 clearing 

time (s) 

Category I 0.45 0.16 1.2 0.16 

Category II 0.45 0.16 1.2 0.16 

Category III 0.5 2 1.2 0.16 

 

A detailed inverter model with the same control blocks is created in PLECS [92] and 

compared against the OpenDSS model as a validation. A small circuit is constructed in 

both OpenDSS and PLECS, shown in Figure 3.12 for this purpose. The circuit parameters 

are selected based on some of the network parameters of the modeled feeder and kept the 

same between OpenDSS and PLECS models. and the inverter models are operated under 

various disturbances including changes in active and reactive power setpoints (active 

power setpoint is changed at 0.15s and reactive power setpoint is changed at 0.3s), a 
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change in the terminal voltage of the inverter achieved by changing the source voltage (at 

0.4s), and response to a single line to ground (SLG) fault applied on a neighboring bus 

(fault is applied at 0.6s and cleared after 0.08s). Note, the abnormal voltage tripping 

controls are not enabled for this comparison. Figure 3.13 and Figure 3.14 show the 

terminal voltage and current for the inverter modeled, and Figure 3.15 and Figure 3.16 

show the active and reactive powers from the inverters for these disturbances. Note, 

OpenDSS provides the currents as phasors and Figure 3.14 compares the current obtained 

from PLECS with the current reconstructed based on the phasor values (RMS magnitude 

and phase angle) from OpenDSS. The good match between the two models validates the 

custom OpenDSS model. 

 

Figure 3.12 Small Test Circuit Used to Validate the Single-phase Inverter Model 
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Figure 3.13 Comparison of the Voltage at the Terminal of the Inverter from the OpenDSS 

User Model (Both DLL and Python User Models) and the PLECS Model under Various 

Disturbances. 

 

Figure 3.14 Comparison of the Current at the Terminal of the Inverter from the OpenDSS 

User Model (Both DLL and Python User Models) and the PLECS Model under Various 

Disturbances. 
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Figure 3.15 Comparison of the Active Power at the Terminal of the Inverter from the 

OpenDSS User Model (Both DLL and Python User Models) and the PLECS Model 

under Various Disturbances 

 

Figure 3.16 Comparison of the Reactive Power at the Terminal of the Inverter Form the 

OpenDSS User Model (Both DLL and Python User Models) and the PLECS Model 

under Various Disturbances 
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However, one of the downsides of the developed model is the requirement of a small time 

step. It is seen that the user model requires a time step less than 4e-5 s; a time step larger 

than this leads to numerical instability, as shown in Figure 3.17. The figure plots an 

internal variable from the solar PV user model for two different time steps, where the 

model is seen to be numerically stable for a time step of 1e-5s and unstable for a time 

step of 4.4e-5s. It is to be noted, however, that the usage of small time steps is not 

specific to the model constructed for this project, a previous study involving similar solar 

PV inverter OpenDSS model using dynamic phasors reported a similar usage of 5μs time 

step [90]. 

 

Figure 3.17 The Impact of Time Step on the Stability of the Solar PV Model 

 

3.6 Grid Forming Inverter Model 

Traditionally, the DERs connected to the distribution system operate in a “grid 

following” control paradigm. In the “grid following” control for DERs or other inverter-

based resources, the inverter is not responsible for maintaining and “forming” the grid 
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voltage and frequency. The model presented in the previous section is a grid following 

inverter model, and majority of the inverters installed on distribution feeders would 

operate in a grid-following control mode in the field. In such case the inverter may be 

considered to be a current source that injects a particular current at its point of common 

coupling with the grid. On the other hand, with the newer “grid forming” control, an 

inverter-based resource is configured to maintain a certain voltage and frequency at the 

point of common coupling and can be represented by a voltage source. This difference is 

depicted pictorially in Figure 3.18. Note, the DER/inverter in either control paradigm can 

support different complex controls and functionality, such as the functionality described 

in Section 3.5. In this section, a simple model created to represent a grid-forming inverter 

is explained. One of the benefits of using a simple model with few dynamic components 

is that the model can be simulated at higher time steps. The simulations involving GFM 

models given in the dissertation are performed using 10 𝜇s time step (higher than the 2 𝜇s 

time step required by the model described in Section 3.5). model is intended to be used 

for preliminary studies of the combined T&D network. Some results implementing the 

model presented in this section with the utility network model are presented in Section 

6.6. 
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Figure 3.18 The Grid Forming and Grid Following Inverter Paradigms 

 

Different grid-forming inverter control strategies have been proposed in the literature 

such as droop-based GFM [93], virtual synchronous generator [94], and virtual oscillator 

control [95]. While the initial development of the grid forming concept is considering a 

microgrid operation [93] or an application for a bulk system connected large inverter 

based generation [96], applications for distribution system connected GFMs are also 

considered in literature [97]–[99].  

Here, a simple model is considered for representing the grid forming inverters connected 

to the distribution system. Since a large number of distribution-connected devices are 

single-phase, a single-phase model is considered. For this dissertation, the model is 

developed as a Python user defined model. Please note that this GFM model and the 

simulations using the model are conducted to illustrate the capabilities of the considered 

framework – using other GFM architectures or controls and a wider range of network 

models and timescales is possible depending on the study. The overall schematic of the 

grid forming inverter model is shown in Figure 3.19. The inverter is modeled in 𝑑𝑞 

domain. This is a PLL/droop-based grid forming inverter model. The combined operation 
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of current control and switching is represented by delay blocks in the 𝑑 and 𝑞 domains, 

and a controlled voltage source behind an impedance is used as the model interfacing the 

network. The control block diagram of the PLL is shown in Figure 3.20.  

 

Figure 3.19 The Block Diagram Representing the Implemented GFM Controls 

 

Figure 3.20 The Block Diagram of the Phase Locked Loop Implemented for the GFM 

Model 
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The active and reactive power commands are generated based on the active and reactive 

power references as well as the reactive power-voltage magnitude and active power-

frequency droops: 

𝑃𝑐𝑚𝑑 = 𝑃𝑟𝑒𝑓 −
Δ𝜔

𝑚𝑝
 (3.6) 

𝑄𝑐𝑚𝑑 = 𝑄𝑟𝑒𝑓 +
𝑉ref − 𝑉𝑡

𝑚𝑞
 (3.7) 

Here 𝑚𝑝 and 𝑚𝑞 are droop parameters, 𝑃𝑟𝑒𝑓, 𝑄𝑟𝑒𝑓, 𝑉𝑟𝑒𝑓 are the active and reactive power 

and voltage magnitude reference values, Δ𝜔 is the deviation in the angular frequency 

measured by the PLL, 𝑉𝑡 is the magnitude of the voltage at the inverter terminal, and 

𝑃𝑐𝑚𝑑 , 𝑄𝑐𝑚𝑑 are the generated active and reactive power commands. The active and 

reactive power commands inform the current references. The current reference is limited 

to twice the rated current (calculated based on the rated apparent power and voltage 

supplied to the model). An algebraic equation representing the filter and coupling 

impedance (in the voltage source model) is used to estimate the required voltage source 

magnitude and phase angle: 

𝐸𝑑𝑞 = 𝑉𝑡,𝑑𝑞 + 𝑖𝑑𝑞,𝑐𝑚𝑑𝑅𝑓 ∓ 𝑖𝑞𝑑,𝑐𝑚𝑑𝑋𝑓 (3.8) 

Here 𝐸𝑑𝑞 represents the voltage commands for the controlled voltage source in the GFM 

model in 𝑑𝑞 domain, 𝑖𝑑𝑞,𝑐𝑚𝑑 are the commands for the 𝑑𝑞 domain inverter current, 𝑉𝑡,𝑑𝑞 

is the inverter terminal voltage in 𝑑𝑞 domain, and 𝑅𝑓 + 𝑋𝑓 is the filter impedance. This 

described GFM model is created as a Python user model for OpenDSS. A first order 
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delay is implemented to approximate the current control loop and switching delays – the 

outputs of the delay blocks form the current command that is passed to the algebraic 

equation. 

This GFM model is tested using a small circuit, shown in Figure 3.21. In the first test, the 

load is modified at 0.5 s, the active and reactive power references are changed from 3.5 

kW and 1 kVAr to 5 kW and 0.3 kVAr respectively, at 1.0s, and the voltage source 

magnitude is changed from 1.0 p.u. to 0.99 p.u. at 1.5s. The active and reactive power 

injected by the GFM model are shown in Figure 3.22. It is seen that the GFM model 

follows the active and reactive power reference at 1.0 p.u. voltage. When the source 

voltage is lowered, a corresponding change in the reactive power injected by the GFM is 

seen – this change reflects the reactive power-voltage magnitude droop law implemented. 

 

Figure 3.21 The Circuit Diagram for the Small Test Circuit 
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Figure 3.22 The Active and Reactive Power During the First Test from the GFM Python 

User Defined Model 

 

As a second test, another simulation is conducted where the main grid is disconnected. 

For this case, it is seen that even after the main grid is disconnected at 0.5s. The initial 

inverter active and reactive power references are set to be equal to the load fed entirely by 

the GFM when the main grid is disconnected (1.152 kW and 0.5 kVAr). In this case, the 

inverter active and reactive power does not change significantly after the disconnection of 

the main grid, shown in Figure 3.23. The voltage magnitude as well as frequency are 

maintained very close to their values before disconnection, as shown in Figure 3.24 and 

Figure 3.25, respectively. On the other hand, if the initial power references are not set 

equal to the load fed by the GFM when the main grid is disconnected, a larger change in 
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the inverter active/reactive power as well as the maintained voltage magnitude and the 

frequency is expected. This is tested by setting the initial active and reactive power 

references to 3 kW and 0.5 kVAr – the corresponding plots of active and reactive power, 

shown in Figure 3.26; the voltage magnitude, shown in Figure 3.27, and angular 

frequency, shown in Figure 3.28 highlight this behavior. Note, the deviations in the 

frequency and voltage magnitude are dependent on the droop coefficients as well as the 

network connected with the GFM. However, it is seen that the GFM model successfully 

changes the active power setpoint to match the load to be fed and is able to maintain the 

voltage magnitude and frequency close to the nominal values. A preliminary study 

implementing this model with the developed T&D co-simulation framework is presented 

in Section 6.6. 

 

Figure 3.23 The Active and Reactive Power During the Second Test (Main Grid 

Disconnection) from the GFM Python User Defined Model, with Initial Powers Matching 

the Load 
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Figure 3.24 The Inverter Voltage Magnitude During the Second Test (Main Grid 

Disconnection), with Initial Powers Matching the Load 

 

Figure 3.25 The Inverter Relative Angular Frequency Deviation During Second Test 

(Main Grid Disconnection), with Initial Inverter Powers Equal to the Load 
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Figure 3.26 The Inverter Active and Reactive Power for Main Grid Disconnection, with 

Initial Inverter Powers Not Matching the Load 

 

Figure 3.27 The Inverter Terminal Voltage Magnitude for Main Grid Disconnection, with 

Initial Inverter Powers Not Matching the Load 



67 

 

Figure 3.28 The Inverter Relative Angular Frequency Deviation for Main Grid 

Disconnection, with Initial Inverter Powers Not Matching the Load 

 

3.7 Single Phase Induction Motor 

Single phase induction motors connected to the distribution system are one of the key 

components in capturing the dynamic response of distribution feeders. Single phase 

induction motors can be found as a part of air conditioning units and refrigerators and 

fans, among other household devices. Single phase induction machine stalling is one of 

the key reasons for fault-induced delayed voltage recovery (FIDVR) seen in the electrical 

power systems. This section describes a possible approach to include a representation of 

the induction machine model in a T&D network study. 
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Classically, the single-phase induction motor can be analyzed by writing stator and rotor 

voltage and flux equations. The stator field produces a pulsating magnetic field and the 

induced current on the rotor produces another magnetic field – the torque driving the 

rotor is generated as a result of the interaction between these magnetic fields. There are 

three types of models available in the literature: performance based models [2], point on 

wave/EMT detailed models [100] and dynamic phasor models [101]. Performance based 

models are used in the commercial positive sequence-software as a part of composite 

load model. These were developed based on laboratory testing of a large number of 

single-phase induction motors and implemented as a part of composite load model [2]. 

Different sets of algebraic equations are used to represent normal operation and motor 

stall characteristics for these models. Hence, performance-based models are relatively 

straightforward to implement and use with a software (comparing with the point on wave 

or dynamic phasor models). However, these are intended to represent an aggregate 

impact of a large number of motors for bulk stability studies and are static models. Point 

on wave detailed models accurately represent the motor dynamics, however, they have 

high computational requirement, and need conversion between the point on wave and 

phasor representation if interfacing with phasor domain software. Dynamic phasor 

models are also physics-based, but have lower computational requirement for 

representing the motor dynamics and are implemented for commercial/open-source 

software such as PowerWorld [102] and Gridlab-D [103]. A downside of the dynamic 

phasor models compared to detailed point on wave models is that they do not capture the 

point on wave/phase impacts on the stalling of motors. For any motor model, 

additionally, it may be important to model the thermal tripping/protection of motors 
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especially for longer duration studies [103]. For application to a large-scale network 

model, dynamic phasor models may be appropriate to represent the dynamics including 

stalling without a prohibitive computational cost. 

The dynamic phasor models [101], [104] are based on forward-backward component-

based modeling of the induction motor equations. Another dynamic phasor model [105] 

uses multiple harmonic dynamic phasors to create an aggregated model. The model 

described in [103] builds on [101] by adding multistate model representing end use 

features such as ‘off’ state and thermal tripping. The model given in [106] is similar to 

[101] but uses phasor voltage instead of voltage magnitude. Since [101] has been tested 

experimentally and implemented in commercial/non-commercial software packages 

[102], [103] , it is considered suitable for studying the dynamic response of a large T&D 

network. The equations representing this model from [101] are reproduced below: 

|𝑉𝑠| = (𝑟𝑑𝑠 + 𝑗
𝜔𝑠

𝜔𝑏
𝑋𝑑𝑠

′ ) (𝐼𝑑𝑠
𝑅 + 𝑗𝐼𝑑𝑠

𝐼 ) + 𝑗 (
𝜔𝑠

𝜔𝑏
)

𝑋𝑚

𝑋𝑟

(Ψ𝑑𝑟
𝑅 + 𝑗Ψ𝑑𝑟

𝐼 ) (3.9) 

|𝑉𝑠| = (𝑟𝑞𝑠 + 𝑗
𝜔𝑠

𝜔𝑏
𝑋𝑞𝑠

′ + 𝑗
𝜔𝑠

𝜔𝑏
𝑋𝑐) (𝐼𝑞𝑠

𝑅 + 𝑗𝐼𝑞𝑠
𝐼 ) + 𝑗 (

𝜔𝑠

𝜔𝑏
)

𝑛𝑋𝑚

𝑋𝑟
(Ψ𝑞𝑟

𝑅 + 𝑗Ψ𝑞𝑟
𝐼 ) (3.10) 

[
(Ψ𝑓

𝑅 + 𝑗Ψ𝑓
𝐼)

(Ψ𝑏
𝑅 + 𝑗Ψ𝑏

𝐼 )
] = (

1

2
) [

1 −𝑗
1 𝑗

] [
(Ψ𝑑𝑟

𝑅 + 𝑗Ψ𝑑𝑟
𝐼 )

(Ψ𝑞𝑟
𝑅 + 𝑗Ψ𝑞𝑟

𝐼 )
] (3.11) 

[
(Ψ𝑑𝑟

𝑅 + 𝑗Ψ𝑑𝑟
𝐼 )

(Ψ𝑞𝑟
𝑅 + 𝑗Ψ𝑞𝑟

𝐼 )
] = [

1 1
𝑗 −𝑗

] [
(Ψ𝑓

𝑅 + 𝑗Ψ𝑓
𝐼)

(Ψ𝑏
𝑅 + 𝑗Ψ𝑏

𝐼 )
] (3.12) 

[
(I𝑓

𝑅 + 𝑗I𝑓
𝐼 )

(I𝑏
𝑅 + 𝑗I𝑏

𝐼 )
] = (

1

2
) [

1 −𝑗𝑛
1 𝑗𝑛

] [
(I𝑑𝑠

𝑅 + 𝑗I𝑑𝑠
𝐼 )

(I𝑞𝑠
𝑅 + 𝑗I𝑞𝑠

𝐼 )
] (3.13) 
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[
(I𝑑𝑠

𝑅 + 𝑗I𝑑𝑠
𝐼 )

(I𝑞𝑠
𝑅 + 𝑗I𝑞𝑠

𝐼 )
] = [

1 1
𝑗𝑛 −𝑗𝑛

] [
(I𝑓

𝑅 + 𝑗I𝑓
𝐼 )

(I𝑏
𝑅 + 𝑗I𝑏

𝐼 )
] (3.14) 

𝑇𝑜
′

𝑑

𝑑𝑡
(Ψ𝑓

𝑅 + 𝑗Ψ𝑓
𝐼) = 𝑋𝑚(I𝑓

𝑅 + 𝑗I𝑓
𝐼 ) − (𝑠𝑎𝑡(Ψ𝑓 , Ψ𝑏) + 𝑗(𝜔𝑠 − 𝜔𝑟)𝑇𝑜

′)(Ψ𝑓
𝑅 + 𝑗Ψ𝑓

𝐼) (3.15) 

 

(Ψ𝑏
𝑅 + 𝑗Ψ𝑏

𝐼 ) =
𝑋𝑚(I𝑏

𝑅 + 𝑗I𝑏
𝐼 )

(𝑠𝑎𝑡(Ψ𝑓 , Ψ𝑏) + 𝑗(𝜔𝑠 + 𝜔𝑟)𝑇𝑜
′)

 (3.16) 

2𝐻

𝜔𝑏

𝑑𝜔𝑟

𝑑𝑡
=

𝑋𝑚

𝑋𝑟
2(𝐼𝑓

𝐼Ψ𝑓
𝑅 − 𝐼𝑓

𝑅Ψ𝑓
𝐼 − 𝐼𝑏

𝐼 Ψ𝑏
𝑅 + 𝐼𝑏

𝑅Ψ𝑏
𝐼 ) − 𝑇𝑚𝑒𝑐ℎ (3.17) 

𝐼𝑠 = [(I𝑑𝑠
𝑅 + 𝑗I𝑑𝑠

𝐼 ) + (I𝑞𝑠
𝑅 + 𝑗I𝑞𝑠

𝐼 )]𝑒𝑗𝜙 (3.18) 

𝑠𝑎𝑡(Ψ𝑓 , Ψ𝑏) = {
1,                                       Ψ ≤ 𝑏𝑠𝑎𝑡

1 + 𝐴𝑠𝑎𝑡(Ψ − 𝑏𝑠𝑎𝑡)2,   Ψ > 𝑏𝑠𝑎𝑡
 (3.19) 

Ψ = √(Ψ𝑓
𝑅)

2
+ (Ψ𝑓

𝐼)
2

+ (Ψ𝑏
𝑅)2 + (Ψ𝑏

𝐼 )2 (3.20) 

𝑇𝑜
′ =

𝑋𝑟

𝜔𝑏𝑅𝑟
 (3.21) 

Here 𝑉𝑠 is the terminal voltage for the motor, 𝜔𝑏 is the base angular speed, 𝜔𝑠 is the 

angular speed of the stator voltage signal, 𝜔𝑟 is the rotor angular speed, 𝜙 is the phase 

angle of the 𝑑𝑞 frame, 𝑟 and 𝑋 represent resistance and reactance, 𝐼 represents currents, 

Ψ represents the magnetic fields, subscript 𝑠 represents stator, subscript 𝑟 represents 

rotor, subscripts 𝑑, 𝑞 represent the 𝑑 and 𝑞 axes, superscript 𝑅 represents a real part and 

superscript 𝐼 represents an imaginary part. Also, 𝑋𝑚 is the magnetizing reactance, 𝑋𝑐 is 

the capacitor reactance (negative), 𝑛 is the ratio of the stator auxiliary winding turns to 
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stator main winding turns, 𝐻 is the inertia constant of the motor, 𝑇𝑚𝑒𝑐ℎ is the mechanical 

torque, and 𝐴𝑠𝑎𝑡 and 𝑏𝑠𝑎𝑡 are the parameters used for defining the saturation function. 

Note, this dissertation does not present a T&D co-simulation case with the motor model 

implemented, however, it is provided here to identify the appropriate model that can be 

used in conjunction with the rest of the framework and models to study the interactions of 

the motor model with the rest of the dynamic models and network. 
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4 DYNAMIC SIMULATION OF A FEEDER WITH SOLAR PV MODELS 

The process for creating a detailed and accurate feeder model for a real feeder in Arizona 

is described in the Chapter 2. For this modeled feeder, it is observed that when an 

unbalanced fault is applied to the feeder, one of the non-faulted phases shows a high 

voltage swell during the fault. Occurrences of such voltage swell from the literature are 

presented and analyzed in Section 4.1. The reason/mechanism behind this voltage swell 

for the modeled feeder is studied in Section 4.2, and Section 4.3 explores the impact 

various controls from the solar PV units have on this voltage swell and whether the solar 

PV resources on the feeder can be used to mitigate the voltage swell. 

The work related to the voltage swell given in this chapter is published in [107]. 

4.1 Voltage Swell in Non-faulted Phases During Unbalanced Faults on the Distribution 

Feeder 

One of the phenomena studied by utilizing the developed detailed distribution system 

model is the occurrence of voltage impact on the modeled distribution feeder during 

unbalanced faults on the distribution system. For single line to ground faults, as expected, 

the faulted phases experience a very low voltage. However, one of the non-faulted phases 

during the unbalanced faults also experiences a high voltage swell, as will be shown in 

this chapter. 

It is known in the literature that analysis of unbalanced faults may show adverse voltage 

impacts on non-faulted phases in power systems [108]. Further, such adverse voltage 

impacts have also previously been reported from recorded data for utility circuits through 

a survey conducted in early 1990s [109]. Analytically, the ratio of zero and positive 
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sequence equivalent impedance at the fault location is shown to play a large role in 

determining the voltage swell on the non-faulted phases during unbalanced faults by 

calculating the effective impedances and voltages for all three phases using sequence 

component analysis [108], [110]. However, while this analysis provides an explanation 

for the voltage swell, the physical reason/physical network situation(s) which lead to this 

phenomenon are not revealed through this analysis. 

The authors of [111] compare different grounding schemes for multi-grounded neutral in 

three-phase distribution systems and discuss the impact of these grounding schemes on 

the voltage swell. They also show that the voltage swell experienced by different non-

faulted phases might be different. The impacts of different neutral to grounding 

impedances at the substation on the voltage swell are discussed in [112]. A case study for 

an industrial system is provided in [113], showing the impact of the substation 

transformer neutral grounding on the voltage swells on non-faulted phases during 

unbalanced faults. Another factor which is shown to impact the voltage swell is the 

substation transformer configuration [112], [114], where [114] shows the impact for a 

synthetic IEEE test feeder. In chapter 5, for the modeled feeder, the mutual coupling for 

the three-phase cables/cable impedance for the three-phase cables is shown to lead to the 

voltage swell on the non-faulted phases during unbalanced faults. 

It is important to note that studying the impact of the voltage swell on the non-faulted 

phases is important from the perspective that the voltage swell can cause disruptions to 

customer service and may damage customer equipment. The IEEE Standard 1159 for 

power quality [115] defines voltage swell as an event where the root mean square (RMS) 
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voltage goes above 1.1 p.u. for more than half cycle. Many household appliances may 

start failing for severe voltage swells, as shown in [116]. The severity here could be in 

terms of voltage swell magnitude as well as the duration of the voltage swell. The 

reference [116] presents results from laboratory tests performed on 60 different 

household appliances where different overvoltages were applied – it is seen that the 

appliances may start to fail especially above 1.2 p.u. voltages. There are also different 

power acceptability curves such as the CBEMA curve provided by the Computer 

Business Equipment Manufacturers Association specifying the acceptable voltage levels 

[117]. According to such curves, usually a voltage above 1.2 p.u. is not considered 

acceptable except for a very short period. Hence, the customer equipment may be 

adversely impacted by the voltage swell above 1.2 p.u. 

In addition, for distribution systems with a high penetration of solar PV generation, it is 

important to note how the solar PV inverters respond to the voltage swell – on one hand, 

the voltage swell may result in the disconnection of a large number of solar PV units, 

adversely impacting the system, but on the other hand, with advanced controls, the solar 

PV units can be seen as resources which can be utilized to potentially alleviate the 

voltage swell, as will be discussed in Chapter 5. The IEEE Standard 1547-2018 [91] 

requires DERs to trip over 1.2 p.u. voltage. In fact, this standard is relatively recent, and 

the inverters already installed in the field might not even be compliant with this standard 

and may trip for a smaller voltage swell. The voltage sensitivity of twenty-five, off-the-

shelf residential solar PV inverters was tested in 2021, as presented in [118] and it is 

found that some of those inverters disconnected when a voltage swell was applied. 

Hence, a voltage swell may result in a large amount of solar PV generation tripping. 
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However, the solar PV units can also help alleviate the adverse conditions during the 

faults. In [119], the authors show that with dynamic voltage support capabilities the 

inverters are able to help alleviate the voltage sag and frequency drop during balanced 

three-phase faults. The solar PV units have also been useful in mitigating/reducing the 

voltage sags and swells during unbalanced faults using positive and negative sequence 

reactive power injections [120] or independent phase control [121]. However, the 

distribution networks modeled in these papers are small synthetic networks. Further, most 

of the literature assumes the presence of a large three-phase DER, which may not be true 

for a residential feeder where the majority of the DERs may be residential rooftop solar 

PV units.  

4.2 Voltage Swell on Non-faulted Phases for Unbalanced Faults 

A dynamic simulation for the modeled feeder is run by first solving the power flow and 

then using the OpenDSS dynamics mode. OpenDSS supports applying balanced as well 

as unbalanced faults in the dynamic mode. When an unbalanced SLG fault is applied to 

the modeled feeder, it is seen that the feeder experiences a large voltage swell. This 

section explores the reason/mechanism behind this voltage swell and its potential impacts 

on the feeder. 

For the dynamic simulation, a snapshot corresponding to 15 March 2019 at 1 PM was 

chosen as the base operating point. At this operating point, the feeder experiences a large 

reverse active power flow of approx. 2.1 MW, since the total active load at this operating 

point is approx. 1.6 MW while the generation from the solar PV units is 3.8 MW. A SLG 

fault is applied to the feeder starting from this base operating point near the middle of the 
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feeder on the main three-phase trunk of the feeder, as shown in Figure 4.1. The fault 

resistance is selected to be 0.05 Ω. For this fault, it is observed that the faulted phase 

(chosen to be phase A) experiences a large fault current at the feeder-head and low 

voltage, while the other two phases experience voltage swell during the fault, with the 

phase C voltage swell being worse than phase B. Phase B has a small voltage swell where 

the voltages remain below 1.2 p.u., while a large number of buses on phase C experience 

voltages of more than 1.2 p.u. as shown in the feeder voltage profile in Figure 4.2. The 

reason for this voltage swell is the equivalent impedance at the fault location, and, in 

particular, is shown to be the large unbalanced fault current flowing through the 

impedances of the cables comprising the main three-phase trunk of the feeder. 

 

Figure 4.1 Circuit Diagram of the Modeled Feeder Showing the Fault Location 
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Figure 4.2 The Voltage Profile of the Feeder under a SLG Fault at the Middle of the 

Feeder. 

 

For the applied fault, it is seen that a large number of phase C buses (including 507 

customer loads) experience voltage of more than 1.2 p.u. For several of these buses with 

high voltage, the voltage is much higher than 1.2 p.u. and even higher than 1.4 p.u. This 

can be very detrimental to the customer equipment, resulting in potential degradation/loss 

of some of the equipment. Additionally, the solar PV units connected to the phase C 

buses experiencing such overvoltages would also trip, resulting in lost generation. 

Depending on the solar PV units, it may or may not be possible to connect these units 

back to the grid automatically even when the fault is cleared - hence it is possible that this 

loss of generation might sustain for a longer period. In addition, if the solar PV units 
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connected to the faulted phase A do not ride-through the low voltage during the fault, 

they may also be lost. For a feeder with a very high penetration level of solar PV 

resources, the loss of solar PV units connected to two of the three phases would mean a 

very unbalanced current even when the fault is cleared, and this may trigger a 

ground/neutral protection device upstream, leading to more disruption to the service – 

this aspect is explored further in Chapter 6. 

To examine and demonstrate the impact of positive and zero sequence impedances on the 

voltage swell in non-faulted phases, a smaller three-bus circuit is constructed, as shown 

in Figure 4.3. Here the source is an ideal source operating at 1.0 p.u. on a 12.47 kV line-

to-line (LL) root mean square (RMS) voltage base, denoted by 𝑉𝑠. The source bus is 

connected via a ‘long’ cable of length around 4000 m to another bus via a shorter cable 

(having a length of 100 m). The cable impedances used (per unit length) are the same as 

those for the cable in the actual feeder as obtained from the utility, given in Table 4.1. A 

load is applied at the end of the shorter cable. A SLG fault is applied at the end of the 

long cable. The fault response is analyzed analytically to show a similar voltage swell as 

is seen in the feeder, and this small circuit is also reconstructed in OpenDSS and PLECS 

simulation as a validation. 
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Figure 4.3 Small Three Bus Circuit Constructed to Show the Impact of the Cable 

Impedance and Unbalanced Fault Currents on the Voltage Swell Caused During the SLG 

Fault on the Feeder 

Table 4.1 The Cable Impedances for the Small Circuit 

Quantity Value (Ω/m) 

Zero sequence resistance 𝑹𝟎 2.79E-04 

Positive sequence resistance 𝑹𝟏 5.49E-05 

Zero sequence reactance 𝑿𝟎 5.13E-05 

Positive sequence reactance 𝑿𝟏 5.83E-05 

 

Considering the voltage and power bases of 12.47 kV (LL,RMS) and 100 MVA, the total 

impedance of the fault (“𝑍𝑓”) would be 0.032 p.u. Note that the equivalent impedances at 

the fault location for zero and positive sequence (𝑍𝑘𝑘0 and 𝑍𝑘𝑘1) are equal to the total 

zero and positive sequence impedances for the long cable, since the voltage source 

considered is ideal. These are computed to be 0.72+j0.13 p.u. and 0.14+j0.15 p.u. 

respectively. The positive and negative sequence impedances are assumed to be equal. 

Now, for a SLG fault, we can compute the fault current using the following formula by 

constructing an equivalent sequence impedance network: 

𝐼𝑓 =
𝑉𝑠

𝑍𝑘𝑘0 + 𝑍𝑘𝑘1 + 𝑍𝑘𝑘2 + 3𝑍𝑓

(4.1) 
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The value of the fault current thus computed is 0.790 -j0.311 p.u. The three sequence 

voltages at the fault location are given by: 

𝑉𝑘𝑎0 = −𝑍𝑘𝑘0𝐼𝑓 , (4.2) 

𝑉𝑘𝑎1 = 𝑉𝑠 − 𝑍𝑘𝑘1𝐼𝑓 (4.3) 

𝑉𝑘𝑎2 = −𝑍𝑘𝑘2𝐼𝑓 (4.4) 

The sequence voltages calculated using these formulae have magnitudes of 0.62 p.u.,0.85 

p.u. and 0.17 p.u. for the zero, positive and negative sequence voltages respectively. 

Converting the sequence voltages to the phase voltages, we get magnitudes of phase A, B 

and C voltages to be of magnitudes of 0.08 p.u., 1.16 p.u., and 1.42 p.u. respectively, 

which is close to the voltages seen for the feeder. This small circuit is also constructed in 

OpenDSS and PLECS and the simulations in both packages yield similar values for the 

voltages at the fault location, as shown in Figure 4.4. 
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Figure 4.4 The Three Phase Voltages at the Fault Location for the Small Circuit in 

OpenDSS and PLECS. 

 

The ratio of zero and positive sequence impedance has been shown in the literature as to 

be a potential reason for the voltage swell on the non-faulted phases. In [112], it is 

discussed that for a SLG fault, the voltage in the non-faulted voltage can take values of 

more than 1.2 p.u. for the values of 𝑋0/𝑋1 of more than 2 or for the values of 𝑅0/𝑋1 of 

more than approx. 0.8 depending on the grounding. However, the analysis presented in 

[112] pertains to the fault at the substation. In [108], it is shown that the non-faulted 

phases experience voltages above 1.2 p.u. when a SLG fault is applied to the system for 

𝑋0/𝑋1 between 0.5 and 5 for the values of 𝑅0/𝑋1 above 1. In both these references, 𝑅1 is 
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considered to be very small, which is not true for the modeled feeder/representative 

circuit. The zero and positive sequence impedances at the fault location for the 

representative circuit yield 𝑋0/𝑋1=0.86 and 𝑅0/𝑋1=4.5 while for the modeled feeder 

𝑋0/𝑋1=1.24 and 𝑅0/𝑋1=1.5 at the fault location, where the differences in the values 

between the feeder and the representative circuit are due to different representations of 

the substation and the presence of different types of cables in the feeder. 

4.3 Possible Alleviation of the Voltage Swell Using Solar PV Resources 

For a feeder with a very high penetration level of solar PV units, the DERs installed on 

the feeder may be able to alleviate the voltage swell during the fault to an extent. It was 

assumed in this part of the study that all the installed inverters in the feeder would be 

capable of staying connected to the feeder and implementing advanced inverter controls. 

Unity power factor was selected as the base control scenario, and the results presented in 

the previous section model all solar PV inverters to be using unity power factor control. 

Unity power factor is also found in most residential solar PV units presently installed in 

the field. For volt-VAr and volt-watt control, the default values of the 𝑄 vs 𝑉 or 𝑃 vs 𝑉 

curves were used from the IEEE 1547-2018 Standard. In each control scenario, a fault 

with the same fault impedance was applied at the same location. The voltage profiles for 

phase C voltages for these three control scenarios are shown in Figure 4.5. It is seen that 

the volt-VAr and volt-watt controls with the chosen Q vs V or P vs V curves only slightly 

reduce the voltage swell, having a small impact. 
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Figure 4.5 The Phase C Voltage Profile for the Feeder under SLG Fault under Different 

Solar PV Control Scenarios 

 

To find a control suitable for reducing the voltage swell, various levels of reactive power 

absorption/injection were tried for the solar PV units connected to one of the three 

phases. In each case, the active power was set according to the apparent power rating of 

the inverter, giving preference to the reactive power. Unity power factor was used as the 

control strategy for the inverters in the other two phases. The inverters in phases A and B 

were not found to be very effective in reducing the voltage swell for phase C, regardless 

of the reactive power injection/absorption. Figure 4.6 presents the number of buses on 

phase C at various voltage levels (bins) for the different reactive power 

injections/absorptions by the inverters connected to phase C. The maximum reduction in 
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the voltage swell was when the solar PV inverters connected to phase C absorbed reactive 

power equal to their apparent power ratings.  

 

Figure 4.6 Histogram of the Phase C Voltages for Different Reactive Power 

Absorption/Injection Control Implemented for Phase C Inverter for Feeder under SLG 

Fault. The Numbers in the Legend Indicate the Reactive Power as a Percentage of the 

Apparent Power Rating 

 

Hence, this control was tested for different penetration cases developed (Section 3.4) 

where if the voltage at the inverter terminal is very high (true for solar PV inverters 

connected to phase C), it would absorb reactive power equal to its apparent power rating, 

otherwise (for solar PV inverters connected to phases A and B) it would use unity power 

factor control. With this control, the voltage profile for the feeder under the fault is 

plotted for varying solar PV penetration levels in Figure 4.7. It is seen that the solar PV 
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units are able to reduce the severity of the voltage swell using this control, however, the 

voltage swell is not completely eliminated even at the highest penetration scenario of 

around 801% instantaneous solar PV penetration level. Nevertheless, the reduced severity 

of the voltage swell would still lessen the impact of the voltage swell on the feeder since 

many buses would not experience voltages above 1.2 p.u. because of this reduced 

severity of the voltage swell. At the present penetration of 237%, implementing the 

proposed control would bring down the maximum voltage from 1.47 to 1.41 p.u., and to 

1.32 p.u. at 801% penetration level. At this high penetration level, 1914 buses and 341 

customer loads would face voltages above 1.2 p.u. compared to 2376 buses and 532 loads 

at the present penetration level. Another benefit is that because of the implemented 

control, instead of all solar PV units (1.3 MW) connected to phase C being tripped due to 

the SLG fault, 1.2 MW generation would be lost for the present penetration level. 

Another feature seen from Figure 4.6. and Figure 4.7. is that there is a significant voltage 

drop which is seen across the secondary circuits, highlighting the importance of modeling 

the secondary circuit to accurately capture the voltage at the terminal of the solar PV 

units. 
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Figure 4.7 The Phase C Voltage Profile for the Faulted Feeder under Different Solar PV 

Penetration Levels for the Described Control, with the Base Penetration Unity Power 

Factor Voltage Profile (Blue) as a Comparison 
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5 SUB-TRANSMISSION-DISTRIBUTION CO-SIMULATION: POWER FLOW 

In addition to describing the co-simulation framework, an extended network model is 

developed adding more feeders and sub-transmission network to the feeder model 

developed in Chapter 2. This chapter begins by describing the T&D network model 

developed and presenting the validation of the network model in Section 5.1. In Section 

5.2, the process followed in creating time-series models for the T&D network is given, 

along with the validation of the T&D co-simulation power flow time series simulations 

against field measurements. Section 5.3 presents the steady-state aspects highlighting the 

importance of modeling the secondary network.  

5.1 Validation of the T&D Power Flow: Snapshot 

The feeder model described in Chapter 2 is extended to include a larger network in the 

distribution system, and the sub-transmission network in the vicinity of this distribution 

system is also modeled, thus extending the network representation to perform T&D co-

simulation studies. The selected distribution network comprises of four feeders in 

addition to the feeder model described in Chapter 2 fed by two substation transformers 

located at a substation. All five feeders are modeled in OpenDSS, divided into two 

distribution systems according to the substation transformer they are fed by. Each feeder 

has around 1660 primary sections and around 300 distribution transformers. Here, 

“Feeder 1” is the feeder modeled in detail, described and used in this dissertation thus far. 

The OpenDSS models for the other four feeders are created from CYME models 

provided by the utility using the developed CYME to OpenDSS tool [22]. These four 

feeders are modeled in ‘primary-only’ fashion i.e., till the distribution secondary 

transformers. At each distribution transformer, an aggregate load (and an aggregate solar 
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PV unit where applicable) is added. Some key characteristics of the five feeders are given 

in Table 5.1. Compared to Feeder 1 modeled in detail which has a very high solar PV 

penetration, the other four feeders have relatively less solar PV penetration. Figure 5.1 

shows the single line diagrams of all five feeders. 

Table 5.1 Key Characteristics of the Modeled Feeders 

Primary sections 1790 1784 1897 1160 1697 

Distribution transformers 371 382 391 201 284 

Capbanks (1.2 MVAr each) 4 3 2 4 4 

Peak active power requirement 

(MW) on July 15, 2019 

7.35 6.57 10.02 5.6 6.62 

Peak solar PV production 

(MW) on March 15, 2019 

3.82 1.94 1.81 1.90 0.78 

Peak reverse power flow (MW) 

on March 15, 2019 

2.13 0.5 0.17 0.54 0 

 

 

Figure 5.1 Single Line Diagrams of the Five Modeled Feeders. The Pin Indicates the 

Location of the Substation. 

 

The sub-transmission system modeled includes the selected substation (“S1”) and two 

other substations connected to it (“S2” and “S3”). These two substations connect to the 

bulk transmission network; hence the rest of the network is modeled using a Thévenin 

equivalent voltage source representation at S2 and S3 including the transfer impedance, 

using the equivalent impedances for the rest of the transmission network at the three 
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substation locations obtained from the utility. This choice of retaining the two substations 

directly connected to S1 was made in order to capture the redundancy which is inherently 

required to keep the distribution system operational even if one of the sub-transmission 

lines/sources fail. However, the formulation is general, and it is possible to extend the 

representation of the sub-transmission network to include a wider area or higher voltage 

levels without loss of generality. For such an extension, one needs to model the 

appropriate network including the sub-transmission/transmission lines and the step-up 

transformers. Further, in this case the generating stations are electrically distant from the 

chosen sub-transmission circuits, so the Thévenin equivalent voltage representation of the 

bulk transmission network is sufficient to examine the T&D interactions. 

For modeling the sub-transmission network, the positive sequence line data was obtained 

from the utility, and negative and zero sequence data were generated using the negative 

and zero sequence to positive sequence impedance ratios of lines of similar length. The 

impedance of the substation transformers and the substation circuity was also obtained 

from the utility. The two substation transformers have delta to wye-grounded 

configuration, with delta configuration on the high voltage side. Substation transformer 

T1 is connected to Feeder 1, Feeder 4, and Feeder 5, whereas substation transformer T2 is 

connected to Feeder 2 and Feeder3. The high voltage (69 kV) bus at substation S1 is 

selected as the boundary between the distribution and sub-transmission networks. Figure 

5.2 describes the circuit schematic and the division of the overall system into 

transmission and distribution subsystems. 
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Figure 5.2 Schematic of the Sub-transmission and Distribution Networks Modeled 

 

The validation of the co-simulation is performed by considering the values from the T&D 

co-simulation in two stages. In the first stage, the values at the boundary bus are 

compared. For a successful T&D co-simulation, the values of currents and voltages 

across the boundary would be consistent in the distribution and sub-transmission models. 

A good match here would indicate that the co-simulation power flow is run successfully. 

In the second stage, the values obtained from the co-simulation power flow for the sub-

transmission and distribution feeder-head power flows and distribution AMI voltages. A 
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good match for this stage would indicate that the co-simulation power flow accurately 

represents the network conditions for the selected snapshot. 

The operating point chosen for the validation corresponds to the utility network on July 

15, 2019 at 17:00 (5 PM). At this operating point, the total load in the distribution 

systems is approximately 33.9 MW, while the solar PV generation in the distribution 

system is approximately 2.9 MW. This operating point is selected keeping in mind that 

the utility network experiences the highest loading conditions during summer evenings.  

After running the co-simulation power flow, the boundary values at the boundary bus are 

shown in Table 5.2. Note that in the distribution system, the boundary bus is on the delta 

(high voltage) side of the delta-wye substation transformers, hence, the boundary bus is 

disconnected from the rest of the distribution systems in zero sequence. Consequently, 

the zero sequence values exchanged between the distribution and sub-transmission 

systems are very small. 

Table 5.2 Boundary Values from Co-simulation Power Flow 

Boundary 

Value            T           D1           D2 

Boundary 

Value          T            D1           D2 

             

    D1+D2 

V1, p.u. 1.0307 1.0307 1.0307 I1real, p.u. 0.3114 0.1670 0.1444 0.3114 
V1, angle 

(deg) 0.0580 0.0580 0.0580 

I1imag, 

p.u. -0.0299 0.0029 -0.0328 -0.0299 

V2real, p.u. -1.06E-04 -1.06E-04 -1.06E-04 I2real, p.u. 0.0060 0.0022 0.0038 0.0060 

V2imag, 

p.u. -2.60E-04 -2.60E-04 -2.60E-04 

I2imag, 

p.u. -0.0013 0.0033 -0.0046 -0.0013 

V0real, p.u. -6.73E-12 -6.73E-12 -6.73E-12 I0real, p.u. -7.50E-11 1.06E-10 -1.81E-10 -7.50E-10 
V0imag, 

p.u. -3.62E-11 -3.62E-11 -3.62E-11 

I0imag, 

p.u. 1.88E-10 2.85E-10 -9.67E-11 1.88E-10 

 

In the second stage, the results from the co-simulation power flow are validated against 

field measurements. The following field measurements are available for validation: 
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• Active and reactive power measurements at the heads of the feeder for all five 

feeders 

• Active power flows on the two lines modeled in the sub-transmission network 

• Voltage magnitude measurements from AMI meters at 1179 locations on Feeder 1 

The errors between the co-simulation and field measurements for active and reactive 

powers at the heads of the feeders for all five feeders are less than 2%, and the errors for 

the active power flows on the two lines in the sub-transmission network are less than 5%. 

This comparison is also given in Table 5.3. A histogram of the errors between the voltage 

measurements at 1179 locations on Feeder 1 and the corresponding values from the co-

simulation are given in Figure 5.3. The figure shows that these errors are less than 2% for 

most of the meters. These low errors indicate that the co-simulation model operating 

point closely represents the actual operating point of the system. 

Table 5.3 Comparison of Co-simulation Feeder-head and Sub-transmission Values with 

Field Measurements, July Snapshot 

Location 

Quantity Measured 

value (MVA) 

Co-

simulation 

value (MVA) 

Error (%) 

Feeder 1  P 5.9789 5.9847 0.10 

Feeder 1 Q 0.5228 0.5169 1.14 

Feeder 2 P 5.6638 5.6658 0.03 

Feeder 2 Q 1.1451 1.1477 0.23 

Feeder 3 P 9.1675 9.1674 0.001 

Feeder 3 Q 1.5055 1.5088 0.22 

Feeder 4 P 5.1313 5.1307 0.01 

Feeder 4 Q -1.6528 -1.6448 0.48 

Feeder 5 P 6.0399 6.0391 0.01 

Feeder 5 Q -0.0579 -0.0589 1.70 

Line S2-S1 P 36.9 35.48 3.85 

Line S3-S1 P -3.1 -3.18 2.58 
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Figure 5.3 Histogram for the Errors Between the Measured and Co-simulation Voltages 

for the AMI Meters on Feeder 1, July Snapshot 

 

Another operating point is chosen to correspond to 15 March 2019 at 1 PM. This 

operating point corresponds to a large solar PV generation and low load scenario and also 

corresponds to the peak reverse active power flow for this feeder for 2019. A comparison 

of the sub-transmission and feeder-head quantities is available in Table 5.4 and the 

voltages from the co-simulation are compared against the AMI voltage measurements in 

Figure 5.4. 
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Table 5.4 Comparison of Co-simulation Feeder-head and Sub-transmission Values with 

Field Measurements, March Snapshot 

Location Quantity 

Measured Value 

(MVA) 

Co-simulation 

Value (MVA) 

Error 

(%) 

Feeder1 P -2.12846 -2.1467 0.86% 

Feeder1 Q -0.20775 -0.2017 -2.92% 

Feeder2 P -0.50923 -0.5098 0.11% 

Feeder2 Q -0.252 -0.2513 -0.29% 

Feeder3 P -0.17511 -0.1755 0.24% 

Feeder3 Q -0.08408 -0.0834 -0.77% 

Feeder4 P -0.53752 -0.5381 0.11% 

Feeder4 Q -1.26713 -1.2488 -1.45% 

Feeder5 P 0.44441 0.4441 -0.06% 

Feeder5 Q -1.47952 -1.4581 -1.45% 

S3-S1 P 4.7000 4.9000 4.26% 

S2-S1 P -8.0000 -7.7300 -3.37% 

 

 

Figure 5.4 Histogram for the Errors Betwen the Measured and Co-simulation Voltages 

for AMI Meters on Feeder 1, March Snapshot 
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5.2 Time Series Power Flow T&D Co-simulation 

In order to validate the T&D co-simulation over a wider range of operating points, the 

formulation is extended to support a time-series power flow simulation – this formulation 

is explained in Section 3.1. An accurate time series power flow simulation relies on: (a) 

accurate network model and (b) accurate time series profiles. 

The process used to create an accurate T&D network model is described in Chapter 2 and 

Section 5.1. A time series simulation of the detailed feeder model for feeder 1 is also 

presented in Chapter 2 for data corresponding to two different days, and very low errors 

between the active and reactive powers measured at the feeder-head as well as the voltage 

magnitudes along the feeder available from various utility measurements and the 

simulation results are shown for hourly time series simulations of the feeder model. In 

this section, the process followed to create higher resolution time series models of the 

T&D co-simulation power flow is described, and the results from the T&D co-simulation 

time series power flow are compared against available field measurements at the feeder-

heads of the feeders. 

To create the time series model of the T&D network, the time series profiles for active 

and reactive powers from the loads and solar PV units as well as the time series profiles 

for the sub-transmission voltage sources are required. One of the challenges in creating 

these profiles is to combine the measurements available from the utility that follow 

different time series resolutions. The data for the feeders consisted of the head of the 

feeder measurements of the active and reactive power, individual phase currents and 

phase A voltages for all five feeders for 15 July 2019 and 15 March 2019 with a 
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resolution of 10 seconds. The data for the Feeder 1 loads and solar PV units measured 

from the AMI devices were obtained with a resolution of one hour or 15 minutes, 

depending on the meter. It was observed that the active power measurements for the solar 

PV units were available with a 15-minute resolution for the majority of the solar PV 

production meters, whereas the load/billing meters provided hourly measurements for a 

majority of the meters. For other four feeders, only the AMI meter measurements from 

solar PV units were available with a 15-minute resolution. The data for the sub-

transmission system consisted of the active power and ampere flows on the two lines 

connected to the modeled substation and the voltage magnitude at one of the substations 

which we have modeled as a source. The sub-transmission data were available with a 

resolution of 5-minutes.  

The data available from these sources were combined to create time series profiles with 

15-minute, 5-minute and 1-minute resolutions. When creating the time series models with 

this data and running time series co-simulations, Feeder 1 was represented in detail, 

including the primary and secondary circuits, whereas the other feeders were represented 

using aggregated 3 phase unbalanced models. Whenever higher resolution data were not 

available from a particular source, interpolation was used when combining the data. This 

procedure is shown in Figure 5.5. It is seen that for the hourly model, the loads and solar 

PV units as well as the feeder-head measurements and sub-transmission measurements 

are available. For the model with 15-minute resolution, the load time series data were 

generated using interpolation while the solar PV generation measurements as well as 

feeder-head and sub-transmission measurements were available. For the time series 

model with 5-minute resolution, the load and solar PV generation time series models 



97 

were extended using interpolation whereas the sub-transmission time series model was 

formed using available measurements. The time-series model with 1-minute resolution 

used interpolation for the time series models of loads, solar PV generation as well as sub-

transmission sources. In all cases, the feeder-head measurements of combined active and 

reactive powers from all three phases for all five feeders were available. For Feeder 1, 

these measurements were used to validate the time series co-simulation results. For other 

feeders, the feeder-head measurements were used to create the time series models for the 

feeders represented using aggregate unbalanced load and solar PV generation. 

 

Figure 5.5 The Flow Chart Illustrating the Process Followed to Create the High 

Resolution Time Series Data 

 

The procedure described above was followed to create time series models corresponding 

to the day with the high reverse active power case, 15 March 2019. It is seen that the time 

series models thus created match well with the available field measurements, as seen in 

Figure 5.6 and Figure 5.7. 
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Figure 5.6 RMS Errors for the Comparison Between the Voltage Meter Hourly 

Measurements and Corresponding Values from the 1-minute T&D Co-simulation Time 

Series Power Flow 

 

Figure 5.7 Comparison Between the Feeder-head Active and Reactive Power Flow 

Measured Values Versus 5-minute T&D Co-simulation Time Series for March 15, 2019 
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5.3 Importance of Modeling the Secondary Network 

It is seen throughout the voltage profiles shown in this chapter so far that there is a 

significant voltage rise across the network due to the reverse active power flow, and some 

of this voltage rise is across the secondary network. In this section, the importance of 

modeling the secondary network is assessed. For this purpose, two models of Feeder 1 

are considered. The “secondary” model which is described and used so far, where the 

secondary network is modeled in detail for Feeder 1, and the loads and the solar PV units 

are located at the household/user locations. Another model, called “primary” model in 

this dissertation, models Feeder 1 similar to the models of other four feeders, with the 

load and solar PV units represented in an aggregate manner at the secondary terminal of 

the distribution transformers, and no representation of the secondary network. These two 

network paradigms can be explained using Figure 5.8. 

 

Figure 5.8 A Schematic Explaining the Primary and Secondary Models 

 

It was found that for the steady state, for both unity power factor control and volt-VAr 

control, the voltages along the feeders as well as the active and reactive powers seen at 

the head of the feeder for the feeder modeled with the secondary networks were similar 
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between the primary and secondary models, however, it is noted that there are certain 

overvoltages observed in the secondary model not observed in the primary model because 

the voltage rise across the secondary network is not captured, as seen in Figure 5.9.  

Due to this voltage difference, the reactive power from the inverters absorbed/injected at 

the transformer can have a significant difference for volt-VAr control (up to 44% 

difference for certain transformers) when comparing the two models. This difference 

between the reactive powers injected/absorbed by the inverters connected to that 

transformer is shown as a bar chart in Fig. Figure 5.10 for three transformers connected 

to Feeder 1. Considering all the solar PV units, the combined reactive power injected 

from all the solar PV units is different by 68 kVAr for the selected operating point (~10% 

of the total reactive power from all the inverters or 14% of the feeder-head reactive 

power for this operating point). 
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Figure 5.9 Feeder Voltages for Feeder 1 for the Primary and Secondary Models in Steady 

State with Inverters in Volt-VAr Mode 

 

Figure 5.10 The Reactive Power Recorded at Three Transformers When Primary and 

Secondary Network Models Are Used, with Inverters in Volt-VAr Mode 
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6 SUB-TRANSMISSION-DISTRIBUTION DYNAMIC CO-SIMULATION 

The formulation used in this project for the T&D power flow and dynamic co-simulation 

is described in the Chapter 3. The previous chapter describes the data creation process 

and validation of the steady state T&D power flow model. This chapter discusses several 

case studies using the dynamic T&D co-simulation to highlight the importance of 

detailed distribution system modeling in/via a dynamic T&D co-simulation. 

Four case studies are presented in this chapter. Sections 6.1-6.4 study the response of the 

feeder modeled in detail to various faults. In Chapter 4, an unbalanced fault on the 

distribution system was studied. The response of the distribution system to that fault is 

further investigated in Section 6.1. In Section 6.2, a balanced fault on Feeder 1 is 

considered. Section 6.3 and Section 6.4 explore the response of the T&D combined 

system to the unbalanced and balanced sub-transmission faults, highlighting the 

importance of having a detailed model for representing the distribution systems in T&D 

co-simulations and the impact different inverter control strategies have on the distribution 

system response. Section 6.5 explores the importance of modeling the secondary network 

and its impact on the fault response of the distribution system for certain faults. Section 

6.6 presents a preliminary study including grid forming inverter models in the T&D 

dynamic co-simulation and comparing the response to a fault with grid following and 

grid forming models. 

For all the studies in this chapter, the base operating point is selected to be the snapshot 

corresponding to 15 March 2019 at 1 PM. This snapshot is selected since it corresponds 
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to the highest reverse active power flow on the feeder for that year, so the solar PV 

generation will likely have a large impact on the feeder behavior.  

Starting from this operating point, four faults are applied in Section 6.1-6.4, considered as 

four cases: 

• Unbalanced SLG fault on the middle of the feeder 

• Balanced 3ϕG fault on the middle of the feeder 

• Unbalanced SLG fault on the sub-transmission network 

• Balanced 3ϕG fault on the sub-transmission network 

In each case, the fault is applied for five cycles (for faults on the sub-transmission 

network) or fifteen cycles (for faults on the distribution network) and cleared/removed 

after the fault duration. The fault locations on the distribution system are shown in Figure 

6.1. For distribution system faults, the fault location is the same as that discussed in 

Chapter 5. For the sub-transmission faults, the fault location is selected to be at the 

middle of one of the sub-transmission lines. For all the faults, the response of the feeder 

modeled in detail is studied. The solar PV inverters are assumed to have the trip/no-trip 

response corresponding to the category I inverters from IEEE 1547-2018, so they are 

assumed to trip for voltages below 0.45 p.u. and above 1.2 p.u. within one cycle. 

Furthermore, unless otherwise mentioned, the results correspond to solar PV inverters 

operating at unity power factor mode (similar to how they operate in the field). However, 

the impact of different inverter abnormal categories as well as advanced inverter controls 

is also discussed for these faults. 
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Figure 6.1 The Fault Locations for the Faults on the Distribution and Sub-transmission 

Network 

 

6.1 Unbalanced Fault on the Distribution System 

When a SLG fault is applied on Feeder 1, the voltage profile for the feeders connected to 

the substation transformer for this feeder is plotted in Figure 6.2. In the figure, for Feeder 

1, as seen in Chapter 4, the faulted phase A voltages are very low while phase C 

experiences a high voltage swell. As a result, within one cycle after the fault is applied, a 

high number of solar PV units trip for phases A and C. However, for the other feeders 

connected to the substation transformer, only a small voltage dip at the feeder-head is 

observed for the faulted phase A, corresponding to the voltage drop across the substation 

transformer. Hence, the voltage profiles for all three phases for the other phases are 

relatively flat, as seen in the figure. This phenomenon of a fault on the distribution feeder 

not affecting the voltage profiles of the other feeders very severely is also observed later 

in Section 6.2 for a balanced fault applied on Feeder 1.  
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Figure 6.2 The Voltage Profile for the Distribution System with Unbalanced Single Line 

to Ground Fault on the Distribution Feeder 1 

 

The feeder-head active power for Feeder 1 is plotted in Figure 6.3. When the fault is 

applied, there is a large increase in the faulted phase A current and power seen at the 

feeder-head to feed the fault. This results in a loss of approximately 1099 kW generation 

for phase A and 1314 kW generation for phase C. It should be noted that instead of 

inverter abnormal response category I from IEEE 1547-2018, a more aggressive category 

III implementation would see the phase A inverters kept connected though the fault. 

Hence, there would be a reduction in the solar PV generation lost and no generation 

would be lost for phase A. However, even the most aggressive Category III mandates the 

solar PV units disconnect for voltages of more than 1.2 p.u., and the loss of generation 
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from phase C would be the same even for Category III inverters. The disconnection of the 

solar PV is reflected in this figure as changes to the active power observed at the feeder-

head for phases A and C. When the fault is cleared, this results in phases A and C with 

forward active power flow while the phase B still has a reverse active power flow 

because the solar PV units connected to phase B are not tripped – thus creating an 

unbalance in the post-fault clearance condition.  

 

Figure 6.3 Feeder-head Active Power for Feeder 1 for Unbalanced Single Line to Ground 

Fault 

 

This unbalance is noteworthy since this is a steady-state unbalance. When calculated, the 

ground current measured at the feeder-head is approximately 190.45 A. For this feeder, 

there are phase and ground protection relays installed at the feeder-head. While the fault 



107 

duration is not high enough where the delayed response phase or ground relays would trip 

the feeder for these five cycle faults, the ground current in the post-fault clearance 

condition being comparable to the ground relay pickup current of 300 A is a larger 

concern, since it will persist much longer as long as no solar PV units connect back 

automatically. A similar SLG fault was also applied to the modeled T&D network by 

increasing the penetration of solar PV resources on Feeder 1, and at higher penetrations. 

It is seen from Figure 6.4 that at 418% penetration level the post-fault clearance ground 

current goes above the pickup current and would result in the relay tripping the feeder in 

steady-state even when the fault is already successfully cleared, resulting in a loss of 

connection for all the customers on this feeder. 

 

Figure 6.4 The Post-fault Clearance Ground Current for Feeder 1 after Applying a SLG 

Fault for Different Solar PV Penetration Cases 
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6.2 Balanced Fault on the Distribution System 

For the balanced fault on the distribution system, the voltage profile is shown in Figure 

6.5. The figure shows the voltage profiles for all feeders connected to the substation 

feeding the faulted feeder (Feeder 1 which is faulted, and Feeder 4 and Feeder 5). It is 

seen that all three phases for the faulted feeder experience very low voltages, with the 

voltage near the fault location being nearly zero while the other feeders do not experience 

such low voltages (resulting in a relatively flat voltage profile for those feeders, similar to 

the observation for unbalanced fault in Section 6.1). This results in most of the solar PV 

units on the faulted feeder experiencing very low voltages at the terminal, and hence a 

large amount of solar PV generation trips within one cycle for this fault. This can be also 

seen in Figure 6.6, which shows the feeder-head active power for the faulted feeder. In 

this figure, it is noted that before the fault was applied, since the selected base operating 

point corresponds to a reverse active power flow case, that there is substantial reverse 

active power flow at the feeder-head for all three phases. When the fault is applied, there 

is a high current/power in the forward direction from the substation feeding the fault in 

all three phases. One cycle after the fault is applied, the solar PV units on the feeder trip, 

which is reflected as a small increase in the active power at the feeder-head. In this case, 

it is seen that the solar PV units tripping does not have a large impact on the fault current 

seen at the feeder-head. However, assuming that the tripped solar PV units do not 

automatically reconnect after the fault is cleared, there is a forward active power demand 

seen from the feeder due to the loss of generation from the solar PV units. Overall, there 

is a loss of approximately 1171 kW generation on phase A, 1341 kW on phase B and 
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1314 kW on phase C. While for the selected operating point, this may not be an issue 

from the perspective of the overall demand increase from the feeder since the operating 

point corresponds to a low load scenario, a similar increase in demand when the feeder is 

operating near the peak demand would be more significant. Note, however, that using 

category III inverters instead of category I inverters would result in the inverters not 

disconnecting due to the low voltages caused during the short-duration fault considered 

and no generation would be lost in such a case. 

 

Figure 6.5 The Voltage Profile for the Distribution System with a Balanced Three-phase 

to Ground Fault on the Distribution Feeder 
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Figure 6.6 Feeder-head Active Power for the Faulted Feeder, Feeder 1, for Balanced 

Three-phase to Ground Fault 

 

6.3 Unbalanced Fault on the Sub-transmission System 

When a SLG fault is applied on the sub-transmission system, assuming the fault is 

applied on phase A, it is seen that at the boundary bus, the voltage for the faulted phase A 

has approximately 0.37 p.u. voltage, whereas the other two phases have voltages between 

1.13 and 1.15 p.u. However, these voltages are on the high voltage/delta side of the 

substation transformer. Due to the delta-wye transformer at the substation, two of the 

phases (A and B) on the feeder experience low voltages between 0.7 and 0.9 p.u. while 

the phase C voltage is between 1 and 1.1 p.u., as shown in Figure 6.7. These voltages are 

not so low as to cause any generation to trip. However, due to the low voltages on phases 

A and B of the feeder, there is an increased reverse active power flow at the feeder-head 
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for these phases, and a corresponding increased current. It is notable that advanced 

control modes such as volt-VAr show a greater increase in the current magnitude at the 

feeder-head, as shown in Figure 6.8. 

 

Figure 6.7 The Voltages Profiles for Feeders 1,4,5 Under a Single Line to Ground Fault 

on the Sub-transmission System 
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Figure 6.8 Feeder-head Current for Feeder 1 When a Single Line to Ground Fault Is 

Applied on the Sub-transmission System under Different Inverter Controls 

6.4 Balanced Fault on the Sub-transmission System 

When a balanced fault is applied at the middle of the sub-transmission network, the 

boundary bus experiences a low voltage of approximately 0.41 p.u. This results in all 

three phases on all the feeders experiencing a low voltage. The voltage profile for the 

feeders Feeder 1, Feeder 4 and Feeder 5 (fed by substation transformer T1) during this 

fault is shown in Figure 6.9. As seen from the figure, while not all solar PV units 

experience a voltage below 0.45 p.u. and trip, there is still a loss of 1065 kW, 751 kW 

and 742 kW on phases A, B and C respectively for Feeder 1.  
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Figure 6.9 The Voltage Profile for the Distribution Feeders 1,4,5 with Balanced Three-

phase to Ground Fault on the Sub-transmission System 

 

In terms of the active power seen at the feeder-head of Feeder 1 (shown in Figure 6.10), it 

is seen that when the fault is applied, the solar PV units on the feeder continue to feed the 

fault for one cycle. One cycle after the fault is applied, the solar PV units with voltage 

below 0.45 p.u. trip and there is some loss of generation. After clearing the fault, the 

active power flow is still in the reverse direction, the magnitude is somewhat less due to 

the loss of some solar PV generation. However, it is seen from Figure 6.9 that while a lot 

of the solar PV units experience a voltage above 0.45 p.u., at the feeder-head the voltage 

is approximately 0.413 p.u. and there is a significant voltage rise along the feeder which 

allows some of the solar PV units connected to have voltages higher than 0.45 p.u. 
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However, the other feeders do not have such a high reverse active power flow and 

corresponding voltage rise, hence, the solar PV units connected to the other feeders 

would all trip for this case. Hence, for this case it is seen that different feeders may 

behave differently – this behavior would not be captured by aggregating all the feeders 

together as a single load while studying this sub-transmission fault. 

 

Figure 6.10 The Active Power Observed at the Feeder-head of Feeder 1 When a Balanced 

Three-phase to Ground Fault Is Applied on the Sub-transmission System 

 

For this fault, it is observed that the voltages for Feeder 1 are close to 0.45 p.u. threshold 

below which the category I inverters would trip. Hence, instead of using unity power 

factor mode, if all the solar PV units on Feeder 1 operate in volt-VAr mode, there is a 

slightly extra voltage rise owing to the extra reverse reactive power, as seen in Figure 

6.11. Hence, the solar PV generation lost in this case is reduced to 137 kW for phase A, 
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81 kW for phase B and 40 kW for phase C. This example shows that the advanced 

control modes from inverters such as volt-VAr mode could have an impact in terms of 

generation tripped due to certain sub-transmission events. 

 

Figure 6.11 The Voltage Profile for the Distribution Feeders 1,4,5 with Balanced Three-

phase to Ground Fault in the Sub-transmission System, with Feeder 1 Solar PV Units 

Operating in Volt-VAr Control 

 

6.5 Importance of Modeling the Secondary Network 

In Section 5.3, the steady-state differences between the primary and secondary model are 

discussed. In addition to the differences in the steady-state such as overvoltages and 

reactive power from DERs with volt-VAr controls, the similarities and differences 

between the primary and the secondary model are discussed in this section. 
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For several balanced/unbalanced faults applied on the distribution and sub-transmission 

systems, the response for both the systems is similar. For example, Figure 6.12 and 

Figure 6.13 show the voltage profiles during fault and active powers at the feeder-head of 

feeder 1 for primary and secondary models when an unbalanced SLG fault is applied on 

the distribution system as described in Section 6.1. 

 

Figure 6.12 Feeder 1 Voltages for Primary and Secondary Model for SLG Fault on the 

Distribution System 
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Figure 6.13 Feeder-head Active Power for Feeder 1 During SLG Fault on the Distribution 

System 

 

However, for certain faults, the voltage at the inverter terminal is above 0.45 p.u. after 

capturing the voltage rise across the secondary network whereas it is below 0.45 p.u. for 

the primary model – resulting in a difference in the number of solar PV units which are 

registered as tripped in both models. For one such case, where a balanced 3ϕG fault on 

the sub-transmission system applied at the middle of one of the sub-transmission lines, 

the Feeder 1 voltage profile and the feeder-head active power are shown in Figure 6.14 

and Figure 6.15. For this fault, in the primary model, the solar PV generation tripped in 

phases A, B and C is 1219 kW, 1335 kW and 1175 kW respectively, while in the 

secondary model, the tripped generation is much less, 1065 kW, 751 kW and 742 kW 



118 

respectively. Note that for this study the inverters are kept at unity power factor mode. 

Hence, it is important to model the secondary network in detail and not modeling the 

secondary network can lead to an inaccurate response from the distribution model. 

 

Figure 6.14 Feeder 1 Voltages for Primary and Secondary Model During a Balanced 

Fault on the Sub-transmission Model 
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Figure 6.15 Feeder-head Active Power for Feeder 1 Primary and Secondary Model 

During a Balanced Fault on the Sub-transmission Network 

 

6.6 Grid Forming Inverter Models Simulation with the T&D Network 

In this section, an application of T&D dynamic co-simulation using the grid forming 

inverter model described in Section 4.5 is presented. For this purpose, two network 

models are considered, denoted by ‘detailed’ and ‘reduced’ feeder models. The detailed 

feeder model represents the network in detail, with both the primary and secondary 

networks and the loads and solar PV units installed at their actual secondary network 

locations – the ‘detailed’ network model is same as the model described and used for 

various simulations throughout Sections 6.1-6.4. The reduced model is designed to mimic 

the response of the detailed model by representing the feeder as a three-phase three-

segment model. After selecting the initial operating point (March 15, 2019 at 13:00), the 
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constructed three-segment model can be constructed, as shown in Figure 6.16. For the 

reduced OpenDSS model, the loads are considered to be constant active and reactive 

power loads, and the grid following/forming inverter models from Section 4.4 and 

Section 4.5 are considered. The procedure to create the reduced model from [122] is 

used.  

 

Figure 6.16 Three-phase Three-segment Model of Feeder 1 for March Case 

 

In order to test the efficacy of the developed GFM models with the detailed and the 

reduced feeder, two co-simulation cases are considered, with (a) the detailed and with (b) 

the reduced feeder model. In both cases, a five-cycle balanced fault is applied on the sub-

transmission system at the middle of one of the sub-transmission lines, as in Section 6.4. 

This dynamic co-simulation is conducted for (a) 100% GFL, (b) 100% GFM, with 𝑚𝑝 

=20, and (c)100% GFM, with 𝑚𝑝 =100. The current magnitude for phase A for the 

detailed simulation with all PV units represented in Feeder 1 is shown in Figure 6.17, and 

the voltages at the end of the feeder for the detailed model are plotted in Figure 6.18. It is 

seen that the GFL and GFM models lead to differences at the feeder-head current during 
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the fault (as well as in the steady state) and that the voltages seen for the GFM and GFL 

inverters are similar but with the reactive power and active power control strategies being 

different for the GFM, the voltage recovery portion of the GFM plots are slightly 

different from that of GFL. The difference in the feeder-head currents during the fault can 

be explained by the differences between the current limit in the GFM and GFL models – 

for the GFM model, a limit based on the rated apparent power and nominal voltage (1 

p.u.) is used, whereas the rated current for the GFL model is calculated based on the rated 

apparent power and the lowest continuous operating voltage (0.88 p.u.). Further, another 

difference visible in Figure 6.17 is that the GFL model results in a quicker increase in the 

current at the feeder-head. This difference can be attributed to the detailed representation 

of current control for the GFL model versus the representation of current control using 

delay blocks for the GFM model.  
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Figure 6.17 The Current at the Feeder-head for Phase a for Different Combinations of 

GFM and GFL Devices for the Detailed Feeder Model 

 

Figure 6.18 The Voltage Magnitude at the End of the Feeder for Phase a for Different 

Combinations of GFM and GFL Devices for the Detailed Feeder Model 
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The same three scenarios of (a) 100% GFL, (b) 100% GFM, with 𝑚𝑝=20, and (c)100% 

GFM, with 𝑚𝑝=100 are considered for the reduced feeder model. Figure 6.19 shows the 

current at the feeder-head for phase A. Figure 6.20 displays the voltage magnitude at the 

end of the feeder for the reduced order model. It is seen that the reduced model plots for 

both feeder-head current and end of the feeder voltage compare well with the detailed 

model plots of the corresponding quantities. The differences in the feeder-head current 

plots for the simulation cases with GFL and GFM models from Figure 6.19 can be 

explained similar to the differences found for the reduced model in Figure 6.17. 

 

Figure 6.19 The Current at the Feeder-head for Phase a for Different Combinations of 

GFM and GFL Devices for the Reduced Feeder Model 
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Figure 6.20 The Voltage Magnitude at the End of the Feeder for Phase a for Different 

Combinations of GFM and GFL Devices for the Reduced Feeder 

 

Note that the study presented here is just a preliminary study. It is seen that the detailed 

and reduced feeder model lead to qualitatively similar responses in terms of the current at 

the feeder-head and the voltage at the end of the feeder. However, there is a difference in 

the current magnitude that must be investigated further to create a better reduced model. 

Such reduced model may be relevant for representing the feeder in a large study where 

the representation of a large number of feeders across the bulk power system is 

necessary. Further, a simple control was used to represent the grid forming devices in this 

dissertation, the impacts of various parameters considered and the impact of different grid 
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forming control architectures under different disturbances would need to be undertaken to 

study the impact of grid forming inverters on T&D networks more thoroughly. 
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7 CONCLUSIONS AND FUTURE WORK 

7.1 Conclusions 

In this dissertation, the importance of modeling the distribution network in detail is 

highlighted. A detailed model for a real distribution-sub-transmission network has been 

created by combining various field data and validated against field measurements. A 

procedure has been developed to combine various data sources to form an accurate and 

field-validated feeder model. One of the feeders has been modeled in detail including the 

primary and secondary network models.  

A dynamic model for solar PV units including advanced inverter control is developed and 

implemented as an OpenDSS user defined model. User defined models allow for 

representations of components such as inverters in detail and capturing the response of 

these components in power flow and dynamic simulations. For the feeder modeled in 

detail, it is seen that during unbalanced faults on the feeder, the mutual cable impedances 

for the main three-phase trunk of the feeder result in such equivalent network impedances 

at the fault location that there is a voltage swell observed during the fault on non-faulted 

phases. This voltage swell can cause voltages above 1.2 p.u. and can have detrimental 

impacts on the solar PV generation installed on the feeder as well as on customer devices. 

It is shown that with appropriate control, the solar PV units on the feeder can alleviate 

this voltage swell to some extent, but to completely eliminate the voltage swell other 

interventions might be needed in addition to the advanced inverter controls. 

A framework for distribution-transmission co-simulation has been developed for both 

power flow as well as dynamic simulations. The integrated modeling of the two systems 
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allows the accurate capture of the impact of one system on the other. The co-simulation 

framework and the model at the base operating point have been validated against field 

measurements and the model is found to match well with the field measurements. The 

distribution system is represented using OpenDSS in a three-phase unbalanced detail 

whereas the sub-transmission network is represented in three-sequence domain in 

InterPSS. HELICS software is used for coordinating the co-simulation. The co-simulation 

power flow is further developed as a module that can be implemented on a cloud based 

platform and that can be used as an input for running various analytics modules. 

Using the dynamic co-simulation, the impacts of distribution and sub-transmission faults 

on the combined T&D system are studied. It is found that the distribution and sub-

transmission faults can cause a large amount of solar PV to trip resulting in a loss of 

generation which may persist even after the fault is cleared. In case of faults tripping the 

generation on two of the three phases, such as due to an unbalanced SLG fault on the 

distribution feeder, the post-fault clearance currents at the feeder-head have a very high 

unbalance for high penetration feeders, and may cause ground protection at the feeder-

head to trip the feeder even after clearing the fault due to this unbalance. 

Further, it is found that advanced inverter controls such as volt-VAr are able to improve 

the response to some of the faults and that more aggressive abnormal voltage controls 

with larger ride-through requirements can reduce the amount of solar PV generation 

tripping due to faults. Grid forming inverter controls are also considered in terms of a 

simple grid forming inverter model using a custom OpenDSS user defined model, and a 

preliminary study with this user defined model is conducted. 



128 

Modeling the different feeders in a sub-transmission-distribution network are found to be 

important, since different feeders may have very different fault responses due to the 

differences in the feeder loads and solar PV generation. An aggregate model may not be 

able to capture this different behavior of different feeders. Further, it is found that both in 

steady-state and dynamic simulations, the voltage rise or drop across the secondary 

network is important to accurately capture the voltages seen at the solar PV units and at 

the customer locations and not modeling the secondary network can result in an 

inaccurate assessment of the voltage violations in the feeder as well as the fault response 

of the feeder in terms on the amount of generation tripping due to certain faults. 

7.2 Future Work 

A detailed model of the distribution-sub-transmission network has been created and 

studied in this dissertation. However, a static model is used for the loads. For distribution 

feeders, one of the important dynamic characteristics is the fault induced delayed voltage 

recovery (FIDVR) which occurs because of the single-phase motor loads (installed in 

houses commonly for applications such as air conditioning) stalling during low voltage. 

FIDVR is an important phenomenon considered when the modeling of distribution 

systems in transmission/sub-transmission networks is considered, and one avenue to 

further enhance the systems modeled and studies performed would be to model single-

phase motor loads in the network and study the interactions between the solar PV units 

installed on the system and the motor loads especially during faults for feeders with high 

solar PV penetration. To this end, a suitable motor model is presented in Section 3.7, the 

next steps for this research can be to create a custom user defined model for OpenDSS for 



129 

this motor model and study the impact of motor stalling on the feeder response to faults 

and if the DERs on the distribution network can be utilized to mitigate this impact. 

A simple representation for the grid forming inverters is created in Section 3 and a 

preliminary study of the T&D network with grid forming inverters is reported in Section 

6.6. Grid forming inverters are increasingly looked at as the inverter architecture of the 

future for the systems with a very high penetration of inverter-based resources. There are 

different control architectures to enable a grid forming mode possible. The impact of such 

architectures and different control parameters on the response of the T&D network needs 

to be studied. Further, future works may include studies of special cases involving grid 

forming inverters such as intentional islanding of certain parts of the distribution network 

enabled by these inverters.  

There are several new technologies such as battery storage and electric vehicles which 

are being increasingly considered when the distribution and sub-transmission operation is 

concerned. On one hand, grid-connected battery storage enables grid operators an extra 

resource which can be utilized to combat the adverse impacts of the variability of 

distributed solar PV generation as well as during dynamic events. The operation of 

battery storage considering the distribution-sub-transmission network would add value to 

the grid operator. On the other hand, as more and more people shift to using electric 

vehicles instead of internal combustion engine vehicles, a new type of load is added to 

the network both on the residential level (people charging their cars in their houses) as 

well as larger grid level (charging stations). This would impact the load profiles of the 
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distribution and sub-transmission network and might warrant changes to the network 

operation which can be studied using a T&D co-simulation. 
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