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ABSTRACT

Event identification is increasingly recognized as crucial for enhancing the reliability,
security, and stability of the electric power system. With the growing deployment of Phasor
Measurement Units (PMUs) and advancements in data science, there are promising oppor-
tunities to explore data-driven event identification via machine learning classification tech-
niques. This dissertation explores the potential of data-driven event identification through
machine learning classification techniques.

In the first part of this dissertation, using measurements from multiple PMUs, I pro-
pose to identify events by extracting features based on modal dynamics. I combine such
traditional physics-based feature extraction methods with machine learning to distinguish
different event types. Using the obtained set of features, I investigate the performance of
two well-known classification models, namely, logistic regression (LR) and support vector
machines (SVM) to identify generation loss and line trip events in two datasets. The first
dataset is obtained from simulated events in the Texas 2000-bus synthetic grid. The second
is a proprietary dataset with labeled events obtained from a large utility in the USA. My
results indicate that the proposed framework is promising for identifying the two types of
events in the supervised setting.

In the second part of the dissertation, I use semi-supervised learning techniques, which
make use of both labeled and unlabeled samples. I evaluate three categories of classi-
cal semi-supervised approaches: (i) self-training, (ii) transductive support vector machines
(TSVM), and (iii) graph-based label spreading (LS) method. In particular, I focus on the
identification of four event classes i.e., load loss, generation loss, line trip, and bus fault.
I have developed and publicly shared a comprehensive Event Identification package which
consists of three aspects: data generation, feature extraction, and event identification with
limited labels using semi-supervised methodologies. Using this package, I generate eventful
PMU data for the South Carolina 500-Bus synthetic network. My evaluation confirms that
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the integration of additional unlabeled samples and the utilization of LS for pseudo labeling
surpasses the outcomes achieved by the self-training and TSVM approaches. Moreover, the
LS algorithm consistently enhances the performance of all classifiers more robustly.
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Chapter 1

INTRODUCTION

1.1 Background

Given the increased penetration of intermittent renewable energy sources (e.g., solar and
wind) as well as unconventional loads (e.g. electric vehicles) in the grid, real-time moni-
toring of system operating conditions has become more vital to ensure system reliability,
stability, security, and resilience. Furthermore, power systems are prone to a variety of
events (e.g. line trips and generation loss) and real-time identification of such events en-
hances situational awareness and assists system operators in quickly identifying events and
taking suitable remedial control actions to avert disturbances in a timely manner [1]. How-
ever, power systems are inherently nonlinear with complex spatial-temporal dependencies;
as a result, in many cases, it is not possible to develop accurate and sufficiently low order
dynamical models that can be used to identify each distinct event [2]. This makes real-time
identification of events a challenge.

Extensive research has been carried out on this problem which can be broadly cate-
gorized into traditional model based methods (see e.g., [3, 4, 5, 6]) and the state-of-the-art
data-driven methods which have received considerable critical attention in recent years. The
roots for the increasing significance of data-driven event identification in a wide variety of
power system studies (e.g., monitoring and operation) stem from the following two main
factors:

1) Model-based methods (see e.g., [3, 4, 5, 7]) involve modeling of power system com-
ponents and estimation of the system states. The performance of model based methods
highly depends on the accuracy of dynamic models of the system components (e.g., gener-
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ators, loads, etc.). Given the ongoing integration of renewable energy technologies as well
as unconventional loads with power electronic interfaces, it is difficult to develop accurate
and sufficiently low order dynamical models which in turn limits the practical application
of such methods in real world problems.

2) The increasing deployment of Phasor Measurement Units (PMUs) across the grid.
PMUs provide time-synchronized current and voltage phasor measurements across the grid
at high sampling rates (30–60 samples per seconds) thereby allowing operators to capture
system dynamics with good precision and fidelity [8] which is a huge improvement over su-
pervisory control and data acquisition (SCADA) measurements. The advancements in ma-
chine learning technologies and data science provide invaluable opportunities to investigate
more advanced data-driven based event identification methods. The main advantage of such
methods is their ability to distinguish between different types of power system disturbances
from the collection of high-dimensional spatio-temporally correlated time-synchronized
phasor measurements with high resolution rather than relying on the dynamic modeling
of the power system components.

The first step in any data-driven based event identification scheme is to process the time-
series data to infer information regarding the specific type of an event. Within this perspec-
tive, available literature in the context of event identification can be broadly categorized into
two subgroups depending on whether they rely on the physics of the system to process the
PMU data or not. (i) model-free feature extraction methods: References such as [9, 10, 11]
extract features based on the properties (e.g., volume, rate of change of volume, center co-
ordinates, projection of axes, etc.) of the minimum volume enclosing ellipsoid (MVEE)
which is constructed from the collection of time-series PMU data. Within the same cate-
gory, references [12, 13, 14, 15, 16, 17, 18, 19, 20] are examples of machine learning based
event identification methods that use various model-free feature extraction techniques to
transform the raw time series PMU data or their pruned version (see, for example, [18])
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into numerical features that characterizes different types of events. (ii) physics-based fea-

ture extraction methods: References such as [8, 21, 22, 23] rely on the well-established
signal processing techniques to extract physically interpretable features which can charac-
terize various types of events based on the underlying dynamical behavior of the system.
Well-studied physics-based signal processing methods such as modal analysis for feature
extraction can be directly applied to PMU measurements to detect events. The key idea in
such approaches, often referred to as mode decomposition, is to identify system events by
thresholding the coefficients of some basis functions (see [8, 21, 22] and references therein).
However, due to the diversity of power system events, choosing proper thresholds for differ-
ent scenarios is not an easy task. More recently, purely data-driven classification methods
using PMU measurements has begun to gain traction [24, 25].

Data-driven event identification approaches leverage machine learning and pattern recog-
nition methods to perform statistical inference or decision-making based on available sys-
tem measurements. The majority of existing literature in the context of event identification
[12, 13, 14, 15, 16, 17, 18, 19, 20] belongs to the supervised learning paradigm. These
methods require proper labeled data with detailed event types. However, given the fact that
using expert knowledge for labeling various types of events can be expensive and tedious,
proper labeled eventful PMU data is often scares.

Unsupervised and semi-supervised learning are common practices in machine learning
when dealing with limited or no labeled data. Unsupervised learning aims to infer the under-
lying structure within the unlabeled data. Although they can distinguish between clusters of
events [26, 10, 27, 28, 29, 30], they do not possess the ground truth to associate each cluster
with its real-world meaning. Furthermore, when there is access to even a small amount of
labeled data, supervised learning has been shown to perform better than unsupervised learn-
ing methods [26, 30]. Semi-supervised learning approaches, on the other hand, aim to label
unlabeled data points using knowledge learned from a small number of labeled data points
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which can significantly enhance the performance of a classification task [31]. Reference
[32] uses several state-of-the-art approaches for feature extraction and semi-supervised fea-
ture reduction. Based on [32] relationships between labeled and unlabeled data are mainly
extracted based on three fundamental semi-supervised assumptions as follows:

• Manifold assumption: data can be represented on a low dimensional manifold.

• Cluster assumption: data samples belonging to the same cluster are assumed to be of
a same class.

• Smoothness assumption: samples in the dense regions share the same class label.

Reference [33] presents a framework for event detection, localization, and classification
in power grids based on semi-supervised learning. A pseudo labeling (PL) technique is
adopted to classify events using the convolutional neural network (CNN) backbone with
cross-entropy loss. To overcome the limitations of pseudo labeling and re-training, which
may lead to model homogenization and local minimum trapping, the authors propose inte-
grating distribution alignment and uncertainty measurement techniques to enhance the per-
formance. Distribution alignment normalizes prediction vectors and computes a running
average for unlabeled samples, while uncertainty measurement selectively re-trains high-
precision samples, utilizing the maximum entry of the normalized prediction vectors as an
uncertainty measure. A semi-supervised event identification framework is proposed in [34]
which utilizes a hybrid machine learning-based method to reduce biases of different classi-
fiers. However, their proposed framework merely relies on the self-training semi-supervised
algorithms, and fails to consider the distribution of labeled and unlabeled samples. In [35],
the authors explore the application of deep learning techniques and PMU data to develop
real-time event identification models for transmission networks. This is achieved by lever-
aging information from a large pool of unlabeled events, while also taking into account
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the class distribution mismatch problem. However, the proposed approach for event iden-
tification faces challenges in terms of interpretability due to the extensive parameter space
and non-linearity of the classifiers. In [36, 37], the authors propose HS3M, a novel data-
driven event detection method that combines unlabeled and partially labeled data to address
limitations in supervised, semi-supervised, and hidden structure learning. The approach in-
troduces a parametric dual optimization procedure to enhance the learning objective and
improve event detection accuracy. The learning problem involves optimizing a non-smooth
function that may be convex or concave.

The contribtuions of this study can be broadly categorized into two main parts. The
first part of the study focuses on our proposed framework for event identification in the
supervised setting, while in the second part of the study, we propose a novel semi-supervised
event identification approach to investigate the efficacy of including unlabeled samples on
the performance of two categories of classical semi-supervised approaches. Further details
regarding the specific objectives, methods, and findings of each part are provided in the
following paragraphs.

Event Identification - supervised setting: We first introduce a framework that exploits
the knowledge of the physics of the system to extract features, and subsequently applies ML
techniques to produce a robust classifier from limited but feature-rich training data. Our key
contributions are

• Characterizing events based on a set of features obtained from modal analysis of var-
ious spatio-temporally correlated PMU measurements.

• Determining an optimal subset of features that succinctly describes the system dy-
namics.

• Learning a set of classification models that can identify the type of an event (genera-
tion loss or line trip) using the chosen subset of features.
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An overview of the proposed framework is shown in Fig. 1.1. In Step 1, using the fact
that temporal effects in a power system event are driven by the interacting dynamics of the
system components, we use mode decomposition as the framework with which to extract
features. Considering the robustness of matrix pencil method (MPM) against noise [38, 39],
we use it as the main tool to perform mode decomposition. Using different channels of
PMU measurements (magnitudes and angles for positive sequence voltages and currents,
and frequency) obtained from multiple PMUs, we apply multi-signal matrix pencil method
(MSMPM) to find a single set of modes that best represent the underlying dynamical behav-
ior of the system. Using this approach, one can obtain a characterization of power system
events as a set of features, e.g., via angular frequencies, damping factors, and the corre-
sponding residues. However, extracting features using all channels of PMU measurements
across multiple PMUs will inevitably lead to a high-dimensional feature set, and thus, a key
question is to determine which subset of these features can guarantee accurate classification
performance.

PMU 𝟏

PMU 𝒎

PMU 𝟏

PMU 𝒎

1 𝑁

Sample

𝑛… …
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Other 
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(ii) Keep the residues of 𝑚′out of 𝑚 PMUs with the 

largest residue magnitudes

𝝓𝒋 ∈ ℝ𝒅 Feature Selection

(filter method)
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►MSMPM: Multi-signal matrix pencil method  

PMU
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𝝓′𝒋 ∈ ℝ𝒅′

Figure 1.1: Overview of the proposed event identification framework

Our goal in Step 2 is to avoid overfitting while ensuring that multiple events can be
distinguished by the same set of sufficient features. Common statistical approaches for
selecting features include filter methods, wrapper methods, and embedded methods [40].
Wrapper methods interface with a classification model in an iterative manner, choosing
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the features that most improve the performance of a classification model on a certain set
of training dataset. Embedded methods involve integrating the feature selection algorithm
with the classification model [40]. Filter methods use statistical measures to score the de-
pendence between the features and target variable and select the most relevant features with
the highest scores. Since filter methods in contrast with wrapper and embedded methods,
are independent from classification models, they are computationally inexpensive and are
more efficient for real time applications. Thus, due to its ease of analysis, we use filter
methods in order to choose the best subset of features.

Finally, using the extracted features via steps 1 and 2, in Step 3 we investigate the per-
formance of two well-known classification models, namely, logistic regression (LR) and
support vector machine (SVM) with radial basis function (RBF) in identifying generation
loss and line trip events. We use two datasets, one synthetic and one real, to evaluate the
performance of each classifier. The synthetic dataset is obtained by simulating generation
loss and line trip events in the Texas 2000-bus synthetic grid [41] using the power system
simulator for engineering (PSSⓇE). The proprietary dataset is obtained from a large utility
in the USA involving measurements from nearly 500 PMUs. It includes a total number of
70 labeled events (i.e., 23 generation loss and 47 line trip events). As detailed in Chapter
4, our results on both real and simulated datasets indicate that the proposed framework is
promising for identifying the two types of events.

Event Identification - semi-supervised setting:

The existing literature on neural network-based event identification methods is marked
by certain limitations and challenges. These encompass restricted interpretability in fea-
ture extraction, elevated computational intricacy, and the necessity for meticulous param-
eter calibration. Moreover, it is worth noting that, to the best of the authors’ knowledge, a
thorough investigation into the ramifications arising from the initial distribution of labeled
and unlabeled samples has not been undertaken. This study introduces a semi-supervised
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event identification framework to explore the potential benefits of incorporating unlabeled
samples in enhancing the performance of the event identification task. To this end, we thor-
oughly investigate and compare the performance of various semi-supervised algorithms,
including: (i) self-training with different base classifiers (i.e., support vector machine with
linear kernel (SVML) as well as with radial basis function kernel (SVMR), gradient boost-
ing (GB), decision trees (DT), and k-Nearest Neighbors (kNN)), (ii) transductive support
vector machines (TSVM), and (iii) graph-based label spreading (LS) to explore their ef-
fectiveness. We chose these classical semi-supervised models for two primary reasons:
firstly, the wide array of proposed semi-supervised classification algorithms in the past two
decades (see, [42], and references therein) necessitates a comprehensive understanding of
which models are most suitable and efficient for event identification; and secondly, they pro-
vide a more clear illustration and intuition of the impact of incorporating unlabeled samples
compared to more advanced methods. Although there may not be a one-size-fits-all solu-
tion, each method has its own advantages and disadvantages, and it is important to evaluate
their suitability. Notably, our experiments consistently illustrate the superior performance
of the graph-based LS method compared to other approaches. Even in worst-case scenarios
where the initial distribution of labeled and unlabeled samples does not necessarily reflect
the true distribution of event classes, the graph-based LS method stands out in robustly
and significantly enhancing event identification performance. Our key contributions are as
follows:

• Introduction of a semi-supervised event identification framework that leverages phys-
ically interpretable features derived from modal analysis of PMU data.

• Thorough exploration of the influence of the initial distribution of labeled and unla-
beled samples, along with the quantity of unlabeled samples, on the efficacy of diverse
semi-supervised event identification techniques.

8



• Development of an all-inclusive Event Identification package 1 comprising of an
event generation module based on the power system simulator for engineering (PSSⓇE)
Python application programming interface (API), a feature extraction module utiliz-
ing methodologies from our previous research [43], and a semi-supervised classifica-
tion module.

1.2 Outline of Thesis

The Thesis is structured as follows: Chapter 2 provides a brief introduction to modal
analysis and MPM. Chapter 3 presents the proposed event identification framework in the
supervised setting, feature extraction and selection techniques, and simulation results based
on different feature selection methods. In Chapter 4, our proposed semi-supervised event
identification framework and the simulation results are presented. The concluding remarks
and future work are discussed in Chapter 5.

1https://github.com/SankarLab/PSMLEI-public
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Chapter 2

FEATURE EXTRACTION AND ENGINEERING OF PMU TIME SERIES DATA

The first step in identifying a system event from PMU data is to extract the relevant fea-
tures from the data stream. Due to the high sampling rate of the PMU data, one could plug in
the raw data into a machine learning model. However, it is advantageous to use a set of de-
lineating features that are likely to contain information regarding the event type (henceforth
referred to as event class). Using the fact that temporal effects in a power system are driven
by the interacting dynamics of system components, we propose to use mode decomposition
as the framework with which to extract features. More specifically, we assume that each
PMU data stream after an event consists of a superposition of a small number of dominant
dynamic modes. Thus, the features will be the frequency and damping ratio of these modes,
as well as the residual coefficients indicating the quantity of each mode present in each data
stream. Note that to ensure an accurate estimation of the modes, we use the detrended PMU
measurements prior to any modal analysis [44].

Several modal analysis techniques such as MPM, Prony analysis and dynamic mode
decomposition [45, 46] have been proposed in literature. Relying on earlier observations
that MPM is more robust to noise relative to the above mentioned methods, we will use
MPM as the mode decomposition technique. In general, every PMU has multiple measure-
ment channels, including positive sequence voltage magnitude (VPM) and corresponding
angle (VPA), positive sequence current magnitude (IPM), and corresponding angle (IPA),
and frequency (F). Furthermore, multiple PMUs across the grid can capture the dynamic
response of the system after an event through different measurement channels. Therefore,
for a chosen measurement channel, we will use the MSMPM to obtain one optimum set
of mode estimates which can accurately represent the underlying dynamic behavior of the
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system [38].
Oftentimes only a small number of modes are triggered after an event. In a noise-free

system, it is fairly easy to extract these modes. However, in a noisy system, there exist
many other low energy modes that are more likely related to the minor noise variations and
can make the identificaiton of the events harder. To ensure accurate classifiers we use the
low rank approximation of the Hankel matrix constructed from PMU measurements which
allows (i) reducing the effect of noise on the accuracy of mode estimation, and (ii) extracting
a small number of dominant modes from noisy PMU measurements.

So in Section 2.1, we briefly explain modal analysis as a method to capture signatures
of an event. Then we discuss the background and theory behind single signal and multi-
signal MPM in Section 2.2. Finally, in Section 2.3, we discuss the low rank approximation
of the Hankel matrix obtained from PMU measurements to estimate the sufficient number
of dominant modes.

2.1 Modal Representation of PMU Measurements

Consider an electric grid with 𝑚 installed PMUs. Recall that each PMU has multiple
channels through which we can obtain different types of measurements relative to the bus
where the PMU is installed. For the sake of clarity, we focus on one channel (e.g., VPM).
Let 𝑦𝑖(𝑛) ∈ ℝ, 𝑖 = 1,… , 𝑚, and 𝑛 = 0,… , 𝑁 − 1, denote the VPM measurement obtained
from 𝑖th PMU at sample 𝑛 with a sampling period of 𝑇𝑠. We assume that 𝑦𝑖(𝑛) after an event
consists of a superposition of 𝑝 common damped sinusoidal modes as

𝑦𝑖(𝑛) =
𝑝
∑

𝑘=1
𝑅(𝑖)

𝑘 × (𝑍𝑘)𝑛 + 𝜖𝑖(𝑛), 𝑖 = 1,… , 𝑚 (2.1)

where 𝜖𝑖(𝑛) represents the noise in the 𝑖th PMU measurement and 𝑍𝑘 is the 𝑘th mode associ-
ated with the event. We represent each mode as 𝑍𝑘 = exp

(

𝜆𝑘𝑇𝑠
) where 𝜆𝑘 = 𝜎𝑘 ± 𝑗𝜔𝑘 and

𝜎𝑘 and 𝜔𝑘 are the damping factor and angular frequency of the 𝑘th mode, respectively. Fur-
thermore, residue 𝑅(𝑖)

𝑘 corresponding to each mode 𝑘 and 𝑖th PMU measurement is defined
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by its magnitude |𝑅(𝑖)
𝑘 | and angle 𝜃(𝑖)𝑘 . Note from (4.1) that for all 𝑚 PMU measurements,

there is a single set of modes (i.e., {𝑍𝑘}
𝑝
𝑘=1). However, the corresponding residue of each

mode will be distinct for each PMU measurement.
Let 𝐘(𝑖) = [𝑦𝑖(0),… , 𝑦𝑖(𝑁 − 1)]𝑇 ∈ ℝ𝑁 , 𝐑(𝑖) = [𝑅(𝑖)

1 , ..., 𝑅
(𝑖)
𝑝 ]

𝑇 ∈ ℝ𝑝, and 𝐙 =

[𝑍1,… , 𝑍𝑝]𝑇 . We define 𝐙(𝑁) ∈ ℝ𝑝×𝑁 as the Vandermonde matrix of the modes, 𝐙,
as

𝐙(𝑁) =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1 𝑍1 ⋯ 𝑍𝑁−1
1

1 𝑍2 ⋯ 𝑍𝑁−1
2

⋮ ⋮ ⋱ ⋮

1 𝑍𝑝 ⋯ 𝑍𝑁−1
𝑝

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
𝑝×𝑁

(2.2)

Then (4.1), in the absence of noise can be written in compact form as

𝐙(𝑁)𝑇𝐑(𝑖) = 𝐘(𝑖) (2.3)

Once the modes, 𝐙, are estimated, the corresponding residues 𝐑(𝑖) for each PMU measure-
ment stream, 𝑖 = 1,… , 𝑚, can be obtained by solving (2.3).

2.2 Multi-Signal Matrix Pencil Method

As mentioned earlier, considering the robustness of MPM against noise, it will be used
as the main tool to estimate the parameters of (4.1). The MPM involves constructing the
Hankel matrix over a block of 𝑁 samples obtained from the 𝑖th PMU as

𝑖 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

𝑦𝑖(0) 𝑦𝑖(1) ⋯ 𝑦𝑖(𝐿)

𝑦𝑖(1) 𝑦𝑖(2) ⋯ 𝑦𝑖(𝐿 + 1)

⋮ ⋮ ⋱ ⋮

𝑦𝑖(𝑁 − 𝐿 − 1) 𝑦𝑖(𝑁 − 𝐿) ⋯ 𝑦𝑖(𝑁 − 1)

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
(𝑁−𝐿)×(𝐿+1)

(2.4)
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where 𝐿 is the pencil parameter. We choose 𝐿 = 𝑁∕2, since it is known that this will
result in the best performance of the MPM in a noisy environment (i.e., the attainment of a
variance close to the Cramer-Rao bound)[38].

Using (2.4), let (1)
𝑖 and (2)

𝑖 be the matrices consisting of the first and last 𝐿 columns
of 𝑖, respectively. In a noise free setting , as a consequence of (4.1), we can write (1)

𝑖 and
(2)

𝑖 as

(1)
𝑖 = 𝐙(𝑁 − 𝐿)𝑇𝐑(𝑖)

𝐷𝐙(𝐿) (2.5a)
(2)

𝑖 = 𝐙(𝑁 − 𝐿)𝑇𝐑(𝑖)
𝐷𝐙𝐷𝐙(𝐿) (2.5b)

where
𝐙𝐷 = diag(𝑍1, 𝑍2, ..., 𝑍𝑝), (2.6)

𝐑(𝑖)
𝐷 = diag(𝑅(𝑖)

1 , 𝑅
(𝑖)
2 , ..., 𝑅

(𝑖)
𝑝 ). (2.7)

Then, the matrix pencil is defined as

(2)
𝑖 − 𝜆(1)

𝑖 = 𝐙(𝑁 − 𝐿)𝑇𝐑(𝑖)
𝐷 (𝐙𝐷 − 𝜆𝐈)𝐙(𝐿) (2.8)

and from (2.8), it is clear that for any 𝜆 = 𝑍𝑘, 𝑘 = 1,… , 𝑝, the 𝑘th row of 𝐙𝐷 − 𝜆𝐈 becomes
zero and the rank of (2)

𝑖 − 𝜆(1)
𝑖 is reduced by one. Therefore, the parameters {𝑍𝑘}

𝑝
𝑘=1 are

the generalized eigenvalues of the matrix pair ((2)
𝑖 ,(1)

𝑖 ) [47].
The matrix pencil method described above, which focuses on the measurements ob-

tained from a single PMU, may be extended to find a single set of modes which best rep-
resent the underlying dynamical behavior of a set of measurements obtained from multiple
PMUs. This is done by vertically concatenating Hankel matrices 1,… ,𝑚 corresponding
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to each PMU measurements over a block of 𝑁 samples as

𝐇 =

⎡

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎢

⎣

1

⋮

𝑖

⋮

𝑚

⎤

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎥

⎦

⏟⏟⏟
𝑚(𝑁−𝐿)×(𝐿+1)

(2.9)

and the same method which is used for a single measurement stream (see (2.5) to (2.8)) is
applied to the matrix 𝐇 to identify a set of modes {𝑍𝑘}

𝑝
𝑘=1. Finally, we find the residues

corresponding to each mode 𝑘 and 𝑖th PMU measurements by solving (2.3).

2.3 Model Order Approximation

Following the assumption that PMU measurements after an event can be represented as
a superposition of 𝑝 dynamic modes and considering the fact that only a small number of
modes are enough to represent the underlying dynamical behavior of the system (𝑝 ≪ 𝐿),
one can show that rank(𝐇) = 𝑝 for noise free PMU measurements [48]. However, in practice
PMU measurements are noisy and rank(𝐇) > 𝑝. In this case, for a given 𝑝, we can partly
eliminate the noise by using the singular value decomposition (SVD) to find the rank 𝑝

approximation of𝐇, denoted as𝐇𝑝. The approximation𝐇𝑝 results from keeping the 𝑝 largest
singular values of𝐇 (the remaining singular values are replaced by zero). Using𝐇𝑝 in MPM
also provides minimum variance in the estimation of modes in noise-contaminated PMU
measurements (we refer readers to [49, 50] for a comprehensive study of MPM performance
in the presence of noise in the PMU measurements).

In practice, however, the parameter 𝑝 is not known. A reliable way to approximate 𝑝 in
(4.1) is to find the best 𝑝 over all the events in our dataset. To this end, we define the rank
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𝑝 approximation error of 𝐇 as
𝐸𝑝 =

‖𝐇 −𝐇𝑝‖𝐹

‖𝐇‖𝐹
(2.10)

where ‖𝐇‖𝐹 is the Frobenius norm of the matrix 𝐇. Furthermore, to verify that the es-
timated value of parameter 𝑝 is sufficient for capturing the underlying dynamics of the
system, we evaluate the reconstruction error of each PMU measurements, denoted as 𝐸𝑖,
𝑖 = 1,… , 𝑚, as

𝐸𝑖 =
‖𝐘̂(𝑖) − 𝐘(𝑖)

‖

‖𝐘(𝑖)
‖

(2.11)

where 𝐘(𝑖) is the original measurement stream and 𝐘̂(𝑖) is the reconstructed one based on the
mode decomposition.

Using the equations (2.10) and (2.11), the value of the parameter 𝑝 is determined such
that it ensures both 𝐸𝑝 and 𝐸𝑖 (obtained from various PMU channels) are less than a pre-
defined threshold for all the events in the dataset. Throughout the report, we consider that
this threshold is 1%.

To characterize the dynamic response of the power system after an event, modal anal-
ysis is conducted on each PMU channel (i.e., VPM, VPA, IPM, IPA, and F) obtained from
multiple locations across the grid. For instance, using VPM channel measurements from 𝑚

PMUs, we obtain a set of features consisting of 𝑝 angular frequencies, 𝑝 damping factors
and the corresponding magnitude and angle of the residues for each of the 𝑚 PMUs and 𝑝

modes. Although mode decomposition is meant to focus on only the physically meaningful
features of the dataset, there are still simply too many of them (𝑚 ≈ 500 and 𝑝 = 6 in our
dataset). To avoid overfitting while ensuring that multiple events can be distinguished by
the same set of features, a necessary pre-processing step is to select relevant and most in-
formative features. To this end, we propose a two-step approach to reduce the features into
a more manageable number. In the first step, we select a subset of features by removing the
redundant modal information present in the complex conjugate modes and eliminating the
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smallest residue magnitude to construct a vector of features that characterizes the dynamic
response of the system after an event. The second step is to select the most informative and
relevant features using a filter method. The details are provided in the following subsections.

2.4 Constructing the Feature Vector

As discussed in Chapter 2.3, parameter 𝑝 represents the number of dominant modes in
the PMU data streams and can be obtained by finding the best rank 𝑝 approximation of
𝐇. Based on our simulation results, we consider 𝑝 = 6 is sufficient to ensure the accuracy
and robustness of the estimated modes against noise (see Section. 3.2 for more details). In
general, these modes can be real or complex conjugate pairs. In our dataset, typically these
modes are complex conjugates (i.e., 3 complex conjugate pairs, yielding 6 modes in total).
In order to remove redundant modal information present in the complex conjugate modes,
we only keep one mode from each pair. Then, we choose 𝑝′ = 𝑝∕2 where 𝑝′ is the number
of distinct modes that will be used in the vector of features of each event. However, for a
small portion of the events, modal analysis may result in different combinations of real and
complex conjugate modes. For example, if 𝑝 = 6, we could obtain 2 complex conjugate
modes and 2 real modes for 4 distinct modes in total. In that case, we need to specify the
number of modes that are used for feature selection, such that we obtain the same number
of features for all the events. Since the residue coefficients indicate the quantity of each
mode present in each PMU data steam, if there are any real modes in decomposition, we
sort the modes based on their average residue across all the PMUs and we choose 𝑝′ = 𝑝∕2

modes with the largest average residues to be included in the vector of features. (The average
residue corresponding to the 𝑘th mode is 1

𝑚

∑𝑚
𝑖=1 |𝑅

(𝑖)
𝑘 |.) Moreover, since only a small portion

of the PMUs (𝑚′ < 𝑚) capture the dynamic response of the system after an event, we only
keep the residues of 𝑚′ PMUs with the largest magnitudes in the vector of features.

Using the VPM channel measurements obtained from multiple PMUs, we define a row
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vector of features, VPM, as follows:

VPM =[{𝜔𝑘 ∶ 𝑘 = 1,… , 𝑝′}, {𝜎𝑘 ∶ 𝑘 = 1,… , 𝑝′},

{|𝑅(𝑖)
𝑘 | ∶ 𝑖 = 1,… , 𝑚′, 𝑘 = 1,… , 𝑝′}

{𝜃(𝑖)𝑘 ∶ 𝑖 = 1,… , 𝑚′, 𝑘 = 1,… , 𝑝′}]

(2.12)

which consists of 𝑝′ angular frequencies, 𝑝′ damping factors and the corresponding magni-
tude and angle of the residues for each of the 𝑚′ PMUs (with the largest residue magnitudes)
and 𝑝′ modes.

To make a meaningful comparison of the features, it is important to sort them consis-
tently across all the events. We sort the modes based on their average residue across all
the 𝑚′ PMUs. In our notation in (4.2), 𝑘 = 1 represents the mode with the largest average
residue and 𝑘 = 𝑝′ represents the mode with the smallest average residue. Moreover, for
a given mode 𝑘, the residues for different PMUs, 𝑖 = 1,… , 𝑚′, are sorted in a descending
order based on the magnitude of their residues, |𝑅(𝑖)

𝑘 | and we use the same order to sort the
corresponding 𝜃(𝑖)𝑘 . Note that, for each mode, we do not expect that the same PMU to always
have the largest residue. Thus, the same PMU could be represented using a different index.

In a similar manner, we obtain the set of features corresponding to other PMU channels,
i.e., VPA, IPM, IPA, and F. Then each event 𝑗 can be described as a vector of features as

𝝓𝑗 = [VPM,VPA,IPM,IPA,F]𝑇 (2.13)

where each 𝑠, 𝑠 ∈ {VPM, VPA, IPM, IPA, F} consists of the modal analysis results cor-
responding to the selected PMU channel. Hence, assuming 𝑛𝑐ℎ represents the number of
channels at a PMU that are used for modal analysis, each event 𝑗 can be described as a set of
𝑑 features 𝝓𝑗 = [𝜑1,… , 𝜑𝑑]𝑇 ∈ ℝ𝑑 , where 𝑑 = 2𝑛𝑐ℎ(𝑝′ + 𝑚′𝑝′). For instance, for 𝑚′ = 25,
𝑝′ = 3, and using 𝑛𝑐ℎ = 5 channels, we obtain a total of 𝑑 = 780 features. When the
number of labeled events is small (e.g., 70 labeled events in our proprietary dataset) which
is typically the case in practice, a 780-dimensional feature set can be extremely large.
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2.5 Feature Selection Using Filter Methods

Filter methods employ some measure of dependence between a feature and the event
class to rank the features, and retain only the top ranked features. As the measure of de-
pendence, various statistical tests, including one-way analysis of variance F-value test, sure
independence screening, mutual information, Pearson correlation, and Kendall correlation
have been used in literature [40]. Given that we are focusing on a classification setting,
we are interested in determining the correlation between numerical features and a categor-
ical target variable. To this end, we use F-value test (F)[51], sure independence screening
(S)[52], and mutual information (M) [53] to quantify the correlation between features and
the target variable. We use the off-the-shelf packages in Python to estimate the mutual in-
formation between discrete and continuous variables based on the nearest neighbor method
(see [53] for more details).

As detailed in 2.4, each event 𝑗 can be described as a set of 𝑑 features𝝓𝑗 = [𝜑1,… , 𝜑𝑑]𝑇 ∈

ℝ𝑑 and a label 𝜉𝑗 which describes the class of the event (i.e., line trips and generation
loss events are labeled as 0 and 1, respectively). We define our dataset, 𝐷 = {𝝓𝑗 , 𝜉𝑗}

𝑁e
𝑗=1

where 𝑁e is the total number of labeled events. We use the Z-score to normalize our
dataset [54]. Then we split the dataset into a training dataset with 𝑁tr samples and a
test dataset with 𝑁te samples, denoted as 𝐷train and 𝐷test, respectively. In a standard filter
method, we compute the correlation of each feature 𝜑𝑖, 𝑖 = 1,… , 𝑑 and the target variable,
𝚵 = [𝜉1,… , 𝜉𝑗 ,… , 𝜉𝑁tr]

𝑇 ∈ {0, 1}𝑁tr in the training dataset. Then we sort the features based
on their correlation measure and then keep the 𝑑′ features with the highest correlation.

However, due to the small number of samples, we need a more robust way of choos-
ing the features. Therefore we will rely on a well-known approach in machine learning,
bootstrapping. Bootstrapping is a technique of sampling with replacement to create multi-
ple datasets from the original dataset, thereby selecting the most informative features with
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𝑫𝐭𝐫𝐚𝐢𝐧

𝐷train
(1)

𝐷train
(2)

𝐷train
(𝐵𝑠)

𝜋1
(1)

… 𝜋𝑑
(1)

𝜋1
(2)

… 𝜋𝑑
(2)

𝜋1
(𝐵𝑠) … 𝜋𝑑

(𝐵𝑠)

⋮ ⋱ ⋮

[Π1 … Π𝑑]

Select 𝑑′ features with 

highest 𝛱𝑖 , 𝑖 = 1, …𝑑

Bootstrapped 

datasets
Correlation measure of each feature in 

each bootstrapped dataset

Find the 95th percentile

Figure 2.1: Overview of the feature selection step

some degree of statistical confidence. Note that the size of each bootstrapped dataset is the
same as the original dataset.

The overview of feature selection step is shown in Fig. 2.1. The process begins by
constructing 𝐵𝑠 bootstrapped datasets, denoted as 𝐷(𝑏)

train, 𝑏 = 1,… , 𝐵𝑠, from the original
training dataset, 𝐷train. We define, 𝜋(𝑏)

𝑖 as the correlation measure of feature 𝜑𝑖 and target
variable 𝚵 over the 𝑏th bootstrap samples. In order to robustly find a subset features, we
compute the 95th percentile of the correlation measures of each feature over the 𝐵𝑠 boot-
strapped datasets and select 𝑑′ features with the highest 95th percentiles. Using the selected
𝑑′ features, we obtain a reduced order training dataset, denoted as 𝐷′

train.
We will also use bootstrapping for the classification (see Section 3.1). We have done

extensive experiments without bootstrapping which confirms the advantage of using it for
both feature selection as well as the classification. In the interest of clarity, we did not
include those results in this report.
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Chapter 3

EVENT IDENTIFICATION IN SUPERVISED SETTING

3.1 Proposed Event Identification Framework

The final step in our proposed framework for event identification is to use the subset
of features (as described in Sections 2.4 and 2.5) to learn a classification model by finding
decision boundaries between various event classes in the feature space. With any ML model,
there is a tradeoff inherent in the choice of complexity of the classification model. A simpler
model may be more easily interpreted and is less likely to encounter overfitting problems
whereas a more complex model may be more capable of uncovering subtle characteristics
of the underlying phenomena and may thereby perform better. Therefore, to investigate the
impact of the model complexity on the accuracy of event classification, two well-known
classifiers, namely, LR and SVM with RBF kernels are used to identify the two classes of
events in our dataset (we refer readers to [54] for details of the two classification models).
The LR is a relatively simple model compared to the SVM with RBF kernels.

In order to validate the performance of each classification model, we split the dataset
into a training and a test datasets. All the filter methods are implemented on the training
dataset to find the most relevant and informative subset of features and obtain reduced order
training and test datasets, denoted as𝐷′

train and𝐷′
test, respectively. Due to the limited number

of labeled generation loss and line trip events, we again use the bootstrap technique as a tool
for assessing statistical accuracy. Using bootstrap sampling helps to address the problem
of limited training samples and therefore justifies using the test data for validation of spe-
cific parameters, namely, the number of features to pick and the choice of the classification
model.
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Figure 3.1: Overview of the model validation (𝐷′
train, and𝐷′

test are reduced order training and
test data, respectively. 𝐶 (𝑖): learned model from the 𝑖th bootstrapped reduced order training
data.)

Using the reduced order training dataset, 𝐷′
train, we generate 𝐵𝑐 reduced order boot-

strapped datasets, denoted as 𝐷′(𝑏)
train, 𝑏 = 1,… , 𝐵𝑐 , to learn a classification model, 𝐶 (𝑏), and

classify the events in the 𝐷′
test. To evaluate the performance of a chosen classifier (for exam-

ple, LR), we use the area under curve (AUC) of the receiver operator characteristic (ROC),
which characterizes the accuracy of the classification for various discrimination thresholds
[40]. (The discrimination threshold determines the probability at which the positive class
is chosen over the negative class.) The ROC plot shows the relation between the true pos-
itive rate and the false positive rate at various threshold settings. The ROC AUC value is
bounded between 0 and 1. The closer AUC to 1, the classifier has a better ability to classify
the events. To quantify the accuracy of the learned classifier on the test dataset, we compute
the average AUC, and the corresponding 5th and 95th percentiles of the AUC values over
all the bootstrapped datasets. The aforementioned steps are summarized in Fig. 3.1.

3.2 Simulation Results

In order to evaluate the performance of the proposed framework for event identifica-
tion, two different datasets are considered in this study. The first one is obtained from the
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dynamic simulation of line trip and generation loss events in the Texas 2000-bus synthetic
grid [41] using the power system simulator for engineering (PSSⓇE). The second dataset is
a proprietary dataset with labeled generation loss and line trip events obtained from a large
utility in the USA involving measurements from nearly 500 PMUs.

In the remainder of the section, we present our results for each dataset including: (i)
the sufficient number of distinct modes, 𝑝′, using the measurements obtained from different
PMU channels, (ii) the reconstruction error of the PMU measurements using modal infor-
mation obtained from MSMPM, and (iii) the performance of LR and SVM in identifying
the events using the subset of features (as explained in Chapter 3).

3.2.1 Case 1: Synthetic Dataset

In order to generate synthetic PMU data with labeled events, we use the PSSⓇE dynamic
data of the the Texas 2000-bus synthetic grid [55]. The single line diagram of the Texas
2000-bus system is shown in Fig. 3.2.

We allow the system to be in the normal operation condition for 1 second. Then, we
apply a line trip or generation loss at time 𝑡 = 1 and run the dynamic simulation to 𝑡 = 20

seconds. The simulation time step for dynamic simulations is set to 0.0083 secs. In order to
collect data at a rate of 30 sample/sec (PMU sampling rate), we record the measurements at
each 0.033∕0.0083 ≈ 4 time steps. We assume that 95 of the 500 kV buses (which are cho-
sen randomly) across the grid are equipped with PMU devices. We generate a total number
of 800 events including 400 generation loss and 400 line trip events. For each event class,
200 events are simulated under the normal loading and 200 with 80% of normal loading.
Since PSSⓇE does not have any channel to directly measure the branches currents, only
VPM, VPA, and F channels are used for extracting the features from the PMU measure-
ment. To capture the dynamic response of the system, we use 𝑁 = 300 samples after the
exact start of an event.
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Figure 3.2: The single line diagram of the Texas 2000-bus synthetic grid.

To evaluate the performance of the classification models, we split our synthetic data
into training and test datasets with 600 and 200 samples, respectively. The training dataset
is used for feature engineering and learning the models and the test dataset is only used for
evaluation and comparison of the models.

Using the VPM measurements obtained from 95 PMUs after a line trip event, we con-
struct the matrix 𝐇 based on (2.4). In Fig. 3.3, we illustrate the rank 𝑝 approximation error
of the matrix𝐇 that is given by (2.10). The matrix𝐇 is constructed over a block of 𝑁 = 300

samples after the exact start time of the event with the pencil parameter of 𝐿 = 150. Ob-
serve that if one chooses a threshold of 1% for the approximation error, then we only require
𝑝 = 6 largest singular values; this is the case for all the events in our synthetic dataset.

Fig. 3.4 illustrates the envelope of the reconstruction error of all the PMU measurement
streams (that are obtained from VPM channel) in the synthetic dataset. The average recon-
struction error of the PMUs over all the events in our dataset is less than 1%. As detailed in
the Section 2.3, this implies that using 𝑝 = 6 modes is sufficient for capturing the underlying
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Figure 3.3: Rank 𝑝 approximation error of the matrix 𝐇 (which is obtained from VPM
measurements from 95 PMUs after a line trip event) for different values of 𝑝.

Figure 3.4: Envelope of the reconstruction error of all the PMU measurement streams that
are obtained from VPM channel after 800 events in our dataset. Red, gray, and green lines
represent the minimum, average and maximum reconstruction error, respectively.

dynamics of the system after an event.
As discussed in Section 2.4, to remove the redundant information present in the complex

conjugate modes, we use 𝑝′ = 3 distinct modes in the vector of features for each event.
Furthermore, to determine the parameter 𝑚′, we use the normalized residue for each PMU
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with respect to the one with the largest magnitude and pick the smallest number of PMUs for
which more than 95% of the PMUs are less than a certain threshold. Based on this approach,
we choose 𝑚′ = 20 PMUs to capture the most significant residues in our synthetic dataset.
Therefore, considering 𝑝′ = 3, 𝑚′ = 20, and 𝑛𝑐ℎ = 3, each event in the synthetic dataset is
characterized using 𝑑 = 378 features. Then, we generate 𝐵𝑠 = 200 bootstrapped datasets
from the original training dataset to retain the features with the highest correlation.
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Figure 3.5: Performance of the classification models (a) LR, and (b) SVM in terms of av-
erage AUC over 𝐵𝑐 = 200 bootstrapped datasets with respect to the number of selected
features in the synthetic dataset.

Figure 3.5 shows the performance of the classification models, namely, (a) LR, and
(b) SVM in terms of average AUC over 𝐵𝑐 = 200 bootstrapped datasets with respect to
the number of selected features. The selected features are the ones with the highest 95th
percentiles obtained from various correlation measures (i.e., F, S, and M as detailed in
Section 2.5). To further elaborate the performance of each classifier, using a subset of 6 to
15 features obtained from various correlation measures, the average AUC score as well its
corresponding 5th and 95th confidence intervals are shown in Fig. 3.6.
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Figure 3.6: Performance of the classification models (a) LR, and (b) SVM in terms of the
average AUC with respect to the number of selected features in the synthetic dataset. The
error bars represent the 5th and 95th percentiles of the AUC scores.

Based on the simulation results, using the mutual information as the correlation measure
to select a subset of features will result in a better performance of both classifiers. This is
due to the fact that F-value and sure independence screening only consider the linear depen-
dence of the features with the target variable whereas mutual information can also capture
non-linear dependencies. The selected features include the angular frequency and first few
residue magnitudes corresponding to the first mode of the VPM, VPA, and F measurement
channels. Furthermore, it is clear that SVM with RBF kernel has a slightly better perfor-
mance than LR in identifying the two classes of the events in our synthetic dataset. It is also
clear that using a subset of about 10 features obtained from mutual information will result in
the best performance of both classifiers. The error bars represent the 5th and 95th percentile
of the AUC scores over 𝐵𝑐 bootstrapped datasets and are an indication of the robustness of
each learned classifier.
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3.2.2 Case 2: Proprietary Datset

To further investigate the performance of our proposed framework, we use a proprietary
PMU data obtained from a large utility in the USA involving measurements from nearly
500 PMUs. A total of 70 labeled events including 23 generation loss and 47 line trip events
are used in this study. To characterize the dynamic response of the system after an event,
VPM, VPA, IPM, IPA, and F measurement channels from multiple PMUs over a block
of 𝑁 = 300 samples (after the exact start time of the event) are used for extracting the
features as discussed in Section 2.4. The envelope of the reconstruction error of all the
PMU measurement streams (that are obtained from VPM channel) in the synthetic dataset.
Fig. 3.7 illustrates that using 𝑝 = 6 modes, the average reconstruction error of the PMUs
over all the events in our real dataset is less than 1%. Using the same approach that is used
in case 1, the parameters 𝑝′ = 3 and 𝑚′ = 25 are used to construct the vector of features for
each event, thereby obtaining a total number of 𝑑 = 780 features.

Figure 3.7: Envelope of the reconstruction error of all the PMU measurement streams for
70 events. Red, gray, and green lines represent the minimum, average and maximum recon-
struction error, respectively.
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Figure 3.8: Performance of the classification models (a) LR, and (b) SVM in terms of av-
erage AUC over 𝐵𝑐 = 200 bootstrapped datasets with respect to the number of selected
features in the real dataset.

A total number of 42 events are included in the training dataset. The same number of
𝐵𝑠 = 200 bootstrapped datasets are used for feature selection and the final evaluation of
the models. The performance of each classifier in terms of the average AUC scores are
shown in Fig. 3.8. Further, the 5th and 95th percentiles of the AUC scores over 𝐵𝑠 = 200

bootstrapped datasets are shown in Fig. 3.9.
The best performance of the both classifiers are obtained using a subset of 11 features

that are selected based on the mutual information. An interesting observation is that in both
case studies, the angular frequency and first few residue magnitudes corresponding to the
first mode of VPM, VPA and F measurement channels are included in the subset of the
selected features obtained from mutual information.

Compared to the synthetic dataset, the performance of the classification models in the
real dataset have lower accuracies with wider confidence intervals. Possible reasons for
this include (i) the limited number of events (70 labeled events), and (ii) variable system
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Figure 3.9: Performance of the classification models (a) LR, and (b) SVM in terms of the
average AUC with respect to the number of selected features in the real dataset. The error
bars represent the 5th and 95th percentiles of the AUC scores.

operating conditions as the data was collected over 3 years. Furthermore, in contrast to our
simulation results for the synthetic dataset, the learned LR model demonstrates a slightly
better performance compared to the learned SVM with RBF kernels model. This is most
likely because SVM significantly increases the model complexity and given the small num-
ber of samples, is overfitting the training dataset and thus, will not perform as well on the
test data [54].
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Chapter 4

EVENT IDENTIFICATION FRAMEWORK IN SEMI-SUPERVISED SETTING

In Chapter. 3, we have proposed a novel machine learning framework for event identi-
fication based on extracted features obtained from mode decomposition of PMU measure-
ments. Considering the high-dimensionality of the extracted features, we have considered
different data-driven filter methods to choose a subset of features. We have investigated the
performance of the two classification models (LR and SVM) in identifying the generation
loss and line trip events for both synthetic and a proprietary real datasets.

Our simulation results indicate that using mutual information for feature selection re-
sults in better performance of the classifiers compared to the other filter methods that we
tested, in both real and synthetic datasets. This is due to the fact that mutual information
can capture the nonlinear dependencies between the features and the target variable. Our
analysis also illustrates that bootstrapping can overcome the limitation of the small num-
ber of labeled events. However, when labeled data are limited, a less complex model such
as LR can assure better accuracy than more complex models such as SVM. We have also
shown that a relatively small number (10–15) of features is typically enough to achieve a
good classification performance.

However, the proprietary dataset used in this study suggests that, in practice, a very
small number of events are labeled when compared to the total number of events. Given
the fact that using expert knowledge for labeling various types of events is expensive and
tedious, availability of proper labeled eventful PMU data is still an undergoing challenge in
the literature within this context. In this chapter, we aim to explore the potential benefits of
incorporating unlabeled samples in enhancing the performance of the event identification
task. To this end, we thoroughly investigate and compare the performance of various semi-
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supervised algorithms, including: (i) self-training with different base classifiers (i.e., sup-
port vector machine with linear kernel (SVML) as well as with radial basis function kernel
(SVMR), gradient boosting (GB), decision trees (DT), and k-Nearest Neighbors (kNN)), (ii)
transductive support vector machines (TSVM), and (iii) graph-based label spreading (LS)
to explore their effectiveness. We chose these classical semi-supervised models for two pri-
mary reasons: firstly, the wide array of proposed semi-supervised classification algorithms
in the past two decades (see, [42], and references therein) necessitates a comprehensive
understanding of which models are most suitable and efficient for event identification; and
secondly, they provide a clearer illustration and intuition of the impact of incorporating
unlabeled samples compared to more advanced methods. Although there may not be a
one-size-fits-all solution, each method has its own advantages and disadvantages, and it is
important to evaluate their suitability.

More specifically, to assess the effectiveness of integrating unlabeled data into event
identification and to enable a meaningful comparison between various semi-supervised
methods, we introduced a three-step pipeline. Firstly, using a semi-supervised model, de-
noted as 𝐹1, we assign pseudo-labels to unlabeled samples in the training set with a mix
of labeled and unlabeled samples. Next, we train a classifier, 2 on the augmented set of
labeled and pseudo-labeled samples. Finally, we evaluate the classifier’s performance on
previously unseen data in the hold out set. Notably, our experiments consistently illustrate
the superior performance of the graph-based LS method compared to other approaches.
Even in worst-case scenarios where the initial distribution of labeled and unlabeled sam-
ples does not necessarily reflect the true distribution of event classes, the graph-based LS
method stands out in robustly and significantly enhancing event identification performance.
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4.1 Background

Supervised learning algorithms’ performance is influenced by various decisions, in-
cluding the selection of datasets, their partitioning into training, validation, and testing sets,
and tuning of hyperparameters. In semi-supervised learning, additional factors need to be
considered, such as determining which data points should be labeled and which should re-
main unlabeled. In general, semi-supervised approaches utilize both labeled and unlabeled
samples, but they are different in the way they incorporate the information from unlabeled
samples in the learning process. Furthermore, the performance of the learner can be as-
sessed on either the unlabelled data used for training or a completely separate test set. It is
also essential to establish high-quality supervised baselines to assess the value of unlabeled
data accurately which is crucial to avoid an unrealistic perspective on learning algorithms’
performance. In research, common practice is to obtain unlabeled datasets by removing
labels from existing labeled datasets when evaluating the performance of semi-supervised
learning algorithms.

4.1.1 Semi-Supervised Learning Techniques for Classification

In the realm of semi-supervised learning, current approaches are commonly categorized
as either inductive or transductive methods.

Inductive methods seek to leverage both labeled and unlabeled data points to create a
model capable of accurately classifying unseen data points in a test set. can be further di-
vided into three types of wrapper methods, unsupervised pre-processing, and intrinsically
semi-supervised methods. The first type of inductive methods, wrapper methods, include
training, co-training, and pseudo-labelled boosting methods [42]. Self-training uses one su-
pervised classifier that is iteratively re-trained on its own most confident predictions, while
co-training extends this approach to multiple classifiers that are iteratively re-trained on each
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other’s most confident predictions. Pseudo-labelled boosting methods build a classifier en-
semble by constructing individual classifiers sequentially, where each individual classifier
is trained on both labeled data and the most confident predictions of the previous classifiers
on unlabeled data. The second type of inductive methods, unsupervised pre-processing, uti-
lizes the unlabelled and labeled data in two separate stages. The unsupervised stage com-
prises the automated extraction or transformation of sample features from the unlabelled
data (feature extraction), the unsupervised clustering of the data (cluster-then-label), or the
initialization of the parameters of the learning procedure (pre-training). The third type of
inductive methods, intrinsically semi-supervised, directly optimizes an objective function
with components for labeled and unlabeled samples, and these methods do not rely on any
intermediate steps or supervised base learners. Generally, these methods rely either ex-
plicitly or implicitly on one of the semi-supervised learning assumptions. For instance,
maximum-margin methods rely on the low-density assumption, and most semi-supervised
neural networks rely on the smoothness assumption.

In contrast, transductive methods are focused on generating label predictions for unla-
beled data points without constructing a general model for classifying new data. Trans-
ductive methods typically define a graph over all data points, both labeled and unlabeled,
encoding the pairwise similarity of data points with possibly weighted edges. An objective
function is then defined and optimized, in order to achieve two goals: (i) for labeled data
points, the predicted labels should match the true labels, and (ii)) similar data points, as
defined via the similarity graph, should have the same label predictions. These methods en-
courage consistent predictions for similar data points while taking into account the known
labels. These methods are often referred to as graph-based methods, and they are closely
related to the inductive manifold-based methods, but with the difference that transductive
methods only yield predictions for a given set of unlabeled data points.
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4.2 Proposed Framework to Investigate the Impact of Including Unlabeled Data

This section outlines the proposed framework for evaluating the performance of different
semi-supervised algorithms across various scenarios of labeled versus unlabeled samples
ratios.

4.3 Generation of the Synthetic Eventful Time-series PMU Data

Consider an electric grid composed of set of loads, generators, lines, and buses. We
investigate four distinct event classes denoted as  ∈ {LL, GL, LT, BF}, representing load
loss, generation loss, line trip, and bus fault events, respectively. Each PMU provides multi-
ple measurement channels relative to its installation bus. In this study, we focus on voltage
magnitude (𝑉𝑚), corresponding angle (𝑉𝑎), and frequency (𝐹 ) channels for clarity, with po-
tential inclusion of other channels. For any channel 𝑐 ∈  = {𝑉𝑚, 𝑉𝑎, 𝐹 }, let 𝑦𝑐𝑖 (𝑛) ∈ ℝ

represent the 𝑛th measurement, 𝑛 = 0,… , 𝑁 − 1, where the total number of samples is 𝑁 ,
from the 𝑖th PMU. Assuming PMU sampling period of 𝑇𝑠, we thus collect eventful data for
𝑡𝑠 = 𝑁𝑇𝑠 seconds. These measurements, for the 𝑐th channel, are collated from 𝑚 PMUs to
form a matrix  𝐜 = [⋯ , 𝐲𝑐𝑖 ,⋯]𝑇 ∈ ℝ𝑚×𝑁 where 𝐲𝑐𝑖 is a 𝑁-length (column) vector for the
𝑖th PMU with entries 𝑦𝑐𝑖 (𝑛), for all 𝑛. We use superscript 𝑇 to denote the tranpose operator.
Finally, for each event, we define  = [[𝑉𝑚]𝑇 , [𝑉𝑎]𝑇 , [𝐹 ]𝑇 ]𝑇 ∈ ℝ||𝑚×𝑁 by aggregating
all the phasor measurements from 𝑚 PMUs, 3 channels, and for 𝑁 samples.

Within this setting, we develop a publicly available Python code which leverages PSSⓇE
software Python Application Program Interface (API) to generate synthetic eventful PMU
data. To ensure realistic and diverse dataset, we consider the following two steps: Firstly, we
linearly adjust all loads within a range of 95% to 105% of their normal loading conditions.
Secondly, we add zero-mean random fluctuations, ranging from ±2% of the adjusted loads,
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to simulate unpredictable variations observed in real-world power systems. 1 To generate
eventful data, for each system component and loading condition considered, we employ the
following systematic approach: (i) We begin by applying a new initial loading condition
to each load in the system; a power flow analysis for this setting then gives us the initial
state conditions for the next step. (ii) We use this initial condition to initiate a 𝑡𝑓 -second
flat run dynamic simulatsion. (iii) At the 𝑡𝑓 second, we introduce a disturbance (i.e., LL,
GL, and LT) to a selected component. For BF events, we clear the disturbance after 𝑡clr

seconds. (iv) Finally, we model the event simulation for additional 𝑡𝑠 seconds which then
allows us create the data matrix , representing the PMU measurements associated with
the simulated event. We repeat this procedure to generate a desired number of events for
each event type.

4.3.1 Generating Event Features Using Modal Analysis

The first step in identifying a system event is to extract a set of delineating features that
are likely to contain information regarding the event class. Using the fact that temporal
effects in a power system are driven by the interacting dynamics of system components,
we use mode decomposition to extract features. More specifically, we assume that each
PMU data stream after an event consists of a superposition of a small number of dominant
dynamic modes. The resulting features then include frequency and damping ratio of these
modes, as well as the residual coefficients indicating the quantity of each mode present. We
briefly summarize the mathematical model and refer readers to our recent work [43] for
additional details.

We assume that 𝑦𝑐𝑖 (𝑛) after an event consists of a superposition of 𝑝 common damped
1The load change intervals specified in this study can be adjusted depending on the stability of the system

under study, ensuring that the system can return to an acceptable state of equilibrium following a disturbance.
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sinusoidal modes as

𝑦𝑐𝑖 (𝑛) =
𝑝
∑

𝑘=1
𝑅𝑐

𝑘,𝑖 × (𝑍𝑐
𝑘)

𝑛 + 𝜖𝑐𝑖 (𝑛), 𝑖 ∈ {1,⋯ , 𝑚}, 𝑐 ∈  (4.1)

where for any given channel 𝑐 ∈ , 𝜖𝑐𝑖 (𝑛) represents the noise in the 𝑖th PMU measure-
ment and 𝑍𝑐

𝑘 is the 𝑘th mode associated with the event. We represent each mode as 𝑍𝑐
𝑘 =

exp
(

𝜆𝑐𝑘𝑇𝑠
) where 𝜆𝑐𝑘 = 𝜎𝑐

𝑘±𝑗𝜔
𝑐
𝑘 and 𝜎𝑐

𝑘 and 𝜔𝑐
𝑘 are the damping factor and angular frequency

of the 𝑘th mode, respectively. The residue 𝑅𝑐
𝑘,𝑖 of the 𝑘th mode for the 𝑖th PMU is defined by

its magnitude |𝑅𝑐
𝑘,𝑖| and angle 𝜃𝑐𝑘,𝑖. For any given channel 𝑐, typically a small subset of the

PMUs (𝑚′ < 𝑚) capture the dynamic response of the system after an event. Thus, we only
keep the residues of a set of 𝑚′ PMUs with the largest magnitudes. Note that the 𝑚′ PMUs
are not necessarily the same PMUs for different events (see, [43] for further details).

Using the above procedure, for each channel 𝑐, we define a row vector of features,  𝑐,
of length 2𝑝(𝑚′ + 1) as:

 𝑐 =
[

{𝜔𝑐
𝑘}

𝑝
𝑘=1, {𝜎

𝑐
𝑘}

𝑝
𝑘=1, {|𝑅

𝑐
𝑘,𝑖|}

𝑝
𝑘=1, {𝜃

𝑐
𝑘,𝑖}

𝑝
𝑘=1

]

𝑖∈{1,⋯,𝑚′} (4.2)

which consists of 𝑝 angular frequencies, 𝑝 damping factors and the corresponding magnitude
and angle of the residues for each of the 𝑚′ PMUs (with the largest residue magnitudes) and
the 𝑝 modes.

4.3.2 Generating the overall dataset

Let 𝑛𝐷 be the total number of events generated over all event classes. Following modal
analysis on the PMU measurements as described above, we can represent the 𝑖th event, 𝑖 ∈
𝐷 = {1,… , 𝑛𝐷}, as a 𝑑 = 2𝑝||(𝑚′ + 1)-length vector 𝑥𝑇

𝑖 = [𝑉𝑚 ,𝑉𝑎 ,𝐹 ]. Considering
a positive integer 𝑗 ∈ {1,⋯ , ||} as an event label, we associate a one-hot-encoded vector,
𝑦𝑖 ∈ ℝ||, where || is the total number of event classes, 𝑦𝑖𝑗 = 1 if 𝑥𝑖 is labeled as 𝑗, and
𝑦𝑖𝑗 = 0, otherwise.
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Collating the events and labels from all event classes, we obtain a large data matrix 𝐃 =

{𝐗𝐷,𝐘𝐷} where 𝐗𝐷 = [𝑥1, ..., 𝑥𝑛𝐷]
𝑇 ∈ ℝ𝑛𝐷×𝑑 and 𝐘𝐷 = [𝑦1, ..., 𝑦𝑛𝐷]

𝑇 ∈ ℝ𝑛𝐷×||. Finally,
to highlight the possible choices for labeled and unlabeled events from 𝐃, we henceforth
write 𝐃 = {(𝑥𝑖, 𝑦𝑖)}𝑖∈𝐷 .

4.4 Proposed Framework to Investigate the Impact of Unlabeled Data

To investigate the impact of incorporating unlabeled samples on event identification
performance, and to ensure a fair comparison among various inductive (i.e., self-training)
and transductive semi-supervised approaches (i.e., TSVM, LS), we utilize the k-fold cross-
validation technique. First, we shuffle 𝑛D samples in 𝐃 and partition the data into 𝑛𝐾 equally
sized folds. We use 𝑛𝐾 − 1 folds as a training set, denoted as 𝐃(𝑘)

𝑇 = {(𝑥𝑖, 𝑦𝑖)}𝑖∈(𝑘)
𝑇

with
𝑛𝑇 = ⌊(𝑛𝐾 −1)𝑛𝐷∕𝑛𝐾⌋ samples, and reserve the remaining fold as a validation set, denoted
as 𝐃(𝑘)

𝑉 = {(𝑥𝑖, 𝑦𝑖)}𝑖∈(𝑘)
𝑉

with 𝑛𝑉 = 𝑛𝐷 − 𝑛𝑇 samples, and 𝑘 = 1,… , 𝑛𝐾 . Here, (𝑘)
𝑇 , and

(𝑘)
𝑉 represents a subset of samples in the training set, and the validation set of the 𝑘th fold,

respectively, and (𝑘)
𝑇 ∪ (𝑘)

𝑉 = 𝐷. We repeat this process 𝐾 times, with each fold serving
as the validation set once.

To further investigate how the distribution of labeled and unlabeled samples affects the
performance of various semi-supervised algorithms, we shuffle the samples in the train-
ing set for 𝑛𝑄 times and split it into a subset of 𝑛𝐿 labeled samples, denoted as 𝐃(𝑘,𝑞)

𝐿 =

{(𝑥𝑖, 𝑦𝑖)}𝑖∈(𝑘,𝑞)
𝐿

and a subset of 𝑛𝑈 unlabeled samples by ignoring their ground truth labels,
denoted as 𝐃(𝑘,𝑞)

𝑈 = {(𝑥𝑖, ⋅)}𝑖∈(𝑘,𝑞)
𝑈

where (𝑘,𝑞)
𝐿 ∪ (𝑘,𝑞)

𝑈 = (𝑘)
𝑇 , and 𝑞 = 1,⋯ , 𝑛𝑄. To ensure

the inclusion of samples from every class within the labeled subset, we verify the condi-
tion 𝐵min ≤ 𝑛𝑐𝐿

𝑛𝐿
≤ 𝐵max where 𝑛𝑐𝐿 is the number of samples corresponding to class 𝑐, and

𝐵min, 𝐵max are the specified balance range.
To illustrate the impact of increasing the number of unlabeled samples, we propose the

following procedure. Given the number of samples that we want to add at each step, denoted
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as Δ𝑈 , we randomly select 𝑛(𝑠)𝑈 = 𝑠Δ𝑈 from the pool of 𝑛𝑈 samples where 𝑠 = 0,⋯ , 𝑛𝑆 ,
and 𝑛𝑆 = ⌊𝑛𝑈∕Δ𝑈⌋+1 represents the number of steps. To further investigate the impact of
the initial distribution of the labeled samples along with the unlabeled samples, the random
selection of the 𝑛(𝑠)𝑈 samples at each step 1 ≤ 𝑠 ≤ 𝑛𝑆 − 1, is performed 𝑛𝑅 times.

Concatenating the labeled training samples, 𝐃(𝑘,𝑞)
𝐿 , in the 𝑘-th fold and 𝑞-th split, with a

subset of 𝑛(𝑠)𝑈 unlabeled samples in the 𝑠-th step and 𝑟-th random selection (𝑟 ≤ 𝑛𝑅), denoted
as𝐃(𝑘,𝑞,𝑠,𝑟)

𝑈 = {(𝑥𝑖, ⋅)}𝑖∈(𝑘,𝑞,𝑠,𝑟)
𝑈

, where (𝑘,𝑞,𝑠,𝑟)
𝑈 ⊆ (𝑘,𝑞)

𝑈 , we obtain a training dataset with mixed
labeled and unlabeled samples, denoted as 𝐃(𝑘,𝑞,𝑠,𝑟)

𝑀 = {(𝑥𝑖, 𝑦𝑖)}𝑖∈(𝑘,𝑞)
𝐿

∪ {(𝑥𝑖, ⋅)}𝑖∈(𝑘,𝑞,𝑠,𝑟)
𝑈

. To
account for the semi-supervised learning assumptions, we sort the 𝑛(𝑠)𝑈 unlabeled samples in
the (𝑘,𝑞,𝑠,𝑟)

𝑈 based on their proximity to the nearest labeled sample. To improve clarity, for
the given 𝑘, 𝑞, and 𝑟, we will modify the superscripts of the training (labeled and unlabeled)
and validation samples throughout the remainder of this paper, i.e., 𝐃𝐿, 𝐃(𝑠)

𝑈 , 𝐃(𝑠)
𝑀 , and 𝐃𝑉

represent the subsets of 𝑛𝐿 labeled, 𝑛(𝑠)𝑈 unlabeled, 𝑛(𝑠)𝑀 = 𝑛𝐿 + 𝑛(𝑠)𝑈 mixed, and 𝑛𝑉 validation
samples, respectively. A visual representation of the outlined approach is depicted in Fig.
4.1.

We can alternatively represent the labeled and unlabeled training samples in matrix
format as described below. We define the matrix of event features with labeled samples
as 𝐗𝐿 = [… , 𝑥𝑖,…]𝑇 and the corresponding matrix of labels as 𝐘𝐿 = [… , 𝑦𝑖,…]𝑇 where
𝑖 ∈ (𝑘,𝑞)

𝐿 . Similarly, for the subset of unlabeled samples, we define 𝐗𝑈 = [… , 𝑥𝑖,…]𝑇 ,
𝑖 ∈ (𝑘,𝑞,𝑠,𝑟)

𝑈 . For the sake of notation coherency as well as implementation considerations
(e.g., learning the classification models), we assign value −1 to the unlabeled samples, i.e.,
𝐘𝑈 = [−1,… ,−1]𝑇 ∈ ℝ𝑛(𝑠)𝑈 . Hence, the mixed labeled and unlabeled training set can be
expressed as

𝐃𝑀 = {𝐗𝑀 ,𝐘𝑀} (4.3)
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where
𝐗𝑀 = [𝐗𝐿

𝑇 ,𝐗𝑈
𝑇 ]𝑇 ,

𝐘𝑀 = [𝐘𝐿
𝑇 ,𝐘𝑈

𝑇 ]𝑇 .
(4.4)

Similarly, the validation 𝐃𝑉 in the 𝑘th fold can be represented in the matrix format as 𝐃𝑉 =

{𝐗𝑉 ,𝐘𝑉 } where 𝐗𝑉 = [… , 𝑥𝑖,…]𝑇 and 𝐘𝑉 = [… , 𝑦𝑖,…]𝑇 , and 𝑖 ∈ (𝑘)
𝑉 .

4.5 Semi-supervised Event Identification:
Model Learning and Validation

Our procedure to test semi-supervised methods consists of three steps: (i) pseudo-
labeling of unlabeled samples in the training set with mixed labeled and unlabeled samples,
𝐃(𝑠)

𝑀 , (ii) training a classifier using the combined labeled and pseudo-labeled samples, and
(iii) evaluating the classifier’s performance on the validation set, 𝐃𝑉 .

The overview of the proposed approach is shown in Fig. 4.1. Given semi-supervised
model 1 and a classifier 2, we start with the labeled samples within the 𝑘th fold and the 𝑞th

split of the training set. Using these labeled samples, we perform grid search [56] to obtain
hyper-parameters for the models 1 and 2, denoted as 𝜃∗1 and 𝜃∗2 . (Note that these hyper-
parameters will differ based on 𝑘 and 𝑞.) Subsequently, we use the matrix of event features
and the corresponding matrix of labels in the 𝐃(𝑠)

𝑀 to assign pseudo-labels on the unlabeled
samples using 1. Utilizing the obtained labeled and pseudo-labeled samples, 𝐃̂(𝑠)

𝑀 , we
then use model 2 ∈ {SVMR, SVML, GB, DT, kNN} to assign labels to the events in the
validation dataset 𝐃𝑉 . In the subsequent subsections, we will describe which models we
use as 1 in this procedure.

Self-training

Self-training has proven to be effective in leveraging unlabeled data to improve supervised
classifiers [57, 58, 59, 60, 61, 62]. Self-training works by assigning pseudo-labels to unla-
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beled samples based on the model’s predictions and then training the model iteratively with
these pseudo-labeled samples. More specifically, for any given base classifier, we learn a
model 1 ∈ {SVMR, SVML, GB, DT, kNN} from the labeled samples in the 𝐃(𝑠)

𝑀 . Then
using the learned model, we predict the labels for each 𝑛(𝑠)𝑈 unlabeled samples to obtain the
augmented labeled and pseudo-labeled samples, denoted as 𝐃̂(𝑠)

𝑀 . Algorithm 1 outlines the
steps involved in this procedure. Note that the parameter 𝛿𝑈 in this algorithm specifies the
number of unlabeled samples (among the 𝑛(𝑠)𝑈 samples) that will be assigned pseudo-labels
in each iteration.

Transductive Support Vector Machine (TSVM)

The TSVM approach is a modification of the SVM formulation that addresses the challenge
of limited labeled data in classification tasks [63, 64, 42]. The TSVM optimization problem
is given by

min
𝐰,𝑏,𝜼,𝜻 ,𝐳

𝐶

[

∑

𝑖∈𝐿

𝜂𝑖 +
∑

𝑗∈𝑈

min(𝜁𝑗 , 𝑧𝑗)

]

+ ‖𝐰‖2 (4.5a)

𝒏𝑹 ≤ 𝒓

N

𝒓 = 𝒓 + 𝟏

𝒏𝑺 ≤ 𝒔

𝒔 = 𝒔 + 𝟏

𝒌 = 𝒌 + 𝟏

𝒏𝑲 ≤ 𝒌

Y

Y

Y

N

N

End
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Figure 4.1: Overview of the proposed semi-supervised pipeline
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Algorithm 1 Self-Training (for a given 𝑘, 𝑞, 𝑠, and 𝑟).
1: Input: 𝐃(𝑠)

𝑀

2: Output: 𝐃̂(𝑠)
𝑀

3: Initialize: [f ∶ t] = [1 ∶ 𝛿𝑈 ] ⊳ from sample f to sample t

4: 𝐗̃𝐿 ← 𝐗𝐿, 𝐘̃𝐿 ← 𝐘𝐿, 𝐗̃𝑈 ← 𝐗𝑈 [f ∶ t]
5: while t ≤ 𝑛(𝑠)𝑈 do

6: 1 ∶ 𝐘̃𝐿 ← 𝐗̃𝐿 ⊳ Learning the model

7: 𝐘̂𝑈 = 1(𝐗̃𝑈 ) ⊳ pseudo-labeling

8: 𝐗̃𝐿 ← [𝐗̃𝑇
𝐿, 𝐗̃

𝑇
𝑈 ]

𝑇 , 𝐘̃𝐿 ← [𝐘̃𝑇
𝐿, 𝐘̂

𝑇
𝑈 ]

𝑇 ⊳ Augmentation

9: 𝑓 ← 𝑓 + 𝛿𝑈 , 𝑡 ← 𝑡 + 𝛿𝑈

10: if t > 𝑛(𝑠)𝑈 :
11: t = 𝑛(𝑠)𝑈

12: 𝐗̃𝑈 ← 𝐗𝑈 [f ∶ t]
13: 𝐘̂𝑀 ← 𝐘̃𝐿

14: Return: 𝐃̂(𝑠)
𝑀 = {𝐗𝑀 , 𝐘̂𝑀}

subject to:

𝑦𝑖(𝐰𝑇𝑥𝑖 − 𝑏) + 𝜂𝑖 ≥ 1, 𝜂𝑖 ≥ 0, 𝑖 ∈ 𝐿 (4.5b)
𝐰𝑇𝑥𝑖 − 𝑏 + 𝜁𝑗 ≥ 1, 𝜁𝑗 ≥ 0, 𝑗 ∈ 𝑈 (4.5c)
− (𝐰𝑇𝑥𝑖 − 𝑏) + 𝑧𝑗 ≥ 1, 𝑧𝑗 ≥ 0, 𝑗 ∈ 𝑈 (4.5d)

where 𝐰 ∈ ℝ𝑑 and 𝑏 ∈ ℝ represent the direction of the decision boundary and the bias
(or intercept) term, respectively. It introduces two constraints (i.e., (5c), and (5d)) for each
sample in the training dataset calculating the misclassification error as if the sample belongs
to one class or the other. The objective function aims to find 𝐰 and 𝑏 that, while maximizing
the margin and reducing the misclassification error of labeled samples (i.e., 𝜼), minimize the
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minimum of these misclassification errors (i.e., 𝜻 and 𝐳). This enables the TSVM to utilize
both labeled and unlabeled samples for constructing a precise classification model. Subse-
quently, it assigns pseudo-labels to the unlabeled samples. For brevity, we refer readers to
[63, 64] for more comprehensive details.

Label Spreading (LS)

Label spreading (LS) falls within the category of graph-based semi-supervised (GSSL)
models [65]. It involves constructing a graph and inferring labels for unlabeled samples
where nodes represent samples and weighted edges reflect similarities. Consider a graph
𝐺𝑀 = (𝑀 ,𝑀 ) which is constructed over the combined labeled and unlabeled training
set. Each sample, 𝑥𝑖,∀𝑖 ∈ 𝐿∪𝑈 , can be represented as a node in a graph. For the resulting
graph, we define the edge weights matrix as 𝑀 ∈ ℝ𝑛(𝑠)𝑀×𝑛(𝑠)𝑀 . Defining 𝐷𝑖𝑗 = ||𝑥𝑖−𝑥𝑗||

2, the
𝑖th row and 𝑗 th column of 𝑀 , denoted as 𝑤𝑖𝑗 , can be obtained as 𝑤𝑖𝑗 = exp

(

−𝐷𝑖𝑗∕2𝜎2
) if

𝑖 ≠ 𝑗, and 𝑤𝑖𝑖 = 0. For such a measure of edge weight, proximal pairs of samples will have
larger weights. Building on the classical intuition that proximal samples tend to have the
same labels, the LS approach enables propagation of labels from the labeled to unlabeled
samples through weighted edges where the weights carry the notion of similarity. In Algo-
rithm 2, we detail the steps of the LS approach based on [66]. The update rule is captured
in line 7 in Algorithm 2 wherein the labels for both the labeled and unlabeled samples are
updated; in particular, for the labeled samples, such an update includes information from
the neighbors (first term) while preserving the initial label (second term). The parameter 𝛼
determines the weighting between neighbor-derived information and the sample’s original
label information.
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Algorithm 2 Label spreading (for a given 𝑘, 𝑞, 𝑠, and 𝑟).
1: Input: 𝐺 = ( ,) ← 𝐃(𝑠)

𝑀 = {𝐗𝑀 ,𝐘𝑀}

2: Output: 𝐃̂(𝑠)
𝑀

3: Compute: 𝑖𝑖 =
∑

𝑗 𝑤𝑖𝑗 , ∀𝑖 ∈ 𝐿 ∪ 𝑈

4: Compute: 𝐙 = −1∕2𝑀−1∕2

5: Initialize:
⎡

⎢

⎢

⎣

𝐘𝐿|𝑡=0

𝐘𝑈 |𝑡=0

⎤

⎥

⎥

⎦

←
⎡

⎢

⎢

⎣

𝐘𝐿

𝐘𝑈

⎤

⎥

⎥

⎦

6: while
⎡

⎢

⎢

⎣

𝐘𝐿|𝑡

𝐘𝑈 |𝑡

⎤

⎥

⎥

⎦

converges do ⊳ Based on some threshold

7:
⎡

⎢

⎢

⎣

𝐘𝐿|𝑡+1

𝐘𝑈 |𝑡+1

⎤

⎥

⎥

⎦

← 𝛼𝐙
⎡

⎢

⎢

⎣

𝐘𝐿|𝑡

𝐘𝑈 |𝑡

⎤

⎥

⎥

⎦

+ (1 − 𝛼)
⎡

⎢

⎢

⎣

𝐘𝐿|𝑡=0

𝐘𝑈 |𝑡=0

⎤

⎥

⎥

⎦

8: 𝑡 ← 𝑡 + 1

9: 𝐘̂𝑀 ←
⎡

⎢

⎢

⎣

𝐘𝐿|𝑡

𝐘𝑈 |𝑡

⎤

⎥

⎥

⎦

10: Return: 𝐃̂(𝑠)
𝑀 = {𝐗𝑀 , 𝐘̂𝑀}

4.6 Simulation Results

In order to investigate the performance of various semi-supervised learning algorithms,
we first generate eventful synthetic PMU data, following the procedure described in Section
4.3. Our simulations were carried out on the South-Carolina 500-Bus System [67, 68]. We
allow the system to operate normally for 𝑡𝑓 = 1 second and then we immediately apply
a disturbance. We then run the simulation for an additional 𝑡𝑠 = 10 seconds, and record
the resulting eventful measurements at the PMU sampling rate of 30 samples/sec. The 𝑡clr

for the BF events is 5 cycles (≈ 0.083 seconds). We assume that 95 buses (which are
chosen randomly) of the Carolina 500-bus system are equipped with PMU devices and
extract features for each such bus from the 𝑉𝑚, 𝑉𝑎, and 𝐹 channels. We thus collect𝑁 = 300
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samples after the start of an event for each channel. We use the modal analysis methodology
as outlined in our recent prior work [43] to extract features using modal analysis. In total,
we simulated 1827 events including 500 LL, 500 GL, 500 LT, and 327 BF events. Figure
4.2 illustrates the measurements (i.e., 𝑉𝑚, 𝑉𝑎, and 𝐹 ) recorded from a single PMU after
applying LL, GL, LT, and BF events,
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Figure 4.2: PMU measurements

To quantitatively evaluate and compare the performance of different semi-supervised
learning algorithms across various scenarios, we employ the area under curve (AUC) of
the receiver operator characteristic (ROC). This metric enables the characterization of the
accuracy of classification for different discrimination thresholds [40]. The ROC AUC value,
which ranges from 0 to 1, provides an estimate of the classifier’s ability to classify events. A
value of AUC closer to 1 indicates a better classification performance. For a specified set of
parameters 𝑘, 𝑞, 𝑠, and 𝑟, we evaluate the performance of a given classifier 2 by assessing
its ROC-AUC score in predicting event classes within the hold-out fold. This evaluation is
based on the model learned from the augmented labeled and pseudo-labeled samples, which
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are obtained using the pseudo-labeling model 1.
Given that the aim of this study is to provide insight into the robustness of various semi-

supervised models, we compare them by evaluating the average, 5th percentile, and 95th

percentile of the AUC scores based on the accuracy of the assigned pseudo-labels on the
unlabeled samples and assess the impact of incorporating the assigned pseudo-labels on the
accuracy of a generalizable model in predicting the labels of validation samples. We use the
5th percentile of the AUC scores as our primary target performance metric for robustness,
as it provides a (nearly) worst-case metric across different selections of the initial labeled
and unlabeld samples. That is, if a method yields a high 5th percentile performance, then it
is likely to lead to accurate results, even if the initial set of labeled and unlabeled samples
are unfavorable. Within this setting, to ensure a fair comparison among various inductive
and transductive semi-supervised approaches, we consider two distinct approaches:

• Approach 1 (Inductive semi-supervised setting):

1 ∈ {SVMR, SVML, GB, DT, kNN} represents the base classifier utilized in self-
training for pseudo-labeling, and the same type of classifier will be used as 2.

• Approach 2 (Transductive semi-supervised setting):

1 ∈ {TSVM, LS} represents a semi-supervised method used for pseudo-labeling,
and 2 ∈ {SVMR, SVML, GB, DT, kNN}.

In our evaluation process, we take into account 𝑛𝐾 = 10 folds and 𝑛𝑄 = 30 random
splits of the training samples into labeled and unlabeled subsets. Other simulation param-
eters are provided in Table. 4.1. As depicted in Figure 4.3, the comparative performance
of diverse classifiers (namely, SVML, SVMR, kNN, DT, and GB) is presented across dis-
tinct semi-supervised models (self-training, TSVM, and LS). The outcomes of this analy-
sis highlight that the integration of additional unlabeled samples and the utilization of LS
for pseudo-labeling surpasses the outcomes achieved by the self-training and TSVM ap-
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proaches. Moreover, the LS algorithm consistently enhances the performance of all classi-
fiers more robustly. The following subsections provides further insight on the performance
of each semi-supervised model.

Parameter Description Value

𝑛𝐷 Total No. of samples 1827
𝑛𝐾 No. of folds 10
𝑛𝑇 No. of training samples 1644
𝑛𝑉 No. of validation samples 183

𝑛𝑄
No. of random splits of training samples
into labeled and unlabeled samples

20

(𝐵min, 𝐵max)
Class balance range in the
labeled samples

(0.2, 0.8)

𝑛𝐿 No. of labeled samples 24
𝑛𝑈 No. of Unlabeled samples 1620
𝛿𝑈 No. of unlabeled samples in each step 100
𝑛𝑆 Total No. of steps 18

𝑛𝑅
No. of random selection
of 𝑛(𝑠)𝑈 samples at each step

10

Table 4.1: Parameters used in the simulations for semi-supervised event identification

4.6.1 Approach 1 - Inductive semi-supervised setting

The simulation results for the 5th percentile of the AUC scores of the SVML, SVMR,
kNN, DT, and GB classifiers in predicting the labels of validation samples are shown in 4.3a.
It is clear that using a limited number of labeled samples, results in poor performance for the

46



(a) (b)

(c) (d)

Figure 4.3: The 5th percentile of AUC scores for different classifiers using pseudo-labels
obtained from: (a) Self-training method with various base classifiers, (b) TSVM, and (c)
LS. (d) Comparison between (GB, GB) and (LS, kNN) in terms of average, 5th, and 95th

percentile of AUC scores.

self-training method when utilizing SVMR, SMVL, and kNN base classifiers. Moreover,
the utilization of GB and DT as base classifiers does not necessarily lead to an improve-
ment in event identification accuracy. This primarily arises from the disparity between the
pseudo-labels and the initial subset of labeled samples. Training with biased and unreliable
pseudo-labels can result in the accumulation of errors. In essence, this pseudo-label bias
exacerbates particularly for classes that exhibit poorer behavior, such as when the distribu-
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tion of labeled samples does not accurately represent the overall distribution of both labeled
and unlabeled samples, and is further amplified as self-training continues.

Another noteworthy observation is that self-training employing SVML or SVMR as the
classifiers exhibits a high sensitivity to the distribution of both labeled and unlabeled sam-
ples. Due to the constraint of having a limited number of labeled samples, these techniques
struggle to generate dependable pseudo-label assignments. On the other hand, although
self-training with kNN as the base classifier performs better than SVML and SVMR cases,
its performance deteriorates as we increase the number of the unlabeled samples. For the
self-training with DT and GB base classifiers, it is evident that, although they exhibit more
robust performance compared to other types of base classifiers, increasing the number of
unlabeled samples does not enhance their performance.

4.6.2 Approach 2 - Transductive semi-supervised setting

The simulation results for the second approach in which TSVM is employed as the semi-
supervised method for pseudo-labeling are illustrated in Fig. 4.3b. The weak performance
of TSVM could be attributed to the specific characteristics of the dataset and the method’s
sensitivity to the distribution of labeled and unlabeled samples. If the distribution of these
samples is unbalanced or exhibits complex patterns, the TSVM might struggle to accurately
capture this distribution. As a result, it could assign inaccurate pseudo-labels. Furthermore,
it becomes evident that the integration of pseudo-labels acquired through the TSVM algo-
rithm, although yielding an overall performance advantage for SVML and SVMR when
compared to the same models utilizing pseudo-labels from the self-training algorithm in-
volving SVMR and SVML, still exhibits substantial sensitivity. This sensitivity is partic-
ularly apparent when assessing the 5% AUC scores, highlighting that the accuracy of as-
signed pseudo-labels remains highly contingent on the initial distribution of labeled and
unlabeled samples. This phenomenon is also observable in the diminishing performance
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of the kNN, GB, and DT classifiers, which, surprisingly, deteriorates to a level worse than
their utilization as base classifiers within the self-training framework.

On the contrary, as shown in Fig. 4.3c, the results demonstrate that utilizing the aug-
mented labeled and pseudo-labeled samples obtained from LS can significantly enhance the
performance of event identification, as compared to the self-training and TSVM approaches.
Furthermore, the performance of the event identification task improves with a higher num-
ber of unlabeled samples, which is particularly significant since labeled eventful PMU data
is often scarce in practice. The principal advantage of the LS method, when compared to
self-training and TSVM, primarily arises from its ability to leverage information from both
labeled and unlabeled samples, as well as their inherent similarities, during the assignment
of pseudo-labels. For some classifiers (specifically GB and DT), we find that LS improves
the 5th percentile line with more unlabeled samples, even though the average performance
stays roughly unchanged. On the other hand, for the KNN classifier (as shown in Fig. 3d),
the average, 5th, and 95th percentile lines all improve with more unlabeled samples. Indeed,
LS with KNN seems to be the best overall classifier.

49



Chapter 5

CONCLUSIONS AND FUTURE WORK

In the first part of the dissertation , we have proposed a novel machine learning frame-
work for event identification based on extracted features obtained from mode decomposition
of PMU measurements. Considering the high-dimensionality of the extracted features, we
have considered different data-driven filter methods to choose a subset of features. We have
investigated the performance of the two classification models (LR and SVM) in identifying
the generation loss and line trip events for both synthetic and a proprietary real datasets.
Our simulation results indicate that using mutual information for feature selection results
in better performance of the classifiers compared to the other filter methods that we tested,
in both real and synthetic datasets. This is due to the fact that mutual information can cap-
ture the nonlinear dependencies between the features and the target variable. Our analysis
also illustrates that bootstrapping can overcome the limitation of the small number of la-
beled events. However, when labeled data are limited, a less complex model such as LR
can assure better accuracy than more complex models such as SVM. We have also shown
that a relatively small number (10–15) of features is typically enough to achieve a good
classification performance.

Considering the fact that in practice, a very small number of events are labeled when
compared to the total number of events, in the second part of the dissertation we proposed
a semi-supervised event identification approach to investigate the efficacy of including un-
labeled samples on improving the performance of event identification. To evaluate the ef-
fectiveness of three classical semi-supervised approaches – self-training, TSVM, and LS
methods – we employ a three-step pipeline. In the first step unlabeled samples are as-
signed pseudo-labels through a semi-supervised method. A classifier is then trained on
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the combined set of labeled and pseudo-labeled samples, followed by evaluation on pre-
viously unseen data in the hold out set. The simulation results presents critical insights
on the performance of various semi-supervised techniques and classifiers for event iden-
tification. Self-training methods with SVML or SVMR classifiers demonstrate sensitivity
to the distribution of labeled and unlabeled samples, constrained by limited labeled data.
While self-training with kNN initially performs well, its efficacy diminishes with more un-
labeled samples, offering no guarantee of performance improvement in pseudo labeling
or validation label prediction. The study underscores the robust performance of GB and
DT classifiers, though augmenting unlabeled samples doesn’t enhance their performance.
TSVM exhibits an overall advantage for SVML and SVMR compared to self-training, but
sensitivity persists across different AUC percentiles due to pseudo-label accuracy depen-
dence on initial sample distribution. This sensitivity extends to kNN, GB, and DT classi-
fiers too. Furthermore, incorporating pseudo-labels from TSVM enhances the robustness
of kNN, GB, and DT classifiers, reinforcing the value of TSVM within the pseudo label-
ing process. Furthermore, the simulation results confirm that the integration of additional
unlabeled samples and the utilization of the LS algorithm for pseudo labeling consistently
outperform the self-training and TSVM approaches. The LS algorithm notably enhances
classifier performance.

Future Work:

This study mainly concentrated on examining basic semi-supervised techniques to con-
firm our hypothesis that incorporating unlabeled samples has the potential to enhance the
precision of our event identification framework. Hence, it is natural to explore more ad-
vanced semi-supervised techniques to further improve the performance of the proposed
event identification framework. Furthermore, the proposed framework in this study rests
upon a critical assumption – that the labeled events and the unlabeled event types perfectly
align. In simpler terms, this supposition demands that utilities are capable of detecting and
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recording all possible event types without fail. However, maintaining such an assumption
in practical scenarios proves to be quite challenging. Unlabeled events often encompass a
diverse array of new and unrecorded event types. A promising direction for future explo-
ration involves addressing the challenge of the class distribution mismatch problem. The
development of methodologies that proficiently handle unlabeled events containing diverse
event types not previously encountered could substantially enhance the performance of the
proposed event identification method. Another compelling path for future exploration lies
in the investigation of techniques to actively pinpoint informative unlabeled samples for
pseudo-labeling, guided by distinct criteria like power system-motivated similarity metrics.
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