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ABSTRACT

Generative models are deep neural network-based models trained to learn the

underlying distribution of a dataset. Once trained, these models can be used to

sample novel data points from this distribution. Their impressive capabilities have

been manifested in various generative tasks, encompassing areas like image-to-image

translation, style transfer, image editing, and more.

One notable application of generative models is data augmentation, aimed at

expanding and diversifying the training dataset to augment the performance of deep

learning models for a downstream task. Generative models can be used to create

new samples similar to the original data but with different variations and properties

that are difficult to capture with traditional data augmentation techniques. However,

the quality, diversity, and controllability of the shape and structure of the generated

samples from these models are often directly proportional to the size and diversity

of the training dataset. A more extensive and diverse training dataset allows the

generative model to capture overall structures present in the data and generate more

diverse and realistic-looking samples.

In this dissertation, I present innovative methods designed to enhance the robust-

ness and controllability of generative models, drawing upon physics-based, probabilistic,

and geometric techniques. These methods help improve the generalization and control-

lability of the generative model without necessarily relying on large training datasets.

I enhance the robustness of generative models by integrating classical geometric

moments for shape awareness and minimizing trainable parameters. Additionally, I

employ non-parametric priors for the generative model’s latent space through basic

probability and optimization methods to improve the fidelity of interpolated images. I

adopt a hybrid approach to address domain-specific challenges with limited data and

controllability, combining physics-based rendering with generative models for more
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realistic results.

These approaches are particularly relevant in industrial settings, where the training

datasets are small and class imbalance is common. Through extensive experiments

on various datasets, I demonstrate the effectiveness of the proposed methods over

conventional approaches.
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Chapter 1

INTRODUCTION

With the rise of deep neural networks, generative models have become a trending

topic in recent years [73, 42, 25]. They’re used for generating different data modalities

like text [90], graphs[170], speech [151], images [25], and videos [5]. In simple terms,

these models take a low dimensional ’noise’ vector from a known distribution and

transform it into a complex high dimensional data point, matching the distribution

of the training dataset. Generative models are very effective in various computer

vision tasks such as text into images [121], image-to-image translation [120], domain

adaptation [54], image editing [173], and inverse problems [129].

However, it is worth noting that the performance of these models in terms of

quality, diversity, and control over the generated shapes and structures often hinges

on the size and diversity of the training data. The more comprehensive and varied the

training data, the better these models can understand the structures within the data

and thus create more varied and realistic samples. In this context, my dissertation,

titled ‘Robust and Controllable Generative Models by Leveraging Physics-Based,

Probabilistic, and Geometric Methods,’ presents methods to enhance the robustness

and control of generative models, mainly when working with smaller datasets. The

proposed techniques include a hybrid approach that combines physics-based simulators

with deep generative models, and the improved design of the latent space to increase

image fidelity for interpolation. I also explore shape-aware and interpretable generator

and discriminator architectures, drawing inspiration from geometric moments. These

approaches make generative models more robust and easier to control. In the following

sub-sections, I will delve into each contribution of this dissertation, explaining them
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in more detail:

1.1 A Hybrid Physics and Deep-learning Based Approach

Deep learning models have achieved state-of-the-art performance in classification

[49] and detection tasks [115, 48]. However, they require large, high-quality train-

ing datasets that capture all the variations and nuances that could emerge during

deployment. Collecting such extensive datasets, especially in industrial fields like

biomedicine or manufacturing, can be exceedingly challenging. Industrial applications

often grapple with small size and class imbalance datasets.

Deep generative models are often used to generate synthetic images for training

sets in these challenging situations. However, for these models to generalize well, they

too, require large datasets. Additionally, the controllability of the generated images

from these models and knowledge transfer from other domains is often challenging

[131]. This dissertation proposes a hybrid approach to tackle the challenge of small

datasets and controllability. The proposed method uses a physics-based 3D rendering

tool to model specific aspects of an image, combined with a small generative model to

refine the rendered image into a realistic one. This method, which has a small set of

easily controllable parameters, requires fewer training samples and offers enhanced

control. The proposed approach has been tested in a real-world context—creating

synthetic images of defects in Intel-manufactured chips. This dissertation provides

qualitative and quantitative results that show the effectiveness of this model in limited

training data scenarios.

1.2 Non-parametric Prior for Latent Space

Interpolation plays a vital role in generative models [110]. When we perform inter-

polation in the latent space of generative models, it results in meaningful interpolation
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in the image space. Interpolation confirms that the generative models are not merely

memorizing the training data but generating novel samples from the distribution.

Despite this, a common assumption in most generative model designs is using a

simple parametric distribution, like Gaussian or Uniform, in the latent space. While

this simplifies the implementation of the generative model, it can present challenges

during interpolation due to distribution mismatches [155], i.e., the interpolated points

distribution is different from the prior distribution of the latent space. The generative

model is trained to generate realistic samples from the prior points; however, during

interpolation, the path often traverses less dense regions of the latent space, decreasing

the fidelity of the generated image [155, 71, 2, 82].

This dissertation uses a simple approach to understanding and solving this dis-

tribution mismatch issue. By using basic probability theory and readily available

optimization tools, I develop ways to arrive at appropriate non-parametric priors. The

obtained prior exhibits unusual qualitative properties in terms of its shape, and quan-

titative benefits in terms of lower divergence between the prior and interpolation point

distribution. This part of the dissertation demonstrates that our designed prior helps

improve image generation along any Euclidean straight line during interpolation, both

qualitatively and quantitatively, without any additional training data or architectural

modifications. The proposed formulation is quite flexible, paving the way to impose

newer constraints on the latent-space statistics.

1.3 Geometric Moments Based Discriminative Model

The discriminator network plays a crucial role in the training of generative models.

Its various functions make it indispensable - for instance, in Generative Adversarial

Networks (GANs) [41], it distinguishes between real and fake images. The discriminator

network is also utilized for conditioning purposes [99, 25], enabling the generation of
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images across a wide variety of classes. Importantly, it is from this discriminator that

the generator learns, further emphasizing the critical role the discriminator network

plays within the framework of generative models. Most discriminator networks are

based on convolutional neural networks. It is well known that the CNN-based network

tends to rely heavily on texture information rather than object shape for discriminative

tasks [39]. Efforts have been made to develop deep models that are more aware of

shape. However, it often proves challenging to create these models in a way that is

straightforward, interpretable, and grounded in established mathematical definitions

of shape.

This dissertation introduces a deep-learning model inspired by geometric moments,

a classic, well-understood approach to measure shape-related properties [57, 70, 3, 32].

The proposed method consists of a trainable network for generating coordinate bases

and affine parameters for making the features geometrically invariant yet in a task-

specific manner. The proposed model improves the final feature’s interpretation. This

work demonstrates the effectiveness of the geometric moments on standard image

classification datasets. The proposed model achieves higher classification perfor-

mance compared to the baseline and standard ResNet [49] models while substantially

improving interpretability.

1.4 Geometric Moments Based Generator Model

Building on using geometric moments for discriminative tasks, I further expanded

this idea to encompass image generation tasks. In geometric moments literature

[57, 143, 55, 33], reconstructing an image from its moments consider the image a

polynomial function of its coordinate location, with the coefficients of this polynomial

computed from the image’s moments. This formulation can represent an image as a

continuous function of its pixel location. Interestingly, neural networks are often used
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to approximate this continuous function. This type of representation is referred to as

Implicit Neural Representation [98, 133].

Implicit neural representations (INR) have gained significant popularity for signal

and image representation for many end-tasks, such as inverse problems [133, 112], 3D

modeling [98], and more. Most previous INR architectures rely on sinusoidal positional

encoding, which accounts for high-frequency information in data. However, the finite

encoding size restricts the model’s representational power. Higher representational

power is needed to go from representing a single given image to representing large and

diverse datasets. This dissertation addresses this gap by representing an image with a

polynomial function and eliminates the need for positional encodings. Therefore, to

achieve a progressively higher degree of polynomial representation, I use element-wise

multiplications between features and affine-transformed coordinate locations after

every ReLU layer. One significant benefit of representing an image in polynomial

form is its inherent separation between shape and style. In this representation, the

coefficients of lower-order polynomials typically capture shape-related information.

Conversely, coefficients of higher-order polynomials convey style-related aspects. The

proposed method is evaluated qualitatively and quantitatively on large datasets like

ImageNet [22]. The proposed Poly-INR model performs comparably to state-of-the-art

generative models without any convolution, normalization, or self-attention layers,

and with far fewer trainable parameters. With much fewer training parameters and

higher representative power, this approach paves the way for the broader adoption of

INR models for generative modeling tasks in complex domains.
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Chapter 2

GENERATIVE ADVERSARIAL NETWORK

2.1 Introduction

Generative models are useful tools that help us model complex data distribution and

create new samples from this distribution. There are various types of generative models,

such as Variational Autoencoder (VAE) [73], Flow-based model [26], Generative

Adversarial Network (GAN) [41], and Diffusion model [158]. VAE is based on an

auto-encoder constraining the latent space to a Gaussian distribution. Flow-based

model is an invertible network in which the same parameters are used to define both

the encoder and the decoder. GAN and Diffusion models are different because they do

not have an encoding network. GAN works by having two neural networks compete

against each other. In contrast, the Diffusion model generates data points by taking a

random path between the latent space and data point in an iterative manner.

Generative Adversarial Network (GAN) is particularly exciting and forms a central

theme of this dissertation. First introduced by Ian Goodfellow et al. 2014, GAN gained

much attention primarily for its effectiveness in generating more realistic samples

than auto-encoder-based models. A GAN architecture consists of a generator G and

a discriminator D. The generator G maps low-dimensional latent points z ∼ Pz to

high-dimensional data distribution Px. The goal of the generator G is to produce

data such that they are perceptually indistinguishable from real data. However, the

discriminator D is trained to distinguish between ‘fake’ and ‘real’ data. Both the

generator and discriminator are trained in an adversarial fashion, and at the end of

the training, the generator learns to generate data with a distribution similar to the
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real one.

GANs are used in many areas, including text [171], images [68], videos [138],

time-series data [84], 3D data [86], and graphs [152]. Particularly in computer vision,

GANs have excelled in numerous tasks such as image-to-image translation [175],

text-to-image conversion [126], image editing [4], and various inverse problems such

as image inpainting [89]. There are different variations of GAN models for different

tasks, demonstrating their adaptability and wide-ranging utility. To enhance our

understanding of this powerful generative model, this chapter provides a comprehensive

background on the inner workings of GAN. In the following sections of this chapter,

we’ll look more closely at how GAN works, training methods, metrics, and challenges.

2.2 Basic Concept and Theory

Figure 2.1: Block Diagram of a Generative Adversarial Network (GAN). This
Model Is Composed of Two Core Components: a Generator Network, Tasked with
Synthesizing Data, and a Discriminator Network, Designed to Distinguish Between
Real and Synthesized Data.

The GAN model, as shown in Fig. 2.1, consists of two networks described as

follows:

• Generator: The generator G produces synthetic samples when provided with
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latent vector z as input. This latent vector, drawn from a specific distribution

(z ∼ Pz), introduces the necessary variability into the generated output. The

latent-space distribution Pz is typically chosen to be a normal or uniform

distribution. The goal of this generator is to learn and mimic the real data

distribution. In essence, it is trained to fool the discriminator into assigning a

high probability to its generated samples, indicating their resemblance to the

real data.

• Discriminator: The discriminator D functions as a classifier that estimates

the likelihood of a given sample coming from the real dataset Pdata versus the

synthetic dataset PG(z). The discriminator operates much like a critic and is

optimized to discern the difference between real and synthetic samples.

At its core, the discriminator network is essentially a binary classifier. For real data

samples x ∼ Px, the discriminator attempts to maximize the Ex∼Px [log(D(x))]. On

the other hand, for generated samples G(z), the discriminator’s objective is to bring

the value of log(D(G(z))) close to zero. This is achieved by maximizing the expected

value of Ez∼Pz [log(1 − D(G(z)))]. Conversely, the generator is trained to generate

samples that fool the discriminator, i.e., to maximize the value of Ez∼Pz [log(D(G(z)))].

Formally, this loss function can be expressed as a min-max game in (2.1), which the

generator tries to minimize and the discriminator tries to maximize:

min
G

max
D

V (D,G) = Ex∼Px [log(D(x))] + Ez∼Pz [log(1 −D(G(z)))], (2.1)

The training of GAN involves simultaneous optimization of the generator and

discriminator networks. This encourages both models to progressively improve and

adapt to each other’s performance. Every iteration performs a gradient step via

backpropagation to minimize each network’s cost function, thus optimizing their

trainable parameters. It is shown by Goodfellow et al. [41] that the generator
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effectively minimizes the Jensen-Shannon divergence between the real and synthetic

distribution for optimal discriminator:

min
G

V (D∗, G) = 2DJS(Px||PG(z)) − 2 log(2) (2.2)

where DJS(Px||PG(z)) is given by:

DJS(Px||PG(z)) =
1

2
DKL(Px||

Px + PG(z)

2
+

1

2
DKL(PG(z)||

Px + PG(z)

2
(2.3)

where DKL is the KL-divergence. Huszar et al. [59] emphasized that a key factor

in GAN’s success is the use of the symmetric Jensen-Shannon (JS) loss function in

contrast to the asymmetric Kullback-Leibler (KL) divergence loss function commonly

used in VAE models. In this training setting of GAN, when both the generator and

the discriminator are optimally trained, we have PG(z) = Px.

Conditional GAN: Among the various variants of GANs, one particularly notable

version is the conditional GAN (cGAN) [99]. In this model, the generator and

discriminator are ‘conditioned’ on additional information, such as a class label ‘y’. The

class label y is fed to both generator and discriminator using additional input layers.

This additional conditioning allows the cGAN to generate data corresponding to a

specific class, providing enhanced control over the nature of the generated samples.

GAN loss for the conditional version becomes like this:

min
G

max
D

V (D,G) = Ex∼Px [log(D(x|y))] + Ez∼Pz [log(1 −D(G(z, y)|y))], (2.4)

Loss functions: The original loss function of cross entropy proposed in the [41], often

led to vanishing gradient and instability during training. Recognizing these challenges,

researchers over the years have proposed a variety of loss functions designed to improve

both the stability of training and the quality of the generated data.

• Least Squares GAN (LSGAN) [95] uses the least squares loss function, addressing

the problem of vanishing gradients. This function also helps LSGANs generate
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higher-quality images and stable training. The least-square loss function is given

by:

min
D

V (D) =
1

2
Ex∼Px [(D(x) − a)2] +

1

2
Ez∼Pz [(D(G(z)) − b)2],

min
G

V (G) =
1

2
Ez∼Pz [(D(G(z)) − c)2]

(2.5)

where a, b, and c are hyper-parameters.

• Maximum Mean Discrepancy (MMD), used in moment matching GANs [83], uses

kernel maximum mean discrepancy to determine the distribution distances be-

tween real and fake samples. Generative Moment Matching Networks (GMMNs)

deviate from conventional GANs. Instead of employing a discriminator network,

they utilize a kernel maximum mean discrepancy-based two-sample test, with

the kernel being learned in an adversarial manner.

• The Wasserstein loss function, as proposed in Wasserstein GAN (WGAN)

[8], provides a robust and smooth estimate of the distance between the real

and generated data distributions using optimal transport. In WGAN, the

author highlights an issue with Vanilla GAN: when the discriminator becomes

exceptionally strong (i.e., D(x) = 1 for real data and D(G(z)) = 0 for generated

data), the model can face a vanishing gradient problem at these extreme points.

To counteract this, WGAN introduces a critic network that assigns realness

scores to the generated samples, effectively replacing the discriminator. The key

to WGAN’s innovation is the Wasserstein loss function, which helps linearize

the loss function landscape, enabling the critic network to achieve optimal

performance with fewer iterations. The Wasserstein distance, also known as the

Earth Mover’s distance (EM distance), originates from calculating the minimum

cost required to transform one probability distribution into another - akin to

reshaping a mound of earth. The Wasserstein distance between two distributions
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Pr and Pg is given by:

W (Pr,Pg) = inf
γ∈

∏
(Pr,Pg)

Ex,y∈γ[||x− y||], (2.6)

where
∏

(Pr,Pg) is set of all joint distributions whose marginal distributions are

Pr and Pg. The above loss function is intractable due to infimum over
∏

(Pr,Pg).

In the WGAN paper, the author makes it tractable by using Kantorovich-

Rubinstein duality:

W (Pr,Pg) = sup
||f ||L≤1

Ex∈Pr [f(x)] − Ey∈Pg [f(y)], (2.7)

where f is a critic network defined by a neural network with the constraints that

f is a 1-Lipschitz continuous function. In [8], Lipschitz continuity constraints are

imposed on the critic by clamping the parameters’ weights to a small window

such as [−0.01, 0.01]. Gulrajani et al. 2017 [44] pointed out that weight clipping

is a bad way to enforce a Lipschitz constraint. Choosing a large clamping window

leads to exploding gradient, and choosing a very small window leads to slow

convergence. For these reasons, [44] proposes a gradient penalty term for the

Lipschitz constraint. However, this gradient penalty term is computationally

expensive. This is further improved using spectral normalization by [100]. The

Spectral Normalization technique stabilizes training by normalizing the weights

of each layer (weight matrix) with its corresponding spectral norm, also known

as the matrix norm or the maximum singular value of a matrix. This enables the

normalization of weights every time they are updated, creating a network that

mitigates issues of gradient explosion and thus reduces instability during training.

This method has shown comparable results to those achieved by gradient penalty

but with improved computational efficiency.

• The Hinge Loss function, introduced in the Geometric GAN [88], is inspired by

the Support Vector Machines (SVMs) theory and the concept of maximizing the
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margin of a separating hyperplane. This loss function contributes significantly

to the stability of the GAN’s training process and promotes better convergence.

Hinge loss function is given by:

V (D,G) = Ex∼Px [max(0, 1 −D(x))] + Ez∼Pz [max(0, 1 + D(G(z)))], (2.8)

Thus, over time, the development of these alternative loss functions has significantly

improved the capabilities of GAN. The choice of loss function directly impacts the

quality of the generated samples and the stability of training, making it a critical

consideration when working with GAN. Currently, Wasserstein-based GAN with hinge

loss function and spectral normalization is the most popular choice.

Architecture: Over the years, GAN has been marked by significant architectural

modifications that enhanced their performance and application. Initially, GAN, as

introduced by Ian Goodfellow et al. [41], primarily consisted of fully connected layers.

As CNNs became increasingly prominent in computer vision, Radford et al. [110]

proposed a novel architecture for the generator and discriminator networks. This

architecture, based on transposed convolution layers, is known as DCGAN. The

advent of DCGAN marked a significant improvement in the performance of GAN.

The DCGAN architecture is further improved over the year. Currently, the most

famous architecture is Style-GAN [68]. Style-GAN’s generator consists of a mapping

network and a synthesis network. The mapping network consists of a multilayer

perceptron (MLP) network that transforms the latent vector into style codes. The

synthesis network consists of novel Adaptive Instance Normalization layers that take

style codes as input and modulate the weights of the Conv layers. This architecture

not only improved the performance of GAN significantly but also provided control over

manipulating generated samples in terms of style. Most recently, Transformer-based

models [150] have been adapted for GAN [165, 63]. These models leverage attention
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mechanisms to capture long-range dependencies within the sample. Transformer

provides the benefits of huge learning capacity of the network and trains on one scale

and samples at any scale feature.

2.3 Evaluation Metrics

There are many metrics to quantify the performance of a GAN model, and each

metric has its own strengths and weaknesses.

Inception score: The inception score correlates with the visual quality of the

generated image – higher the better. The Inception Score, proposed by Salimans et al.

2016 [122], evaluates the quality and variety of generated images. It is computed by

passing these images through a pre-trained Inception model and evaluating P (y|x).

The resulting conditional label distribution P (y|x) for a well-performing model should

be highly specific, indicating that the image contains distinct, identifiable objects.

The overall label distribution P(y) across all generated samples should show significant

diversity. The Inception Score is the Kullback-Leibler divergence between P (y|x) and

P (y).

Frechet Inception Distance: Recent studies suggest that the inception score does

not compare the statistics of the generated dataset with the real-world data [51, 166],

and thus is not always a reliable indicator of visual quality. This drawback of the

IS is overcome by the FID score [51], which compares the statistics of the generated

data with the real data with respect to features. FID employs a pre-trained Inception

model to extract features from real (x) and synthetic (g) images. It specifically uses

the last pooling layer, just before output classification, to capture the features of an

input image. This feature space is considered a continuous multivariate Gaussian

distribution. From the extracted features, the Fréchet distance, also known as the

Wasserstein-2 distance, is computed between the real and generated distributions. The
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lower the FID score, the more similar the two sets of images are, with zero indicating

an exact match. FID score is given by:

FID = ||µx − µg||2 + Tr(Σx + Σg − 2(ΣxΣg)
1
2 ) (2.9)

where µ is the mean and Σ is the covariance of the features. Tr is the trace operation,

i.e., the sum of the elements along the main diagonal of the square matrix.

Spatial Frechet Inception Distance: sFID [102] enhances the concept of FID

by incorporating higher spatial features from the Inception network. This inclusion

aims to account for the spatial structure of the generated image, providing a more

comprehensive evaluation of the visual quality.

Precision and Recall: From the classic viewpoint, precision denotes the fraction of

generated images that are realistic, and recall measures the fraction of the training

data manifold covered by the generator [78]. In the context of GANs, Precision and

Recall are computed using a pretrained classifier. The classifier’s (inception network)

features are used to construct a Gaussian distribution for both the real and generated

data. Precision and Recall are then computed based on the overlap between these

two distributions, using their means and covariance matrices.

2.4 Challenges

Despite the impressive capability of GAN to produce highly realistic images,

significant challenges persist with these models:

• Training instability: Training GAN is notably challenging due to its inherent

dynamic adversarial nature, which often leads to instability. Such instability

can result from issues such as vanishing or exploding gradients. Thus, to ensure

stable training, the selection of generator and discriminator architectures, loss

functions, and normalization methods must be done carefully.
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• Mode collapse: A prevalent issue known as Mode Collapse, where the generator

repeatedly produces identical outputs, may arise during the training. Despite

the ability to trick the corresponding discriminator, this indicates a failure of

the generator to adequately represent the entire real data distribution, causing

it to become entrapped in a limited space with minimal variety.

• Lack of control: Traditional GAN generates random samples without any

control over the type or characteristics of the generated data, i.e., the generated

samples are represented in an entangled and non-meaningful manner in the

latent space. Although Conditional GAN and other variants offer more control,

these models have challenges, such as having labeled information in the data.

• Large training dataset and domain knowledge: GAN models generalize

better only if we have a large training dataset containing all variations. The

GAN model trained on a significantly smaller training set generates images with

less variation and often suffers from mode collapse. Furthermore, integrating real-

world knowledge regarding objects such as shape, size, and structural variations

in the GAN model is only possible with a substantial training set representing

such variations.

This dissertation addresses these challenges by introducing novel methodologies aimed

at boosting the robustness and controllability of the GAN models. These methods

leverage techniques grounded in physics, probability, and geometry to improve GAN’s

performance.
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Chapter 3

A HYBRID PHYSICS AND DEEP-LEARNING BASED APPROACH FOR

SYNTHETIC DEFECT GENERATION

3.1 Introduction

With the complexity of semiconductor design and manufacturing processes in-

creasing rapidly, quickly identifying defects induced by these complex processes has

become a significant challenge. While human operators can be trained to detect

defects through visual inspection, it becomes a rate-limiting factor in high-volume

manufacturing processes. Thus, an automated inspection pipeline using computer

vision and machine learning algorithms, is important for cost-effective deployments.

Due to recent advances in deep learning in computer vision, [79], deep learning

methods have started to replace classical image processing and machine learning-

based methods [45] in automated visual inspection systems. Deep learning models

have achieved SOTA performance on classification [49], object detection [115] and

semantic segmentation [14], making them a robust tool for integration in visual

inspection systems. Recently, these methods have been used for defect detection in

various industries [11]; for example, a light-weight deep learning model for electronic

component detection [58], a convolution neural network based segmentation model to

detect surface anomalies [140], and defect detection in printed circuit boards [1].

The design and development of automated visual inspection systems necessarily

requires creating large training-sets, which need specific domain knowledge from

an engineer or technician to label the variety of defects that can occur during the

manufacturing process [131]. With the advent of deep learning, attaining the target
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performance requires larger training sets than the traditional vision algorithms that

use hand-crafted features. The training datasets need to be curated and designed to

encompass all variations and nuisance factors that may occur in the manufacturing

process beforehand. Aside from the images acquired from production or development

product runs, the training datasets for defects are often created in a destructive method,

i.e., artificially creating defective samples in a lab beforehand. These destructive

methods often involve time, cost and manual labor. Creating all kinds of defects

that can happen under complex manufacturing processes and look realistic is also

challenging. However, recent interest has shifted to developing synthetic defect

generation approaches, to augment and speed-up the process of creating such training-

sets as well.

Generative adversarial networks (GAN) [41] have been widely adopted as a data

augmentation method to help augment small datasets or resolve class imbalance

problems. A GAN generally consists of a generator and a discriminator. The generator

takes a noise vector sampled from a distribution [132, 41] as input and generates a

realistic-looking image. The discriminator takes real and synthetic images as input and

classifies whether the input image is real or fake. The generator is trained to generate

realistic-looking images such that it can fool the discriminator. GANs have been

widely adapted in computer vision for various tasks like image-to-image translation

[61], image super-resolution [80], image editing [174], and domain adaptation [130]. It

is also been used to address class-imbalance problems [123] and as a data augmentation

tool in defect generation [154, 101, 30, 10].

While synthetic images sampled from a GAN can help improve defect detection

and classification performance, training a GAN model is a data-intensive task. It is

a chicken and egg situation, in the sense, in order to make a GAN model synthesize

all variations of defects, the training dataset must include all defect variation types,
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which defeats the purpose of using GAN in scarce data scenarios. It is also difficult to

control parameters like the shape and size of a defect generated by a GAN, since it is

not easy to isolate dimensions in the latent space that control physically meaningful

attributes i.e., the defects are not represented in a disentanglement manner in the

input latent space. The GAN model also finds it challenging to transfer knowledge

from other domains, such as the visual appearance of foreign material or cracks, from

other industrial products to semiconductors. This kind of knowledge can only be

induced in a GAN through training datasets which are challenging to collect to begin

with.

In this work, we propose a hybrid approach for synthetic defect generation. We

model the defects in a 3D physics-based renderer such as POV-Ray [108], using a few

controllable parameters which control the shape and size of defects. For example, as a

first step we model the shape of Foreign Material as a spline curve and the shape of

Epoxy defects as a polygon. We then choose convenient material reflectance properties

to make the rendered defect look sufficiently close to being realistic from the available

material choices. As a final step, we use a GAN to make these rendered defects look

realistic, based on a small training set of realistic defects. In contrast to approaches

that use only a GAN to generate defects from scratch, our model provides the shape

and structure of defects by using a renderer, and only learns to apply realistic-looking

texture through a small GAN model. Texture generation on the rendered images is a

much easier task and requires very few training images to train the generator.

The key highlights of our work are summarized below:

• We propose a hybrid model that combines a 3D rendering tool with a GAN

model. The proposed approach eliminates the need for large training datasets

and provides ease of controlled defect generation, that saves cost and speeds up

getting ROI in the product/process launch.
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• We assess the quality of synthetic defects from our hybrid model by training a

binary classification model on the augmented dataset. The classification model

trained with our synthetically augmented dataset shows improved performance

over the vanilla training dataset.

• We qualitatively and quantitatively evaluate the synthetic defects generated by

two GAN models: style-transfer GAN and cycle-consistency GAN.

• Lastly, we do an ablation study of the classification model by varying the number

of real images used along with the synthetic defects images for model training.

Our synthetically generated defects achieves significant boost in the classification

performance when the number of real defects in the training set is low.

3.2 Problem Setup

3.2.1 Dataset Details

Figure 3.1: Examples of Type of Defects Present in Our Dataset.
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Table 3.1: Number of Images per Defect Type in Training and Test Datasets.

Defect type Training set Test set

Foreign material 115 47

Component 16 6

Crack 18 8

Excess epoxy 11 4

Missing epoxy 20 5

Epoxy on die 13 4

Scratch 56 21

Missing Die 7 3

Other 139 31

We use a dataset that consists of 9 types of defects, namely foreign material,

component, crack, excess epoxy, missing epoxy, epoxy on a die, scratch, missing die,

and others. Figure 3.1 shows examples of some defects across these categories. The

‘other’ defect type consists of defects that cannot be classified into one of the 8 classes

and includes rarely occurring defects. Table 3.1 shows the number of samples per

defect type present in the training and test datasets. We divide the data into training

and test sets in a ratio of ∼ 70% and ∼ 30%, respectively. In this problem setup, we

face three challenges:

• The number of samples per defect type in the training set is much smaller than

any conventional natural image dataset used in deep learning literature. Deep

learning model (classification or detection) trained on a small dataset often

overfits and fails to generalize.

• The dataset has a significant class-imbalance between different types of defects.

For example, foreign material defect has significantly more images (115), whereas
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defect like missing die only has 7. Deep learning model trained on a class-

imbalanced dataset becomes more biased towards the defect type present in

large quantities, sometimes ignoring minority classes entirely.

• Lastly, higher resolution images are required to detect finer defects like scratches

or foreign material. This dataset consists of images of approximately 2K × 2K

resolution, which is computationally expensive to use with any deep learning

model. The most common deep learning models (classification, detection or

generative) operate on either 256 × 256 or 512 × 512 size images.

We use a deep-learning based generative model to solve the data scarcity and

class-imbalance issues. The generative model solves both problems by synthetically

generating more samples for both minority and majority defect classes. We use a

patch-based method to overcome the challenge of high resolution by extracting smaller

patches (256 × 256 or 512 × 512) around the defects for classification, detection, or

image generation.

3.3 Proposed Method

3.3.1 GAN Models for Synthetic Defects

Non-Defect 
Sample

Reconstruction 
Loss

+
Style Loss

Adversarial 
Loss

Synthetic 
Defect 

Discriminator

VGG Net

Paired Generator

Defect 
Sample

(a) Style Transfer GAN Model

Real 
Defect 

Non-Defect Synthetic 
Defect Generator 1 Generator 2 Non-Defect

Adversarial 
Loss

Discriminator

Reconstruction 
Loss

(b) Cycle GAN Model

Figure 3.2: Network Architecture for (a) Style Transfer GAN and (b) Cycle GAN
Model for Defect Generation.
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Datasets obtained from high volume manufacturing processes tend to be imbalanced

with far more non-defect samples than defective ones. Therefore, to address the need

to create effective training-sets, we use an image-to-image translation method to

transform non-defect images to defect images using GAN models. We adopt two GAN

models used in [131] to generate synthetic defects: 1) Style Transfer GAN and 2)

Cycle Consistency GAN.

Style Transfer GAN: Figure 3.2a shows the block diagram of style transfer GAN.

This model consists of a generator module with UNet [117] architecture, consisting

of convolutional layers with batch normalization and ReLU layers. The generator

takes a non-defect input patch and generates the defect on top while keeping the

background unchanged. The model is trained with three loss functions: 1) Style

transfer loss [38], 2) Perceptual loss [64]and 3) Adversarial loss [41]. Style transfer

loss helps to generate defects with a similar texture as the real one. Perceptual

loss is a reconstruction loss (l2 distance) with respect to the target defect image in

pre-trained VGG feature space. Adversarial loss is based on a discriminator network

which distinguishes whether the input sample is real or fake, helping in generating

realistic-looking defects. The reconstruction loss in this model requires paired defect

and non-defect training samples, i.e., the input non-defect sample must have the

same background as the target defect sample. Images of the same semiconductor

module often get misaligned due to vibration or other mechanical or optical noises

during manufacturing. If the input images are not perfectly paired with the training

targets, the generator outputs can be distorted during test time. We employ another

image-to-image translation model called cycle consistency GAN to avoid the need for

pairing datasets during training.

Cycle Consistency GAN: Figure 3.2b shows a block diagram of the cycle GAN

model [175]. The cycle GAN consists of two generators with the same architecture as
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the style transfer GAN generator. Generator-1 takes a non-defect input patch and

converts it into a defect image. Generator-2 then takes the defect image generated by

generator-1 and converts it back to the original non-defect image. Both generators

are trained with reconstruction loss (l2 norm) between the input non-defect image

and output image of generator-2 and an adversarial loss on the generator-1 by using

a discriminator network which forces the generator-1 to generate realistic-looking

defects. This model does not require paired non-defect and target defect images for

training. It automatically finds a one-to-one mapping between non-defect and defect

samples, provided the dataset is large enough; otherwise this condition may lead to a

mode collapse. The cycle GAN method can also generate different types of defects on

the same input patch by feeding different defect label information to generator-1 [99].

3.3.2 Hybrid Model for Synthetic Defect

GAN models described in the above section need a significantly large training

dataset to generate all variations of defects. In addition, we can only interpolate

between defects present in the training set, and it is difficult to control the variation of

generated defects or add prior knowledge about defects without having a large training

dataset. These defects can be modeled effectively with physics-based rendering tools

like POV-Ray with few controllable parameters. We model two common defects:

Foreign Material and Epoxy defects, with a rendering tool and use the rendered

defects with a small GAN model to refine them to realistic-looking defects. This

hybrid model allows users to generate any variety of defects with a minimal training

dataset.

Foreign Material Rendering:

Foreign Materials (FMs) in semiconductor manufacturing are usually fibers that

originate from clean room smocks, metal shavings, human hair, etc. These fibers
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Figure 3.3: Example of Rendered FM Defects from Pov-Ray.

generally have a high aspect ratio and curvature that lends itself to being well-modeled

by spline curves. Hence we model FM as a 3D spline curve defined by critical points

and a polynomial fit. We use a 3rd order polynomial in our experiments, and the

number of critical points varies from 4 to 20, depending on the complexity of the spline

curve. We use POV-Ray’s python scripting language to define our 3D defect models.

Modeling FM as a spline curve is advantageous as we can easily control the shape and

size, and also interpolate between different curves to further increase control. Figure

3.3 shows examples of a few rendered FM defects from POV-Ray. Notice that we can

render Foreign Material with various spline shapes and different reflectance properties.

However, synthetic FM defects created in this way do not help much in improving

the performance of a classification model when used as part of an augmented training

dataset. We validate this observation by performing a FM classification task using a

ResNet-18 model trained on three datasets: only real FM images, only synthetic FM

images with random spline curves, and only synthetic FM images with spline curves

matching the real FMs (see Table 3.2, first column). In Table 3.2, we use real FM
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Table 3.2: Performance Comparison of FM Classification Model Trained on a) Only
Real b) Synthetic with Random Spline FM, c) Synthetic with Spline Shape Matching
Real FM Images, and Tested on Real FM Images.

Training Images Accuracy (%)

Real FM 95.74

Synthetic FM: Random Spline 61.82

Synthetic FM: Matching Spline 82.87

Figure 3.4: Overview of Our Spline Fitting Method for Synthetic FM Rendering.

defect images as test set. Table 3.2 shows that the classification model trained on the

synthetic FM images defined by random spline curves performs worse than the other

two models. We also observe that the performance is much better when the model is

trained on more realistic-looking FM defects obtained by matching the spline shape

to real FM, compared to the random spline images. Hence for generating synthetic

FM images, it is essential to define the spline curves shape like the real FMs shape.

We use a spline fitting method to extract the distribution of real FM curves. Figure

3.4 shows the block diagram of our method. We first segment the defect region from

the real FM defects in our method. We use a manually annotated segmentation

mask around the FM, which is further refined by the Canny edge-based segmentation

method. We then find the contour points along the segmented FM defect using the

OpenCV’s findContours function. We use the SciPy implementation of least-squares
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Real FM Segmented
FM Contour

Spline Fit Rendered FM

Figure 3.5: Example of Spline Fitting on a Real FM Image (Leftmost) and Final
Rendered FM from POVRay.

based spline-fitting method to fit the spline along the contour points. FM defects in

manufacturing can be found in various shapes and thicknesses. It is also essential to

sample the thickness of these spline curves from the real FM thickness distribution. To

find the correct thickness, we use the grid search method. We use geometric moments

[57] as a feature to measure the similarity between the rendered FM and the real FM

for the thickness grid search. Geometric moments are well-known shape descriptors

in computer vision literature, and it is better than vanilla L2 distance as we want to

avoid the variation in texture or intensity in the real FM image. Figure 3.5 shows

an example of the spline fitting method on a real FM defect image (first) and final

rendered FM (fourth). The rendered FM image from POV-Ray is first merged with a

non-defect background image using the alpha blending method given by Eq-3.1:

Iblend = αIrendered + (1 − α)Ibackground (3.1)

where, Irendered is the rendered image, Ibackground is the non-defect image and α is real

value taken between 0 and 1. Figure 3.6 shows an example of alpha blending. After

alpha blending, we use a small generator model consisting of a few convolutional

neural network layers to further refine the blending with the background image. This

small generator model takes the blended synthetic defect image and is trained with

the reconstruction and adversarial loss to output realistic-looking defect images.
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Figure 3.6: Example of Alpha Blending. Left Image Is the Non-defect Sample,
Middle Image Is the Rendered FM Image, and Right Image Is the Blended Image.

Epoxy defect rendering:

Generator

Adversarial 
Loss

Discriminator

Reconstruction 
Loss

Polygon Mask
+

Background

Synthetic
Epoxy

Real Epoxy

Figure 3.7: Overview of Our Epoxy Defect Rendering Model.

We model the Epoxy defect as a binary polygonal mask image. Unlike FM, the

Epoxy defect is difficult to model in 3D with few easily controllable parameters because

of the significant variation in shape and structure. As a result, in this case, we feed

the polygonal mask and a background non-defect image to a generator directly. Figure

3.7 shows the block diagram of our Epoxy rendering method. The generator in this
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model is composed of several CNN layers and is trained with reconstruction loss (l2

norm) and adversarial loss with the help of a discriminator to generate realistic-looking

Epoxy defects. In this method, we provide the shape of the Epoxy defect in the

form of a polygonal mask, and the generator only generates a realistic-looking Epoxy

texture on the mask region. This texture generation is much simpler than generating

an entire defect from scratch, so only a few samples are required to train the generator.

We sample our polygonal mask from the real Epoxy defect shape distribution by

matching the mask to the real Epoxy defect images. We use a perturbed polygonal

mask and a random non-defect image background during defect generation for dataset

augmentation.

3.4 Experiments and Results

3.4.1 Synthetic Defects from GAN

Our experiments use the unconditional version of style transfer and the class-

conditional version of cycle GAN models. Both models are trained to generate all

defects types from Table 3.1. We train both style-transfer and cycle GAN on 512×512

patch images extracted randomly around the defect region of the training images.

Both models are trained with a batch size of 16 and up to 500K iteration, which is

long enough for the GAN to converge and generate realistic-looking defects. We use

the Adam optimizer with learning rates of 1e−4 for the discriminator and 2e−4 for the

generator. We use Wasserstein distance [8] as loss function and spectral normalization

[100] for stability. In both GAN models, we use a discriminator of 6 ResNet layers

[49].

The style GAN’s generator with U-Net architecture consists of 12 ResNet layers

with kernel size 3 × 3 and feature channels of 256. For style GAN we need perfectly
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aligned paired defect and non-defect training datasets having the same backgrounds.

We use image registration to align the defect and non-defect samples before training.

Cycle GAN generator is made up of 12 ResNet layers and is trained with adversarial

and cycle consistency loss functions. In cycle GAN, we do not need the paired

defect and non-defect images; hence we supply randomly extracted patches from the

non-defect image as input.

(a) Style Transfer GAN (b) Cycle GAN

Figure 3.8: Example of Defect Images Generated from (a) Style Transfer GAN and
(b) Cycle GAN.

Qualitative Results

Figure 3.8a and 3.8b shows example of defects generated by style-transfer and cycle

GAN respectively. We observe that both models can generate very realistic and diverse

defects. Similar to [131], we also observe that the background texture of the generated

defects in the style-transfer GAN is slightly distorted. This distortion is mainly due

to the non-perfect alignment between the defect and non-defect images in the training

dataset. Furthermore, the defects generated by the style-transfer GAN are slightly

inferior (notice the more spread out in epoxy-related defects) compared to the cycle

GAN. The figure shows that the cycle GAN can generate sharp defect images while

preserving the background. However, cycle GAN generates better results qualitatively

but converges slowly and requires more computation in training due to the training of

two generator models compared to the single generator in style-transfer GAN.
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Quantitative Results

We use a deep learning-based object detection model as a defect detection system to

quantify the generated defects. We use the Faster RCNN model [115] to detect all

defect types from the Table 3.1. This defect detection model generates the bounding

box around the defects and classifies the defect types in the given input images. We

train the defect detection model on three datasets: only real images, Style-transfer

GAN augmented images (Real + Synthetic), and cycle GAN augmented images (Real

+ Synthetic). We evaluate the performance of these three models on the same real

test dataset to quantify the quality of synthetically generated images from GAN.

We use the open-source TensorFlow implementation of the faster RCNN. We

manually annotate the defect label and bounding box for the training and test dataset.

For the generated images from the GAN model, we manually screen the synthetic

defect images by removing the highly distorted defect images and manually annotate

the bounding box around the defect. We use around 100 or more generated images

for each defect type from the GAN models to equal the number of defect images per

defect type. We use ResNet-50 model pre-trained on the ImageNet dataset [22] as

backbone for the detection module. We train the model on a patch size of 512 × 512

cropped randomly around the defects, and the image size is scaled randomly by factors

between 0.5 and 2.0 chosen uniformly. We train the model with a batch size of 16 and

up to 20K iterations (long enough for all models to converge).

The mean Average Precision (mAP) metric is used to quantify the detected defects

from the three models. The mAP metric is popular for measuring object detection

in natural images. The detection model produces two results: a bounding box that

contains the defect region and a probability score. The bounding box performance

is measured using Intersection over Union (IoU = AreaofOverlap
AreaofUnion

) with respect to the
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ground truth bounding box. Based on the IoU threshold, we can evaluate True

Positive or False Positive predictions. Then average precision for a particular class

is the area under Precision = TruePositive
TotalPredictedPositve

and Recall = TruePositive
TotalGroundTruthPositive

curve under different class probability score and mAP is given by mAP = 1
N

∑N
i=0 APi,

where APi is the average precision for defect type i.

Table 3.3: Performance Comparison of Defect Detection System Trained on Different
Datasets.

mean Average Only real Style transfer GAN Cycle GAN

Precision images aug. dataset aug. dataset

IoU = 0.5:0.95 26.34 28.79 27.49

IoU = 0.5 45.13 53.82 47.15

IoU = 0.75 24.66 27.89 28.23

Table 3.3 shows the mAP of the three models on the test dataset. In the first row,

the IoU threshold is set from 0.5 to 0.95 with an increment of 0.05 to compute the

mAP. In the second and third rows, 0.5 and 0.75 are taken as thresholds for IoU. In the

table, we observe that the models trained on the augmented images (real + synthetic)

perform better than the model trained only on the real images. We see an improvement

of at least 1.15% with augmented images. We also observe that the model trained with

style transfer GAN augmented images performs better than the cycle GAN augmented

images when the IoU threshold is chosen smaller (IoU = 0.5), but at a higher IoU

threshold value (IoU = 0.75) cycle GAN augmented model performs better than

the style transfer GAN augmented model. Table 3.4 shows the minimum training

iterations required by the three models to converge to maximum test performance.

We observe that the model trained on the augmented images converges faster than

the model trained on only real images. Figure 3.9 shows examples of detected defects

from the three models where the model trained on only real images failed to detect
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Figure 3.9: Example of Detected Defect from Our Detection Model Trained on
Different Datasets.

(first row) and false detect (second row), whereas the GAN augmented models able to

detect it correctly.

Table 3.4: Iteration Taken by Defect Detection Model Trained on Different Datasets
to Converge to Maximum Test Performance.

Training Dataset Training Iteration

Only real images 7.5K

Style transfer GAN Aug. 4.8K

Cycle GAN Aug. 5.2K
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Limitation of GAN Models

As the previous section shows, GAN augmented images can boost the defect detection

system’s performance. On the other hand, GAN models generalize better only if we

have a large training dataset containing all variations of the defects, but collecting such

large datasets is expensive and time-consuming. The GAN model trained on defect

types with a significantly smaller training set generates images with less variation.

Also, if a completely different non-defect patch is provided as input, which is different

from the training set, the GAN models distort the background texture of the generated

defects. Using these distorted defect images to train a defect detection system degrades

the performance, as compared to detection model trained only on the real images. As

a result, manual screening is needed to remove these distorted synthetic defect images

before using them to train the detection model.

Furthermore, GAN models are widely known for their unstable training and require

hyper-parameters fine-tuning for stable training. The GAN model can only generate

defects sampled from the distribution of real defects in the training set. Integrating

real-world knowledge regarding defects such as shape, size, and structural variations

in the GAN model is challenging without a substantial training set representing such

variations. For example, a human can comprehend the variations occurring in foreign

materials based on their world knowledge but controlling those variations in a GAN

model without an extensive training set is a challenging problem.

3.4.2 Synthetic Defects from Rendering

This section discusses the experiment setup and results regarding our hybrid model

for two defects: Foreign Material and Epoxy-related defects (excess Epoxy and Epoxy

on die).
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FM Rendering

As explained in the method section, we use spline fitting and geometric moment-based

optimization for thickness grid search to get the distribution of Foreign Material’s

shape and thickness from the training set. One can also find this distribution from

other products or domains. We render 1K synthetic Foreign Material images from

this distribution by perturbing the critical point of the spline and thickness with

a Gaussian distribution. We use the alpha blending method with an alpha value

of 0.3 to combine the rendered spline with the non-defect images. The generator

model in this hybrid approach consists of a 4 CNN layer with batch normalization

and ReLu layer. The number of feature channels is 256 in each layer. It takes input

image of 256 × 256 and generates image of size 256 × 256. To train this model, we

created a dataset consisting of paired, rendered FM images from PovRay and Real

FM images with the same background. We train this model with a batch size of 16

up to 30K iteration and a learning rate of 2e−4 and Adam optimizer. Once trained,

we can use this generator to combine any rendered FM defects with any non-defect

background image. Figure 3.10 shows a few example of final rendered FM images.

Unlike the previous standard GAN models, the hybrid model generates defects with

realistic-looking shapes and no artifacts around them. Hence, no manual screening is

needed when the synthetic defects are used as data augmentation for the detection or

classification model training.

We use a binary classification model to quantify the quality of generated images from

this hybrid model. The classification model is trained with the synthetic augmented

dataset and tested on real FM images. We created a dataset by randomly cropping

images of size 256 × 256 around the FM defects from the training set. We use the

ResNet-18 model for classification. We use the batch size of 32 with half images
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Figure 3.10: Rendered FM Defects Merged with Non-defect Input Images.

containing FM defects and the other half non-defect images randomly cropped from

the clean images. We train the classification model with an SGD optimizer and

cosine learning rate decay, starting from 1e−1 to 1e−6. For the test dataset, we center

crop FM defect of size 256 × 256 from the 47 test images and other 47 non-defect

patches cropped randomly from clean images not used in training. We perform two

experiments: 1) the model is only trained on the real FM images, and 2) the model is

trained on real + rendered images. In addition, we also vary the number of real FM

images by randomly selecting fewer real FM images from the training set and plotting

their accuracy performance. We perform each experiment three times and report the

mean and standard deviation.

Figure 3.11 and Table 3.5 shows the classification accuracy of model trained with

different training sets. The first column in the table denotes the number of real FM

images used in the training set. The second column shows the accuracy of a model

trained only on the real FM defect images. The third column shows the classification

performance of the model trained with real + rendered images. When a full real FM
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Figure 3.11: Classification Performance on FM Defects with Varying Number of
Training Images.

Table 3.5: Performance Comparison of FM Classification Model with Varying Number
of Training Images. We Observe That with Fewer Real Training FM Images, the
Model Trained Using Real + Rendered Dataset Provides a Gain of ∼ 8% (See 4th

Row).

# Real FM images Accuracy (%) Accuracy (%)

in training set Real images Real + Rendered images

115 94.80±0.70 96.31±0.4

90 93.49±1.06 96.60±1.38

65 91.76±1.98 95.74±0.67

40 88.39±2.86 96.29±0.39

20 81.92±1.07 89.82±1.36

training set (115 images) is used, we find that the performance improvement for the

model trained using real + rendered dataset is roughly ∼ 1.5% over the model trained

on only real FM images. As we decrease the number of real FM examples in the

training set, we observe a decline in the test performance; however, the model trained
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on the real + rendered dataset decreases slowly. With fewer real FM images in the

training set, the model trained with real + rendered provides a gain of ∼ 8% (see

4th row in Table 3.5). This result demonstrates that the rendered images are very

effective when we have fewer real defect images to train the deep learning models.

Epoxy Rendering

We use a CNN-based generator model that takes a binary masked non-defect image

as input and generates realistic-looking Epoxy defects on the masked region. Our

generator consists of 4 CNN layers, batch normalization, and ReLU layers. To train

this generator, we first segment out the real Epoxy defect regions, then construct a

polygonal mask around the defect region, and use it as input to the generator as shown

in Figure 3.7. The generator is trained to generate the original Epoxy defect back to

the masked region. We use the Adam optimizer with a learning rate of 1e−4 and train

it for 30K iteration with a batch size of 16 and image size of 256 × 256. Once trained,

we can feed any random polygonal mask and random masked non-defect image to

generate realistic-looking Epoxy defects. Figure 3.12 shows an example of generated

Epoxy defects from our generator model. Note that we can generate Epoxy defects

of any size and location. However, real epoxy defects have inherent location bias,

usually found around the die region. Hence while using our model as augmentation,

we sample the polygon mask around the die.

We employ the same approach used for FM defects to quantify the quality of

generated Epoxy defects. We use ResNet-18 as a binary classification model. We

create the training set by randomly extracting the 256 × 256 patches around the

Epoxy defect region from the training set. For synthetic images, we rendered around

500 Epoxy defect images of size 256 × 256. Test images are created by extracting 50

patches from the 8 Epoxy defect images in the test set and 50 patches from non-defect
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Figure 3.12: Examples of Rendered Epoxy Images from Our Model.

images not used in the training set. We train the generator up to 30K iteration with

batch size of 32 and cosine learning rate decay from 1e−1 to 1e−6.

Table 3.6: Performance Comparison of Epoxy Classification Model with Varying
Number of Training Images. The Model Trained Using Real + Rendered Dataset
Provides a Gain of ∼ 4% Compared to the Model Trained Only on the Real Epoxy
Defects (See 4th Row).

# Real Epoxy images Accuracy (%) Accuracy (%)

in training set Real images Real + Rendered images

24 95.85±0.32 96.69±1.25

18 94.05±1.40 94.71±0.49

12 93.39±3.21 93.37±2.80

7 89.24±8.24 93.15±3.65

3 78.55±9.82 78.54±6.40

Table 3.6 show accuracy of ResNet-18 model trained under different datasets. From

the table, we observe that when a higher number of real Epoxy defect images are

available in training, the model trained using the real+rendered dataset provides a
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minor improvement of roughly ∼ 1%. However this improvement is much higher when

a smaller number of real Epoxy images is available, even showing a nearly 4% points

improvement when only 7 real images are available (see 4th row in Table 3.6). Below

that level, there seems to be no significant value for adding synthetic defects. This

indicates there may be some minimum threshold for the number of real images to

see the benefits of dataset augmentation with synthetic data. Compared to the FM

classification model, the variance in the performance of the Epoxy classification model

is very high when trained with few real Epoxy training images. The high variance in

performance is mainly due to the random selection and significantly small number of

Epoxy defect images compared to the FM defect images.

3.4.3 Discussion

The proposed hybrid model generates realistic-looking defects of various shapes

and sizes while using a small training dataset. Additionally, as a data augmentation

technique for the defect classification model, our hybrid model provides a significant

performance boost when the number of real defect images are few. These findings

are contrary to standard GAN models that require large training datasets in order to

generate diverse defects, and need additional human screening to use the synthetic

defect images as data augmentation. As we know that modeling all defect types using

a rendering tool is not straightforward. However, we believe that our polygon mask-

based approach could be extended to ‘subtractive’ defects like cracks and scratches.

In our model we sample shape and size of the rendered defects from real distribution;

as random shape and size might not be effective for data augmentation. This requires

domain knowledge about the defect’s shape and size.

39



3.5 Conclusion

In this work, we investigate a hybrid approach to enable GAN models to be

more effective for data augmentation by incorporating a physics-based renderer. The

standard GAN models like style transfer GAN or cycle GAN generate realistic-looking

defects and boost the performance of a defect detection model. However, these GAN

models require an extensive training dataset to generate all variations of defects, and

collecting such large datasets is costly and time-consuming, potentially precluding the

use of AI early on in the product/process life-cycle. Furthermore, controlling the shape,

size, or other properties of the generated defects from these GAN models is challenging

as these variations are often represented in a non-disentangled and non-interpretable

manner in the latent space. We propose a hybrid approach combining a 3D rendering

tool with a small GAN model to overcome this challenge. We model defects like

FM as spline curves or Epoxy defects as polygonal masks with easily controllable

parameters. The GAN model in our hybrid approach is only used to refine or apply

realistic-looking texture on the rendered defects, in contrast to generating defects

from scratch in conventional GAN models. The proposed hybrid model requires a

very small training dataset to generate a realistic-looking and diverse defect structure.

Thus this approach is more suitable for enabling defect detection and classification

in semiconductor manufacturing when few images of the defects are available for

training. We evaluate the quality of the synthetic defects by using them as a training

augmentation for a defect classification model. We further show that the proposed

method significantly improves defect classification performance in small training data

scenarios. In future work, we expect to extend our hybrid modeling technique to all

possible defect types found throughout the manufacturing line.
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Chapter 4

NON-PARAMETRIC PRIOR FOR IMPROVED INTERPOLATION

4.1 Introduction

Advances in deep learning have resulted in state-of-the-art generative models for a

wide variety of data generation tasks. Generative methods map sampled points in a low-

dimensional latent space with known distribution to points in high-dimensional space

with distributions matching real-data. In particular, generative adversarial networks

(GANs) [41] have shown successful applications in super-resolution [80], image-to-image

translation [61, 175], text-to-image translation [113], image inpainting [106], image

manipulation [174], synthetic data generation [130] and domain adaptation [148].

A GAN architecture consists of a generator G and a discriminator D. The generator

G maps low-dimensional latent points z ∼ Pz to high-dimensional data distribution

Pdata. The latent-space distribution Pz is typically chosen to be a normal or uniform

distribution. The goal of the generator G is to produce data such that they are

perceptually indistinguishable from real data. However, the discriminator D is trained

to distinguish between ‘fake’ and ‘real’ data. Both the generator and discriminator

are trained in an adversarial fashion, and at the end of training the generator learns

to generate data with a distribution similar to the real one.

One natural question for generative models is how to model the latent space

effectively to generate diverse and varied output. Interpolating between samples in

the latent space can lead to semantic interpolation in image space [110]. Interpolation

can help transfer certain semantic features of one image to another. Successful

interpolation also shows that GANs do not simply over-fit or reproduce the training

41



set, but generate novel output. Interpolation has been shown to disentangle factors of

variation in the latent space with many applications [91, 77, 92, 161].

Imposing a parametric structure on the latent space can cause distributional

mismatches where the prior distribution does not match the interpolated point’s

distribution. This mismatch causes the interpolated points to lose fidelity in quality

[155]. Previous research has resulted in various parametric models to fix this prob-

lem [155, 71, 2]. One of the findings in prior work [82] is that the use of a Cauchy

distributed prior solves the distributional mismatch problem. But, Cauchy is a very

peculiar distribution, with undefined moments and a heavy-tail. This means that

during inference there will always be a number of undesirable outputs (as acknowledged

also in [82]) due to latent vectors being sampled from these tails.

In this work, we propose the use of non-parametric priors to address the

aforementioned issues. The advantage of a non-parametric prior is that we do not use

any modeling assumptions and propose a general optimization approach to determine

the prior for the task at hand. In particular, our contributions are as follows:

• We analyze the distribution mismatch problem in latent-space interpolation

using basic probability tools, and derive a non-parametric approach to search

for a prior which can address the distribution mismatch problem.

• We present algorithms to solve for the prior using off-the-shelf optimizers,

and show that obtained priors have interesting multi-lobe structures with fast

decaying tails, resulting in mid-point distribution to be close to the prior.

• We show that the resulting non-parametric prior yields better quality and

diversity in generated output, with no additional training data nor any added

architectural complexity.

More broadly, our approach is a general and flexible method to impose other

constraints on latent-space statistics. Our goal is not to outperform all the latest devel-
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opments in generative models, but to show that our proposed stand-alone formulation

can boost performance with no added training or architectural modifications.

4.2 Background and Related Work

Generative Adversarial Network: As described in Section 4.1, a GAN consists

of two components: a generator G and a discriminator D, which are adversarially

trained against one another until the generator can map latent-space points to a

high dimensional distribution which the discriminator cannot distinguish from true

data samples. Formally, this can be expressed as a min-max game in (4.1) which the

generator tries to minimize and the discriminator tries to maximize [41]:

min
G

max
D

V (D,G) = Ex∼Px [log(D(x))] + Ez∼Pz [log(1 −D(G(z)))], (4.1)

where, V is the objective function, x ∼ Px are real data points sampled from a

true distribution, and z ∼ Pz are sampled points from the latent-space distribution.

If the training of the GAN is stable and the Nash equilibrium is achieved, then the

generator learns to generate samples similar to the true distribution. In general,

GAN training is not always stable, thus several methods have been introduced to

improve the training [122, 7]. This includes different kinds of divergences and loss

functions [103, 8, 44]. Several other works improve generated image quality [21, 169]

or resolution [24, 66].

Interpolation: For any two given latent-space points z1, z2 ∼ Pz, a linearly-

interpolated point zλ is given by zλ = (1 − λ)z1 + λz2 for some λ ∈ [0, 1]. It has been

shown that GANs can generate novel outputs via linear interpolation, and as the line

is traversed (λ : 0 → 1), the output images smoothly transition from one to another

without visual artifacts [110]. They further showed that vector arithmetic in the latent

space has corresponding semantic meaning in the output space, e.g. latent-space
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points for “man with glasses” - “man without glasses” + “woman without glasses”

generates an image of a woman wearing glasses (c.f. Fig. 7 of [110]).

Distribution Mismatch of Interpolated Points: Interpolation, while semanti-

cally meaningful, presents challenges in ensuring all interpolated points preserve the

same data quality (or in the case of images visual quality). Most GANs utilize simple

parametric distributions such as normal or uniform as the prior distribution to sample

the latent space. However, these two choices of priors cause the interpolated point’s

distribution to not match with either the normal or uniform distribution as observed

by [71]. We replicate this argument below for the sake of exposition, since this is the

core problem we tackle in this work.

Let z1, z2 ∼ N (0, σ2I) be two points in the latent space of the GAN’s generator,

and let zλ = (1 − λ)z1 + λz2 be a linearly interpolated point. Note that σ2
zλ

=

(1 − λ)2σ2
z + λ2σ2

z . We are interested when σ2
zλ

= σ2
z , which only holds for delta

functions for finite moment distributions (we later prove this statement more formally

in Section 4.3). However, we see that the worst case for when σ2
zλ

is different from σ2
z

occurs at λ = 1/2 or the midpoint denoted z, = z1+z2
2

. Analyzing the Euclidean norm

of z1, z2 and z, gives the following equations [71]:

z1, z2 ∼ N (0, σ2I) ⇒ ∥z1∥2, ∥z2∥2 ∼ σ2X 2(d),

z, =
z1 + z2

2
⇒ ∥z,∥2 ∼ σ2

2
X 2(d),

(4.2)

where, d is the dimension of the latent-space and X 2 is the chi-squared distribution.

The GAN is trained with latent-space whose norm squared distance follows a σ2X 2(d)

distribution according to (4.2). However, the mid-point will have a distribution

σ2

2
X 2(d). Clearly, there is distribution mismatch between the points at which the

GAN is trained to generate realistic samples and the mid-point where we want to do

interpolation. Further, this distribution mismatch becomes worse if we increase the
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dimension of the latent space. Finally, it has been shown that the Normal distribution

in higher dimensions forms a ‘soap bubble’ structure, i.e. most of its probability mass

concentrates in an annulus around the mean, rather than near the mean itself [46].

This implies that interpolations that traverse near the origin of the latent space will

suffer degradation in output fidelity/quality, which has been confirmed for GANs

in [155]. A similar proof for a distribution mismatch can be shown for the uniform

distribution.

4.3 Design of Non-parametric Priors for GANs

The primary motivation to design non-parametric priors is that in order to have

a prior whose distribution of mid-points is close to the original prior, we need to

optimize for an appropriate cost over the space of density functions. This optimization

is easily done for the non-parametric case, and requires rather few assumptions. Our

terminology of non-parametric stems from classical density estimation approaches,

rather than the more modern usage in Bayesian non-parametric.

Let fX(x) be the chosen prior distribution. Let x1 and x2 be two samples drawn

from fX(x). Let an interpolated point be given by: (1 − λ)x1 + λx2, for 0 < λ < 1.

The precise relation between the distribution of this interpolated point and fX(x) is

given analytically as follows.

Property 1: If x1 and x2 are two independent samples drawn from fX(x), then the

density function of (1 − λ)x1 + λx2, for 0 < λ < 1 is given by 1
|λ(1−λ)|fX(x

λ
) ∗ fX( x

1−λ
).

Proof: The proof is a direct application of the following two results from probability

theory.

• R1: If X1 and X2 are two independent random variables, with density functions
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fX1(x) and fX2(x), then the density of their sum X1 + X2 is given by the linear

convolution fX1(x) ∗ fX2(x).

• R2: If random variable X has density function fX(x), then for α ∈ R, the density

of αX is given by 1
|α|fX( x

α
).

Apply R2 to (1 − λ)x1 and λx2 separately, then convolve the results using R1.

QED.

Following from here, the distribution mismatch problem can be expressed as the

search for a prior distribution fX(x) such that the distribution of any other interpolated

point is close to fX(x). That is, we would like fX(x) to satisfy:

fX(x) =
1

|λ(1 − λ)|
fX(

x

λ
) ∗ fX(

x

1 − λ
), (4.3)

where, λ ∈ (0, 1). The only distributions we are aware of that satisfy this condition

are the Cauchy (undefined moments, heavy-tailed), and delta functions (zero variance).

Property 2: The only density functions with finite moments that satisfy condition

(4.3) are delta functions.

Proof: A density function that satisfies condition (4.3), will also satisfy the equality

of all moments of the left and right side densities. By specifically applying this to the

equality of variances, we will show that the only solution is a delta function (among

the class of finite moment densities). The following two results come handy.

• R3: If X1 and X2 are two independent random variables, with respective variance

σ2
1 and σ2

2, then the variance of their sum X1 + X2 is given by σ2
1 + σ2

2.

• R4: If random variable X has variance σ2, then for α ∈ R, the variance of αX

is given by α2σ2.

If (4.3) holds, it must imply the equality of the variance of the prior, and the

variance of any intermediate-point. i.e. σ2
X = (1 − λ)2σ2

X + λ2σ2
X . If σX is finite,

46



equality happens if and only if σX = 0. This implies that fX(x) is a delta function.

QED.

The search for a density function that satisfies (4.3) is thus not meaningful in the

context of generative models, because a delta function as prior implies constant output.

Cauchy, on the other hand, is too specific a choice, and suffers from pathologies such as

undefined moments, which renders imposing any additional constraints on latent-space

statistics impossible. It also is heavy-tailed, which may cause generation of undesirable

outputs for samples from the tails.

What if we relax condition (4.3), such that we do not seek exact equality, but

closeness of the left and right sides? The next section shows that this relaxed

search results in a problem which can be solved using standard off-the-shelf function

minimizers. Using this approach we obtain distributions with many useful properties.

If we let P (x) = fX(x), and Q(x;λ) = 1
λ(1−λ)

fX(x
λ
) ∗ fX( x

1−λ
), we seek to minimize

some form of distance or divergence between P (x) and Q(x) among densities with

finite-variance. This optimization problem is defined in the next section.

4.3.1 Searching for the Optimal Prior Distribution

As mentioned earlier, instead of enforcing exact equality as in condition (4.3),

we would like to minimize the discrepancy between the left and right sides. A

natural choice would be to minimize the KL divergence between P (x) = fX(x), and

Q(x;λ) = 1
λ(1−λ)

fX(x
λ
) ∗ fX( x

1−λ
). Ideally, it might make sense to minimize this over

the entire range of λ’s, i.e.

minimize
P

∫
f(P (x)∥Q(x;λ))dλ, (4.4)

where f is the chosen divergence/distance between the densities. However, this
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is likely an intractable problem due to integration over λ. In order to make this

tractable, we observe that for a given λ, the mean of Q(x;λ) is the same as the mean

of P (x). However, the variance of Q(x;λ) goes as (1 − λ)2σ2
X + λ2σ2

X . Thus, for

interpolation problems, where λ ∈ (0, 1), the largest discrepancy in variance between

P and Q occurs at a value of λ = 0.5. Thus, for interpolation problems, we suggest

that minimizing for the worst-case error is sufficient.

4.3.2 Optimization Problem for Interpolation Priors

For interpolation priors, we minimize the KL divergence between P (x) and Q(x;λ =

0.5). To create a tractable problem, we restrict P (x) to be defined over a compact

domain, without loss of generality, we choose it to be [0, 1]. We discretize the domain

with sufficient fineness, typically we choose 210 bins in [0, 1]. The distribution is now

discretely represented by the bin-centers P = {pi}ni=1. The optimization problem now

becomes:

min
P

f(P∥Q) s. t.
n∑

i=1

pi = 1, and pi ≥ 0. (4.5)

In (4.5), f(P∥Q) is a divergence/distance function between P and Q. We use KL

divergence because not only is it a natural choice, but we also find that it produces

smooth distributions than when using the ℓ2 distance. Without a variance constraint,

the solution of (4.5) is simply a discrete delta function, which we would like to avoid.

The variance constraint is equivalently expressed as a quadratic-term involving pi’s,

based on which we have:

min
P

f(P∥Q)

s.t.
n∑

i=1

pi = 1,
1

n

 n∑
i=1

i2pi −

(
n∑

i=1

ipi

)2
 ≥ ξ, pi ≥ 0, (4.6)
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where, ξ > 0. In general the KL divergence is convex on the space of density

functions, but in our case P and Q are related to each other; our objective function

is not convex. We solve (4.6) using fmincon in Matlab, which uses an interior-point

algorithm with barrier functions. We note that the solution from fmincon may only

be a locally optimal solution, yet we find the obtained solution is quite robust to

large variation in initialization. We also note that using any of KL(P∥Q), KL(Q∥P )

and KL(P∥ (P+Q)
2

) + KL(Q∥ (P+Q)
2

) as objective in (4.6) gives us the same result. We

use the following settings for fmincon: interior-point as algorithm, Max Function

Evaluations = 4 × 105, Max Iterations = 105 and n = 1024. We use ξ = 0.75 in our

experiments because it provides the best FID score [51]. Figure 4.1 shows the trace

of the optimizer cost value for the above settings; we observe convergence to a local

minimum in less than 500 iterations.
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Figure 4.1: Figure Shows a Sample Trace of the Cost Function (4.6) over Iterations,
Showing Fast Convergence.

Remarks on the shape of the obtained distribution: Here we make brief

remarks on the shape of the obtained distribution. Firstly, we note that the exact

shape of the obtained distribution varies slightly each time we run the solver. This

is of course expected. However, we find that all obtained solutions seem to share

the same general shape: they have a large main-lobe, appear to be symmetric, and

have small but significant side-lobes. This is more clearly shown in Figure 4.2. We
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Figure 4.2: The Distribution Obtained by Solving (4.6) (Shown in Blue), and Its
Mid-point Distribution (Red). While There Is Small Variability in the Solutions
Obtained, We Find That No Matter How We Initialize the Solver, All Our Obtained
Distributions Share the Three Following Traits: A Large Main-lobe, Symmetry, and
Small Side-lobes. Also, Note the Strong Overlap Between the Distribution and the
Mid-point Distribution. This Is Further Quantified in Table 4.1 and Compared with
Other Distributions in Figure 4.4.

note that we did not impose any symmetry condition during optimization, yet these

solutions emerged despite different initialization.

Dependence on initialization: We initialized our solver with a uniform density,

delta functions centered at different locations, and truncated Gaussians with varying

means and standard-deviations. For all these, the final solution still converges to a

shape very similar to that shown in Figure 4.2. Further, all obtained solutions seem

to perform equally well in the final evaluation of GAN output quality.

Role of side-lobes: We are not aware of any simple parametric distribution that

can describe the shape seen in Figure 4.2, except perhaps a Gaussian mixture model.

However, the shape of the side-lobes is intricate, and not simple Gaussian-like. The

existence of these side-lobes seems to allow us to strike a balance between the fast tail-

decay of distributions like the Gamma, and the heavy tail of the Cauchy. It is almost

as if the obtained shape fuses the best properties of the two classes of distributions,
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enabling us to generate good quality GAN output, all the while minimizing the

divergence to the interpolated samples.

Continuous samples from discretized density: At first glance it may appear

that since we discretize the domain [0, 1] while solving (4.6), that our prior is capable of

generating only discrete samples. This is easily dealt with as follows. Once we generate

a sample from the discretized density, what we get is really an index corresponding to

the bin-center, but the bin itself has non-zero width given by how finely we partition

[0, 1]. From the corresponding bin, we simply generate a uniform random variable

restricted to the width of the bin. This approach implicitly corresponds to sampling

from a continuous density constructed by a zeroth-order interpolation over the obtained

discrete one. One can be more sophisticated than this, but the sampling algorithm will

no longer be as simple. We find that the approach described above is quite sufficient

in practice.

Quantification of mid-point mismatch: Table 4.1 shows the actual KL divergence

between the prior and mid-point distribution. It is clear that for the normal and

uniform distributions, the mid-point distribution is very divergent from the actual

prior distribution; whereas the distribution obtained from solving (4.6) has a much

lower divergence from the mid-point. In (4.6) we are only minimizing the distribution

mismatch for the one-dimensional case. The idea is that if the 1-D distribution is

similar to its mid-point distribution, then the divergence between the corresponding

Euclidean norm distribution will be low even for higher dimensions.

Figure 4.3 shows the mid-point distribution mismatch for different priors for the

one dimensional case. Figure 4.4 shows the Euclidean norm distribution for prior

and mid-points for different dimensions, computed from a set of 5 × 104 samples. For

51



-5 -4 -3 -2 -1 0 1 2 3 4 5

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1
10

-3

Uniform Distribution

Mid Point Distribution

(a) Uniform Distribution

-5 -4 -3 -2 -1 0 1 2 3 4 5

0

1

2

3

4

5

6
10

-4

Normal Distribution

Mid Point Distribution
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Figure 4.3: The Figures Show Various Choices of Priors (Blue) and Their Correspond-
ing Mid-point Distribution (Red). Note That One Can Observe a Large Discrepancy
Between the Prior and Mid-point Distributions, for Typical Choices Such as the
Uniform and Normal. The Prior We Develop Shows Significantly Less Discrepancy.
These Discrepancies Are Also Quantified via the Kl-divergence in Table 4.1.

(a) Normal Distribution

(b) Obtained Non-parametric Distribution

Figure 4.4: Euclidean Norm Distribution for Samples Drawn from Different Priors and
Their Corresponding Mid-point Euclidean Norm Distribution for Different Dimensions
d. Note the Mid-point Norm Distribution for the Normal Prior Moves Further Away
from the Prior Norm Distribution as the Dimension Increases to d = 200, Whereas
with Our Non-parametric Prior, the Mid-point Norm Distribution Overlaps with the
Prior Norm Distribution Even at d = 200.

the mid-points, we sample two sets of 5 × 104 points, and calculate the Euclidean

norm of the corresponding mid-points. We see that for the normal distributions, at

low dimensions (d = 5 and d = 10) the mid-point distribution overlaps well with the

prior distribution. As the dimension increases (d = 50, 100, 200), the two distributions

start to diverge. For d = 100, 200 there is almost no overlap between the prior and

mid-point distribution. We observe similar trend for the uniform distribution. On

the contrary, in our case the mid-point distribution and the prior distribution (of

Euclidean norm) overlap well with each other even in higher dimensions. In Figure
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Table 4.1: KL-divergence Between Prior and Mid-point Distribution.

Distribution KL divergence

Uniform Distribution 0.3065

Normal Distribution 0.1544

Proposed Non-Parametric Distribution 0.0075

4.4 we can notice that our non-parametric distribution does bring the Euclidean norm

distribution very close to the origin compared to the normal and uniform.

We note that we are not the first to propose a solution to this problem. Several

prior approaches have proposed solutions, either through new interpolation schemes or

new prior distributions different from normal or uniform that suffer less distribution

mismatch. White et al. proposes spherical linear interpolation by following the

geodesic curve on a hypersphere to avoid interpolating near the origin (and thereby

minimize distribution mismatch) if the latent points are sampled uniformly on a sphere

with finite radius [155]. However, this interpolation is not semantically meaningful

if the path becomes too long and it passes through unnecessary images as noted in

[71]. Similar to spherical interpolation, [2] propose a normalized interpolation. Yet, it

inherits similar issues as in spherical interpolation in not being the shortest path.

Other approaches have attempted to define new prior distributions to ensure the

interpolated points have low distribution mismatch. This is similar to the method we

employ in our work, except ours is non-parametric. Kilcher et al. propose a new prior

distribution defined as follows:

v ∼ Uniform(Sd−1), r ∼ Γ(
1

2
, θ), z =

√
rv (4.7)

where d is the dimension of the latent space, Γ(1
2
, θ) is the Gamma distribution and z

is a latent vector [71]. Latent spaces defined using this prior distribution do not suffer
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as much from mid-point distribution mismatch. Further work by Lesniak et al. showed

that the Cauchy distribution P (z) = 1
π(1+z2)

induces a midpoint distribution which

is the same as itself [82]. However, the Cauchy distribution has undefined moments,

which makes analysis difficult, and also is heavy-tailed, which can lead to undesirable

outputs.

4.4 Experiments and Results
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Figure 4.5: Interpolation (Left to Right) Through the Origin on Celeba Dataset
Using Different Priors with d = 100. Note the Degradation in Image Quality Around
the Center of the Panel (Origin Space) for Many Standard Priors.
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Figure 4.6: Interpolation (Left to Right) Between Two Random Points on Lsun
Bedroom Dataset Using Different Priors with d = 100.
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Datasets, models, and baselines: To validate the effectiveness of the proposed

approach, we train the standard DCGAN model [110] on four different datasets: a)

CelebA dataset [93], b) CIFAR10 [75], c) LSUN Bedroom, and d) LSUN Kitchen [164]).

We train our model to the same number of epochs and all the hyper-parameters of the

training are kept same for all the cases. We train each model three times and report

the average scores. Details about the network architecture and the training method are

provided in the supplemental material. We compare our proposed non-parametric prior

distribution against standard ones like the normal, uniform and the priors designed to

minimize the mid-point distribution mismatch like Gamma [71], and Cauchy [82]. For

Gamma and Cauchy, we use the same parameters as suggested in the corresponding

references.

Qualitative tests: In Figure 4.5, we show the effect of interpolation through origin

in high latent-space dimension (d = 100) for different priors on CelebA datatset. Here,

we interpolate between two random points such that the interpolation line passes

through the origin. Similar to [71], we also observe that with standard priors like the

normal, in high latent dimension, the GAN generates non-realistic images around the

origin. Note the difference in quality near the images in the center of the panels (space

around origin). With our non-parametric distribution obtained from the solution

of (4.6), the GAN generates more realistic images around the origin even at higher

dimensions. It was pointed out by Lesniak et. al. [82] that if a GAN is trained for more

epochs, then it learns to fill the space around the origin even with the standard priors.

We observe similar trend with the normal and uniform priors. However, with our

non-parametric prior the GAN learns to fill the space around the origin very early in

training compared with the standard priors. We also present qualitative comparisons

on LSUN bedroom dataset in Figure 4.6: comparing the results with the standard
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priors and the priors proposed in [71] and [82], highlighting the favorable performance

of the proposed approach. While we note that it is difficult to perceptually appreciate

whether we outperform the other priors, we show that we do obtain competitive visual

quality with a conceptually general approach. In the supplemental material, we show

additional qualitative results for LSUN Bedroom/Kitchen and CIFAR10 datasets.

We note that the Cauchy distribution had difficulty converging on these datasets,

exhibiting possible mode collapse and instability during GAN training.

Quantitative evaluation: For quantitative analysis, we use the Inception Score

(IS) [122] and the Frechet Inception Distance (FID) [51] which are the standard metrics

used to evaluate GAN performance. The inception score correlates with the visual

quality of the generated image – higher the better. However, recent studies suggest

that the inception score does not compare the statistics of the generated dataset with

the real-world data [51, 166], and thus is not always a reliable indicator of visual

quality. This drawback of the IS is overcome by the FID score, which compares the

statistics of the generated data with the real data with respect to features. The lower

the FID score, the better. We will see in Tables 4.2 to 4.6, that our non-parametric

prior performs better in terms of FID score on both the prior and mid-point by at

least 2 points. In terms of IS we are the best in most of the cases, when we do not

perform better, we come quite close to the best performing one.

To get the IS and FID score we sample 5× 104 points from the prior, and estimate

the scores on the corresponding image samples. For mid-point, we sample two sets

of 5 × 104 points from the prior, and an image is generated by the GAN, with the

corresponding average points as inputs. Results are summarized in Tables 4.2 to 4.6 for

different datasets. Table 4.2 compares our non-parametric prior with other standard

priors on the CelebA dataset, at latent space dimension d = 100. The non-parametric
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Table 4.2: Comparison of IS and FID Scores for Different Prior Distributions on
CelebA Dataset with d = 100.

Distribution Inception Score FID Score

Prior Mid-Point Prior Mid-Point

Uniform 1.843 1.369 24.055 40.371

Normal 1.805 1.371 26.173 42.136

Gamma 1.776 1.618 29.912 28.608

Cauchy 1.625 1.628 59.601 60.128

Non-parametric 1.933 1.681 17.735 19.115

prior outperforms all other priors on both the metrics. Our prior has better FID score

by more than 6 points on both the prior and the mid-point. As expected the IS and

FID scores for the Cauchy is almost the same for the prior and the mid-point. With

Gamma, we observe that the score on mid-points is slightly better than the prior since

the gamma distribution is highly dense around the origin. In Table 4.3, we show the

IS and FID for the prior and the mid-point at latent space dimension d = 200. We

note that our non-parametric distribution performs better in all the cases compared

with all other priors. Scores for our non-parametric prior is almost similar to the

scores in Table 4.2, which indicates its robustness toward the increase in latent space

dimension. Cauchy prior sometimes leads to mode collapse during the training which

is indicated by its poor FID scores. From Table 4.2 and 4.3, we also note that the

IS and FID score become worse for the mid-point compared to the prior point as we

increase the latent space dimension. Table 4.4 shows the IS and FID scores for

CIFAR10. With our non-parametric prior, the GAN performs better than other priors

on both the prior and mid-point by at least 2 points on FID score. Similar to CelebA

dataset, we observe the training with Cauchy prior is highly unstable. In Table 4.5

and 4.6 we compare our non-parametric prior with other priors on the LSUN bedroom
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Table 4.3: Comparison of IS and FID Scores for Different Prior Distributions on
CelebA Dataset with d = 200.

Distribution Inception Score FID Score

Prior Mid-Point Prior Mid-Point

Uniform 1.908 1.407 25.586 44.837

Normal 1.857 1.434 25.035 43.596

Gamma 1.738 1.608 33.816 32.241

Cauchy 1.734 1.743 86.286 86.278

Non-parametric 1.973 1.636 14.953 19.322

Table 4.4: Comparison of IS and FID Scores for Different Prior Distributions on
CIFAR10 Dataset with d = 100.

Distribution Inception Score FID Score

Prior Mid-Point Prior Mid-Point

Uniform 6.411 5.204 43.501 76.913

Normal 6.836 5.656 39.235 65.525

Gamma 6.449 6.798 48.334 39.262

Cauchy 2.972 2.964 180.37 180.40

Non-parametric 6.871 6.809 34.803 37.112

and LSUN kitchen datasets. We observe that our non-parametric prior outperform

other priors on the FID score by at least 6 points. We observe that the Gamma and

Cauchy priors perform worse on both the prior and mid-point in terms of FID score.

These priors often lead to mode collapse during the training. Note that the LSUN

dataset has a larger variation in images, and also a larger training-set than the CelebA

dataset. The non-parametric prior performs best in both cases as measured by the

FID on both prior and mid-point, showing its benefits on large datasets with large

variation. A few salient observations from the results are:

• The quantitative results on different datasets show that standard priors like
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Table 4.5: Comparison of IS and FID Scores with Different Prior Distributions on
LSUN Bedroom Dataset with d = 100.

Distribution Inception Score FID Score

Prior Mid-Point Prior Mid-Point

Uniform 2.969 2.649 42.998 76.412

Normal 2.812 2.591 64.682 108.49

Gamma 2.930 2.808 162.44 161.37

Cauchy 3.148 3.149 97.057 97.109

Non-parametric 3.028 2.769 27.857 31.472

Table 4.6: Comparison of IS and FID Scores with Different Prior Distributions on
LSUN Kitchen Dataset with d = 100.

Distribution Inception Score FID Score

Prior Mid-Point Prior Mid-Point

Uniform 2.656 2.549 40.041 51.119

Normal 2.844 2.867 39.909 53.448

Gamma 2.183 2.147 181.81 187.00

Cauchy 1.182 1.179 242.27 242.87

Non-parametric 3.109 3.031 33.194 35.074

the normal and uniform perform better on the prior point but worse on the

mid-point.

• The priors proposed to minimize the mid-point distribution mismatch in [71]

and [82] achieve better results on the mid-point but perform worse on the prior

point.

• Gamma and Cauchy do not perform consistently across datasets. In some cases

they are the best, but when they are not, their performance can be far from the

best.

• The non-parametric distribution is far more consistent, and is either the best, or
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pretty close to the best performing one, on all four datasets.

4.5 Conclusions

In this work, we propose a generalized approach to solve distribution mismatch for

interpolation in GANs. We show the qualitative and quantitative effectiveness of our

approach over the standard priors. We note that often times, our proposed method

is in fact the best one, and in cases when it is not, it comes quite close to the best

performing technique. Our goal is not necessarily outperform all other GANs, but

to suggest the use of non-trivial priors, which might improve image quality without

any additional training-data or architectural complexity. Additionally, it would be an

interesting avenue of future work to extend this approach to extrapolation problems,

or impose other interesting statistical or physically-motivated constraints over latent

spaces.
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Chapter 5

IMPROVING SHAPE AWARENESS AND INTERPRETABILITY IN DEEP

NETWORKS USING GEOMETRIC MOMENTS

5.1 Introduction

Advances in deep learning have resulted in state-of-the-art performance for a

wide variety of computer vision tasks. The large quantity of training data and high

computation resources have made convolutional neural networks (CNN) into a common

backbone model for many tasks; including image classification [76, 139, 49], object

detection [40, 115, 48], segmentation [117, 14, 13], unsupervised learning [149, 16],

and generative modeling [74, 41, 132].

A CNN consists of multiple spatially compact filters which convolve over an input

image, followed typically by normalizations [60] and nonlinearities. The convolutional

kernel’s small spatial extent and weight sharing properties make them efficient and

translation equivariant. However, this also implies that the kernel’s receptive field is

limited due to its small spatial extent. The local nature of the convolution kernels

prevents them from capturing the global context of the image. The long-range

dependency, i.e., a larger receptive field, is achieved through stacking multiple CNN

layers and reducing the spatial dimension by pooling operations.

However, it has been observed that the features from this kind of architecture tend

to be more receptive toward texture than the shape of the object. For example, [39]

tackles this problem using a better shape-biased dataset like Stylized-ImageNet. As

opposed to this, incorporating the shape bias more directly without changing training

sets is a natural choice. As we know, convolutional operations intrinsically represent
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frequency selective operations, while the shape is related to geometric concepts rather

than specific frequency bands. Therefore, different types of operations that are more

directly shape-sensitive are needed to promote shape awareness.

In this work, we frame vision tasks like classification through the geometrical

properties of the object’s shape. Rigid and non-rigid aspects of shape can be described

in terms of geometric moments. Geometric moments are a very specific type of

weighted averages of image pixel intensities, where the weights are drawn from specific

polynomial-type basis functions. This operation can be expressed as a projection

of the image on the bases. While classic theoretical development around moments

used specific choices of the bases functions, their application to difficult tasks like

image classification has remained very limited. In this work, we revisit moments as a

learnable spatial operation, introducing modules motivated by the image-projection

analogy. However, we leave the bases to be learned end-to-end in a task-specific

manner.

Geometric moments have a long history in the vision community for a wide variety

of applications ranging from invariant pattern recognition [57, 70, 3, 32], segmentation

[114, 35] and 3D shape recognition [147, 119, 28]. We propose a deep-learning

based architecture to extract invariant image moments for classification tasks. Our

architecture consists of two streams of convolutional networks; one extracts features

corresponding to the object, i.e., removes the background from the image, and the

second network learns the bases from a 2D coordinate grid. Geometric moments

are computed by projecting features of the image to the learned bases. In order to

learn task-specific invariant moments to deformations, size, and location, we learn a

simple transformation of the coordinate grid and compute the geometric moments

at multiple levels. The geometric moment captures long-range dependency without

using any pooling layer or reducing the spatial dimension. The computation cost of
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the geometric moment is linear in the spatial dimension.

In particular, the proposed Deep Geometric Moment (DGM) architecture provides

four key benefits compared to existing models.

• First, the model generates discriminative features for the classification task by

accounting for shape information through the proposed deep geometric moments.

• Second, our model outperforms existing ResNet models on standard datasets

without using any pooling layer or reducing the spatial dimension.

• Third, it provides easy access to interpretable features at any level by simple

re-projection of moments.

• Finally, compared to existing models, the DGM model only requires finetuning

the coordinate basis pipeline without retraining all the model parameters.

Our goal is not to outperform all the latest developments in vision, but to show

that our proposed model can perform comparably to standard models when trained

from scratch, produces interpretable results, and is easier to finetune.

5.2 Geometric Moment

A moment for a given two-dimensional piece-wise continuous function f(x, y) is

defined as:

mpq =

∫ ∞

−∞

∫ ∞

−∞
xpyqf(x, y)dxdy, (5.1)

where, (x, y) is the 2D coordinate and (p+q) is the order of the moment. By uniqueness

theorem [57], if f(x, y) is a piece-wise bounded continuous function (i.e. it is non-zero

only on a compact part of the xy plane), then the moment sequence mpq is uniquely

defined for all orders (p + q) by f(x, y). Conversely, f(x, y) is uniquely determined by

the sequence mpq.

Equivalently, moments can also be seen as a ‘projection’ of the 2D function on

certain bases of the form xpyq. Instead of using the bases function of type xpyq, one
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can instead also use orthogonal functions like Legendre or Zernike polynomials [143]

for better reconstruction.

Image moments are well-known invariant shape descriptors with a long history

of use in the computer vision literature to capture the geometrical properties of an

image. For example, m00 (0th order) represents average pixel intensity, m10 (1st order)

and m01 (1st order) represent xy centroid coordinate and the combination of 1st and

2nd order can be used to compute orientation.

We need discriminative moments, which are also invariant to certain image trans-

formations like rotation, translation, and scale for the image classification task. An

early work by Hu [57] introduced a way to find invariant moments for images. The

Hu moments consist of seven moments, mostly a combination of lower-order moments

invariant under scaling, translation, and rotation. While these basic sets of seven

Hu moments are provably invariant to rotation, translation, and scale, their use has

been limited since their discriminative power is not very high. Developing invariant

moments for the Legendre and Zernike polynomials for any arbitrary order is also

possible [19, 167, 168, 70, 72, 153, 159, 31]. However, they also have not significantly

impacted contemporary image classification tasks.

In this work, we seek to advance a new approach for defining spatial operations

for image classification networks, whose structure is motivated by classic moment

computation but whose basis functions are left to be learned end-to-end by a deep

learning network in a task-specific way. This implies that we are not seeking to

replicate any of the classical moments in an exact sense but to find ways to fuse

moment-like computations and let networks learn the suitable basis functions for a

given task. This approach is described in the next section.

Geometric moments and deep networks: There has been prior work in integrating

geometric moments with deep networks, as specifically applied to 3D shape classifica-
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tion, from point-cloud data. For example, geodesic moment-based features from an

auto-encoder were used to classify 3D shapes [94]. On the other hand, CNNs were

used as a polynomial function to learn bases, and the needed affine transformation

parameters for 3D point cloud data based shape classification [65]. This line of work

was extended in [85] which uses graph CNN to capture local features of the 3D object.

More recently, [144] and [156] replaced the conventional global average pooling in CNN

models with invariant Zernike moment-based pooling for image classification task.

Contrary to these methods, our approach learns bases as well as the affine parameters.

Note that our work is different from these approaches because a) we are interested in

natural image classification where moment computation is challenging compared to 3D

shape classification, due to intensity variation, background variation, occlusions, etc,

b) architecturally our approach is more involved compared to processing 3D object

that are specified directly in terms of coordinate locations.

5.3 Deep Geometric Moments
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Figure 5.1: An Overview of Proposed Deep Geometric Moment (DGM) Framework
for Image Classification Task. The Model Consists of Two Blocks: Level-1 and Level-2
That Consists of Two Pipelines : 1) CNN Based Image Feature Extraction and 2)
Coordinate Bases Computation. the Level-2 Block Can Be Repeated Number of times
for Computing Moments, Similar to Depth Concept in Deep Networks.
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CNNs are extremely good at capturing local context and texture information

to discriminate images, even in a complex classification task, without an explicit

‘shape’ related operation. On the contrary, geometric moments can capture the shape

information exceptionally well and provide discriminative cues in classifying images;

however, their discrimination power is quite limited and generally requires a salient

object over a homogeneous background. We advance a new type of architecture that

blends the strengths of both approaches. We propose a deep geometric moment (DGM)

model that uses geometric moments along with CNNs for classification by providing

both shape and texture access. The geometric moment for a discrete 2D function is

given by the discrete version of Eq. 5.1 :

mpq =
∑
x

∑
y

xpyqI(x, y) (5.2)

In the traditional usage of moments in vision, the number and order of moments

is an experimental design choice. Choosing the right number and order of moments

depends on the underlying tasks; large moments are useful for image reconstruction,

whereas, for image classification, higher-order moments are affected by noise and hence

not very useful. Thus, selecting the correct moment orders is essential. In our method,

we specify the required number of moments (in terms of feature dimension), but the

exact basis functions and orders are learned by the networks end-to-end for specific

tasks. Hence we will drop the subscript notation pq and use the superscript notation

c indicating the feature channel number for moment m.

In our model defined by Eq. 5.3, we use CNNs to extract relevant object features

from the given images and project them onto the learned coordinate bases per channel:

mc =
1

N ×N

∑
x

∑
y

gc(x, y)f c(x, y), (5.3)

where, N ×N is the dimension of the image, gc(x, y) is a learnable 2D polynomial
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function, and f c(x, y) is image feature at coordinate location (x, y), and c refers to the

channel dimension of the feature, given by the CNN from the image-feature stream

(see top-stream in Fig. 5.1). Next, to account for varying locations, sizes, poses, and

deformation, we allow our network to learn affine parameters to appropriately deform

the 2D coordinate grid during moment computation.

In summary, the proposed model consists of three components: 1) Coordinate

base computation: uses a 2D coordinate grid as input and generates the bases, 2)

Image feature computation: obtains image features through ResNet blocks, and 3)

Affine transform estimation: to transform the 2D coordinate grid to enable invariance

learning. An overview of the DGM model is shown in Fig. 5.1. The architecture

consists of Level-1 and Level-2 blocks, where Level-1 is fixed, whereas Level-2 can be

replicated multiple times to create deeper networks.

Coordinate base computation: For computing bases, expressed as g(x, y) in Eq.

5.3, a 2D coordinate grid is used as an input. The 2D coordinate grid is represented

by 2 × N × N , where N × N is the dimension of the input image. Each entry in

the coordinate grid indicates the normalized 2D pixel locations. g(x, y) in Eq. 5.3

is defined by a neural network that consists of two layers of 1 × 1 convolution layer

followed by a batch-normalization and ReLU layer. This definition of g(x, y) processes

each location of the coordinate grid independently. We use only two convolution layers

in our experiments, but one can use more layers to learn more complex or higher-order

moments. The output bases are of dimension C ×N ×N where C is the number of

moments/channels.

Image feature computation: Referring back to the term f(x, y) in Eq. 5.3, also

shown as a ResNet block in Fig. 5.1, takes the image of dimension 3 × N × N as

input, and outputs a feature of dimension C × N × N . f(x, y) is implemented as

a conventional ResNet block [49] with 3 × 3 filter kernel. Note that the geometric
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moments are insufficient for capturing local features in the image. In contrast, the

CNNs with a kernel size of 3×3 or greater are very efficient in capturing local properties.

Therefore, we use a kernel of size 3 × 3 in ResNet blocks, which is a common choice in

state-of-the-art ResNet-based models. These image features from the ResNet block are

then projected on the bases by performing element-wise multiplication, and moments

are obtained by using global pooling on the projected features. Note that unlike the

conventional definition of geometric moment Eq. 5.1 where the same 2D image is

projected to each basis, in our method, different feature maps are projected to each

basis. The projected feature map on the bases highlights the important region in the

feature map.

Affine transformation estimation: We first use the canonical coordinate grid to

compute the moments and predict the affine parameters using these moments. The

prediction network consists of two fully-connected layers with a non-linear activation.

The prediction network takes the canonical moments (1 × C) as input and outputs

each feature channel’s affine parameters (C × 6). Then, the 2D coordinate grid CG is

transformed according to: C
′
G =

a11 a12

a21 a22

× CG +

tx
ty

 , where, the 2 × 2 matrix is

the predicted affine parameters, tx and ty are the predicted translation parameters and

C
′
G is the transformed 2D coordinate grid. We then use these transformed coordinate

grids to generate new bases and compute new moments for each channel. Arguably,

affine parameters are also limited in providing needed invariance and robustness, but

this choice is efficient and leads to good performance.

5.3.1 DGM Classification Model

The proposed DGM network for the image classification task is shown in Fig.

5.1. It uses the computed coordinate bases, convolution network-based features, and
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affine transformation estimation and is trained end-to-end. The functionality of the

model comprises of: 1) an image feature pipeline that transforms an image to features

through ResNet blocks, and 2) a geometric moment pipeline that generates the bases

and computes the affine parameters and moments. The proposed model does not use

any pooling layer or reduce the spatial dimensions across the networks. This preserves

the shape of the object, as opposed to pooling or reducing the spatial dimension that

distorts the final reconstructed shape, limiting its interpretability. For simplicity, we

also use the same number of feature channels in each ResNet layer.

As shown in Fig. 5.1, Level-1 uses the canonical coordinate grid to generate bases

and the ResNet block to generate features from the image. We then project this

feature on the bases to compute the moments. The projected feature acts as an

attention map and is added to the original feature. This feature map and geometric

moments are then passed to Level-2.

The Level-2 contains a ResNet block to process the features further. This level

also predicts the affine parameters based on the moments from the previous level and

transforms the coordinate grid to regenerate the bases. Fig. 5.1 shows only two levels,

but one can repeat the Level-2 block multiple times for added depth. The moments

from the final level are used as input to the fully-connected layer to generate class

probabilities for the classification task.

Feature Visualization: To visualize the shape awareness brought by the DGM

approach, we describe a particular to visualize the learned features that highlight the

object’s shape. By the uniqueness theorem [57], moments can be used to reconstruct

the original input, provided the bases are complete. In our case, our learned bases are

under-complete. Using the moments as combination weights on the projected features
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given by:

V =
∑
c

mc(Gc ⊗ F c), (5.4)

where, mc is the moment, Gc is the basis, F c is the image feature for channel c, and

⊗ is element-wise multiplication, we get a visualization of shape-related information

in the features.

5.4 Experimental Results

We evaluate the proposed method for image classification on standard datasets:

CIFAR-10, CIFAR-100 [75], and ILSVRC-2012 ImageNet [118] to validate the ef-

fectiveness of our model. The performance of our model is compared to a baseline

model (ResNet model without pooling layers) and standard ResNet models [49] across

classification accuracy (in %) and the number of parameters (in Million M). Along

with the classification performance, we also compare the feature reconstruction qual-

itatively and semantic segmentation. We train all models under the same training

hyperparameters. For CIFAR datasets, we train models up to 150 epochs with a batch

size of 128; for ImageNet, we train for 100 epochs with a batch size of 256. We use

SGD optimizer with momentum = 0.9, weight decay = 5e−4, and cosine learning rate

decay with an initial learning rate of 0.1.

5.4.1 How Many Levels Do We Need?

In this experiment, the ResNet block in the image feature pipeline consists of

only 1 × 1 filter kernels, except the first Conv layer. There is no interaction between

neighboring pixels in this setting; the only interaction is through geometric moments

and affine transformation of the coordinate grid. Each level in our DGM model consists

of a ResNet block with two ResNet layers, a coordinate bases generator defined with

two convolutional layers, and two fully connected layers for affine parameters prediction.
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Table 5.1: Performance Comparison of DGM Model with Increasing Levels on CIFAR
Datasets.

Model Params CIFAR CIFAR

(M) 10 (%) 100 (%)

DGM Level-1 0.44 84.79 59.07

DGM Level-2 1.37 88.77 68.07

DGM Level-3 2.30 90.09 69.72

DGM Level-4 3.23 90.28 70.56

DGM Level-4 (w/o affine) 2.03 88.47 66.6

This setting helps us understand the overall contributions of the coordinate bases and

the affine transformation.

Table 5.1 reports the DGM model’s classification performance and the number of

parameters as we increase the number of levels in the model. In Level-1, we use the

canonical coordinate grid to generate the bases. The results show that DGM Level-2

performs significantly better than DGM Level-1 on both the CIFAR-10 and CIFAR-100

datasets. This performance improvement reflects the effectiveness of transforming

the coordinate grid to regenerate better bases. We also see that the performance

difference between the Level-3 and Level-4 model is minimal. In DGM Level-4 w/o

affine transform (last row), we do not transform the coordinate grid; hence the bases

in this case, remain the same for every image. Without affine transformation, the

model’s performance drops, indicating the effectiveness of using affine transformation.

Also, increasing the levels beyond 4 does not significantly improve the classification

performance but is accompanied by a large increase in the number of parameters and

computation; hence, we use only Level-4 in all the experiments.
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5.4.2 Comparison with Baseline ResNet Model

Table 5.2: Performance Comparison of Proposed DGM Model and Baseline ResNet
Model (Without Pooling Layers) on CIFAR Datasets.

Model Params CIFAR CIFAR

(M) 10 (%) 100 (%)

ResNet-18 (w/o pooling) 9.62 94.78 76.93

DGM ResNet-18 11.61 95.51 80.60

ResNet-34 (w/o pooling) 18.94 95.46 78.42

DGM ResNet-34 21.06 96.27 82.13

Table 5.3: Performance Comparison of Proposed DGM Model with Baseline ResNet
Model (Without Pooling Layers) on ImageNet Dataset.

Model Params Accuracy

(M) (%)

ResNet-18 (w/o pooling) 9.89 68.42

DGM ResNet-18 11.88 72.36

ResNet-34 (w/o pooling) 19.20 73.34

DGM ResNet-34 21.32 75.63

The baseline model in this experiment is constructed in the same manner as our

DGM model but without projection onto the coordinate bases. The baseline models

are similar to standard ResNet models without pooling layers or reducing the spatial

dimension. Without the reduction in the feature’s spatial dimension, the receptive field

of the filter kernels reduces and hence weakens the long-range dependency captured by

the model. This experiment helps us establish that the moments effectively capture

long-range dependency without reducing the spatial dimension of the features. We
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use global pooling on the features from the last ResNet layer of the baseline model to

get the final feature vector for classification.

In Table 5.2, the baseline ResNet-18 and ResNet-34 models are based on the

standard ResNet models with a constant number of feature channels (256) in every

layer and without any pooling layers or reducing the spatial dimensions. DGM ResNet-

18 and DGM ResNet-34 are also of 4 levels, with coordinate grid size of 32× 32. Table

5.2 shows that the proposed DGM models perform much better than the baselines on

both CIFAR datasets. The performance improvement validates the effectiveness of

using coordinate bases pipeline.

For comparison on the ImageNet dataset, we use ResNet-18 and ResNet-34 type

architectures on a grid size of 32 × 32. We divide the 256 × 256 image into 8 × 8

patches and use a linear embedding layer similar to Vision Transformer (ViT) [27]

to reduce the spatial dimension to 32 × 32, followed by the DGM model. For the

embedding layer, we use a convolution layer with 8 × 8 kernel and stride of 8. Both

baseline and DGM models consist of 3 × 3 filter kernels and 256 feature channels and

are trained under the same hyper-parameters. Table 5.3 shows that the proposed

DGM model provides an improvement of ∼ 4% (in the case of ResNet-18) over the

baseline model with the same feature extraction pipeline. The performance of baseline

models is less than the standard ResNet models. This performance reduction in the

baseline models is mainly due to no pooling layers or reduction in features’ spatial

dimension, which results in a low receptive field. Our DGM model’s performance is

comparable to the standard ResNet model but without a spatial dimension reduction,

showing that moments effectively capture the required long-range dependencies.
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Table 5.4: Performance Improvements of DGM Models over Standard ResNet Model
(with Pooling Layers) on CIFAR Datasets.

Model Params CIFAR- CIFAR-

(M) 10(%) 100(%)

ResNet-18 11.17 95.37 77.35

DGM ResNet-18 11.61 95.51 80.60

ResNet-34 21.33 95.58 78.83

DGM ResNet-34 21.06 96.27 82.13

MobileNet[56] 3.93 93.62 73.53

DGM MobileNet 4.50 96.33 82.19

Table 5.5: Performance Comparison of DGM Model with Standard ResNet Model
(with Pooling Layers) on ImageNet Dataset.

Model Params Accuracy

(M) (%)

ResNet-18 11.69 71.23

DGM ResNet-18 11.88 72.36

ResNet-34 21.80 74.58

DGM ResNet-34 21.32 75.63

ResNet-50 25.56 76.92

DGM ResNet-50 23.51 77.06

MobileNet[56] 4.20 70.66

DGM MobileNet 4.76 72.69

5.4.3 Comparison with Standard ResNet Model

Table 5.4 and 5.5 compare the proposed DGM model with conventional ResNet

models [49]. The number of feature channels in the standard ResNet model is

(64, 128, 256, 512); whereas, in our DGM model, the number of feature channels is 256
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in ResNet-18 and Resnet-34 and 512 in ResNet-50 across all levels. The naming of

our DGM model is based on the number of layers used in the image feature pipeline

(similar to the standard ResNet model naming convention). The standard ResNet

models use pooling layers to reduce the spatial dimensions up to 8 × 8 in the final

layer, whereas, in our DGM model, the final feature’s spatial dimension is 32 × 32.

Table 5.4 shows that the proposed DGM models perform better than the standard

ResNet models on both CIFAR-10 and CIFAR-100 datasets. The DGM model improves

the accuracy of ∼ 1% on CIFAR-10 and ∼ 3% on CIFAR-100. Table 5.5 compares the

DGM model with the standard ResNet model on the ImageNet dataset. We observe

that our DGM model is better than the standard ResNet model while using a similar

number of parameters but without using any pooling layers.

The computation cost in our DGM model is much higher than conventional ResNet,

which is attributable to the fact that we do not reduce the spatial dimension of the

image features. However, one can reduce the computation cost in the image pipeline

using the channel-wise convolution [56, 124]. In Table 5.4 and 5.5, DGM MobileNet

has very less number of parameters, but performs comparable to DGM model with

conventional ResNet layers.

5.4.4 Feature Visualization

A major advantage of keeping a higher spatial dimension of features is interpretabil-

ity at different levels. The feature vectors can be easily visualized by a reconstruction

step as given by Eq. 5.4. Fig. 5.2 compares Level-4 visualization as a heatmap for a

few randomly selected images from the ImageNet dataset for our DGM model against

baseline ResNet and standard ResNet models. The visualization for the baseline

model is just a weighted sum of the final Conv layer activation based on the global

feature. For the standard ResNet model, we use GradCAM [128]. We also compare
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Figure 5.2: Feature Visualization of Different Models on ImageNet. For the Standard
ResNet Model, We Use Gradcam for Visualization. We Also Compare Our Visual-
ization with the Vision Transformer [27] (Vit-B-16) Attention Map. Note That Our
DGM Model Produces a Very Sharp Object Shape.

our visualization with the current attention-based Vision Transformer [27] (ViT-B-16)

model, which is pre-trained on the ImageNet-21K and finetuned on ImageNet-1K

datasets. As shown in Fig. 5.2, the GradCAM visualizations of the standard ResNet-18

model generate a blob-like shape around the critical region in the image, with no

discernible object shape. While it gets better for the baseline ResNet-18 model, the

heatmaps are still diffuse, and the shapes are not very distinct. However, with DGM

model, object shapes are crisp, with improved classification accuracies. Also, our heat

map is much sharper than the vision transformer attention map (Vit-B-16).

Additionally, in the DGM model, we can visualize features at different levels

providing much better-debugging capability, as shown in Fig. 5.3. At initial levels,

the heatmap is noisy, and the model is not able to able to separate the object from

the background clearly as compared to higher levels.
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Figure 5.3: Visualization at Different Levels for DGM ResNet-34 Model on the
ImageNet Dataset. We Note That at Higher Levels Our Model Is Able to Separate
the Background Information from the Object’s Shape Compared to Initial Levels.

5.4.5 Finetuning

For DGM finetuning, we only need to retrain the coordinate bases pipeline, and the

final classifier layer, while freezing the image feature exaction pipeline. The coordinate

bases pipeline contains significantly fewer parameters and requires less computation.

We finetune our ImageNet pre-trained DGM model for only 30 epochs on CIFAR-10

and CIFAR-100 datasets. The network is finetuned using a SGD optimizer with a

cosine decay learning rate and an initial learning rate of 0.01. Table 5.6 shows the

accuracy of the finetuned model on the CIFAR-10 and CIFAR-100 datasets. The

performance of the finetuned model drops as compared to DGM trained from scratch,

but it performs equally well to the standard ResNet model trained from scratch.

5.4.6 Performance under Color Distortion

We evaluate the effect of color distortions on DGM performance by testing it on

ImageNet-C [50]. The ImageNet pretrained DGM model used for this experiment does

not use any color augmentation during training, making it a sufficiently challenging
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Table 5.6: Classification Performance on Fine-tuning of Pre-trained ImageNet DGM
Model on CIFAR Datasets.

Model Params CIFAR CIFAR

(M) 10(%) 100(%)

DGM ResNet-18 11.69 93.79 75.83

DGM ResNet-34 21.32 94.01 77.51

DGM MobileNet 4.76 93.87 75.92

Table 5.7: Mean Corruption Error (mCE) Comparison of DGM with Standard
ResNet Model on ImageNet-C Dataset.

Model Params Clean ↑ mCE ↓

(M) Acc. (%) (%)

ResNet-50 25.56 76.92 74.97

DGM ResNet-50 23.51 77.06 71.74

task. The DGM ResNet-50 and GradCAM ResNet-50 visualization for two distortions

is shown in Fig. 5.4. The figure shows that our model captures the object shape very

well under different challenging distortions like fog and blur. The GradCAM heatmap

for the ResNet-50 is not very consistent across distortions as compared to our DGM

model. For quantitative performance, we use the mean Corruption Error (mCE) metric

(lower is better) [50]. We choose our DGM model such that it performs comparably to

the standard ResNet-50 model on clean images but with fewer parameters. Table 5.7

shows DGM model provides an improvement of 3.2 points on the corrupted images.

5.4.7 Semantic Image Segmentation

The DGM model is evaluated on the PASCAL VOC 2012 [29] and Cityscapes

[20] semantic segmentation benchmark datasets. We use a Level-5 DGM model with
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Figure 5.4: Visualization from DGM and Standard ResNet Model under Two
Different Color Distortion (Blur (1st Row) and Fog (4th Row) from ImageNet-C).
Our Model (3rd and 6th Row), Is Able to Produce Consistent Shape Across Different
Distortions Compared to Standard ResNet (2nd and 5th Row).

ResNet-50 as the image-feature pipeline pretrained on the ImageNet dataset. The

number of parameters in the Level-5 DGM ResNet-50 is almost identical to the

standard ResNet-50 model (∼ 25M). We use the same training hyperparameters as

in the DeepLabv3+ model [15]. We test the effectiveness of our model with two

different segmentation heads; first, with just two 1 × 1 Conv layers as segmentation

head that takes the final 2D features rescaled by factor of 4, and second, DeepLabv3+

segmentation head, which consists of atrous convolution with different rates to capture

long range dependencies. In Table 5.8, we observe that our model performs comparable

to the standard DeepLabv3+ model, even with a very simple segmentation head on

both datasets. This shows that geometric moments are effective in capturing long

range dependencies. Our model shows improvements of 1.5% points on Pascal VOC

and 0.7% points on Cityscapes Val sets compared to the standard ResNet model.
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Table 5.8: Semantic Segmentation Perfomance on PASCAL VOC 2012 [29] and
Cityscapes [20] Val Set in Terms of Mean Intersection over Union (mIoU).

Backbone Segmentation PASCAL Cityscapes

head VOC (mIoU) (mIoU)

ResNet-50 1× 1 Conv 68.59 71.92

DGM-ResNet-50 1× 1 Conv 78.43 74.77

ResNet-50 DeepLabv3+ 78.36 75.34

DGM-ResNet-50 DeepLabv3+ 79.89 76.03

5.5 Conclusion

In this work, we propose a geometric moment-based deep learning model that ex-

plicitly captures the shape-related information in an end-to-end learnable fashion. The

DGM model improves the interpretability of features while also learning discriminative

features. The quantitative and qualitative results on standard image classification and

segmentation datasets show that our method performs better than the corresponding

baseline and standard ResNet models. In addition, the DGM model provides easy

interpretability at different levels while also providing ease of finetuning on a given

dataset. Further, our model captures the object’s shape even under extreme affine

and color aberrations while performing better than existing approaches. We believe

that DGM can improve the performance of other vision tasks, such as object detection

and generation, and can be generalized to other modalities like video, RGBD, and

volumetric data.
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Chapter 6

POLYNOMIAL IMPLICIT NEURAL REPRESENTATIONS FOR LARGE

DIVERSE DATASETS

6.1 Introduction

Deep learning-based generative models are a very active area of research with

numerous advancements in recent years [73, 42, 25]. Most widely, generative models are

based on convolutional architectures. However, recent developments such as implicit

neural representations (INR) [98, 133] represent an image as a continuous function

of its coordinate locations, where each pixel is synthesized independently. Such a

function is approximated by using a deep neural network. INR provides flexibility

for easy image transformations and high-resolution up-sampling through the use of a

coordinate grid. Thus, INRs have become very effective for 3D scene reconstruction

and rendering from very few training images [98, 97, 9, 96, 163]. However, they are

usually trained to represent a single given scene, signal, or image. Recently, INRs have

been implemented as a generative model to generate entire image datasets [6, 136].

They perform comparably to CNN-based generative models on perfectly curated

datasets like human faces [68]; however, they have yet to be scaled to large, diverse

datasets like ImageNet [22].

INR generally consists of a positional encoding module and a multi-layer perceptron

model (MLP). The positional encoding in INR is based on sinusoidal functions, often

referred to as Fourier features. Several methods [98, 133, 142] have shown that

using MLP without sinusoidal positional encoding generates blurry outputs, i.e., only

preserves low-frequency information. Although, one can remove the positional encoding
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by replacing the ReLU activation with a periodic or non-periodic activation function in

the MLP [133, 111, 18]. However, in INR-based GAN [6], using a periodic activation

function in MLP leads to subpar performance compared to positional encoding with

ReLU-based MLP.

Sitzmann et al. [133] demonstrate that ReLU-based MLP fails to capture the in-

formation contained in higher derivatives. This failure to incorporate higher derivative

information is due to ReLU’s piece-wise linear nature, and second or higher derivatives

of ReLU are typically zero. This can be further interpreted in terms of the Taylor

series expansion of a given function. The higher derivative information of a function is

included in the coefficients of a higher-order polynomial derived from the Taylor series.

Hence, the inability to generate high-frequency information is due to the ineffectiveness

of the ReLU-based MLP model in approximating higher-order polynomials.

Sinusoidal positional encoding with MLP has been widely used, but the capacity

of such INR can be limiting for two reasons. First, the size of the embedding space is

limited; hence only a finite and fixed combination of periodic functions can be used,

limiting its application to smaller datasets. Second, such an INR design needs to

be mathematically coherent. These INR models can be interpreted as a non-linear

combination of periodic functions where periodic functions define the initial part of the

network, and the later part is often a ReLU-based non-linear function. Contrary to this,

classical transforms (Fourier, sine, or cosine) represent an image by a linear summation

of periodic functions. However, using just a linear combination of the positional

embedding in a neural network is also limiting, making it difficult to represent large

and diverse datasets. Therefore, instead of using periodic functions, this work models

an image as a polynomial function of its coordinate location.

The main advantage of polynomial representation is the easy parameterization of

polynomial coefficients with MLP to represent large datasets like ImageNet. However,
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conventionally MLP can only approximate lower-order polynomials. One can use a

polynomial positional embedding of the form xpyq in the first layer to enable the MLP

to approximate higher order. However, such a design is limiting, as a fixed embedding

size incorporates only fixed polynomial degrees. In addition, we do not know the

importance of each polynomial degree beforehand for a given image.

Hence, we do not use any positional encoding, but we progressively increase

the degree of the polynomial with the depth of MLP. We achieve this by element-

wise multiplication between the feature and affine transformed coordinate location,

obtained after every ReLU layer. The affine parameters are parameterized by the

latent code sampled from a known distribution. This way, our network learns the

required polynomial order and represents complex datasets with considerably fewer

trainable parameters. In particular, the key highlights are summarized as follows:

• We propose a Poly-INR model based on polynomial functions and design a MLP

model to approximate higher-order polynomials.

• Poly-INR as a generative model performs comparably to the state-of-the-art

CNN-based GAN model (StyleGAN-XL [127]) on the ImageNet dataset with

3 − 4× fewer trainable parameters (depending on output resolution).

• Poly-INR outperforms the previously proposed INR models on the FFHQ dataset

[68], using a significantly smaller model.

• We present various qualitative results demonstrating the benefit of our model

for interpolation, inversion, style-mixing, high-resolution sampling, and extrapo-

lation.

6.2 Related Work

Implicit neural representations: INRs have been widely adopted for 3D scene

representation and synthesis [135, 97, 98]. Following the success of NeRF [98], there
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has been a large volume of work on 3D scene representation from 2D images [160, 163,

134, 96, 109, 62, 9]. They have also been used for semantic segmentation [36], video

[105, 157, 37], audio [37], and time-series modeling [34]. INRs have also been used as

a prior for inverse problems [133, 112]. However, most INR approaches either use a

sinusoidal positional encoding [98, 142] or a sinusoidal activation function [133], which

limits the model capacity for large dataset representation. In our work, we represent

our Poly-INR model as a polynomial function without using any positional encoding.

GANs: have been widely used for image generation and synthesis tasks [42]. In

recent work, several improvements have been proposed[110, 68, 100, 8, 44] over the

original architecture. For example, the popularly used StyleGAN [68] model uses

a mapping network to generate style codes which are then used to modulate the

weights of the Conv layers. StyleGAN improves image fidelity, as well as enhances

inversion [146] and image editing capabilities [47]. StyleGAN has been scaled to large

datasets like ImageNet [127], using a discriminator which uses projected features from

a pre-trained classifier [125]. More recently, transformer-based models have also been

used as generators [172, 81]; however, the self-attention mechanism is computationally

costly for achieving higher resolution. Unlike these methods, our generator is free of

convolution, normalization, and self-attention mechanisms and only uses ReLU and

Linear layers to achieve competitive results, but with far fewer parameters.

GANs + coordinates: INRs have also been implemented within generative models.

For example, CIPS [6] uses Fourier features and learnable vectors for each spatial

location as positional encoding and uses StyleGAN-like weight modulation for the

linear layers in the MLP. Similarly, INR-GAN [136] proposes a multi-scale generator

model where a hyper-network determines the parameters of the MLP. INR-GAN has

been further extended to generate an ‘infinite’-size continuous image using anchors

[137]. However, these INR-based generative models have only shown promising results
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on smaller datasets. Our work scales easily to large datasets like ImageNet owing to

the significantly fewer parameters in Poly-INR.

Other approaches have combined convolution-based generation with coordinate-

based features. For example, the Local Implicit Image Function (LIIF) [17] and

Spherical Local Implicit Image Function (SLIIF) [162] use a CNN-based backbone

to generate feature vectors corresponding to each coordinate location. Arbitrary-

scale image synthesis [104] uses a multi-scale convolution-based generator model

with scale-aware position embedding to generate scale-consistent images. StyleGAN

model, further extended by [67] (StyleGAN-3) to use coordinate location-based Fourier

features. In addition, StyleGAN-3 uses filter kernels equivariant to the coordinate

grid’s translation and rotation. However, the rotation equivariant version of the

StyleGAN-3 model fails to scale to ImageNet dataset, as reported in [127]. Instead of

using convolution layers, the Poly-INR only uses linear and ReLU layers.

Relation to classical geometric moment: Polynomial functions have been explored

earlier in the form of geometric moments for image reconstruction [57, 143, 55, 33].

Unlike the Fourier transform, which uses the sinusoidal functions as the basis, the

geometric moment method projects the 2D image on a polynomial basis of the form

xpyq to compute the moment of order p + q. The moment matching method [143]

is generally used for image reconstruction from given finite moments. In moment

matching, the image is assumed to be a polynomial function, and the coefficients of

the polynomial are defined to match the given finite moments. Similar to geometric

moments, we also represent images on a polynomial basis; however, our polynomial

coefficients are learned end-to-end and defined by a deep neural network.
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Figure 6.1: Overview of Our Proposed Polynomial Implicit Neural Representation
(Poly-INR) Based Generator Architecture. Our Model Consists of Two Networks: 1)
Mapping Network, Which Generates the Affine Parameters from the Latent Code
z, and 2) Synthesis Network, Which Synthesizes the RGB Value for the given Pixel
Location. Our Poly-INR Model Is Defined Using Only Linear and ReLU Layers
End-to-end.

6.3 Method

We are interested in a class of functions which represent an image in the form:

G(x, y) = g00 + g10x + g01y + ... + gpqx
pyq, (6.1)

where, (x, y) is the normalized pixel location sampled from a coordinate grid of size

(H ×W ), while the coefficients of the polynomial (gpq) are parameterized by a latent

vector z sampled from a known distribution and are independent of the pixel location.

Therefore, to form an image, we evaluate the generator G for all pixel locations (x, y)

for a given fixed z:

I = {G(x, y; z) | (x, y) ∈ CoordinateGrid(H,W )}, (6.2)

where, CoordinateGrid(H,W ) = {( x
W−1

, y
H−1

) | 0 ≤ x < W, 0 ≤ y < H}. By sampling

different latent vectors z, we generate different polynomials and represent images over

a distribution of real images.
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Our goal is to learn the polynomial defined by Eq. 6.1 using only Linear and

ReLU layers. However, the conventional definition of MLP usually takes as input the

coordinate location, processed by a few Linear and ReLU layers. This definition of INR

can only approximate low-order polynomials and hence only generates low-frequency

information. Although, one can use a positional embedding consisting of polynomials

of the form xpyq to approximate a higher-order polynomial. However, this definition of

INR is limiting since a fixed-size embedding space can contain only a small combination

of polynomial orders. Furthermore, we do not know which polynomial order is essential

to generate the image beforehand. Hence, we progressively increase the polynomial

order in the network and let it learn the required orders. We implement this by using

element-wise multiplication with the affine-transformed coordinate location at different

levels, shown in Fig 6.1. Our model consists of two parts: 1) Mapping network,

which takes the latent code z and maps it to affine parameters space W, and 2)

Synthesis network, which takes the pixel location and generates the corresponding

RGB value.

Mapping Network: The mapping network takes the latent code z ∈ R64 and maps

it to the space W ∈ R512. Our model adopts the mapping network used in [127]. It

consists of a pre-trained class embedding, which embeds the one hot class label into a

512 dimension vector and concatenates it with the latent code z. Then the mapping

network consists of an MLP with two layers, which maps it to the space W. We use

this W to generate affine parameters by using additional linear layers; hence we call

our W as affine parameters space.

Synthesis network: The synthesis network generates the RGB (R3) value for the

given pixel location (x, y). As shown in Fig. 6.1, the synthesis network consists of

multiple levels; at each level, it receives the affine transformation parameters from the

mapping network and the pixel coordinate location. At level-0, we affine transform
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the coordinate grid and feed it to a Linear layer followed by a Leaky-ReLU layer with

negative slope = 0.2. At later levels, we do element-wise multiplication between the

feature from the previous level and the affine-transformed coordinate grid, and then

feed it to Linear and Leaky-ReLU layers. With the element-wise multiplication at

each level, the network has the flexibility to increase the order for x or y coordinate

position, or not to increase the order by keeping the affine transformation coefficient

aj = bj = 0. In our model, we use 10 levels, which is sufficient to generate large

datasets like ImageNet. Mathematically, the synthesis network can be expressed as

follows:

Gsyn = . . . σ(W2((A2X) ⊙ σ(W1((A1X) ⊙ σ(W0(A0X)))))), (6.3)

where X ∈ R3×HW is the coordinate grid of size H ×W with an additional dimension

for the bias, Ai ∈ Rn×3 is the affine transformation matrix from the mapping network

for level-i, Wi ∈ Rn×n is the weight of the linear layer at level-i, σ is the Leaky-ReLU

layer and ⊙ is element-wise multiplication. Here n is the dimension of the feature

channel in the synthesis network, which is the same for all levels. For large datasets

like ImageNet, we choose the channel dimension n = 1024, and for smaller datasets

like FFHQ, we choose n = 512. Note that with this definition, our model only uses

Linear and ReLU layers end-to-end and synthesizes each pixel independently.

Relation to StyleGAN: StyleGANs [68, 69, 67] can be seen as a special case of our

formulation. By keeping the coefficients (aj,bj) in the affine transformation matrix of

x and y coordinate location equal to zero, the bias term cj would act as a style code.

However, our affine transformation adds location bias to the style code, rather than

just using the same style code for all locations in StyleGAN models. This location

bias makes the model very flexible in applying a style code only to a specific image

region, making it more expressive. In addition, our model differs from the StyleGANs
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in many aspects. First, our method does not use weight modulation/demodulation

or normalizing [69] tricks. Second, our model does not employ low-pass filters or

convolutional layers. Finally, we do not inject any spatial noise into our synthesis

network. We can also use these tricks to improve the model’s performance further.

However, our model’s definition is straightforward compared to other GAN models.

Table 6.1: Quantitative Comparison of Poly-INR Method with CNN-based Generative
Models on ImageNet Datasets. (d) Compares the Number of Parameters Used in All
Models at Various Resolutions. The Results for Existing Methods Are Quoted from
the StyleGAN-XL Paper.

(a) ImageNet 128× 128

Model FID ↓ sFID ↓ rFID ↓ IS ↑ Pr ↑ Rec ↑

BigGAN 6.02 7.18 6.09 145.83 0.86 0.35

CDM 3.52 - - 128.80 - -

ADM 5.91 5.09 13.29 93.31 0.70 0.65

ADM-G 2.97 5.09 3.80 141.37 0.78 0.59

StyleGAN-XL 1.81 3.82 1.82 200.55 0.77 0.55

Poly-INR 2.08 3.93 2.76 179.64 0.70 0.45

(b) ImageNet 256× 256

Model FID ↓ sFID ↓ rFID ↓ IS ↑ Pr ↑ Rec ↑

BigGAN 6.95 7.36 75.24 202.65 0.87 0.28

ADM 10.94 6.02 125.78 100.98 0.69 0.63

ADM-G 3.94 6.14 11.86 215.84 0.83 0.53

DiT-XL/2-G 2.27 4.60 - 278.54 0.83 0.57

StyleGAN-XL 2.30 4.02 7.06 265.12 0.78 0.53

Poly-INR 2.86 4.37 7.79 241.43 0.71 0.39

(c) ImageNet 512× 512

Model FID ↓ sFID ↓ rFID ↓ IS ↑ Pr ↑ Rec ↑

BigGAN 8.43 8.13 312.00 177.90 0.88 0.29

ADM 23.24 10.19 561.32 58.06 0.73 0.60

ADM-G 3.85 5.86 210.83 221.72 0.84 0.53

DiT-XL/2-G 3.04 5.04 - 240.82 0.84 0.54

StyleGAN-XL 2.41 4.06 51.54 267.75 0.77 0.52

Poly-INR 3.81 5.06 54.31 267.44 0.70 0.34

(d) Number of parameters in millions (M)

Model 642 1282 2562 5122

BigGAN - 141.0 164.3 164.7

ADM 296.0 422.0 554.0 559.0

DiT-XL - - 675.0 675.0

StyleGAN-XL 134.4 158.7 166.3 168.4

Poly-INR 46.0 46.0 46.0 46.0

6.4 Experiments

The effectiveness of our model is evaluated on two datasets: 1) ImageNet [22]

and 2) FFHQ [68]. The ImageNet dataset consists of 1.2M images over 1K classes,

whereas the FFHQ dataset contains ∼ 70K images of curated human faces. All our

models have 64 dimensional latent space sampled from a normal distribution with
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Table 6.2: Quantitative Comparison of Poly-INR Method with CNN and INR-based
Generative Models on FFHQ Dataset at 256 × 256.

Model params (M) FID ↓ Inference Time

(sec/img)

StyleGAN2 30.0 3.83 0.016

StyleGAN-XL 67.9 2.19 0.047

CIPS 45.9 4.38 0.067

INR-GAN 72.4 4.95 0.024

Poly-INR 13.6 2.72 0.054

mean 0 and standard deviation 1. The affine parameters space W of the mapping

network is 512 dimensions, and the synthesis network consists of 10 levels with feature

dimension n = 1024 for the ImageNet and n = 512 for FFHQ. We follow the training

scheme of the StyleGAN-XL method [127] and use a projected discriminator based

on the pre-trained classifiers (DeiT [145] and EfficientNet [141]) with an additional

classifier guidance loss [25].

We train our model progressively with increasing resolution, i.e., we start by

training at low resolution and continue training with higher resolutions as training

progresses. Since the computational cost is less at low resolution, the model is trained

for large number of iterations, followed by training for high resolution. Since the model

is already trained at low resolution, fewer iterations are needed for convergence at

high resolution. However, unlike StyleGAN-XL, which freezes the previously trained

layers and introduces new layers for higher resolution, Poly-INR uses a fixed number

of layers and trains all the parameters at every resolution.
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6.4.1 Quantitative Results

We compare our model against CNN-based GANs (BigGAN [12] and StyleGAN-XL

[127]) and diffusion models (CDM [53], ADM, ADM-G [25], and DiT-XL [107]) on

the ImageNet dataset. We also report results on the FFHQ dataset for INR-based

GANs (CIPS [6] and INR-GAN [136]) as they do not train models on ImageNet.

Quantitative metrics: We use Inception Score (IS) [122], Frechet Inception Distance

(FID) [51], Spatial Frechet Inception Distance (sFID) [102], random-FID (rFID) [127],

precision (Pr), and recall (Rec) [78]. IS (higher the better) quantifies the quality and

diversity of the generated samples based on the predicted label distribution by the

Inception network but does not compare the distribution of the generated samples

with the real distribution. The FID score (lower the better) overcomes this drawback

by measuring the Frechet distance between the generated and real distribution in

the Inception feature space. Further, sFID uses higher spatial features from the

Inception network to account for the spatial structure of the generated image. Like

StyleGAN-XL, we also use the rFID score to ensure that the network is not just

optimizing for IS and FID scores. We use the same randomly initialized Inception

network provided by [127]. In addition, we also compare our model on the precision

and recall metric (higher the better) that measures how likely the generated sample is

from the real distribution.

Table 6.1 summarizes the results on the ImageNet dataset at different resolutions.

The results for existing methods are quoted from the StyleGAN-XL paper. We

observe that the performance of the proposed model is third best after DiT-XL and

StyleGAN-XL on the FID and IS metrics. The proposed model outperforms the ADM

and BigGAN models at all resolutions and performs comparably to the StyleGAN-XL

at 128 × 128 and 256 × 256. We also observe that with the increase in image size, the
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FID score for Poly-INR drops much more than StyleGAN-XL. The FID score drops

more because our model does not add any additional layers with the increase in image

size. For example, the StyleGAN-XL uses 134.4M parameters at 64 × 64 and 168.4M

at 512 × 512, whereas Poly-INR uses only 46.0M parameters at every resolution,

as reported in Table 6.1(d). The table shows that our model performs comparably

to the state-of-the-art CNN-based generative models, even with significantly fewer

parameters. On precision metric, the Poly-INR method performs comparably to other

methods; however, the recall value is slightly lower compared to StyleGAN-XL and

diffusion models at higher resolution. Again, this is due to the small model size,

limiting the model’s capacity to represent much finer details at a higher resolution.

We also compare the proposed method with other INR-based GANs: CIPS and

INR-GAN on the FFHQ dataset. Table 6.2 shows that the proposed model significantly

outperforms these models, even with a small generator model. Interestingly the Poly-

INR method outperforms the StyleGAN-2 and performs comparable to StyleGAN-XL,

using significantly fewer parameters. Table 6.2 also reports the inference speed of

these models on a Nvidia-RTX-6000 GPU. StyleGANs and INR-GAN use a multi-scale

architecture, resulting in faster inference. In contrast, CIPS and Poly-INR models

perform all computations at the same resolution as the output image, increasing the

inference time.

6.4.2 Qualitative Results

Fig. 6.2 shows images sampled at different resolutions by the Poly-INR model

trained on 512 × 512. We observe that our model generates diverse images with very

high fidelity. Even though the model does not use convolution or self-attention layers,

it generates realistic images over datasets like ImageNet. In addition, the model

provides flexibility to generate images at different scales by changing the size of the
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Figure 6.2: Samples Generated by Our Poly-INR Model on the ImageNet Dataset
at Various Resolutions. Our Model Generates Images with High Fidelity Without
Using Convolution, Upsample, or Self-Attention Layers, i.e., No Interaction Between
the Pixels.

coordinate grid, making the model efficient if low-resolution images are needed for a

downstream task. In contrast, CNN-based models generate images only at the training

resolution due to the non-equivariant nature of the convolution kernels to image scale.

We also compare the quality of images generated by Poly-INR model against

state-of-the-art CNN-based StyleGAN-XL model for different classes. Fig. 6.3 shows

examples of images generated from different classes for the models trained on ImageNet

at 256 × 256. The Poly-INR generates samples qualitatively similar to the StyleGAN-

XL model but without using any convolution or self-attention layers. We also provide

qualitative comparison of Poly-INR model against previously proposed INR-based

generative models like CIPS and INR-GAN. Fig. 6.4 shows samples generated by

the three models trained on the FFHQ dataset at 256 × 256. Our Poly-INR model

generates qualitatively better samples than the CIPS and INR-GAN using significantly

fewer parameters.

Heat-map visualization: Fig. 6.5 visualizes the heat-map at different levels of our
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Figure 6.3: Qualitative Comparison Between StyleGAN-XL (Left Column) and
Poly-INR (Right Column). Classes from Top to Bottom: Agaric, Daisy, Volcano,
Seashore, Cup, and Beer Glass.
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Figure 6.4: Qualitative Comparison Between INR-GAN (Left Column), CIPS (Middle
Column), and Poly-INR (Right Column) on FFHQ Dataset at 256 × 256.
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Level-3 Level-5 Level-7 Level-9 Image

Figure 6.5: Heat-Map Visualization at Different Levels of the Synthesis Network.
At Initial Levels, the Model Captures the Basic Shape of the Object, and at Higher
Levels, the Image’s Finer Details Are Captured.

Figure 6.6: Few Example Images Showing Extrapolation Outside the Image Boundary
(Yellow Square). The Poly-INR Model Is Trained to Generate Images on the Coordinate
Grid [0, 1]2. For Extrapolation, We Use the Grid Size [−0.25, 1.25]2. Our Model
Generates Continuous Image Outside the Conventional Boundary.
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synthesis network. To visualize a feature as a heat-map, we first compute the mean

along the spatial dimension of the feature and use it as a weight to sum the feature

along the channel dimension. In the figure, we observe that in the initial levels (0-3),

the model forms the basic structure of the object. Meanwhile, in the middle levels

(4-6), it captures the object’s overall shape, and in the higher levels (7-9), it adds finer

details about the object. Furthermore, we can interpret this observation in terms of

polynomial order. Initially, it only approximates low-order polynomials and represents

only basic shapes. However, at higher levels, it approximates higher-order polynomials

representing finer details of the image.

Extrapolation: The INR model is a continuous function of the coordinate location;

hence we extrapolate the image by feeding the pixel location outside the conventional

image boundary. Our Poly-INR model is trained to generate images on the coordinate

grid defined by [0, 1]2. We feed the grid size [−0.25, 1.25]2 to the synthesis network

to generate the extrapolated images. Fig. 6.6 shows a few examples of extrapolated

images. In the figure, the region within the yellow square represents the conventional

coordinate grid [0, 1]2. The figure shows that our INR model not only generates a

continuous image outside the boundary but also preserves the geometry of the object

present within the yellow square. However, in some cases, the model generates a black

or white image border, resulting from the image border present in some real images of

the training set.

Table 6.3: FID Score (Lower the Better) Evaluated at 512×512 for Models Trained at
a Lower Resolution and Compared Against Classical Interpolation-based Upsampling.

Training Nearest Bilinear Bicubic Poly-INR

Resolution Neighbour

32×32 184.39 112.28 73.86 65.15

64×64 89.24 72.41 42.97 36.30
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Sampling at higher-resolution: Another advantage of using our model is the

flexibility to generate images at any resolution, even if the model is trained on a lower

resolution. We generate a higher-resolution image by sampling a dense coordinate

grid within the [0, 1]2 range. Table 6.3 shows the FID score evaluated at 512 × 512 for

models trained on the lower-resolution ImageNet dataset. We compare the quality of

upsampled images generated by our model against the classical interpolation-based

upsampling methods. The table shows that our model generates crisper upsampled

images, achieving a significantly better FID score than the classical interpolation-based

upsampling method. However, we do not observe significant FID score improvement

for our Poly-INR model trained on 128 × 128 or higher resolution against the classical

interpolation techniques. This could be due to the limitations of the ImageNet dataset,

which primarily consists of lower-resolution images than the 512×512. We used bilinear

interpolation to prepare the training dataset at 512×512. As per our knowledge, there

are currently no large and diverse datasets like ImageNet with high-resolution images.

We believe this performance can be improved when the model has access to higher-

resolution images for training. We also compare the upsampling performance with

other INR-based GANs by reporting the FID scores at 1024× 1024 for models trained

on FFHQ-256 × 256 as follows: Poly-INR:13.69, INR-GAN: 18.51, CIPS:29.59.

Our Poly-INR model provides better high-resolution sampling than the other two

INR-based generators.

Interpolation: Fig. 6.7 shows that our model generates smooth interpolation between

two randomly sampled images. In the first two rows of the figure, we interpolate

in the latent space, and in the last two rows, we directly interpolate between the

affine parameters. In our synthesis network, only the affine parameters depend on

the image, and other parameters are fixed for every image. Hence interpolating

in affine parameters space means interpolation in INR space. Our model provides
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Figure 6.7: Linear Interpolation Between Two Random Points. Poly-INR Provides
Smooth Interpolation Even in a High Dimension of Affine Parameters. Our Model
Generates High-Fidelity Images Similar to State-Of-The-Art Models Like StyleGAN-
XL but Without the Need for Convolution or Self-Attention Mechanism.
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smoother interpolation even in the affine parameters space and interpolates with the

geometrically coherent movement of different object parts. For example, in the first

row, the eyes, nose, and mouth move systematically with the whole face.

Style-mixing: Similar to StyleGANs, our Poly-INR model transfers the style of one

image to another. Our model generates smooth style mixing even though we do not

use any style-mixing regularization during the training. Fig. 6.8 shows examples of

style-mixing from source A to source B images. For style mixing, we first obtain the

affine parameters corresponding to the source A and B images and then copy the

affine parameters of A to B at various levels of the synthesis network. Copying affine

parameters to higher levels (8 and 9) leads to finer changes in the style, while copying

to middle levels (7, 6, and 5 ) leads to the coarse style change. Mixing the affine

parameters at initial levels changes the shape of the generated object. In the figure,

we observe that our model provides smooth style mixing while preserving the original

shape of the source B object. Fig. 6.9 shows affine parameters mixing at initial levels

(0-5). In the figure, we observe that copying the affine parameters at these levels

changes the shape of the source B image to the source A image.

Inversion: Embedding a given image into the latent space of the GAN is an essential

step for image manipulation. In our Poly-INR model, for inversion, we optimize

the affine parameters to minimize the reconstruction loss, keeping the synthesis

network’s parameters fixed. We use VGG feature-based perceptual loss for optimiza-

tion. We embed the ImageNet validation set in the affine parameters space for the

quantitative evaluation. Our Poly-INR method effectively embeds images with high

PSNR scores (PSNR:26.52 and SSIM:0.76), better than StyleGAN-XL (PSNR:13.5

and SSIM:0.33). However, our affine parameters dimension is much larger than the

StyleGAN-XL’s latent space. Even though the dimension of the affine parameters is

much higher, the Poly-INR model provides smooth interpolation for the embedded
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Source A Source B Fine-to-coarse

Figure 6.8: Source A and B Images Are Generated Corresponding to Random Latent
Codes, and the Rest of the Images are Generated by Copying the Affine Parameters
of Source A to Source B at Different Levels. Copying the Higher Levels’ (8 And 9)
Affine Parameters Leads to Finer Style Changes, Whereas Copying the Middle Levels’
(7, 6, and 5) Leads to Coarse Style Changes.
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Source A Source B Fine-to-coarse

Figure 6.9: Source A and B Images Are Generated From Random Latent Codes,
and Remaining Images are Generated by Copying the Affine Parameters of Source
A to Source B at Different Levels. Copying the Initial Levels’ (0, 1, and 2) Affine
Parameters Leads to Finer Shape Changes, Whereas Copying Slightly Higher Levels’
(3, 4, and 5) Leads to Coarse Shape Changes.
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Figure 6.10: The Poly-INR Model Generates Smooth Interpolation with Embedded
Images in Affine Parameters Space. The Leftmost Image (First Row) is from the
ImageNet Validation Set, and the Last Two (Rightmost) Are the OOD Images.

Source A Source B Style-mixing

Figure 6.11: Style-Mixing with Embedded Images in Affine Parameters Space. Source
B Is the Embedded Image from the Imagenet Validation Set, Mixed with the Style of
Randomly Sampled Source A Image.

image. Fig. 6.10 shows examples of interpolation with embedded images. In the

figure, the first row (leftmost) is the embedded image from Val set, and the last

two rows (rightmost) are the out-of-distribution images. Surprisingly, our model

provides smooth interpolation for OOD images. In addition, Fig. 6.11 shows smooth

style-mixing with the embedded images. In some cases, we observe that the fidelity

of the interpolated or style-mixed image with the embedded image is slightly less

compared to samples from the training distribution. This is due to the large dimension

of the embedding space, which sometimes makes the embedded point farther from
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the training distribution. It is possible to improve interpolation quality further by

using the recently proposed pivotal tuning inversion method [116], which finetunes

the generator’s parameters around the embedded point.

6.4.3 Discussion

The proposed Poly-INR model performs comparably to state-of-the-art generative

models on large ImageNet datasets without using convolution or self-attention layers.

In addition to smooth interpolation and style-mixing, the Poly-INR model provides

attractive flexibilities like image extrapolation and high-resolution sampling. In this

work, while we use our INR model for 2D image datasets, it can be extended to other

modalities like 3D datasets.

Challenges: One of the challenges in our INR method is the higher computation

cost compared to the CNN-based generator model for high-resolution image synthesis.

The INR method generates each pixel independently; hence all the computation takes

place at the same resolution. In contrast, a CNN-based generator uses a multi-scale

generation pipeline, making the model computationally efficient. In addition, we

observe common GAN artifacts in some generated images. For example, in some

cases, it generates multiple heads and limbs, missing limbs, or the object’s geometry

is not correctly synthesized. We suspect that the CNN-based discriminator only

discriminates based on the object’s parts and fails to incorporate the entire shape.

6.5 Conclusion

In this work, we propose polynomial function based implicit neural representations

for large image datasets while only using Linear and ReLU layers. Our Poly-INR model

captures high-frequency information and performs comparably to the state-of-the-art

CNN-based generative models without using convolution, normalization, upsampling,
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or self-attention layers. The Poly-INR model outperforms previously proposed po-

sitional embedding-based INR GAN models. We demonstrate the effectiveness of

the proposed model for various tasks like interpolation, style-mixing, extrapolation,

high-resolution sampling, and image inversion. Additionally, it would be an exciting

avenue for future work to extend our Poly-INR method for 3D-aware image synthesis

on large datasets like ImageNet.
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Chapter 7

DISCUSSION AND FUTURE WORK

In this dissertation, I presented several novel methods to build robust and controllable

generative models using tools from physics, probability, and geometry. The proposed

approaches improve the quality and variety of the generated samples and their con-

trollability, all without necessarily depending on extensive training datasets. I tackled

challenges related to limited data and controllability by combining physics-based

rendering with generative models. I used geometric moments and non-parametric

priors to make the models more robust, shape aware, reducing the need for large

trainable parameters and improving the quality of interpolated images.

In Chapter 3, I explore a hybrid approach to enhance the controllability of GAN

models for data augmentation by incorporating a physics-based rendering tool. Tradi-

tional GAN models like style transfer GAN or cycle GAN, while capable of generating

realistic data, require extensive training datasets for diverse data generation. Col-

lecting such datasets is often expensive and time-consuming in an industrial setting.

Furthermore, controlling specific data properties with these models is challenging

due to the non-disentangled and non-interpretable nature of the latent space. To

address these issues, I propose a hybrid approach that combines a 3D rendering tool

with a smaller GAN model, enabling more control over data properties. Certain

data properties, such as shape and structure, are modeled using a few controllable

parameters in the rendering tool. This enables us to generate a diverse set of images

while simultaneously integrating domain knowledge directly into the modeling pro-

cess, bypassing the need to learn these aspects from the training data. In contrast

to conventional GAN models that generate data from scratch, our GAN model is
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only used to refine or apply textures to the rendered data. This method requires a

significantly smaller training dataset to generate realistic and diverse data, making

it more practical when few training images are available. I assessed the quality of

the generated data by utilizing it for training a classification model. Our approach

significantly enhances the classification model’s performance in scenarios with limited

training data.

In Chapter 4, I enhance the fidelity of generated images for interpolation by

introducing a non-parametric prior for the latent space. Standard GAN models

typically use Gaussian or uniform priors for the latent space. While these priors

are easy to use, they often suffer from distribution mismatch issue, where the prior

distribution diverges from the interpolated point distribution. The GAN is trained to

generate realistic images based on prior points, but it traverses through low-density

regions during interpolation, leading to a dip in image fidelity. To rectify this, I

propose a generalized solution based on basic probability theory and optimization

for addressing distribution mismatch during interpolation in GANs. Both qualitative

and quantitative results showcase the effectiveness of the approach compared to

standard priors. Often, the proposed method emerges as the best, and even when

it doesn’t, it closely matches the performance of the best alternative. The proposed

non-parametric prior enhances image quality without necessitating additional training

data or increased architectural complexity.

In Chapters 5 and 6, I propose a geometric moments-based architecture for

the discriminator and the generator to enhance shape awareness and robustness in

generative models. The discriminator is pivotal in training generative models, as it

guides the generator to produce realistic images. Nevertheless, most discriminator

architectures are based on CNN layers, which have a known bias towards texture

rather than shape. In Chapter 5, I propose a Deep Geometric Moment (DGM) model
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that captures shape-related information in an end-to-end learnable manner. This

model boosts the interpretability of features and effectively learns discriminative

features. Both qualitative and quantitative results from standard image classification

and segmentation datasets demonstrate the superior performance of our method over

the corresponding baseline and standard ResNet models. Furthermore, the DGM

model offers improved interpretability at various levels and facilitates easy fine-tuning

on any given dataset. It also efficiently captures an object’s shape under extreme

affine and color aberrations, outperforming existing methodologies.

I further extended the idea of the geometric moment for the generator architecture

in Chapter 6. Reconstructing images from moments assumes each pixel as a polynomial

function of their coordinate location. This polynomial function is modeled using a

neural network, termed as Polynomial Implicit Neural Representation (Poly-INR).

In this work, I introduce a polynomial function-based implicit neural representation

for large image datasets, employing only Linear and ReLU layers. The Poly-INR

model successfully captures high-frequency information and rivals the performance of

state-of-the-art CNN-based generative models. This is achieved without the need for

convolution, normalization, upsampling, or self-attention layers. The proposed Poly-

INR model surpasses the performance of previously proposed positional embedding-

based INR GAN models. This chapter illustrates the proposed model’s efficacy

across various tasks, such as interpolation, style-mixing, extrapolation, high-resolution

sampling, and image inversion.

7.1 Future Work

This dissertation prompts many intriguing opportunities for future exploration

and research, as I will outline in the following discussion.

Polynomial implicit neural representation for 3D neural rendering: Inspired
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by the accomplishments of Neural Radiance Fields (NeRF) [98], there has been a large

volume of work on 3D scene representation from 2D images [160, 163, 134, 96, 109, 62, 9].

Recently, several works have adopted NeRF as a 3D backbone for their generative

models [43, 23, 87], which enables the rendering of 3D scenes as parameterized 3D

volumes. Such methods typically optimize 3D representations by randomly sampling

viewpoints and rendering photorealistic 2D images. This process assists in creating

novel viewpoints of the same image. Our Poly-INR work (Chapter 6) has shown

promising results in synthesizing 2D images, owing to its high representation capacity

and competitive performance with state-of-the-art convolutional generative models.

By taking the Poly-INR approach to 3D neural rendering, we can expect the model to

replicate these advantages, delivering better 3D representations. The possibilities for

tasks such as volumetric rendering, shape extrapolation, and scene inversion in a 3D

space are noteworthy and have significant potential to advance the field of 3D neural

rendering.

Polynomial implicit neural representation with diffusion model: In recent

years, diffusion models [25, 52, 158] have gained significant attention, surpassing

GANs in some aspects of image generation. The core strengths of diffusion models

lie in their ability to generate high-quality images, along with the advantages of

a tractable training procedure, a trait that has historically been a challenge with

GANs. Furthermore, diffusion models exhibit remarkable flexibility when it comes to

conditioning. Moving forward, I aim to synergize the strengths of both implicit neural

representation and diffusion models to form a new generative model. The goal is to

harness the potential of both methodologies: Poly-INR for its adaptability, the ability

to train at low-resolution - samples at a high resolution, extrapolation, and control

over shape and style; diffusion models for their proficient generative mechanism and

capacity to yield diverse, high-quality samples. The symbiosis of these techniques
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could give rise to a new class of generative models excelling in sample quality, diversity,

and controllability.

Hierarchical representation learning through improved geometric moments:

Building upon the insights from our Poly-INR work, wherein the image is expressed

in polynomial form, thereby inherently disentangling the image into shape and style

components, I aim to further explore this line of thought in future research. Our

Poly-INR work found that lower-order polynomial coefficients represent shape-related

information, while higher-order coefficients encapsulate finer details such as style.

With this in mind, my goal is to design a comprehensive feature extractor network

that hierarchically segregates features - some embodying the shape of the objects,

others reflecting style-related information. This hierarchical representation learning

would provide a richer, more meaningful set of features. Consequently, based on the

task, we can configure our classifier to prioritize shape or style, establishing a more

targeted and effective learning system.
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