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ABSTRACT  

   

The current study investigates accent effects using virtual agents in the context of 

a multimedia learning environment. In a 2 (voice type: human, synthetic) x 2 (voice 

accent: English, Russian) between-subjects factorial design, the source and accent of the 

agent’s voice were manipulated. Research has shown that an instructor’s accent can have 

an impact on learning outcomes and perceptions of the instructor. However, these 

outcomes and perceptions have yet to be fully understood in the context of a virtual 

human instructor. Outcome measures collected included: knowledge retention, 

knowledge transfer, and cognitive load. Perception measures were collected using the 

Agent Persona Instrument-Revised, API-R, and a speaker-rating survey. Overall, there 

were no significant differences between the accented conditions. However, the synthetic 

condition had significantly lower knowledge retention, knowledge transfer, and mental 

effort efficiency than the professional voices in the human condition. Participants rated 

the human recordings higher on speaker-rating and API-R measures. These findings 

demonstrate the importance of considering the quality of the voice when designing 

multimedia learning environments. 
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CHAPTER 1 

INTRODUCTION 

Learning from an accented instructor can have several impacts on the learning 

experience. Kavas and Kavas (2008) have outlined the advantages of an accented 

instructor; e.g. the opportunity to learn from a different cultural perspective and improve 

communication abilities. However, there have been disadvantages identified in learning 

outcomes: the increased concentration required to process learning material can affect 

cognitive load during the learning process (Kavas and Kavas, 2008). This burden on 

cognitive load has been shown to reduce performance in those that find the accent 

difficult and are frustrated at any communication barrier (Ahn, 2010). The positive and 

negative effects surrounding accented instruction have become a pressing matter to 

address, as the internet provides a global platform for educational material (Blommaert, 

2009). Bias against an accent can influence learners’ perceptions of the materials’ 

effectiveness, grammatical accuracy, and professionalism (Boucher, et al., 2013). Some 

researchers have theorized that the globalization of multimedia material will eventually 

neutralize the impact of accents and identities associated with them (Aneesh, 2015). 

However, previous research has shown that participants currently have a preference for 

their own accent, even when accustomed to learning from a foreign accent (Pilus, 2013). 

The impact accents have on learning is normally a reactionary situation. However, with 

digitally created instructors and synthetic voices, an accent becomes a design choice. 

Although accented virtual instructors have not been fully researched, recent studies have 

shown that changes to their speech patterns can impact learning outcomes (Craig et al., 

2019), deep learning outcomes (Davis et al., 2019), and how much the learner trusts their 
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virtual instructor (Schroeder et al., 2020). This poses the question: How does the use of 

accented voices impact learning outcomes when paired with a virtual human? This study 

aims to answer this with a study design based on gaps in the literature on virtual agents, 

social agency theory, and voice effect.  

 

Virtual Humans 

Learning from a virtual instructor has been studied extensively to determine the 

effects of a non-human instructor since Johnson et al. (1997) first placed an animated 

agent in a knowledge-based learning environment and coined the term pedagogical agent 

(Johnson et al., 1997). These virtual instructors are commonly referred to as virtual 

humans, a universal term for any human-like animated character in a virtual or 

multimedia setting (Craig et al., 2015). There are two sub-groupings of virtual humans 

depending on who is controlling the on-screen entity. The first subgroup is the avatar, 

which is controlled by a human user. Avatars give human users on-screen representation 

and a visual means of interacting in the virtual world (Bailenson et al., 2008). The second 

subgroup is the agent, which is also referred to as animated agents, pedagogical agents, 

or synthetic humans. Agents are controlled by the software interface that designed them, 

with actions either prerecorded or designed for human-agent interaction, to provide 

information to the human user (Craig et al., 2002). 

Since their creation, virtual humans have been used in a variety of educational 

settings; to provide tutorial dialogue (Lourdeaux et al., 2002), and take on the role of a 

coach (Shamekhi & Bickmore, 2015), or provide learning companionship (Rickel et al., 

1999). One parallel throughout the different research topics has been a desire for more 

human-like virtual humans. Virtual humans that can display emotional reactions are used 
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in clinical interfaces to present patients with information (Rizzo et al., 2011). Agents 

programmed to use communication strategies such as greetings, farewells, and regional 

phrases are preferred as conversational partners (Kopp, 2006). High-quality voice engines 

that have a more human-like sound are both preferred by users and improve learning 

outcomes (Craig & Schroeder, 2017). The agent's more mechanical aspects have also 

been connected to how human-like and desirable they are for use. Improving the agent’s 

appearance enhances the interaction effects between the virtual human and user, even 

down to physically smaller details such as the design of eyes (Ruhland et al., 2015). The 

virtual human’s movement also has an impact on interaction outcomes, with more 

dynamic and life-like agents outperforming those that are stiff, static, or perceived to 

move robotically (Craig et al., 2015). The research for designing humans that provide 

social cues originates from Mayer’s (2002) work in multimedia presentations. When the 

learner was primed by social cues in the learning material, social schema would activate 

for the learner to believe a conversation was taking place. Priming this schema through 

social cues was found to increase learning performance, and create the Social Agency 

Theory (Mayer, 2002).  

 

Learning with Virtual Agents 

Virtual agents are increasingly being used as a teaching tool. Virtual agents have 

shown to have a positive impact on learning, are cost-effective for being highly reusable, 

and have proven themselves with a wide variety of learners. Improvements in learning 

outcomes from the use of a virtual agent have been documented early on in elementary 

schools (Davis & Antonenko, 2017), found to help students throughout the K-12 and into 

college (Hew & Cheung, 2010), and shown to help the elderly rebuild lost cognitive skills 
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(Tao, 2016). In general education, virtual agents have been utilized within classrooms 

teaching chemistry in virtual laboratories (Morozov et al., 2004) and in activities outside 

of the classroom, such as providing mentorship in virtual science career fairs (Beck et al., 

2018). These virtual agents have been used in both in-person activities and online 

learning. Online learning continues to become an increasing part of education for many 

individuals around the world. The aspect of virtual agent inclusion in online learning 

continues to be the subject of extensive study and review (Craig et al., 2020). 

Utilizing social agency theory, virtual agents have also been used outside of 

general education. Zoll and colleagues (2006) studied the use of virtual agents to prevent 

bullying in schools. The program “FearNot” used virtual agents to create bullying 

scenarios in which the learner would spectate. By using virtual agents that appeared to be 

empathic, Zoll and colleagues were able to teach Personal and Social education to 

students. The virtual agents in the program would model empathy, showing negative 

expressional behavior towards being bullied while verbalizing their feelings towards each 

other as the learner observed. (Zoll et al., 2006). Interview training software has 

capitalized on virtual agents’ ability to produce realistic reactions, in which the agent 

takes the place of the interviewer and provides social cues to the user depending on their 

performance in the mock interview scenario (Jones et al., 2014). Improvements in 

interviewing skills were also used to help those with autism and developmental 

disabilities, giving credence that virtual agents may even be superior in certain 

circumstances (Burke et al., 2018). Social agency theory has since improved the quality 

of virtual agents by making the virtual agent more human-like, increasing its benefit to 

the user (Mayer, 2002).  
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 Mayer and colleagues (2003) examined the impact of voice effects with both 

accented and synthetic voices. Since then, only virtual agents with synthetic voices have 

been studied in great detail. Although foreign-accented voice effects were briefly touched 

on, the complete impact accents can have on virtual agents’ effectiveness is still unknown 

(Mayer et al., 2003). 

Social Agency Theory 

Mayer’s (2002) social agency theory was developed from work with multimedia 

learning materials. For materials to be classified as multimedia, the expression of 

information must be present through more than one medium, e.g. words and images. The 

multimedia principle supports the idea that individuals learn more deeply from words and 

images presented together, compared to words alone. This research in multimedia 

learning demonstrated how multiple sources of information could be presented to a 

learner at one time without causing cognitive overload (Mayer, 2002). The detriment of 

cognitive overload is documented in Sweller’s (1988) research on Cognitive Load 

Theory. Cognitive load theory states that placing a heavy burden on working memory 

during learning will result in poorer performance and lower learning outcomes. However, 

any strain on working memory can be reduced by providing multiple sources of the same 

information (Sweller, 1988). Chandler and Sweller (1991) researched the different ways 

lessons are presented to learners in a classroom, focusing on examining the connection 

between cognitive load and learning outcomes.  The findings support instructional 

materials that guide the learner cognitively throughout the material and do not split the 

learner’s attention to different areas at any given point. This research has been used to 
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improve educators’ understanding regarding integrating information into a lesson 

(Chandler & Sweller, 1991).  

Following Chandler and Sweller’s findings, research began on best practices for 

guiding learners cognitively through the material. Interestingly, a live human instructor is 

not required to guide the learners, as social cues in multimedia material were found to 

provide the same meaningful effects (Moreno & Mayer, 2000). This finding is likely 

because people can view a computer as an entity that can socialize (Reeves & Nass, 

1996). The combined findings on cognitive load theory, the human ability to perceive 

social cues from a machine, and the discovery that social cues in multimedia had a 

meaningful impact formed the guidelines for the multimedia principle and set the stage 

for Mayer’s (2003) social agency theory. Social agency theory states that social cues 

within instructional material prime the learner to act as though they are interacting with 

another human being. In the case of listening to a multimedia presentation, the priming 

creates the feeling of a conversation taking place and the learner responds to the material 

in a more meaningful way. The learner has a natural familiarity with the dynamics of a 

conversation and the social cues embedded in the learning material direct the learner’s 

focus to the important information.  Drawing attention to specific elements of the 

instruction and improving learning outcomes (Mayer et al., 2003).  

Following social agency theory, virtual humans were created to further enhance 

the effects caused by social cueing and further increase the priming that the learner was 

in a conversation with another person (Louwerse et al., 2005) and allow for students to 

learn more deeply from virtual humans (Moreno, 2001). The additional means to 

communicate non-verbally and cue the learner through movements and hand gestures 
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have been shown to improve results over traditional computer-based instruction 

(Pelachaud, 2009; Moreno, 2001). As design technology advanced, subtle movements 

such as the agent’s eye gaze were used to elicit social cues and further increase learning 

outcomes (Ruhland et al., 2015). In addition to the virtual humans' visual appearance 

impacting learning outcomes, the voice of the agent also affects the learning process. 

Origin and Uses of Voice Effect 

 Mayer and colleagues’ (2003) study of social cueing and social agency theory 

contained two experiments involving multimedia learning materials. In the first 

experiment, the audio was manipulated by presenting the material in either a standard 

American accent or a foreign Russian accent. In the second experiment, the voice was 

either a human recording or a machine synthesized voice (Bruce from Macintosh G4). 

Participants in both experiments had improved learning outcomes when the information 

was presented in a voice the learner was more familiar with, American accents and 

human recordings respectively. Participants in these familiar conditions also rated the 

speaker significantly higher in a perception measure. These results demonstrate that the 

ease with which a voice is understood can impact the cognitive load put on the learner. 

This was the first documented evidence for the voice effect (Mayer et al., 2003). One 

noteworthy absence in the discovery of the voice effect was the presence of a virtual 

agent. In a follow-up study, Atkinson and colleagues (2005) created a similar study to 

Mayer’s second (2003) experiment using human and synthesized voices. In Atkinson’s 

study, the voices were paired with a virtual human to further improve social cueing 

effects by adding a visual presence. In similar findings to Mayer’s study, the virtual 

human with a human voice produced better learning outcomes than the agent with a 
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synthesized voice (Atkinson et al., 2005). Research has since shown that having both the 

visual presence of the virtual human and their auditory presence through voice, has a 

positive interaction effect on improving learning outcomes (Domagk, 2010) and 

increasing student motivation (Heidig & Clarebout, 2011). 

 The voice effect continues to be studied extensively with the use of virtual 

humans to determine best practices in voice design. Virtual humans with more expressive 

voices have been shown to positively affect general learning outcomes (Bergmann & 

Kopp, 2009). Davis and colleagues (2019) found that virtual agents with more natural 

speech patterns have specific positive impacts on deep learning. Voices with high 

fluctuations of prosody in their speech: intonation, tone, stress, and rhyme improve deep 

learning outcomes. The high fluctuations cause the voice to be perceived as more human-

like, and therefore better able to perform social cueing and reduce cognitive load (Davis 

et al., 2019). These cueing effects caused by voice are further enhanced when matching 

the voice to the virtual human’s appearance (Mitchell et al., 2011). Virtual humans with 

voices that provide natural social cues are also rated higher on self-reported measures by 

learners (Louwerse et al., 2005). Ratings influenced by the voice effect go beyond 

measures of quality and can impact the level of trust learners have towards the virtual 

agent teaching them (Craig et al., 2019; Schroeder et al., 2020).  

Diversity and Equity Implications 

 The research on accents, voices, and virtual humans can give insight on how to 

improve learning outcomes and create a more desirable learning environment. However, 

the findings on voice effect also have real-world implications for human instructors that 

are not able to change their voice as virtual humans are able to do. The definition of an 



  9 

accent is a way in which speech is pronounced, but accents have social ties to location, 

class, or other ways in which people are grouped (Lippi et al., 1997). Unfortunately, a 

combination of identifying a person by their accent and stereotyping their identity can 

allow for individuals to be unfairly judged based on voice alone (Riches & Foddy, 1989).  

Workplace Implications 

 Those with a minority accent have been shown to face discrimination in job 

interviews. Participants acting as interviewers, showed bias while listening to an audio 

recording of a potential applicant. The applicant, always having the same name as Victor, 

differed only in each condition by using a different accent, Midwestern US, French, and 

Colombian. Without being able to see the applicant, interviewers rated the Midwestern 

candidate the most favorably, despite all the voice recordings even being generated by the 

same person (Deprez-Sims & Morris, 2010). This unfortunate discrimination is not an 

isolated incident when it comes to research involving prejudice in hiring practices. 

African-American sounding names, in which job applicants with names that sounded 

distinctly African-American were also viewed as less favorable (Cotton, et al., 2008).  

Boucher and colleagues (2013) found that bias in perception of accents can occur 

with only a regional difference. Controlling for race and country, a Southern United 

States accent and a Midwestern United States accent were compared. Participants viewed 

the Midwestern accent as being more grammatically correct, more professional in 

mannerisms, and the speaker to be more effective overall. This regional accent 

discrimination shows that there is more nuance to the demographics involved with speech 

than simply the race of the speaker (Boucher, et al., 2013). 
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Academic Implications 

The workplace is not the only real-world institution where accent can be an 

influential factor of perceived opinion. Subtirelu (2015) found that in the university 

setting, accents were a common comment on the website RateMyProfessors.com. 

Evaluations from students, towards professors with Asian accents, were rated as lower in 

helpfulness and clarity when compared to their English accented counterparts. A detailed 

analysis of the comments left by students also showed a significant tendency to mention 

the accent and understandability of the Asian professors more than the comments of the 

English accented professors. The comments towards the Asian professor’s speaking 

ability ranged being geared towards more informative: “Her accent is a little hard to 

understand sometimes, but if you just ask, she’ll repeat” and “He is hard to understand at 

first” to more hostile comments “AWFUL! AWFUL! DO NOT TAKE THIS PROF!! HE 

BARELY SPEAKS ENGLISH AND IS RUDE TO STUDENTS!” and “Professor Kim 

has a THICK accent so don’t bother asking questions unless you speak Korean.” 

Subtirelu notes that neither type of comment should be mistaken for harmless, and that 

the professors face a real disadvantage if this or similar student evaluations are used for 

performance reviews (Subtirelu, 2015).  

Kavas and Kavas (2008) preformed an exploratory study of college student’ 

attitudes towards professors with foreign accents. The study outlined potential 

advantages: e.g. learning from people of different cultural views and improving 

communication abilities, and disadvantages: e.g. concentration required to learn material 

and frustration at communication barriers. The study polled students on if the foreign 

accent of a teacher would affect their ability to learn or cause them to focus more on the 
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accent than the material, which 39.5% and 38.5% answered yes respectively (Kavas & 

Kavas, 2008). This poses a potentially significant problem, as in a study examining the 

effects of accent on cognitive load and achievement, students who stated that they 

disliked Asian accents exhibited lower assessment performance in knowledge transfer 

(Ahn, 2010). 

McLean (2007) found that the effect accents can have on the learning process 

does not end with the students’ perceptions. Teachers with heavy accents have reported 

concern that they are not being able to effectively communicate in the classroom due to 

their accents. Second guessing themselves if looks of confusion from the students are 

from the material itself not being understood, or if they are not being understood.  The 

participants in McLean’s study reported a high confidence level, about their knowledge 

in the courses they taught. However, the self-confidence was lowered when a language 

barrier was in play, and the accented instructors felt that their credibility as 

knowledgeable teachers was called into question more easily (McLean, 2007). 

Theses impacts accents have in the learning environment is becoming a more 

pressing matter as the internet provides a globalized market for educational material 

(Blommaert, 2008). With the creation of material that is presented across the globe, the 

likelihood of a student being presented with a foreign, or accent different from their own, 

is greatly increased. Some have theorized that the globalization of multimedia material 

“neutralizes” foreign identities and things associated with them such as accents (Aneesh, 

2015). Pilus (2013) found that in contradiction to these globalization ideals, there is still a 

tendency for users to report a preference for their own accent. In a study with Malaysian 

students who learned English as a second language, the participants were given audio 
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material in: English with a British accent, English with an American accent, and English 

with a Malaysian accent. Despite the audio being in English, and the participants 

reporting a higher admiration for the British accent, the Malaysian accented audio was 

the preferred learning material. (Pilus, 2013). Although a preference for accents has been 

reported, the impact accents have on learning with virtual agents has yet to be fully 

understood. Research showing affects from similar difference in speech sounds and 

patterns has given this study a basis on what to look for. 

Current Study 

 The findings in Mayer’s (2003) original voice effect Study 1 involving accents 

have yet to be replicated with the presence of virtual humans, like how Atkinson (2005) 

replicated Study 2 with synthetic voices (Atkinson et al., 2005; Mayer et al., 2003). This 

gap in the literature means it is unknown how virtual humans paired with accented voices 

impact the dependent variables from Mayer’s (2003) Study 1; learning retention, learning 

transfer, cognitive load, and perceptions ratings. The literature has previously indicated 

that humans are capable of bias against virtual humans based on race, which means a bias 

against a virtual human based on their accent is supported for investigation (Zipp & 

Craig, 2019).  

Additionally, recent studies by Craig and Schroeder (2017; 2019) reexamined the 

voice effect by pairing virtual humans with either a modern voice engine (Neospeech) or 

a classic voice engine (Microsoft speech engine), or a recorded human voice. The modern 

voice engine significantly outperformed the classic voice engine in learning outcomes, 

self-reported ratings, and training efficiency. However, the recorded human voice was 

rated at a similar level as the modern voice engine in self-reported facilitating learning 
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and credibility measures. The new voice engine was also rated a similar quality to the 

human voice. It was hypothesized that the low-quality voice engines from a decade ago 

had a significant impact on previous studies involving synthetic voices. These findings 

were then replicated and found again without the presence of a virtual human, to further 

replicate the original study (Craig & Schroeder, 2017; Craig & Schroeder, 2019). 

However, synthetic voice engines have yet to be paired with accents to determine if there 

is an interaction effect or if the effects of synthetic voices are accent-dependent. 

The gender of the agents will be female for all conditions. Although the gender 

itself is not a manipulated variable, the impact and cause for this decision requires 

addressing. The use of a female agent allows the current study to mirror the methods of 

the previous studies (Atkinson et al., 2005; Craig & Schroeder, 2017; Craig & Schroeder, 

2019), and minimize any alternative explanations for differences found in results. 

However, female agents have been shown to be perceived as less knowledgeable (Baylor 

& Kim, 2004) and are rated lower in perception-based measures than male agents 

(Rosenberg et al., 2010).  

The goal of the current study was to fill in these literature gaps and identify the 

impact voice type and voice accent have on learning from a virtual human. Specifically, 

to understand how learning (retention, transfer), mental effort efficiency, and perceptions 

(speaker rating, API-R, appearance, and voice ratings) are impacted by voice type and 

voice accent when paired with the visual presence of a virtual agent. The use of both 

voice type and voice accent will allow for interaction effects to be studied for the first 

time. The novelty effect of a foreign-accented machine may allow that condition to 

outperform all others. However, the novelty effect has not been a significant factor in 
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recent work with virtual humans. Although the novelty effect remains a possibility for all 

of the research questions in the current study, it is not included in the predictions below. 

A 2 (voice type; human, synthetic) x 2 (voice accent; English, Russian) design was used 

to address the current hypotheses.  

Hypotheses 

Hypothesis 1, learning retention will be significantly impacted by voice accent 

with neutral voices having higher learning outcomes, with no significant impacts for 

voice type or the interaction between accent and type. The current literature has 

conflicting viewpoints on how learning retention would be impacted. With the presence 

of the voice effect, human accented voices previously had negative impacts on learning 

retention (Mayer et al., 2003). However, the voice effect did not produce a significant 

difference in learning retention when synthetic voices were paired with a virtual human 

(Atkinson et al., 2005) or when a modern voice engine was used (Craig & Schroeder, 

2017; 2019). Because the previous literature has shown voice accent negatively impacts 

learning retention, and voice type does not impact learning retention, the following 

prediction was created: Human-English = Synthetic English > Human-Russian = 

Synthetic Russian.  

Hypothesis 2, learning transfer will be significantly impacted by voice accent with 

neutral voices having higher learning outcomes, with no significant impacts for voice 

type or the interaction between accent and type. There are slightly different findings in 

previous literature regarding learning transfer compared to learning retention. Voice 

effect previously has shown both negative effects for learning transfer with accents 

(Mayer et al., 2003) and with synthetic voices paired with a virtual human (Atkinson et 
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al., 2005). The voice effect did not produce these same results for synthetic voices when a 

modern voice engine was used (Craig & Schroeder, 2017; 2019). As the current study 

used a modern voice engine, the prediction is that there will not be a significant 

difference in voice type outcomes. However, because the current literature on voice 

accent, would predict that the accented voices would produce lower levels of learning 

transfer, the following prediction was created: Human-English = Synthetic English > 

Human-Russian = Synthetic Russian.  

Hypothesis 3, mental effort efficiency will be significantly impacted by voice 

accent with neutral voices having higher efficiency outcomes, with no significant impacts 

for voice type or the interaction between accent and type. The literature regarding mental 

effort efficiency has consistently found different voice effects to lower the mental effort 

efficiency of the learners. Overall, the social cueing principles on cognitive load support 

that a voice the learner is best able to pick up social cues from would have the improved 

results for the cognitive load (Park, 2015). If there is familiarity with the voice’s accent 

or type, this may improve the ability to process the social cues produced. Accents have 

also been shown to reduce mental effort efficiency (Mayer et al., 2003). This was also 

found when using synthetic voices (Atkinson et al., 2005). However, the voice effect did 

not produce these same results for synthetic voices when a modern voice engine was used 

(Craig & Schroeder, 2017; 2019). As the current study used a modern voice engine, the 

prediction is that there will not be a significant difference in voice type outcomes. 

However, because the current literature on voice accent, would predict that the accented 

voices would produce lower levels of mental effort efficiency, the following prediction 

was created: Human-English = Synthetic English > Human-Russian = Synthetic Russian.  
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 Hypothesis 4, perceptual outcomes will be significantly impacted by voice accent 

with neutral voices having higher ratings, with no significant impacts for voice type or 

the interaction between accent and type. The different literature regarding voice effect 

studies has used a variety of perception measures to determine how the voice effect 

impacts the view of the speaker. The speaker rating survey (Mayer, 2003) and API-R 

(Schroeder et al., 2017; 2018) are two of these perception measures, which were 

accompanied by direct questions regarding the virtual human’s voice and appearance. 

The previous finding on perception measures has been consistent with the findings 

regarding the learning and mental effort outcomes, as learning decreases or mental effort 

increases the speaker is rated lower (Mayer et al., 2003; Atkinson et al., 2005; Schroeder 

et al., 2017; 2018). Based on these findings, the following prediction was created for all 

four of the research questions regarding perception measures: Human-English = 

Synthetic English > Human-Russian = Synthetic Russian.  
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CHAPTER 2 

METHOD 

Design 

 This study is a between-subjects two (accent) by two (type) factorial design to 

determine the impact the voice accent, voice type, and the interaction have on learning 

retention, learning transfer, mental effort efficiency, and perception measures. The accent 

variable is if the virtual human speaks with either a foreign (Russian) accent or a neutral 

(Midwestern) accent. The source variable is whether the virtual human speaks with either 

a pre-recorded human voice (Human) or created through the high-quality text-to-speech 

engine Neospeech (Synthetic). Given the possible combinations in this 2x2 design, the 

following condition blocks are created: Human-Accented, Human-Neutral, Synthetic-

Accented, and Synthetic-Neutral.  

 Learning was measured by a series of open-ended questions that measured 

retention and transfer. These questions are from Mayer and Moreno’s (1998) study on 

multimedia presentation and have since been used in virtual agent research (Atkinson et 

al., 2005; Craig & Schroeder 2017;2019). Cognitive load was measured using Pass’ 

(1992) mental effort scale. Mental effort efficiency for training and testing was calculated 

using the formula, E = (Z performance – Z mental effort) / sqrt (2). 

Perceptions of the virtual human were measured by a series of surveys and scales. 

The speaker rating survey was used to measure the superiority, attractiveness, dynamism, 

and overall quality of the virtual human as a speaker (Zahn & Hopper, 1985; Mayer et al., 

2003). The Agent Persona Instrument-Revised, API-R, was used to measure perceptions 

of; facilitates learning, credibility, human-like, and engagement (Schroeder et al., 2017; 
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2018). Lastly, four questions directly asked about the perceptions of the agent’s 

appearance, how natural the agent’s voice was, how well the agent’s voice facilitated 

learning, and how easy the agent’s voice was to understand.  

Participants 

 For this study, 197 participants were recruited. All participants were recruited 

from the online Amazon’s Mechanical Turk, which was linked to a Qualtrics study for 

participation to complete. All participants were adults of age 18 years or older, had 

“normal or corrected-to-normal hearing”, and were located within the continental United 

States of America. Participants read the consent information and consented by 

proceeding. 

Participants’ data were removed before analysis for the following reasons. Of the 

197 participants that began the study, 66 were removed for either not completing the 

study or providing no answers to the testing questions. Upon review of the data set, 

another 50 participants were moved for plagiarism. Each of the participant’s short 

answers was compared against all other participants’ answers using the find function. 

Participants that had answered the same to each other verbatim were removed based on 

suspicion of using a search engine to look up answers to the question. The final data set 

contained 81 participants that passed all of the above requirements. 

Materials 

Audio Test 

The participant received an audio test at the beginning of the study. The audio test 

ensured that the participant had normal or corrected-to-normal levels of hearing and that 

their audio equipment was working properly. A prerecorded audio file was played, 
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containing jazz music at a low volume while a four-digit code is spoken. The participant 

was required to enter the four-digit code by keyboard to continue with the experiment.  

 

Learning Materials 

 The learning material was a two-minute video explaining lightning formation. 

The experimental materials were used in Mayer and Moreno’s (1998) multimedia 

presentation on lightning formation. These materials have been adapted to include the use 

of virtual humans in previous research (Atkinson et al., 2005). The exact video script of 

the video was unchanged (Appendix A). Changes from the original video involved the 

addition of a virtual human and the sources of the voice recordings (Mayer et al., 2003). 

The virtual human was not a variable in this experiment, remaining the same across all 

conditions. The consistent variable of the voice across all conditions was the use of a 

female voice. 

There were four voice conditions of a two (accent) by two (type) factorial design. 

The first independent variable (accent) is if the voice speaking in the video is of a neutral 

English accent or a Russian accent that is foreign to the user. The Russian accent was 

selected as the previous research examining virtual humans and accents also used a 

Russian accent as the for foreign condition (Atkinson et al., 2005; Mayer et al., 2003).  

The second independent variable (type) is whether the voice speaking in the video 

was created synthetically or is a recording of a live human. The synthetic voice 

recordings are created using the Neospeech engine, which is the same engine that has 

been used in previous research for the high-quality synthetic voice engine (Craig & 

Schroeder, 2017; Craig & Schroeder, 2018). The human recordings were obtained from 

Voices.com, in which two professional voice artists were used for the human conditions. 
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The 2x2 design created the following conditions: Human-Accented, Human-Neutral, 

Synthetic-Accented, and Synthetic-Neutral (Table 1).  

 

Table 1. Condition Blocks of Accent by Voice Variables 

 Accented Neutral 

Human Human-Accented Human-Neutral 

Synthetic Synthetic-Accented Synthetic-Neutral 

 

Assessment Materials 

Pretest Questionnaire. The pretest contained eight multiple-choice items. The 

questions were designed to reflect the scoring criteria of the retention test, which would 

act as the posttest comparison (Appendix B). The original questionnaire used as a pretest 

(Mayer & Moreno, 1998) was a 5-point Likert scale containing seven items, in which the 

participant self-reported their meteorology knowledge. The pretest questionnaire’s 

original purpose was to eliminate participants that already had a high level of knowledge 

in meteorology, as previous studies have indicated that multimedia instruction produced 

stronger effects in learners with a low level of experience (Mayer & Gallini, 1990; Mayer 

& Sims, 1994). However, this previous pretest did not give an accurate assessment of the 

participants’ lightning formation knowledge. To establish a more accurate pretest 

measure, the current test was implemented. 

Demographic Questionnaire and Accent Familiarity. The demographic survey 

contained four questions. The survey asked the participants to identify their age, race, 

sex, gender, and educational level. In addition to this demographic survey, the 
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participants were also asked about their familiarity with different accents. A modified 

version of Huang et al.’s (2016) scale was used, which previously was used to identify 

familiarity with accented English speakers from Korean-accented English to Portuguese-

accented English (Huang et al., 2016). The participants responded on a 4-point Likert 

scale; (1) Not familiar at all, (2) Somewhat familiar, (3) Moderately familiar, or (4) Very 

familiar. Of note, the participants were asked to identify their familiarity with Russian-

accented English. 

 Retention Test. The retention test was the same single short answer question 

used in Mayer and Moreno’s (1998) study in which it was created. The instructions for 

the retention test stated, Please write down an explanation of how lightning works. 

Participants were instructed to give the most complete answer possible with a time limit 

of four minutes. Scoring was done by two scorers, using a sample of the answers to 

establish inter-rater reliability using Cohen’s Kappa, ensuring that the scorers are 

crediting participants’ answers in the same way. Once reliability was established, the 

scorers proceeded to score the entire data set, tallying the number of acceptable answers. 

The eight possible ideas that the participant can receive credit for were: (a) air rises (κ = 

1.00), (b) water condenses (κ = 0.86), (c) water and crystals fall (κ = 1.00), (d) wind is 

dragged downward (κ = 0.83), (e) negative charges fall to the bottom of the cloud (κ = 

1.00), (f) the leaders meet (κ = 0.86), (g) negative charges rush down (κ = 1.00), and (h) 

positive charges rush up (κ = 0.88). After the four-minute timer, the participants were 

automatically moved to the next set of materials.  

Transfer Tests. The four transfer tests consisted of four short answer questions 

used originally in Mayer and Moreno’s (1998) study (and scoring is found in Mayer’s 
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2003 social cues). Each test posed a single question with a two-minute time limit: (1) 

What could you do to decrease the intensity of lightning? (2) Suppose you see clouds in 

the sky but no lightning, why not? (3) What does air temperature have to do with 

lightning? and (4) What causes lightning?      Scoring was done by two scorers, using a 

sample of the answers to establish inter-rater reliability using Cohen’s Kappa, ensuring 

that the scorers are crediting participants’ answers in the same way. Once reliability was 

established, the scorers proceeded to score the entire data set, tallying the number of 

acceptable answers. Each of the four tests allowed the participants to score two points 

each for a total of eight points. For the first question, acceptable answers included (1) 

statements about removing positively charged particles from the ground (κ = 0.83) AND 

(2) placing positively charged particles near the cloud (κ = 1.00). For the second 

question, acceptable included (3) stating that the top of the cloud might not be above the 

freezing level (κ = 0.77) AND (4) that there are no negatively charged particles in the 

cloud (κ = 0.87).  For the third question, acceptable answers included (5) stating that the 

air must be cooler than the surface of the earth (κ = 1.00) AND (6) stating that the air 

must be cooler than the surface of the earth (κ = 1.00). For the fourth question, acceptable 

answers included (7) stating that there must be a difference of electrical charge within the 

cloud (κ = 0.90) AND (8) between the cloud and the ground (κ = 0.88). This test 

provided an assessment of the transfer of knowledge as the participant adapted the 

information given to them to fit the context of each question. 

 

Cognitive Load Measurement. Pass’ (1992) mental effort scale consists of a 

single 9-point Likert question: In solving or studying the preceding problems I invested. 
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The participant’s response can range from Very, Very low mental effort as a 1, to Very, 

very high mental effort as a 9 (Appendix C).  The measure was given to the participant 

three times throughout the study: (1) after the learning materials have been presented, (2) 

after the retention test is completed, and (3) after the four transfer tests have been 

completed. The participant’s response was used to calculate the efficiency score, E, of the 

participant’s training and testing efficiencies. The following equation was used for 

calculating these efficiency scores (Pass & van Merrienboer, 1993). 

E = (Zperformance – Z Mental Effort) / √2      
 

Speaker Rating Survey. The speaker-rating survey consisted of 15 8-point Likert 

scale questions used by Mayer and colleagues (2003) and was adapted from the Speech 

Evaluation Instrument created by Zahn and Hopper (1985). The participants were asked 

to indicate a number from 1 to 8 indicating how the speaker sounded along each of the 

15 dimensions. For each dimension, the numbers one and eight were labeled with paired 

adjectives. One was labeled with a negative quality and 8 were labeled with a positive 

quality. The survey had three subscales that each contained five of the 15 adjective pairs. 

The superiority subscale consisted of, illiterate–literate, unintelligent-intelligent, 

uneducated-educated, not fluent-fluent, and inexperienced-experienced (α = 0.86). The 

attractiveness subscale consisted of, unkind–kind, cold-warm, unfriendly-friendly, 

unpleasant-pleasant, and unlikable-likable (α = 0.92). Lastly, the dynamism subscale 

consisted of, passive-active, shy-talkative, unaggressive-aggressive, unsure-confident, 

and lazy-energetic (α = 0.63). The five items from each subscale were averaged to find 

the participant’s score for the respective subscale. Then the three subscale scores were 

averaged to find the overall speaker rating (α = 0.91). 
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Agent Persona Instrument – Revised. The API-R survey is a revised version of 

Baylor and Ryu’s (2003) instrument for gauging the perception of a virtual agent, the 

revision was created by Schroeder and colleagues (2017; 2018). The measure consisted 

of twenty-six 5-point Likert scale questions, answering with either 1 – Strongly Disagree, 

2 – Disagree, 3 – Neither Agree nor Disagree, 4 – Agree, or 5 – Strongly Agree. The 

questions directly mirror the original Baylor and Ryu (2003) API and were used to gauge 

the participant’s opinion of the virtual agent in four subscales. The facilitates learning 

subscale consisted of 10 items (͍α = 0.93), the credibility consisted of five items (α = 

0.87), the human-like subscale consisted of five items (α = 0.92), and the engagement 

subscale consisted of five items (α = 0.93). Each of the four subscales was scored by 

averaging the participant’s responses within each subscale. The list of questions for each 

subscale is listed in Appendix A. The 26th question in the API-R was a validation 

measure, used to determine if the participant was reading the questions and remaining 

vigilant. The question read as: To ensure you are paying attention please answer this with 

‘Agree.’ This question was used as a means of vetting out participants that were not 

reading the questions, giving cause for removing the data of participants that did not 

answer the question with the answer Agree. 

Agent Appearance and Voice Questions. A survey was given to the participants 

to directly ask them about their perceptions regarding the virtual agent. The measure 

consisted of four 5-point Likert scale questions, answering with either 1 – Strongly 

Disagree, 2 – Disagree, 3 – Neither Agree nor Disagree, 4 – Agree, or 5 – Strongly 

Agree. The first question measured the visual perception of the virtual agent; I liked the 

agent’s overall physical appearance. The other three items given were used to determine 
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the perception of the agent’s voice: the voice of the agent was natural, the voice of the 

agent facilitated understanding of the message, and the agent was easy to understand. 

This survey had no subscales and the four items were independently evaluated.  

Procedure  

 The experiment took place exclusively in an online setting. After participants 

consented to participate in the study, an audio check was implemented to allow 

participants to set their volume to a desirable level and ensure they could hear the video’s 

narrative. Participants then completed a short demographic survey, followed by an accent 

familiarity questionnaire, afterwards the participants completed a pretest.  After the 

pretest, the participants were randomized into one of the four experimental conditions 

and presented with their groups’ corresponding educational video on lighting formation. 

Once the video has concluded, the participant was asked the first cognitive load question, 

for the effort they used in learning the material. 

 The participants were then tested on their knowledge learned from the videos, 

beginning with a knowledge retention test. This test was followed by the second 

cognitive load question, for the effort used in the knowledge retention test. Afterward, the 

participants were asked to complete a series of four short knowledge transfer tests. Once 

the participants had completed the fourth knowledge transfer test, they were given the 

third and final cognitive load question, for the effort used in the knowledge transfer tests. 

After the final cognitive load question, participants were given the speaker rating survey 

and the API-R before concluding the study.  
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Figure 1. Procedure Flow Chart  
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CHAPTER 3 

RESULTS 

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVAs were conducted on pretest data with no significant interactions or main effects 

found for voice type F(1, 77) = 1.66, p = 0.20, ηp2 = 0.02, voice accent F(1, 77) = 0.67, p 

= 0.42, ηp2 = 0.01,  or the interaction between voice type and voice accent F(1, 77) = 

0.00, p = 0.98, ηp2 = 0.00. Leven’s test of equality of error variances failed to reject the 

hull hypothesis that there is homogeneity of variances F(3, 77) =  1.75, p = 0.17. 

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVAs were conducted on accent familiarity data with no significant interactions or 

main effects found for voice type, F(1, 77) = 0.03, p = 0.86, ηp2 < 0.01, voice accent, 

F(1, 76) = 0.37, p = 0.55, ηp2 = 0.01, or the interaction between voice type and voice 

accent, F(1, 76) = 0.09, p = 0.77, ηp2 < 0.01. Leven’s test of equality of error variances 

failed to reject the hull hypothesis that there is homogeneity of variances F(3, 77) =  1.20, 

p = 0.32. 

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) x 

2 (gender of participant: female, male) ANOVAs were conducted on all of the dependent 

variables to determine if participant gender had a significant impact on the results. The 

gender of the participant was found to have no main effects, or interactions when 

examined with the voice type or voice accent. The only result trending towards 

significance is the effect of participant gender on learning retention, F(1, 77) = 3.39, p = 

0.07, ηp2 = 0.07, and the interaction between participant gender and voice accent, F(1, 

77) = 3.19, p = 0.08, ηp2 = 0.04. These non-statistically significant results are indicated 
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as research on gender match has previously shown significant results (Rosenberg-Kima et 

al., 2010; Baylor & Kim, 2004). 

Learning Retention  

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVAs were conducted on the participants’ learning data to determine differences in 

learning retention, voice type, and voice accent.  

There was a significant effect for voice type, F(1, 77) = 13.49, p < 0.01, ηp2 = 

0.15. There was not a significant effect for voice accent, F(1, 77) = 0.76, p = 0.39, ηp2 = 

0.01, or the interaction between voice type and voice accent, F(1, 77) = 0.15, p = 0.70, 

ηp2 < 0.01. 

In the main effect found for voice type, the human condition outperformed the 

synthetic condition in the learning retention test data. This shows voice type influenced 

retention-based learning outcomes.  

Table 2 

Learning Retention 

Condition Retention Test 

      N Mean SD 

Russian Accent Synthetic 22 2.09 1.95 

 Human 19 3.63 2.50 

 Total 41 2.80 2.33 

     

English Accent Synthetic 22 2.32 1.99 

 Human 18 4.22 1.96 

 Total 40 3.18 2.17 

     

Total Synthetic 44 2.20 1.95 

 Human 37 3.92 2.24 

Total Average  81 2.99 2.24 
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Learning Transfer  

A mixed 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVA was conducted on the participants’ learning data to determine differences in 

learning transfer, voice type, and voice accent.  

There was a significant effect for voice type, F(1, 77) = 10.94, p < 0.01, ηp2 = 

0.12. There was not a significant effect for voice accent, F(1, 77) < 0.01, p = 0.97, ηp2 = 

0.00, or the interaction between voice type and voice accent, F(1, 77) = 0.62, p = 0.44, 

ηp2 < 0.01. 

In the main effect found for voice type, the human condition outperformed the 

synthetic condition in the learning transfer test data. This shows voice type influenced 

transfer-based learning outcomes.  

Table 3 

Learning Transfer 

Condition Transfer Tests 

      N Mean SD 

Russian Accent Synthetic 22 1.64 1.05 

 Human 19 2.47 1.74 

 Total 41 2.02 1.46 

     

English Accent Synthetic 22 1.36 1.40 

 Human 18 2.72 1.74 

 Total 40 1.96 1.69 

     

Total Synthetic 44 1.50 1.23 

 Human 37 2.59 1.72 

Total Average  81 2.00 1.57 

Mental Effort Measures 

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVAs were conducted on the participants’ mental effort data to determine differences 

in mental effort efficiency, voice type, and voice accent. Mental effort training efficiency 

was calculated by using the performance of the retention test and the mental effort used 



  30 

in watching the learning materials video. The mental effort training efficiency was also 

analyzed for the participants testing efficiency on the retention test and transfer tests.  

In the standardized mental effort training efficiency, there was a significant effect 

for voice type, F(1, 77) = 11.96, p < 0.01, ηp2 = 0.13. There was not a significant effect 

for voice accent, F(1, 77) = 0.38, p = 0.54, ηp2 = 0.01, or the interaction between voice 

type and voice accent, F(1, 77) = 0.50, p = 0.48, ηp2 = 0.01. 

In the standardized mental effort efficiency for the retention test, there was a 

significant effect for voice type, F(1, 77) = 9.36, p < 0.01, ηp2 = 0.11. There was not a 

significant effect for voice accent, F(1, 77) = 0.15, p = 0.70, ηp2 < 0.01, or the interaction 

between voice type and voice accent, F(1, 77) = 1.81, p = 0.18, ηp2 = 0.02. 

In the standardized mental effort efficiency for the transfer tests, there was a 

significant effect for voice type, F(1, 77) = 9.52, p < 0.01, ηp2 = 0.11. There was not a 

significant effect for voice accent, F(1, 77) = 0.11, p = 0.75, ηp2 < 0.01, or the interaction 

between voice type and voice accent, F(1, 77) = 0.24, p = 0.63, ηp2 < 0.01. 

In the main effect found for voice type, the human condition showed 

improvements for both mental effort training and testing over the synthetic condition. 

This was the case in mental effort training efficiency, mental effort testing efficiency on 

the retention test, and mental effort testing efficiency on the transfer tests. This shows 

voice type influenced mental effort efficiency outcomes. 
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Table 4    

Training And Testing Mental Efforts   

Condition Video Retention Test Transfer Test 

      N Mean SD Mean SD Mean SD 

Russian 

Accent 

Syntheti

c 

22 -0.45 0.82 -0.43 0.85 -0.30 0.66 

 Human 19 0.38 1.11 0.41 1.12 0.41 1.17 

 Total 41 -0.06 1.04 -0.04 1.06 0.03 0.99 

        

English 

Accent 

Syntheti

c 

22 -0.18 0.79 -0.10 0.71 -0.27 0.66 

 Human 18 0.37 0.86 0.22 0.65 0.25 1.04 

 Total 40 0.06 0.86 0.04 0.70 -0.03 0.88 

        

Total Syntheti

c 

44 -0.32 0.80 -0.27 0.79 -0.28 0.66 

 Human 37 0.38 0.98 0.32 0.92 0.34 1.10 

Total Average  81 0.00 0.95 0.00 0.89 0.00 0.93 

 

Speaker Rating Survey 

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVAs were conducted on the participants’ speaker rating data to determine 

differences in speaker rating, voice type, and voice accent. A separate ANOVA was 

conducted on each of the three subscales of the speaker rating survey, superiority, 

attractiveness, and dynamism. Lastly, an ANOVA was conducted on the mean scores of 

the three subscales to obtain the overall speaker rating. 

There was a significant effect in the superiority rating for voice type, F(1, 77) = 

12.59, p < 0.01, ηp2 = 0.14. There was not a significant effect in the superiority rating for 

voice accent, F(1, 77) = 1.99, p = 0.16, ηp2 = 0.03, or the interaction between voice type 

and voice accent, F(1, 77) = 0.48, p = 0.49, ηp2 = 0.01. 

There was a significant effect in the attractiveness rating for voice type, F(1, 77) = 

13.42, p < 0.01, ηp2 = 0.15. There was not a significant effect in the attractiveness rating 
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for voice accent, F(1, 77) = 0.34, p = 0.56, ηp2 < 0.01, or the interaction between voice 

type and voice accent, F(1, 77) < 0.01, p = 0.97, ηp2 = 0.00. 

There was a significant effect in the dynamism rating for voice type, F(1, 77) = 

7.91, p < 0.01, ηp2 = 0.09. There was not a significant effect in the dynamism rating for 

voice accent, F(1, 77) = 0.02, p = 0.90, ηp2 = 0.00, or the interaction between voice type 

and voice accent, F(1, 77) = 1.08, p = 0.30, ηp2 = 0.01. 

There was a significant effect in the overall speaker rating for voice type, F(1, 77) 

= 16.11, p < 0.01, ηp2 = 0.17. There was not a significant effect in the overall speaker 

rating for voice accent, F(1, 77) = 0.61, p = 0.44, ηp2 = 0.01, or the interaction between 

voice type and voice accent, F(1, 77) = 0.37, p = 0.55, ηp2 = 0.01. 

In the main effects found for voice type, the human condition outperformed the 

synthetic condition in ratings of superiority, attractiveness, dynamism, and overall 

quality. This shows voice type independently influenced how the participants perceived 

the virtual human. The virtual humans with human voices were rated higher on the three 

subscales and overall rating.  
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Table 5  

Speaker Rating Survey  

Condition   Superiority Attractiveness Dynamism Overall 

   N Mean SD Mean SD Mean SD Mean SD 

Russian  Synthetic 22 5.68 1.28 5.03 1.74 5.17 1.02 5.29 1.19 

 Human 19 6.42 0.86 6.12 0.86 5.56 0.68 6.03 0.64 

 Total 41 6.02 1.15 5.53 1.49 5.35 0.89 5.64 1.03 

           

English Synthetic 22 5.87 1.46 5.21 1.31 4.92 1.29 5.33 1.15 

 Human 18 6.96 0.76 6.28 1.11 5.76 0.69 6.33 0.66 

 Total 40 6.36 1.30 5.69 1.33 5.30 1.13 5.78 1.08 

           

Total Synthetic 44 5.77 1.36 5.12 1.53 5.05 1.16 5.31 1.15 

 Human 37 6.68 0.85 6.19 0.98 5.65 0.68 6.18 0.66 

Total 

Average 

 81 6.19 1.23 5.61 1.41 5.32 1.01 5.71 1.05 

Agent Persona Inventory - Revised 

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVAs were conducted on the participants’ API-R data to determine differences in 

API-R, voice type, and voice accent. A separate ANOVA was conducted on each of the 

four subscales of the API-R; facilitates learning, credibility, human-like, and engagement.  

There was a significant effect in facilitates learning for voice type, F(1, 77) = 

12.59, p < 0.01, ηp2 = 0.14. There was not a significant effect in the facilitates learning 

for voice accent, F(1, 77) = 1.99, p = 0.16, ηp2 = 0.03, or interaction between voice type 

and voice accent, F(1, 77) = 0.48, p = 0.49, ηp2 = 0.01. 

There was a significant effect in credibility for voice type, F(1, 77) = 12.59, p < 

0.01, ηp2 = 0.14. There was not a significant effect in credibility for voice accent, F(1, 

77) = 1.99, p = 0.16, ηp2 = 0.03, or the interaction between voice type and voice accent, 

F(1, 77) = 0.48, p = 0.49, ηp2 = 0.01. 



  34 

There was a significant effect in human-like for voice type, F(1, 77) = 12.59, p < 

0.01, ηp2 = 0.14. There was not a significant effect in human-like for voice accent, F(1, 

77) = 1.99, p = 0.16, ηp2 = 0.03, or the interaction between voice type and voice accent, 

F(1, 77) = 0.48, p = 0.49, ηp2 = 0.01. 

There was a significant effect in engagement for voice type, F(1, 77) = 12.59, p < 

0.01, ηp2 = 0.14. There was not a significant effect in engagement for voice accent, F(1, 

77) = 1.99, p = 0.16, ηp2 = 0.03, or the interaction between voice type and voice accent, 

F(1, 77) = 0.48, p = 0.49, ηp2 = 0.01. 

In the main effects found for voice type, the human condition outperformed the 

synthetic condition in ratings of facilitates learning, credibility, human-like, and 

engagement. This shows voice type independently influenced how the participants 

perceived the virtual human. The virtual humans with human voices were rated higher on 

the four subscales.  

 

Table 6  

Agent Persona Inventory-Revised Subscales  

 

Condition 

  Facilitates 

Learning 

Credibility Human-Like Engagement 

   N Mean SD Mean SD Mean SD Mean SD 

Russian  Synthetic 22 3.50 0.88 3.71 0.82 3.06 1.27 3.17 1.27 

 Human 19 4.00 0.76 4.11 0.54 3.79 0.64 3.74 0.86 

 Total 41 3.73 0.85 3.89 0.72 3.40 1.08 3.44 1.23 

           

English Synthetic 22 3.69 0.56 3.82 0.59 2.83 1.02 3.06 0.99 

 Human 18 4.09 0.52 4.34 0.47 3.52 0.87 3.67 0.98 

 Total 40 3.87 0.57 4.06 0.60 3.14 1.01 3.34 1.02 

           

Total Synthetic 44 3.60 0.73 3.76 0.71 2.95 1.14 3.12 1.23 

 Human 37 4.04 0.65 4.22 0.52 3.66 0.77 3.71 0.91 

Total 

Average 

 81 3.80 0.72 3.97 0.66 3.27 1.05 3.39 1.07 
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Agent Appearance and Voice Questions  

A series of 2 (voice type: human, synthetic) x 2 (voice accent: English, Russian) 

ANOVA was conducted on the participants’ data of the virtual human’s appearance to 

determine differences in appearance perceptions, voice type, and voice accent. 

Additionally, a series of 2 (voice type: human, synthetic) x 2 (voice accent: English, 

Russian) ANOVAs were conducted on the participants’ voice data to determine 

differences in virtual human voice perceptions, voice type, and voice accent. A separate 

ANOVA was conducted on each of the three voice questions.  

There was a significant effect in I liked the agent’s overall physical appearance 

for voice type, F(1, 77) = 19.21, p < 0.01, ηp2 = 0.20. There was not a significant effect 

on credibility for voice accent, F(1, 77) = 0.14, p = 0.71, ηp2 < 0.01, or the interaction 

between voice type and voice accent, F(1, 77) = 0.00, p = 0.98, ηp2 = 0.00. 

There was a significant effect in voice of the agent was natural for voice type, 

F(1, 77) = 19.21, p < 0.01, ηp2 = 0.20. There was not a significant effect on credibility 

for voice accent , F(1, 77) = 0.14, p = 0.71, ηp2 < 0.01, or the interaction between voice 

type and voice accent, F(1, 77) = 0.00, p = 0.98, ηp2 = 0.00. 

There was a significant effect in voice of the agent facilitated understanding for 

voice type, F(1, 77) = 7.25, p < 0.01, ηp2 = 0.09. There was not a significant effect on 

human-like for voice accent, F(1, 77) = 2.93, p = 0.09, ηp2 = 0.04, or the interaction 

between voice type and voice accent, F(1, 77) = 0.01, p = 0.93, ηp2 = 0.00. 

There was a significant effect in agent was easy to understand for voice type, F(1, 

77) = 11.22, p < 0.01, ηp2 = 0.13. There was not a significant effect on engagement for 
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voice accent, F(1, 77) = 2.62, p = 0.11, ηp2 = 0.03, or the interaction between voice type 

and voice accent, F(1, 77) = 1.18, p = 0.28, ηp2 = 0.02. 

In the main effects found for voice type, the human condition outperformed the 

synthetic condition in ratings of facilitates learning, credibility, human-like, and 

engagement. This shows voice type independently influenced how the participants 

perceived the virtual human. The virtual humans with human voices were rated higher on 

the four subscales.   

Table 7  

Agent Appearance and Voice Questions  

 

Condition 

  Agent’s 

Appearance 

Voice was 

Natural 

Voice 

Facilitated 

Understanding 

Voice Easy 

to 

Understand 

   N Mean SD Mean SD Mean SD Mean SD 

Russian  Synthetic 22 3.09 0.97 2.73 1.39 3.00 1.45 3.14 1.42 

 Human 19 3.83 0.79 3.84 0.60 3.63 0.90 4.11 0.94 

 Total 41 3.42 0.96 3.24 1.22 3.29 1.25 3.59 1.30 

           

English Synthetic 22 3.50 1.19 2.82 1.40 3.41 0.85 3.73 0.77 

 Human 18 4.05 0.71 3.94 0.87 4.00 0.59 4.22 0.43 

 Total 40 3.76 1.02 3.32 1.31 3.68 0.80 3.95 0.68 

           

Total Synthetic 44 3.30 1.09 2.77 1.38 3.20 1.19 3.43 1.17 

 Human 37 3.95 0.74 3.89 0.74 3.81 0.78 4.16 0.73 

Total 

Average 

 81 3.59 1.00 3.28 1.26 3.48 1.06 3.77 1.05 
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CHAPTER 4 

DISCUSSION 

Voice type had main effects for all the dependent variables measures apart from 

the control variables, pretest, and accent familiarity. Across the board, the recorded 

human voice outperformed the synthetic voice. These findings create interesting 

discussion questions to be addressed as the predictions based on previous literature 

prompted the following predictions:  

 Human-English = Synthetic English > Human-Russian = Synthetic Russian 

However, the results of this study concluded with these results for all seven research 

questions, Human-English = Human-Russian > Synthetic English = Synthetic Russian. 

Voice Effect and Learning Outcomes 

Research question one (How do voice type and voice accent impact learning 

retention?) and two (How do voice type and voice accent impact learning transfer?) both 

postulated that for learning outcomes participants instructed by an accented voice would 

have reduced outcomes due to the voice effect. This hypothesis was not supported, 

learning outcomes participants instructed by a human voice scored significantly higher in 

both the retention and transfer tests.  

The results of this study with accented virtual humans provide significant findings 

of voices with human sources outperforming those with synthetic voices on learning 

outcomes. This is in direct contrast with the most recent literature involving synthetic 

voices which showed modern voice engines could perform at the same level as human 

voices (Craig & Schroeder 2017;2019). The learning outcomes of this study are also 

inconsistent with previous research findings involving voice accents.  The original study 
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on which voice effect was authored, showed significant learning detriment from 

instructional voices that spoke in a foreign accent (Mayer et al., 2003). The results of this 

study do not support the voice effect for accents, with no significant main effects being 

found for voice accents. The same pattern is found for questions regarding mental effort 

efficiency. Research question three was based on previous findings that an accented 

voice would be detrimental to mental effort (Mayer et al., 2003), and that a modern voice 

engine would allow the synthetic voice to perform on par with that of a human recording 

(Craig & Schroeder 2017;2019). This hypothesis was also not supported as the 

participants instructed by the human voice had significantly better mental effort training 

and testing efficiency than the participants instructed by the synthetic human voice. As 

was the case with the outcomes on retention and transfer, no significant effect was found 

for the difference between foreign-accented and English-accented voices for mental effort 

efficiency.  

Voice Effect and Perception Outcomes 

Research questions four through seven all dealt with perception measures of 

the speaker, which again the literature supported that the accented voices producing a 

stronger voice effect would suffer and be rated lower (Mayer et al., 2003). However, the 

predicted outcomes again did not support the hypothesis that the English-accented voices 

would be rated higher than the foreign-accented voices. There were no significant effects 

found for voice accent in any of the perception measures. Instead, the virtual human 

speaking with a recorded human voice was rated higher than the virtual human speaking 

in a synthetic voice. This voice type finding was true in the speaker rating survey, the 

API-R, and direct questions regarding the speaker’s voice and appearance. These voice-
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type findings went against the previous literature that showed modern voice engines 

being rated on par with human voices (Craig & Schroeder 2017;2019). 

Voice Type 

 The current study’s results on voice type appear to be in direct contrast with the 

most recent research that reexamined the voice effect with synthetic voice engines. This 

research has shown evidence that virtual humans paired with synthetic voice engines 

performed on the same level as human voice recordings (Craig & Schroeder, 2017). 

Despite the apparent contrasts between the current findings and previous research, the 

results of this experiment fall in line with a continuing trend within the field. This 

becomes understandable from the perspective of the quality of the voice. The previous 

works involving voice effects and synthetic voices were reexamined over a decade later, 

to find that a higher quality voice engine had closed the gap between synthesized voices 

and their human recording counterparts (Atkinson et al., 2005; Craig & Schroeder 

2017;2019). These updated findings came from using a higher quality source of 

synthesized voices (Neospeech over a Classic voice engine).  

The current study is showing a difference with human recordings outperforming 

because the recorded voices were obtained from professional voice actresses. The 

previous research used human volunteers with no professional speaking or voice acting 

training (Craig & Schroeder 2017;2019). The previous research did find that human 

recordings were on par with a synthetic voice engine. However, the current study’s 

results put a new light on these findings, the average human recording is on par with a 

high-quality voice engine. This should in no way detract from the considerable 

advancements that voice engines have made or deter anyone from improving upon these 
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engines. Currently, this study shows that a high-quality (professional) human recording 

outperforms the high-quality synthetic voice engine. From this perspective, a quality of 

voice effect can be seen that connects the results of this study with the previous research, 

that a higher quality voice will produce superior outcomes.  

Voice Accent  

 This study’s results in the voice accent condition are interesting as they appear to 

go against previous research at first glance. All previous research based on Mayer’s voice 

effect work has repeatedly shown evidence that virtual humans paired with accented 

voices result in lower learning outcomes and perceptions of the speaker (Mayer et al., 

2003). There are multiple explanations as to why this was the case.  

The first is that the current study had low power due to participant attrition, with 

81 participants in a 2x2 between subject’s design. Examining the non-significant means 

tells an interesting story, with learning results that would look like this: Human-English > 

Human-Russian > Synthetic-Russian > Synthetic-English. If the study had proper power, 

the discussion could have been saying that accents create a voice effect for human-

recorded voices. However, either this same voice effect is not present in synthetic voices 

or a novelty effect for the Russian voice is stronger than the impact of the voice effect in 

synthetic voices.  

Second, with globalization increasingly allowing interaction and integration 

among different people the Russian accent may no longer be as foreign as it once was. 

However, this explanation would require increased power to be a properly supported 

explanation and for the means of the current findings to become more balanced with this 

increased power.  
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The third and final explanation is that the previous studies may have had a quality 

difference between their foreign-accented and neutral-accented conditions. As the voice 

type condition showed, there was a quality of voice effect when examining the human-

synthetic voices, and it is possible that professional voice actresses were on the same 

level of quality as each other regardless of the accent in which they spoke. Additionally, 

since both synthetic voices came from the same engine the quality of those voices are of 

similar quality despite any accent as well. There is the possibility that the voices used in 

previous voice effect studies involving accents did not have comparable quality between 

them. If this is the case, then the voice effect would remain consistent as a quality 

measure across all previous studies. 

Limitations 

 Participant recruitment was conducted over Amazon Mechanical Turk, MTurk. 

This decision allowed for testing the voice accent and voice type variables in the same 

real-world conditions that distance learning occurs. This decision was not without trade-

off, control of the participants’ testing condition was unable to be accounted for which 

could add variance into the analysis. Criticism towards online studies, MTurk in 

particular, have been lobbied against the practice for providing unreliable data. 

Examinations of online data collection have shown that there are advantages and 

disadvantages to using MTurk for research (Goodman et al., 2012; Landers & Behrend, 

2015; Paolacci et al., 2010; Peer et al., 2014). Despite these criticisms, research has 

shown that data samples from MTurk and traditional student samples have no significant 

differences in performance (Mason & Suri, 2012). Of particular note for the current 

study, Casler et al. (2013) found that multimedia presentations have no performance 
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difference between MTurk participants and traditionally collected participants (Casler et 

al., 2013).  

To minimize any potential issues, best practices were implemented to ensure that 

the data would remain reliable. The risk of reduced attentional effort from participants 

was lessened by requiring participants have a Human Intelligence Task (HIT) approval 

rating of 95% or higher (Paolacci & Chandler, 2014). Previous studies have shown that 

with this practice, MTurk participants were found to have higher attentiveness to 

instructions than traiditonal subject pool participants (Hauser & Schwarz, 2016). 

Participants were only able to successfully submit their responses by reaching the end of 

the study, which provided them with the correct code. The code itself was changed with 

every eight participants to prevent the code from being leaked online. The data was also 

screened post-collection to eliminate all participants that plagiarized their answers from 

an online source.  
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CHAPTER 5 

CONCLUSION 

Once the quality of voice effect explanation is accepted, this explains the current 

significant and non-significant accent findings. For the non-significant voice accent, the 

human recordings were both at a professional level and the synthetic voices were created 

by the same modern engine, creating no difference in quality across accents for outcomes 

to deviate. Regarding the significant findings of voice type, the human recordings were of 

a higher quality than the synthetic voice engines, which created a difference in quality to 

produce the significant findings. This shows that there is still a professional voice barrier 

the synthetic voice engines have not been able to cross. If multimedia materials are being 

created, the findings of this study support that the use of professionals to record human 

voices would yield superior results to that of a synthetic engine. However, access to these 

professionals is costly and not always a practical option. Smaller projects may not have a 

budget for hiring these professionals or the content of the learning materials may change 

frequently to render the expensive recording outdated. For these instances, the findings of 

this study also support that the use of high-quality synthetic voice engines would be 

appropriate to use if the options for a human-recording are that of a non-professional.  

The findings in the accent condition also support that these learning materials 

could be used without worry of differing accents hindering learning outcomes. However, 

the power of this study should be considered for these findings. The low number of 

participants makes it currently unknown if the non-significant accent findings are a Type 

II error. Additional studies are in progress to correct this power issue, and a further 
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understanding of how accents impact learning from virtual humans will soon be 

provided. 
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APPENDIX A 

LIGHTNING MATERIALS SCRIPT – LIGHTNING FORMATION 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



  53 

Cool moist air moves over a warmer surface and becomes heated. 

 

Warmed moist air near the earth’s surface rises rapidly. 

 

As the air in this updraft cools, water vapor condenses into water droplets and forms a 

cloud. 

 

The cloud’s top extends above the freezing level, so the upper portion of the cloud is 

composed of tiny ice crystals. 

 

Within the cloud, the rising and falling air currents cause electrical charges to build. 

The charge results from the collision of the cloud’s rising water droplets against heavier, 

falling pieces of ice. 

 

The negatively charged particles fall to the bottom of the cloud, and most of the 

positively charged particles rise to the top. 

 

Eventually, the water droplets and ice crystals become too large to be suspended by 

updrafts. 

 

As raindrops and ice crystals fall through the cloud, they drag some of the air in the cloud 

downward, producing downdrafts. 

 

When downdrafts strike the ground, they spread out in all directions, producing the gusts 

of cool wind people feel just before the start of the rain. 

 

A stepped leader of negative charges moves downward in a series of steps. It nears the 

ground. 

 

A positively charged leader travels up from such objects as trees and buildings. 

The two leaders generally meet about 165 feet above the ground. 

 

Negatively charged particles then rush from the cloud to the ground along the path 

created by the leaders. It is not very bright. 

 

As the leader stroke nears the ground, it induces an opposite charge, so positively charged 

particles from the ground rush upward along the same path. 

 

This upward motion of the current is the return stroke. It produces the bright light that 

people notice as a flash of lightning. 
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APPENDIX B 

PRETEST QUESTIONNAIRE 
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Please mark next to the items that apply to you: 

1. What causes air to rise from the earth’s surface in a thunderstorm? 

a. The sun’s rays heat the air and cause it to rise. 

b. Warmer air currents are introduced and heat the existing air. 

c. Cool moist air moves over a warmer surface and becomes heated. 

d. Air high up is cooled and sinks below the air on the earth’s surface 

pushing it upwards. 

2. What happens when water vapor condenses? 

a. The water vapor is warmed by the air and rises further. 

b. The water immediately calls back to the earth’s surface. 

c. Electrical charges are built up in the water vapor. 

d. The water vapor condenses into water droplets and forms a cloud.  

3. Why do water droplets and ice crystals fall? 

a. The water droplets and ice crystals become too large to be suspended by 

updrafts. 

b. The water droplets and ice crystals become too cold and are forced out of 

the cloud by rising warm air. 

c. Air currents push the water droplets and ice crystals out of the cloud in 

which they are suspended.  

d. The droplets and ice crystals become too warm and become too volatile to 

stay part of the cloud. 

4. What occurs when raindrops and ice crystals fall through the cloud? 

a. The raindrops and ice crystals create a conduit for the lightning to flow 

through. 

b. The friction of the raindrops and ice crystals moving past each other 

creates electrical charges. 

c. The vacuum created by their absence causes updrafts to fill the space. 

d. They drag some of the air in the cloud downwards, creating downdrafts. 

5. What is built up in the bottom of the cloud before a flash of lightning? 

a. A collection of positively charged particles. 

b. A collection of negatively charged particles. 

c. A collection of both positively charged particles and negatively charged 

particles. 

d. A rapidly changing mixture of positively charged particles and negatively 

charged particles. 

6. What moves downwards to the ground from the cloud? 

a. A leader of negative charges. 

b. A positively charged leader. 

c. A naturally charged leader. 

d. Nothing, both leaders come from the ground. 

7. What moves upwards from the ground to the cloud? 

a. A positively charged leader. 
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b. A leader of negative charges. 

c. A neutrally charged leader. 

d. Nothing, both leaders come from the cloud. 

8. What is happens to the two leaders? 

a. The first leader hits the cloud, followed by the second leader leaving the 

ground and hitting the ground. 

b. The two leaders go past each other simultaneously. 

c. The first leader hits the ground, followed by the second leader leaving the 

ground and hitting the cloud. 

d. The two leaders meet in the air. 
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APPENDIX C 

ACCENT FAMILIARITY SCALE 
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How would you best describe your familiarity with the following non-native accents? For 

each accent below, please indicate your familiarity with the 1-4 scale below. 

 

Select "1" for: Not familiar at all. I am not able to tell if the person speaks with this 

particular accent. 

 

Select "2" for: Somewhat familiar. I can sometimes tell whether the person speaks with 

this particular accent. 

 

Select "3" for: Moderately familiar. I can often tell whether the person speaks with this 

particular accent. 

 

Select "4" for: Very familiar. I can always tell whether the person speaks with this 

particular accent. 

 

1. Belarusian-accented English 

2. Bulgarian-accented English 

3. Czech-Slovak-accented English 

4. Lechitic-accented English 

5. Macedonian-accented English 

6. Polish-accented English 

7. Russian-accented English 

8. Rusyn-accented English 

9. Serbo-Croation-accented English 

10. Slovene-accented English 

11. Sobian-accented English 

12. Ukrainian-accented English. 
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APPENDIX D 

MENTAL EFFORT SCALE 
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In solving or studying the preceding problems I invested: 

1. Very, very low mental effort 

2. Very low mental effort 

3. Low mental effort 

4. Rather low mental effort 

5. Neither low nor high mental effort 

6. Rather high mental effort 

7. High mental effort 

8. Very high mental effort 

9. Very, very high mental effort 

 

  60 

 

 

 

 

 

 

 

 

 



  61 

APPENDIX E 

SPEAKER RATING SURVEY 
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Superiority 

Illiterate 1 2 3 4 5 6 7 8 Literate 

Unintelligen

t 

1 2 3 4 5 6 7 8 Intelligent 

Uneducated 1 2 3 4 5 6 7 8 Educated 

Not fluent 1 2 3 4 5 6 7 8 Fluent 

Inexperienc

e 

1 2 3 4 5 6 7 8 Experience 

  

Attractiveness 

Unkind 1 2 3 4 5 6 7 8 Kind 

Cold 1 2 3 4 5 6 7 8 Warm 

Unfriendly 1 2 3 4 5 6 7 8 Friendly 

Unpleasant 1 2 3 4 5 6 7 8 Pleasant 

Unlikable 1 2 3 4 5 6 7 8 Likeable 

 

Dynamism 

Passive 1 2 3 4 5 6 7 8 Active 

Shy 1 2 3 4 5 6 7 8 Talkative 

Unaggressiv

e 

1 2 3 4 5 6 7 8 Aggressive 

Unsure 1 2 3 4 5 6 7 8 Confident 

Lazy 1 2 3 4 5 6 7 8 Energetic 
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APPENDIX F 

API-R SURVEY QUESTIONS 
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Here are a few questions pertaining to the agent used during the training session. Please 

select the number that best represents your attitude towards the agent by selecting one of 

the following options. 

 

Facilitates Learning (subscale) 

1. The agent led me to think more deeply about the presentation. 

2. The agent made the instruction interesting. 

3. The agent encouraged me to think about what I was learning.            

4. The agent kept my attention. 

5. The agent communicated the main ideas clearly. 

6. The agent helped me to concentrate on the presentation. 

7. The agent helped me focus on the relevant information. 

8. The agent helped me learn the material. 

9. The agent was good at teaching. 

10. The agent was easy to learn from. 

Credibility (subscale) 

11. The agent seemed knowledgeable. 

12. The agent seemed intelligent. 

13. The agent was useful. 

14. The agent was helpful. 

15. The agent was an effective teacher. 

Human-Like (subscale) 

16. The agent had a personality. 

17. The agent's emotion was natural. 

18. The agent was human-like. 

19. The agent's movement was natural. 

20. The agent showed emotion. 

Validation Question 

21. To ensure you are paying attention please answer this with "Agree" 

Engagement (subscale) 

22. The agent was engaging. 

23. The agent was enthusiastic. 

24. The agent was entertaining. 

25. The agent was motivating. 

26. The agent was easy to connect with. 
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APPENDIX G 

ADDITIONAL AGENT QUESTIONS 
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Appearance question 

1. I liked the agent’s overall physical appearance. 

Voice questions 

2. The voice of the agent was natural. 

3. The voice of the agent facilitated understanding of the message. 

4. The agent was easy to understand. 
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APPENDIX H 

IRB APPROVAL 
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EXEMPTION GRANTED 

Scotty Craig 

IAFSE-PS: Human Systems Engineering (HSE) 

480/727-1006 Scotty.Craig@asu.edu 

Dear Scotty Craig: 

On 7/26/2021 the ASU IRB reviewed the following protocol: 

Type of Review: Initial Study 

Title: Deep learning with virtual agents: How accented and 

synthetic voices effect outcomes 

Investigator: Scotty Craig 

IRB ID: STUDY00014223 

Funding: None 

Grant Title: None 

Grant ID: None 

Documents Reviewed: • Accent Familiarity Questionnaire, Category:  

Measures (Survey questions/Interview questions  

/interview guides/focus group questions); 

• Accents Consent Form.pdf, Category: Consent  

Form; 
• Agent Perception Survey, Category: Measures 
(Survey questions/Interview questions /interview 
guides/focus group questions); 
• Cognitive Load Measurement, Category: 
Measures (Survey questions/Interview questions 
/interview guides/focus group questions); 
• Demographic Questionnaire.pdf, Category:  

Measures (Survey questions/Interview questions  

/interview guides/focus group questions); 

• IRB Protocol Accents (2).docx, Category: IRB  

Protocol; 

• Learning Materials Script.pdf, Category: 

Recruitment materials/advertisements /verbal 

scripts/phone scripts; 

https://era4.oked.asu.edu/IRB/sd/Rooms/DisplayPages/LayoutInitial?Container=com.webridge.entity.Entity%5bOID%5b029C62941BB0C64781F29016B410292E%5d%5d
https://era4.oked.asu.edu/IRB/sd/Rooms/DisplayPages/LayoutInitial?Container=com.webridge.entity.Entity%5bOID%5bA7071FE993D0154897205B8C0383098E%5d%5d
https://era4.oked.asu.edu/IRB/sd/Rooms/DisplayPages/LayoutInitial?Container=com.webridge.entity.Entity%5bOID%5b029C62941BB0C64781F29016B410292E%5d%5d
https://era4.oked.asu.edu/IRB/sd/Rooms/DisplayPages/LayoutInitial?Container=com.webridge.entity.Entity%5bOID%5b029C62941BB0C64781F29016B410292E%5d%5d
https://era4.oked.asu.edu/IRB/sd/Rooms/DisplayPages/LayoutInitial?Container=com.webridge.entity.Entity%5bOID%5b029C62941BB0C64781F29016B410292E%5d%5d
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 • MTurk screenshot.pdf, Category: Recruitment  

Materials; 
• Pretest, Category: Measures (Survey 
questions/Interview questions /interview 
guides/focus group questions); 
• Retention Test.pdf, Category: Measures 
(Survey questions/Interview questions /interview 
guides/focus group questions); 
• Screenshot of learning video.pdf, Category: 

Other; 
• Speaker Rating Survey.pdf, Category: 
Measures (Survey questions/Interview questions 
/interview guides/focus group questions); 
• Transfer Tests.pdf, Category: Measures 

(Survey questions/Interview questions /interview 

guides/focus group questions); 

The IRB determined that the protocol is considered exempt pursuant to Federal 

Regulations 45CFR46 (2) Tests, surveys, interviews, or observation on 7/26/2021.  

In conducting this protocol you are required to follow the requirements listed in the  

INVESTIGATOR MANUAL (HRP-103). 

If any changes are made to the study, the IRB must be notified at 

research.integrity@asu.edu to determine if additional reviews/approvals are required.  

Changes may include but not limited to revisions to data collection, survey and/or 

interview questions, and vulnerable populations, etc. 

Sincerely, 

IRB Administrator 

cc: Robert Siegle 

Scotty Craig 

Robert Siegle 

 

 

 


