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ABSTRACT  

   

Space weathering of planetary surfaces is a complex process involving many 

mechanisms that work independently over different timescales. This research aims to 

address outstanding questions related to solar wind rim formation on space weathered 

regolith and tests a new hypothesis that dielectric breakdown plays an important role in 

the optical maturation of lunar regolith. The purpose of this work is to highlight the 

limitations imposed by laboratory equipment to accurately simulate the solar wind’s 

effects on regolith and to provide physical context for the possible contributions of 

dielectric breakdown to space weathering. Terrestrial and lunar samples were 

experimentally irradiated and damage was characterized using electron microscopy 

techniques. Low-fluence proton irradiation produced differential weathering in a lunar 

mare basalt, with radiation damage on some phases being inconsistent with that found in 

the natural lunar environment. Dielectric breakdown of silicates revealed two electrical 

processes that produce characteristic surface and subsurface damage, in addition to 

amorphous rims. The results of this research highlight experimental parameters that if 

ignored, can significantly affect the results and interpretations of simulated solar wind 

weathering, and provides a framework for advancing space weathering research through 

experimental studies.  
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INTRODUCTION 

 

1.1 Introduction to Space Weathering 

The Moon provides an exceptional setting to study a number of Solar System 

processes, including the evolution and modification of planetary surfaces that result from 

exposure to the space environment. The scale of processes affecting surfaces varies greatly, 

but this work focuses on a subset of small-scale processes collectively referred to as space 

weathering. Space weathering occurs across the Solar System on planetary bodies with 

weak magnetospheres and tenuous exospheres or a complete lack of atmosphere. The rate 

at which space weathering modifies planetary surfaces depends largely on target 

composition, environmental factors, and distance from the Sun. A vast body of 

observational, theoretical, and experimental work has revealed several fundamental 

processes that contribute to space weathering, but there remains questions regarding the 

relative role of each process and the timescales over which they alter the surface. More 

work is required to resolve these questions and determine whether there are weathering 

processes yet to be detected.  

The relationship between optical maturity and surface exposure time was first 

suggested by Gold (1955), who hypothesized that ion-solid interactions were the catalyst 

for surface darkening over time. Early laboratory simulations of the solar wind’s 

interactions with silicate materials confirmed that the reflectance spectra of samples 

darkened and reddened with increasing exposure duration, but specific mechanisms for 

optical changes had not yet been determined (Wehner and KenKnight 1963, Rosenberg 

and Wehner 1964). Additional laboratory studies indicated the extent of darkening 
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achieved in a given sample was dependent on target composition; with equal radiation 

dosing, materials containing higher percentages of FeO became darker than samples 

containing less FeO (Hapke 1965; Hapke et al. 1970). The discovery that darkening was 

intimately coupled to FeO content was transformative for our understanding of space 

weathering because it was the first indication that the production of native iron (Fe0) was 

responsible for optical maturation.   

Analyses of lunar materials during the Apollo missions ushered in a new era of 

research that propelled forward our understanding of the evolution of regolith on airless 

bodies. Results from microscopic analyses of regolith samples challenged the untested 

hypothesis that optical maturation was simply the result of native iron formation. The 

discoveries of agglutinates (Conel and Nash 1970) and of regolith fines having a lower 

albedo than intact rock (Adams and Jones 1970) complicated our understanding of the 

mechanisms that act to optically mature a surface. Several studies of Apollo grains 

confirmed the presence of iron nanoparticles and identified their locations within 

agglutinates and amorphous rims on crystalline grains (Hapke 1973, Housley et al. 1973; 

Hapke et al., 1975; Morris 1976). Other maturation parameters determined through regolith 

studies included thicknesses of amorphous rims, grain size fractions, density of solar flare 

tracks, and the number density of gas bubbles (Keller and McKay 1997; Pieters et al. 2000; 

Pieters and Noble 2016). 

More recent studies have provided new insights to both space weathering 

mechanisms and its products. Analyses of extraterrestrial soil samples from the Moon and 

Itokawa indicate that multi-phase grains with the same surface exposure histories have 

developed radiation-induced alterations at markedly different rates (Matsumoto et al. 2015; 
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Burgess and Stroud 2017, 2018). Compared to earlier studies that confirmed a 

compositional dependency through reflectance spectroscopy, these studies utilized high-

resolution TEM imaging of nanoparticles and amorphous rims. The relatively new ability 

to resolve features at a sub-nanometer scale is important because the size, orientation, and 

distribution of nanoparticles have a strong effect on the optical properties of soils (Keller 

and McKay 1993; Keller et al. 1998; Wentworth et al. 1999; Keller and Clemett 2001; 

Noble et al. 2007). Thompson et al. (2016) also found through an extensive investigation 

of Apollo grains that iron nanoparticles are not exclusively found in native form, as 

previously indicated by studies using magnetic resonance spectroscopy. The optical 

signatures of Fe0, Fe2+, and Fe3+ are unique and their varied presence may indicate that the 

valence state of iron is correlated to a grain’s exposure age.  

 

1.2 Outstanding Questions 

Micrometeoroid and energetic particle bombardment are now broadly accepted as 

the two dominant space weathering processes throughout the Solar System (Pieters and 

Noble, 2016; Bennett et al., 2013; Hapke, 2001). The cumulative effects of these processes 

change the bulk structure of regolith and produce physical and chemical damage on 

individual grains that affects optical properties of the lunar surface. However, there are still 

several major effects of space weathering that have yet to be resolved.  

Magnetic anomalies. Although the Moon lacks a global magnetic field, it possesses 

localized regions of stronger crustal fields referred to as magnetic anomalies (Hood et al., 

2001; Helekas et al., 2001; Tsunakawa et al., 2015). Most magnetic anomalies are 

associated with swirls -- sinuous, high-albedo regolith with distributions that follow local 
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magnetic field lines (Denevi et al., 2016; Garrick-Bethell et al., 2011). The high albedos in 

these regions are predominantly thought to be caused by deflection of the solar wind and 

an associated decrease in solar wind weathering rates (Glotch et al., 2015; Deca et al., 2018; 

Blewett et al., 2021). However, Kaguya plasma and magnetic field data indicates electrons 

are trapped in closed field lines (Nishino et al., 2015). The resulting electrostatic fields 

could contribute to high albedos through compositional sorting, which is indicated by 

LRO-LAMP far-UV data (Hendrix et al., 2016).  

Permanently shadowed regions. The Moon has an inclination of 1.5° relative to the 

ecliptic plane and as a result, topographic lows at high latitudes remain in permanent 

shadow. Without a direct line-of-sight to the Sun, these regions receive significantly less 

solar wind ion flux than illuminated regions. Although the implantation of solar wind ions 

is reduced and non-uniform in permanently shadowed craters (Zimmerman et al., 2011), 

cold temperatures that remain <100 K significantly affect the retention and diffusion rates 

of solar wind hydrogen in the regolith (Starukhina, 2006). LRO-LOLA albedo of PSRs in 

flat-floored craters are systematically high compared to illuminated craters floors (Qiao et 

al., 2019; Lucey et al., 2014). The origin of anomalously high albedos is unknown, but has 

been attributed to decreased solar wind weathering, decreased micrometeoroid 

bombardment, and increased hydrogen retention or water ice formation (Zuber et al., 2012; 

Lucey et al., 2014; Fisher et al., 2017; Huang et al., 2022). Whatever the cause, it seems to 

be more strongly correlated to maximum annual temperature than to incident particle flux 

(Fisher et al., 2017).  

 Latitudinal and longitudinal trends. Both latitudinal and longitudinal spectral 

trends have been identified across the lunar surface. The albedo of both mare basalts and 
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highlands materials is found to increase with increasing latitude, independent of 

compositional variation (Hemingway et al., 2015; Lemelin et al., 2016). The trend is 

attributed to differences in solar wind flux, which varies as a cosine function of latitude. 

Unlike micrometeoroid bombardment effects, space weathering rates by the solar wind are 

likely to vary as a function of latitude and thus, temperature. As such, the rates of 

micrometeoroid bombardment and solar wind weathering decouple with increasing 

latitude. Asymmetric space weathering has also been identified on crater walls, where solar 

particle shielding by Earth’s magnetotail leads to east-west asymmetries (Sim et al., 2017; 

Jordan et al., 2022). Despite evidence that space weathering rates by the solar wind are 

coupled to latitude, FeO abundance has also been proposed as a critical factor (McFadden 

et al., 2019). 

 Space weathering processes across the lunar surface and other planetary bodies 

produce heterogeneous effects that complicate the interpretation of orbital data. Although 

we have developed a strong understanding of lunar material properties, compositions, and 

distributions, many questions remain unanswered that are related to how lunar materials 

evolve with time. More work is required to identify all processes that act to modify 

planetary regoliths, define the variables that control the functional rate of each process, and 

determine the relative contribution of each process to overall maturation.  

 

1.3 Dissertation Organization 

In the second chapter of this dissertation I will discuss the results of experimentally 

weathered materials by hydrogen ions with solar wind energies. The damage produced over 

short timescales across a number of minerals reveals that high beam fluxes used in 
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laboratory simulations of space weathering result in damage formation timescales several 

orders of magnitude larger than that which occurs in the natural lunar environment. In 

addition, it is demonstrated that at simulated short timescales, some crystals develop 

damage that does not occur in the natural environment even after millions of years of 

exposure time. The interpretation of damage produced during irradiation experiments 

needs to consider the effects of high-flux particle beams. Misinterpreting these results may 

significantly affect the interpretation of extraterrestrial samples and orbital data.  

Recent theory suggests that in addition to micrometeoroid and solar wind 

bombardment, an additional process called “dielectric breakdown weathering” may 

significantly contribute to optical maturation of the lunar surface (e.g., Jordan et al., 2019, 

2017, 2015, 2014). Although dielectric breakdown has been studied extensively in 

synthetic materials, its effects in natural silicates has not been well studied. This process, 

which is thought to occur during solar magnetic storms, may electrically charge grains 

within the top 1 mm of regolith. If the grains have a low enough conductivity and the 

fluence of particles is sufficiently large, the material dielectric strength can be overcome 

and electrical failure via arcing could occur. In chapter 3 I will present the results of 

experiments in which a series of minerals underwent dielectric breakdown by deep 

dielectric charging. I will highlight the characteristic microstructural and chemical damage 

produced by electrical discharging in natural silicates and infer how this process should 

affect optical maturation signatures on the lunar surface.  

Chapter 4 will summarize the work of Chapter 2 and Chapter 3, and will provide 

some insight into how to move forward with experimental space weathering work to 

provide the most robust and accurate representation of the natural environment. 
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The final chapter diverges from the topic of lunar space weathering and instead 

discusses the challenges of working in STEM with a color vision deficiency. I will present 

a fundamental review of color vision physiology and an algorithm developed to help select 

color palettes for data visualization that are more perceptible for diverse color acuities. The 

algorithm is based on empirical data and modeled to produce adjacent colors that are as 

perceptibly different as possible. A web application for this algorithm is in development 

and the outline of how it works is also discussed. 
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SOLAR WIND WEATHERING: HIGH-FLUX DAMAGE OF EXPERIMENTALLY 

IRRADIATED NWA 12008 MARE BASALT 

 

2.1. Abstract 

 Space weathering of lunar regolith results in physical and structural damage to 

grains that alters the spectral properties of the surface. Solar wind irradiation is one of the 

two dominant forms of space weathering that works to optically mature the surface. 

Despite decades of space weathering research, the relative contributions of individual 

processes to overall optical maturation remain unknown. To determine the rates of 

incipient rim development, we experimentally-irradiated a lunar mare basalt with a H+ 

fluence equivalent to ~10 years of solar wind exposure. We present compositionally-

dependent differential weathering damage and discuss the probable explanations for the 

development of damage types that are not found to form on the lunar surface.   

 

2.2. Introduction 

Minerals directly exposed to micrometeoroid bombardment and the impinging 

solar wind develop space weathered rims that preserve exposure histories and alter the 

spectral signatures of planetary surfaces over geologic timescales. The analyses of many 

lunar regolith grains have explicated the origins and physical nature of these nano-strata. 

However, there are several weathering mechanisms that each modify regolith grains over 

different timescales and it remains a challenge to identify the individual contribution of 

these mechanisms to overall maturation states. Our inability to effectively replicate the 

lunar environment in laboratory settings, which are used to simulate the effects of space 
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weathering mechanisms, is a likely source of discrepancy between artificially and 

naturally weathered samples. Here, we consider how high flux particle beams used in 

laboratory simulations of the solar wind may produce damage to grains at rates 

inconsistent with the natural lunar environment.  

Space weathered rims are diverse in origin, structure, and chemical composition. 

Although four types of rims have been identified (Keller and McKay, 1997), all rims can 

be broadly classified as either indigenous or exogenous in nature. The two classifications 

are distinguishable based on their chemical likeness to their host grain and the abundance 

and areal distribution of submicroscopic metallic iron inclusions (SMFe0). Indigenous 

rims have chemical compositions similar to their unaltered host grains and form as a 

result of direct solar irradiation. Exogenous rims form via melt and vapor deposition from 

nearby micrometeoroid impacts and have chemical compositions distinct from their host 

grains.  

Because exogenous rims tend to contain larger and more abundant SMFe0 than 

indigenous rims, they play a more critical role in forming the spectral characteristics of 

mature lunar soils: attenuated absorption features, positive spectral slopes, and overall 

lower albedos (Pieters and Noble, 2016; Noble et al., 2001). However, the deposition of 

exogenous rim-forming material is stochastic and therefore it is very difficult to constrain 

their formation timescales (Keller et al., 2021). To better understand the timescales over 

which weathered rims form, and to unravel the contribution of individual processes to 

optical maturation, it is useful to first constrain contributions from nonrandom processes 

such as solar wind irradiation.  

Although we understand indigenous rims to form from solar wind processes, there 
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is no consensus regarding the types of damage produced by impinging ions on the Moon 

(e.g., whether solar wind exposure directly contributes to the formation of SMFe0) nor the 

timescales over which optically detectable damage forms. This chapter presents the H+ 

damage formed in a laboratory-irradiated lunar meteorite and concludes that the use of 

high particle flux beams in simulations of the solar wind may produce damage regimes 

inconsistent with those found in the natural lunar environment. Additional experiments to 

further constrain the effects of solar wind on lunar regolith are proposed.  

 

2.2.1. Formation of Radiation-induced Rims 

Exogenous rims are fully amorphous from the time of deposition, but amorphous, 

indigenous rims form by irradiation processes that develop over millions of years. When 

an incident ion enters the crystal lattice, its energy is transferred to atoms in the target 

material through electronic and nuclear interactions (Märk, 1994). Low-energy, low-mass 

ions produce damage cascades, in which energy is dissipated through knock-on collisions 

with the nuclei of atoms in the target material (Caturla et al., 1996). As kinetic energy is 

transferred through primary and collisional cascades, elementary defects such as 

vacancies and interstitials, are created along the incident ion pathway. Together referred 

to as Frenkel pairs, these defects are mobile and interact to achieve the most energetically 

favorable configuration (Fig. 2.1).  
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Figure. 2.1. Lattice Deformation. Radiation point defects in the crystal lattice. Adapted from Dhaher, 2017.  

 

During prolonged irradiation, damage cascades begin to overlap and the 

proximity of elementary defects increases the probability of defect interactions (Fig. 2.2). 

The coalescence of interstitials and vacancies lead to the formation of clusters and holes, 

respectively (e.g., Jin et al., 2008; Sickafus et al., 2007). As these defects merge into 

larger structures, they become thermodynamically stable. Stretching and distortion of the 

lattice around these large structures creates small zones of amorphization. Molecular 

dynamics models of this process show how implantation cascades generate both isolated 

point defects and amorphous pockets (Pelaz et al., 2003).  

 

Figure 2.2. Point Defect Accumulation. Point defect accumulation in the crystal lattice. 

 

Although persistent radiation can continually produce damage, the formation of 
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amorphous rims does not progress linearly with time. Defect formation and recovery are 

competing mechanisms that proceed simultaneously and dynamically as reaction 

parameters change. Target composition, distance from the Sun, surface temperatures, and 

magnetic fields can all affect the rate at which solar wind protons alter grain surfaces. 

However, the primary controls on defect formation and recovery rates are independent 

variables, where defect formation is primarily controlled by incident particle flux and 

defect recovery processes are controlled by target temperature (Goldberg et al., 1995). 

Rims formed by solar wind irradiation are found on materials throughout the Solar 

System, including the surfaces of interplanetary dust grains (Bradley and Brownlee, 

1986), and the conditions under which these materials are affected play a role in the 

efficacy of solar wind ions to amorphize surfaces.  

 

2.2.2 Estimated Rim Formation Rates 

Despite the complicated process of solar wind-induced amorphization, significant 

efforts have been made to resolve the timescales over which lunar grains develop 

indigenous rims. Because of the number of independent variables that work to control 

amorphization rates, this task has been proven very difficult; no consensus has been 

reached.   

SRIM (Stopping Range of Ions in Matter) model results have indicated that ~20 

nm thick amorphous rims should form on olivine over ~102 years and that a steady-state 

should be reached in 5x103-1x104 years (Christoffersen and Keller, 2015). Although 

SRIM is a popular program for modeling solid-ion interactions, it contains two constants 

that are non-ideal for the case of solar wind weathering: a fully amorphous target and an 
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assumed target temperature of 0 K (Ziegler et al., 2010). Both of these parameters 

significantly impact the rates of defect production and recovery.  

In a study of lunar grains, Keller et al. (2016) compared the width of amorphous 

rims on lunar grains to the accumulation of solar flare particle tracks. Their results 

indicate that mature, stratified rims composed of indigenous and exogenous layers reach 

a steady state in 106-107 years (Keller and Zhang, 2015). The time to steady-state based 

on this lunar sample analysis is 2-4 orders of magnitude longer than rates predicted by 

SRIM models. Although rim thickness and solar flare track densities appear to be well 

correlated, these values assume that individual grains are exposed to the solar wind and to 

solar energetic particles (SEPs) for the same lifetime duration. Solar wind weathering 

requires line-of-sight to the Sun, while SEPs penetrate to depths >1 mm. It has not yet 

been demonstrated how these two particle populations could weather the surface over 

equivalent timescales.   

Combining SRIM modeling with laboratory measurements of critical fluences 

required for amorphization in olivine, Poppe et al. (2018) found agreement with the 

formation timescales reported by Keller and Zhang (2015). The formation of 10-20 nm 

thick rims on olivine were estimated to form over 20-100 years of exposure to solar wind 

protons. This model also predicts that olivine should develop amorphous rims 100 nm 

thick over 5x104 years, and 400 nm thick rims over ~3x106 years. Although this 

prediction qualitatively matches the timescale predicted by Keller and Zhang (2015), the 

thickness of rims estimated to form are inconsistent with what is observed in the lunar 

sample collection. Olivine rims are neither found to host amorphous indigenous rims, nor 

rims extending to depths >200 nm.   
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Without a consensus on the rates of indigenous rim formation, there exists 

opportunities to constrain the many parameters involved. To provide insight into incipient 

stages of rim formation, we irradiated a lunar mare basalt with protons to simulate 10 

years of surface exposure time. Because all phases in the sample received the same 

particle dose, it was possible to compare early rim development as a function of 

composition. 

 

2.3 Methods 

A slide-mounted thin section of NWA 12008, a low-titanium lunar mare basalt, 

was provided by Dr. Anthony Irving of the University of Washington. The bulk 

composition, mineralogy, and shock metamorphism was previously characterized (Cohen 

et al., 2019; Zhang et al., 2019). The section used in these experiments consisted of 

olivine phenocrysts and elongated laths of plagioclase (likely maskelynite) surrounded by 

a fine groundmass of Ca-pyroxene (Fig. 2.3). Ilmenite and Ti-chromite were also present 

as accessory minerals.  

 

Figure 2.3. BSE Image of NWA 12008. Irradiated region from which TEM sections were extracted. 
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2.3.1 Experimental Procedures 

Experimental treatments were completed in the Surface Analysis Chamber at the 

University of Virginia’s Laboratory for Astrophysics and Surface Physics (LASP) (Fig. 

2.4). Prior to irradiation, the section was cleaned in an ultrasonic bath of isopropyl 

alcohol three times to remove organic contamination.  

Irradiation was performed with a differentially pumped, low-energy ion gun. For 

the duration of the experiment, the vacuum chamber pressure remained stable at (4.7 ± 

0.2) x 10-9 Torr and the temperature remained stable at 300 ± 3 K. One keV hydrogen 

ions, which make up ~96% of the solar wind ions, were rastered uniformly across an area 

of diameter 5 ± 1 mm. Incident hydrogen ions were oriented normal to the sample surface 

and were accelerated by a Peabody Solar-Wind Accelerator with Wein filter.  

 

Figure 2.4. LASP Surface Analyzer Chamber. Schematic overview of the experimental chamber located at 

the University of Virginia’s Laboratory for Astrophysics and Surface Physics. 

 

The ion flux was measured with a Faraday cup before (2.9 x 1012 H+ cm-2 s-1) and 

after (4.2 x 1012 H+ cm-2 s-1) irradiation. Assuming an average flux of 3.55 x 1012 H+ cm-2 
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s-1 over a 5 hour duration, the sample received a total fluence of 6.4 x 1016 H+ cm-2. 

Approximately 10 years of surface exposure time on the Moon were simulated based on 

an average solar wind hydrogen flux of 1.92 x 108 H+ cm-2 s-1 (Hapke, 2001).  

To prevent both electrostatic charging at the sample surface and H+ deflection, we 

operated a low-energy (<2 eV) electron flood gun concurrently with the H+ beam. A 

residual gas analyzer mounted at an angle of 60° with respect to the sample normal ran 

for the duration of the experiment to measure neutral and sputtered ions. To prevent 

surface alteration under atmospheric conditions, the section was removed from the 

sample chamber under N2 purge and sealed an an N2-filled bag for transport. 

 

2.3.2 Electron Microscopy Analysis 

2.3.2.1 Sample Preparation 

Four transmission electron microscope (TEM) foils extracted from NWA 12008 

were prepared with an FEI Duobeam Quanta 3D focused ion beam scanning electron 

microscope (FIB-SEM) at NASA’s Johnson Space Center. An energy dispersive x-ray 

(EDS) spectrometer and backscattered electron images were used to locate regions of 

interest (ROI). We selected ROIs that included grain boundaries to maximize the number 

of phases studied while minimizing the number of foils required for the investigation. 

Selected regions included sections of olivine, pyroxene, ilmenite, and plagioclase glass 

(maskelynite). To prevent surface damage to the grain during ion milling, regions of 

interest received an ion-deposited carbon coating approximately 3 µm thick. A Ga+ ion 

beam voltage of 30 kV and variable probe current was used for coarse milling. The 

sections were then platinum-welded to a Cu Lift-Out grid and thinned to electron 
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transparency (<100 nm). Final polishing was done at 5 kV and 48 pA. Prior to imaging 

the foils were stored in high-vacuum canisters to drive off adsorbed water. 

 

2.3.2.2 S/TEM Imaging 

Images were acquired with a Philips CM200-FEG and a JEOL ARM200F 

aberration-corrected, Schottky field-emission scanning transmission electron microscope 

(FE-STEM). Bright field (BF), medium-angle annular dark field (MAADF), and high-

angle annular dark field (HAADF) image modes were used. Because bright field images 

are formed from the acquisition of transmitted electrons, they reveal differences in 

crystallinity and atomic mass. HAADF images are formed from the acquisition of high-

angle scattered electrons and are useful for identifying differences in composition (atomic 

mass) and characterizing lattice defects. The CM200-FEG was operated at 200 kV with a 

probe diameter of ~2 Å and the ARM200F STEM was operated at 200 kV and 5.9 pA 

cm-2, with a probe diameter of ~0.9 Å. Elemental mapping and line scan measurements 

were acquired with a JEOL 50 sq. mm windowless light-element-sensitive X-ray detector 

(EDS) and an ultra-fast Gatan Enfinium electron energy loss spectrometer (EELS), 

respectively. 

 

2.4 Results and Interpretations 

NWA 12008 was exposed to 10 years of simulated solar wind proton exposure. 

Four phases were evaluated for damage, including olivine, augite, ilmenite, and 

maskelynite. Each of the four phases developed radiation-induced damage layers with 

distinctive qualities, indicating that for a given proton fluence, differential weathering 
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occurs. Mass spectra acquired during irradiation showed no sputtered ions or neutrals, 

however, the lack of detection is likely the result of sub-optimal detector positioning. 

Unlike other experiments that have used much higher beam fluxes, no SMFe0, gas-filled 

bubbles, or blisters were identified in any of the samples.   

 

2.4.1 Olivine 

The olivine developed a damaged region comprised of two layers (Fig. 2.5). The 

surface-most layer was fully amorphized to a depth of ~10 nm. Just below the fully 

amorphous layer was a partially amorphized layer with variable thicknesses of 7-15 nm. 

In some areas this subsurface layer appeared fully amorphous, indicating an advanced 

stage of the crystalline-to-amorphous transition. Both damaged layers had a mottled 

appearance in TEM bright field images with unknown cause. However, there was no 

evidence of SMFe0 or gas-filled bubbles within either region.  

Olivine on the surface of the Moon is not known to form fully amorphous rims. A 

surface-exposed olivine from rock 64455 has a solar wind exposure fluence of 1x1021-

1x1022 H+ cm-2, equivalent to ~2 million years, yet the rim is nanocrystalline rather than 

amorphous (Keller et al., 2016). However, in laboratory studies of space weathering by 

solar wind protons, the use of fluences 4-6 orders of magnitude larger than that at the 

Moon typically results in partial to fully amorphous rims in olivine (Carrez et al., 2002; 

Christoffersen et al., 2020, and other). Based on Keller et al. (2021), a ~30 nm rim should 

form over 15,000-20,000 years. In our olivine sample, we simulated 10 years of exposure 

time but produced an equivalent of ~18,000 years of damage. This discrepancy between 

the total supplied fluence to this sample and the extent of damage produced is a strong 



  23 

indication that damage regimes produced in the laboratory under high-flux beams are 

inconsistent with those working at the lunar surface.    

 

 

Figure 2.5. Irradiated Olivine. TEM bright field images of olivine from NWA 12008, irradiated with 1 keV 

H+. A two-layered damage region formed with a supplied fluence of ~1016 H+ cm-2. 

 

2.4.2 Augite 

The augite developed a fully amorphous rim with a thickness of 20 nm. Contrast 

differences in bright field images indicate the rim is differentiated into a 5 nm upper layer 

and a 15 nm lower layer (Fig. 2.6). EDX maps indicate the upper layer is depleted in 

magnesium and oxygen compared to the lower layer and to the undamaged portion of the 

grain. A mottled texture is visible in bright field and dark field images and is the result of 

radiation damage effects and not an indication of the presence of either bubbles or iron 

nanoparticles. The mottling is also not correlated to regions of compositional depletion, 

so this is likely the result of lattice deformation caused by defect accumulation.  
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Figure 2.6. Irradiated Augite. TEM bright field images of augite from NWA 12008, irradiated with 1 keV 

H+. A 2-layered damage region formed with a supplied fluence of ~1016 H+ cm-2. 

 

2.4.3 Maskelynite 

 Proton irradiation of maskelynite, a high-density glassy plagioclase, formed a 

damaged region that in total, extended to a depth of ~190 nm. The region was capped by 

a smooth ~5 nm layer that was texturally and chemically indistinct from undamaged 

regions of the grain. This smooth layer extended along a grain boundary with ilmenite 

and terminated at a depth of ~190 nm (Fig. 2.7). Damage caused by nuclear collisions 

mainly takes place beyond the penetration depth of the incident ion (Li et al., 2013), and 

the penetration depth of 1 keV protons is ~5 nm. Thus, considering the smooth, 

unremarkable appearance within the top 5 nm of the sample, we interpret this layer to be 

free from significant accumulations of beam damage.  

 The primary damage layer extended between depths of 5- and 190-nm. This 

region was characterized by a mottled texture that increased in size and density with 

proximity to the irradiated surface. We ruled out electron beam damage as a source of 
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this texture because the density of mottling was surface-correlated and had an apparent 

scaling much smaller than the damage produced by the TEM electron beam. 

Additionally, there was no evidence of recrystallization within the mottled zone. 

 

Figure 2.7. Irradiated Maskelynite. TEM bright field images of maskelynite from NWA 12008, irradiated 

with 1 keV H+. A ~5 nm surface layer retained no damage, but a ~185 nm layer shows evidence of lattice 

dilation with a supplied fluence of ~1016 H+ cm-2. 

 

 Irradiation of crystalline quartz and silicate glasses is known to affect material 

properties such as density. Dimensional changes to bond angles and lengths have been 

attributed to isotropic compaction (densification), dilation, and viscous flow (Hirsch et 

al., 2005; Devine, 1994). During irradiation, silicate structures dilate as point defects 

coalesce to form large structures. While crystalline quartz can remain dilated post-

irradiation, relaxation near vacancies and voices in silicate glasses results in densification 

(An et al., 2006; Zhang et al., 2006; Piao et al., 2000; Fukumi et al., 1990). Because there 

was no evidence of partial recrystallization in the surface-correlated damaged layer, the 
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mottled texture is interpreted to be a change is glass density.  

 Lunar glasses have been meticulously studied and this texture has not been 

reported in the literature. Rather than being an inadvertently missed weathering effect, 

this lattice behavior is more likely to be an effect of non-ideal experimental conditions. 

The effects of proton irradiation on glass density depends on a number of factors 

including beam energy and total supplied dose. Thus, the change in density and lattice 

structure resulting from the rapid accumulation of defects may have an effect on spectral 

reflectance measurements of laboratory-irradiated samples that contain glassy phases.  

 

2.4.4 Ilmenite 

The positive identification of damage in ilmenite was difficult because the 

evaluated grain had a complex structure with multiple twins and extensive lattice strain. 

However, the effects of proton irradiation appeared to produce damage with variable 

thickness as a function of lattice orientation. In some areas, lattice fringes were seen 

extending to the sample surface, indicating no significant damage accumulation (Fig. 

2.8). In other areas, there appeared to be short-range disorder. There were also some 

small areas in which a fully amorphous damaged layer extended 5-15 nm into the 

subsurface (Fig. 2.9).  

Grain boundaries, including twins, facilitate anisotropic responses to irradiation. 

At these boundaries, there may be enhanced diffusion pathways and additional space 

within the lattice structure facilitates the accumulation of more point defects. In this 

sample, the depth of damage is shallowest near twin boundaries, indicating that those 



  27 

regions are acting as sinks for the proton-induced defects. The variable depth of damage 

otherwise present is most likely attributable to grain orientations.  

 

 

Figure 2.8. Irradiated Ilmenite. TEM bright field images of ilmenite from NWA 12008, irradiated with 1 

keV H+. A rim with variable thickness and short-range disorder formed with a supplied fluene of ~1016 H+ 

cm-2. 

 

Figure 2.9. Amorphized Ilmenite. TEM bright field image of ilmenite from NWA 12008, irradiated with 1 

keV H+. A rim with variable thickness and short-range disorder formed with a supplied fluence of ~1016 H+ 

cm-2. 



  28 

2.5 Discussion 

The experimental results presented here support an ongoing effort to better 

constrain the effects of solar wind ions as a function of mineralogical variation and total 

proton fluence. Each mineral received a proton fluence equivalent to ~10 years of 

exposure time, significantly less than previous studies have considered (see Jordan, 2022 

for a summary of experimental beam parameters). Amorphization occurred to some 

degree in all four minerals, but no evidence of SMFe0 was found.  

It is well established that solar wind implantation into lunar grains contributes to 

the formation of amorphous rims. However, not all minerals respond similarly to ionizing 

radiation; the structural complexity and symmetry of minerals partially determiens how 

susceptible they are to damage by ionizing radiation (Wang and Ewing, 1992). While a 

classification scheme exists to describe the physical characteristics of mature regolith 

grains, olivine and ilmenite stand out as exceptional cases (Keller and McKay, 1997; 

Christoffersen et al., 2020). Most mature minerals develop fully amorphous indigenous 

rims under the Moon’s ambient radiation environment, but olivine and ilmenite remain 

relatively radiation-resistant. Analyses of grains from both the Moon and asteroid 

Itokawa reveal that olivine lacks radiation-induced amorphous rims and instead exhibits 

disordered, nanocrystalline rims up to 120 nm thick (e.g., Keller and Berger, 2014; 

Harries and Langenhorst, 2014). The amorphization of olivine and ilmenite in this study 

is in disagreement with the damage that forms on the same minerals exposed to the real 

space environment over much longer timescales and thus, raises questions about the 

limitations of laboratory-based solar wind simulations and the accuracy of derived 

maturation rates. 
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2.5.1 Particle Flux and Amorphization Rates 

To better understand why laboratory-irradiated samples exhibit more severe 

damage regimes than those found on the lunar surface, it is important to consider how 

amorphous material develops and evolves. For a given material, amorphization is 

predominantly controlled by target temperature and incident particle flux, where flux 

controls the defect formation rate and temperature controls the rate of relaxation 

processes. These parameters act as independent variables in the crystalline-amorphous 

transition, so they should be controlled for individually in laboratory settings. 

Amorphization occurs only when the rate of defect formation exceeds the rate of defect 

recovery. As the incident particle flux increases, the probability of damage cascades 

overlapping and interacting also increases. The interaction of damage cascades 

accelerates the coalescence of point defects into large voids and clusters that stretch and 

distort the lattice, which terminates long-range order and forms small pockets of 

amorphization. Furthermore, pre-existing lattice defects are known to slow recovery 

processes, so rapidly accumulated damage also works to slow lattice recovery. 

A complication introduced by using high beam fluxes in laboratory settings is that 

defect formation rates and recovery rates work over vastly different timescales. Particle 

flux controls the number of damage cascades that form over nanosecond timescales, 

while temperature affects lattice vibrational energies and controls recovery processes that 

work on timescales ranging from seconds to years, depending on environmental 

conditions. Thus, ion flux, target temperature, and target composition all play a role in 

how quickly amorphization occurs in the laboratory and the natural environment. On the 

lunar surface, where the proton flux is about 3x108 H+ cm-2 s-1, olivine seems to have 
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sufficient time for damage recovery processes. On the other hand, in the lab where we 

typically use fluxes 4 to 6 orders of magnitude larger than the solar wind flux at 1 AU, 

cascades are forming too quickly and preventing recovery processes, which leads to 

accelerated amorphization rates. 

For a given material, amorphization is predominantly controlled by target 

temperature and incident particle flux, where flux controls the defect formation rate and 

temperature controls the rate of relaxation processes. These parameters act as 

independent variables in the crystalline-amorphous transition, so they must be controlled 

for individually. As the incident particle flux increases, the probability of damage 

cascades overlapping and interacting also increases. The interaction of damage cascades 

accelerates the coalescence of point defects into large voids and clusters that stretch and 

distort the lattice, causing small pockets of amorphization. Furthermore, pre-existing 

lattice defects are known to slow recovery processes, so rapidly accumulated damage also 

works to slow lattice recovery.   

Although high flux particle beams can create damage regimes incongruent with 

processes at the lunar surface, the consideration of flux is additionally important for 

understanding heterogeneous solar wind access to the lunar surface. Magnetic anomaly 

deflection efficiency is as high as 50% locally for large fields, but deflections are also 

detected over weak and small-scale anomalies (Lue et al., 2011). More generally, the 

highest fluence of solar wind particles is deposited onto the farside, and the total ion 

impact rate is significantly inhibited by Earth’s magnetotail (Kallio et al., 2019). At the 

poles, models indicate wake formation at permanently shadowed regions divert solar 

wind protons towards the shadowed crater floors (Zimmerman et al., 2011). These 
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heterogeneities, along with latitudinal variations in solar wind flux, motivate the need for 

experiments in which particle flux varies by several orders of magnitude. Evaluating the 

damage incurred under a range of beam fluxes will elucidate the accuracy of our analyses 

of experimentally weathered materials. 

 

2.5.2 Target Temperature and Amorphization Rates 

Although the high proton flux used in this study most likely accounted for the 

development of amorphous rims over such short timescales, the target temperature during 

irradiation should also be considered in future studies. Lattice dynamics greatly affect the 

recombination rate of defects. As temperatures increase, the amplitude of lattice 

vibrations increases and migration through the lattice occurs more readily. When flux is 

held constant, the total dose required for amorphization increases as the target 

temperature increases (Goldberg et al., 1995). Thus, flux and temperature parameters 

must be considered together to elucidate the true rates of solar wind-driven 

amorphization.  

In general, damage production can be mitigated by simultaneous recovery 

processes during irradiation. The lifetime of a single cascade is ~10-11 s (Caturla et al., 

1996). However, recovery processes work over timescales >1 s and macroscopic damage 

can take years to develop (Sickafus et al., 2007), depending on factors such as target 

temperature and pre-existing defect density (Wallace et al., 2019). The difference 

between these timescales is a critical factor in determining the amorphization rate or 

grains. On the lunar surface, the ratio of recovery to damage is higher than in a laboratory 

setting. 
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Most solar wind weathering experiments are performed at temperatures near 300 

K despite lunar surface temperatures ranging from ~20-400 K. This large temperature 

variation will result in heterogeneous amorphization rates that vary as a function of 

latitude and local topography. Complicating factors such as daily temperature 

fluctuations are also likely to play a role – a diurnal hydrogen signature (Li and Milliken, 

2017; Wöhler et al., 2017) may indicate some damage produced during nighttime 

exposure when regolith is cold, recovers during the day as temperatures rise. In 

permanently shadowed regions where temperatures are perpetually low and vibrational 

amplitudes are exceedingly small, non-heating recovery processes may play a negligible 

part in the space weathering process. Understanding how temperature-driven recovery 

rates affect the overall rate of amorphization will also help constrain the effects of 

weathering on other planetary bodies such as Mercury. 

 

2.5.3 Dilation and Densification of Glass 

Evidence of radiation-induced densification or dilation has not been identified in 

lunar glasses such as agglutinates or pyroclastic beads. Although density changes due to 

irradiation are compositionally dependent, with densification decreasing as SiO2 content 

increases, it shows no significant dependence on temperatures below 400 °C (Hirsch et 

al., 2005). Thus, this effect would occur at any latitude and is unlikely to be excluded 

from the lunar sample collection. The response of maskelynite in these experiments was 

likely due to the use of a high proton flux. It is not evident whether the glass dilated or 

densified, but changes to density start when large voids are produced during irradiation 

which act to dilate the lattice. When active irradiation of silicate glasses ceases, it is 
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possible for the lattice to collapse around the voids resulting in overall densification of 

the lattice.  

Although the response in maskelynite is incongruent with what is observed in 

extraterrestrial samples, this finding has implications for analyses samples that have been 

experimentally irradiated. Because the refractive index (RI) is inversely proportional to 

wavelength (Tan et al., 1998), and increasing densification increases the RI of silicate 

glasses, lattice density affects its spectral properties. The intensity of reflectance peaks 

and absorption bands decrease with increasing densification (Tan et al., 1998), which 

could provide an additive effect to the spectral response of nanophase iron. Additional 

studies that specifically examine irradiation effects in glassy silicates would provide 

insight into whether this response could contribute to optical maturation of 

experimentally-irradiated lunar regolith samples.  

 

2.6 Conclusion 

A lunar mare basalt irradiated with 1 keV protons to a fluence equivalent to 10 

years of lunar surface exposure time, developed radiation-induced damage in olivine, 

augite, maskelynite, and ilmenite (Fig. 2.10). The amorphization of olivine and ilmenite, 

and the density change of maskelynite, under such a low fluence indicates that high flux 

beams used in laboratory solar wind simulations produce accelerated amorphization rates 

compared to damage accumulated in the natural environment. We need to be cognizant of 

the parameters that affect defect formation and recovery rates when trying to extract rim 

formation timescales or relative ages from the damage incurred by experimentally 

irradiated grains. Additionally, while most other phases do amorphize in the lunar 
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environment, the inclusion of olivine and ilmenite grains, or even glassy minerals in lab 

samples, may skew the interpretation of spectral effects due to irradiation. 

Unfortunately, we were not able to derive incipient weathering rates from these 

experiments. However, the data was a reminder that in addition to weathering rates being 

a function of target composition, they are also a function of regolith temperature. Grains 

in colder areas should accumulate more damage than grains in warmer areas, assuming 

each receives the same flux. The data also indicates that much of the damage 

accumulated at night likely recovers during the day when temperatures rise. As a result, 

we should expect the formation timescales of weathered rims to be very complex and 

those timescales should contribute to heterogeneous rates of solar wind weathering across 

the Moon.  

Although high flux beams are required to simulate processes that work over 

geologic timescales, mitigation efforts can be made to minimize the limitations posed by 

such beams. Improvements can be made to solar wind simulation experiments by 

decreasing beam flux as much as is practical, increasing the target temperature to enhance 

recovery rates, and performing experiments on both single-phase and mixed-mineral 

samples. Because amorphization is a non-linear process with rates that will vary across 

the lunar surface, controlling for target composition, target temperature, and particle flux 

would provide critical constraints to improve our interpretations of indigenous rim 

formation rates. 
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Figure 2.10. Differential Weathering Schematic. Simplified schematic of differential weathering caused by 

a 10-year simulation of solar wind H+ irradiation. 
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DEEP DIELECTRIC BREAKDOWN OF SILICATES: MICROSTRUCTURAL 

DAMAGE AND IMPLICATIONS FOR LUNAR SPACE WEATHERING 

 

This manuscript has been submitted to the American Astronomical Society for publishing. 

 

3.1 Abstract 

Solar energetic particle events electrically charge the lunar surface and may 

produce electric fields sufficient to induce dielectric breakdown in regolith grains. We 

irradiated series of silicate minerals with electrons to determine their physical and 

chemical response to deep dielectric charging and subsequent breakdown. Two electrical 

phenomena produced damage: erosional and eruptive channels, surface pits, comminuted 

grains, and melt and vapor deposits. Iron abundance strongly affected the scale of 

damage and the minimum fluence required to reach dielectric breakdown. If dielectric 

breakdown is a prominent space weathering process on the Moon, it should contribute to 

differential weathering signatures across the lunar surface as a function of target 

composition.   

 

3.2 Introduction 

Dielectric breakdown caused by solar energetic particle (SEP)-induced internal 

charging is theorized to occur in minerals on the lunar surface and other airless bodies in 

the Solar System (for a review, see Jordan (2022)).  The resulting mineral damage may 

significantly contribute to regolith space weathering and thus play an important role in 

optical maturation (Jordan, 2021; Jordan et al., 2017; Lemelle et al., 2003). Although 
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dielectric breakdown has been well documented as the source of anomalies in insulating 

spacecraft components (Frederickson et al., 1992; Green and Frederickson, 2006), its 

microstructural and chemical effects in lunar-relevant materials have not been 

experimentally investigated, except in a limited study by Lemelle et al. (2003). Here, we 

present the results of experimentally irradiated minerals that have undergone dielectric 

breakdown by deep dielectric charging. We characterize the resulting damage as a 

function of mineralogical variation and identify diagnostic features that can be used for 

the identification of dielectric breakdown weathering in extraterrestrial samples.  

 

3.2.1 Background 

Minerals at the surfaces of airless bodies are exposed to micrometeoroids and to 

charged particles with energies ranging from hundreds of eV to several GeV. A subset of 

these incident populations--namely micrometeoroids and the solar wind (energies <10 

keV)--are thought to cause most space weathering damage, including amorphous rims, 

metallic iron nanoparticles, and vapor and melt deposits (see reviews by Pieters and 

Noble, 2016; Hapke, 2001).  However, a key question that remains unanswered is how 

individual particle populations, with different energy fluxes, contribute to overall space 

weathering. Specifically, it is unclear whether high energy particles with low energy 

fluxes optically alter the surface. Considering effects of the full range of incident particle 

energies can help us better constrain the contribution of each population to overall space 

weathering.  

Charged particles incident to the Moon are separated into three main categories 

based on energy and source: solar wind (~1 keV), SEPs (~50 keV to ~10 GeV), and 
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galactic cosmic rays (GCRs) (peak at ~200 MeV); we ignore the magnetotail population, 

which dominates at energies < ~100 eV (Poppe et al., 2018). The more energetic 

populations penetrate deeper into the regolith, with the solar wind penetrating 10s of nm, 

SEPs penetrating to ~1 mm, and GCRs penetrating ~1 m. The solar wind and GCRs 

continuously shower the lunar surface, while SEPs are episodically accelerated by solar 

flares and coronal mass ejections. Jordan et al. (2014) hypothesized that SEP deposition 

may sufficiently charge the lunar surface to cause dielectric breakdown and permanent 

alteration to insulating regolith grains. However, dielectric breakdown (herein referred to 

as “breakdown”) of lunar regolith has not been experimentally studied and the possible 

contribution of this phenomenon to optical maturation is currently estimated only by 

theory (Jordan et al., 2015, 2017, 2019; Jordan, 2021, 2022).  

 

3.2.2 Deep Dielectric Charging and Breakdown 

Deep dielectric charging is the process by which an electric field forms within an 

electrically insulating material as charged particles are implanted to a depth (Fig. 3.1). 

Hyper-localized polarization can occur because charged particles within a dielectric have 

very limited mobility; the charge may remain trapped for seconds to weeks (Jordan et al., 

2014), depending on the dielectric properties of the material and thermal environment. 

The rate at which this charge dissipates is called the discharging timescale. When particle 

fluence exceeds the discharging timescale, the electric field increases in strength and can 

overcome the dielectric strength of the material, subsequently causing breakdown. Most 

dielectrics undergo breakdown with exposure to electric fields of ~106-107 V m-1 
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(Budenstein, 1980) or a minimum fluence of ~1010-1011 particles cm-2 (Garrett and 

Evans, 2001; Green and Dennison, 2008) deposited within the discharging timescale. 

 

Figure. 3.1. Dielectric Charging. The accumulation of charged particles implanted in dielectric materials 

such as lunar regolith can create strong internal electric fields.  

 

A combination of material properties, environmental factors, and particle 

depositional behavior may create strong electric fields within the regolith. Solar electrons 

have energies of 1 keV – 10 MeV and solar ions have energies of 30 keV – 10 GeV 

(McGuire and Rosenvinge, 1984), leading to penetration depths of about 0.06 - 3.6 mm 

for electrons and 0.03 - 1.2 mm for ions (Hapke, 2022). Both populations have similar 

energies, but the electrons have much less mass, so they often reach the surface before 

protons. Also, the difference in their penetration depths may create charge separation 

within insulating grains and lead to strong localized electric fields then subsequently, 

dielectric breakdown.  

Although SEP events typically last 4-6 days, they deposit the majority of particles 

within the first two days (Jordan et al., 2014, 2019). Low regolith conductivities and long 

discharge timescales (3-20 days) on the nightside and in regions of permanent shadow 
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result in charge that accumulates faster than it can be dissipated. Theoretical models 

predict that deep dielectric charging and breakdown affect up to 25% of grains in the top 

1 mm of regolith -- equivalent to the contribution of micrometeoroid impacts to optical 

maturation (Jordan et al., 2017, 2019). Experimental work has shown that 30 keV 

electrons, which comprise low-energy SEPs, are capable of causing breakdown in olivine 

(Lemelle et al., 2003; Shusterman et al., 2021). Hapke (2022) argued that breakdown 

cannot occur because secondary electron production by SEPs will facilitate charge 

neutralization, however, this work assumes a secondary yield that is approximately an 

order of magnitude too high for SEP energies (e.g., Halekas et al., 2009) and should thus 

be revisited. 

Dielectric breakdown is a highly energetic process that results in the permanent 

deformation or destruction of insulating materials. The breakdown process begins with 

deep dielectric charging, during which charged particles are injected into a material from 

an external source. The initiation of breakdown occurs where electric fields are 

sufficiently strong to overcome the dielectric strength of a material. Depending on 

particle penetration depth, field concentrations can form within the dielectric volume and 

at the vacuum-surface interface. Localized molecular bond disruption occurs where the 

electric field is strongest, such as regions of disorder, surface imperfections, and grain 

boundaries. There, once the dielectric strength is overcome, a conducting pathway forms 

to dissipate excess charge. Charge escapes along an ionized channel where plasma is 

created as dielectric material is vaporized (Budenstein, 1980). The incorporation of 

material during Joule heating acts as a catalyst for the propagation of primary and 

secondary channels (Budenstein, 1980), which occurs on the order of tens of 
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nanoseconds. In certain charging geometries, breakdown may also occur along the 

surface rather than through the volume of the dielectric. This phenomenon is called a 

“flashover”.  The formation mechanism of flashovers is similar to discharges in the 

subsurface, but its initiation may require gas desorption (Miller, 2015).  

Dielectric breakdown weathering is expected to produce measurable changes in 

optical maturity of lunar grains within the top 1 mm of regolith. Models predict the 

dielectric breakdown contribution to overall weathering should be comparable to the 

effects of micrometeoroid bombardment (Jordan et al., 2017, 2019, 2021). The positive 

correlation between conductivity and temperature suggests there should be latitudinal 

trends in optical maturation where breakdown frequency increases with increasing 

latitude (Jordan et al., 2019; Jordan, 2021), and is especially prevalent in permanently 

shadowed regions (PSRs) (Jordan et al., 2015). Furthermore, east-west weathering 

asymmetries on crater walls have been correlated to decreased SEP fluxes during the 

Moon’s traverse through Earth’s magnetotail (Jordan et al., 2022).  

Experimental investigations into the effects of dielectric breakdown in silicates 

have primarily focused on fluid-assisted, high-voltage pulses to liberate economically 

valuable grains with terrestrial resource potential (e.g., Andres et al., 1986; Fujita et al., 

2001). Lemelle et al. (2003) were the first to compare the effects of dielectric breakdown 

by charge implantation in iron-poor and iron-rich single crystals of olivine. The structural 

damage they observed, primarily melt sephrules and micrometer-sized holes on sample 

surfaces, led to the hypothesis that breakdown could significantly contribute to space 

weathering of interplanetary dust particles and regoliths on airless bodies. This study 

describes the microstructural and chemical effects of breakdown caused by electron 
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irradiation of lunar-relevant silicates with a range of iron abundances. Electron 

microscope analysis revealed two electrical phenomena, surface and subsurface 

discharging, which produced microstructural and chemical damage likely to affect the 

optical signatures of grains.  

 

3.3 Materials and Methods 

3.3.1 Sample Preparation and Characterization 

We characterized the effects of dielectric breakdown in four gem-quality, single-

crystal silicates including an olivine (Fo74Fa26), San Carlos olivine (Fo90Fa10), diopside 

(Wo50En48Fs2), and labradorite (An60Ab40) to characterize the effects of surface and 

subsurface breakdown as a function of chemical composition. To prepare the samples for 

irradiation, a section from each mineral was cut to a thickness of 1 mm using a wire saw. 

We hand polished each section to a roughness of 1 µm using aluminum oxide lapping 

film lubricated with deionized water; we avoided a perfect polish because lunar grains 

have highly irregular surfaces and these irregularities can strengthen electric fields. After 

polishing, a 1x1 mm2 grid was etched into the experimental surface using a wire saw 

lubricated with deionized water. These grid squares marked locations of individual 

experimental runs and served to isolate the effects of discharging. Even slight organic 

contamination introduced during sample preparation and handling can provide a 

sufficient conducting pathway for accumulating charge to dissipate, so sections were 

cleaned in a sequence of ultrasonic baths: 99% isopropyl alcohol, 5% Micro-90 cleaning 

solution, 1% Micro-90 cleaning solution, and then deionized water. Samples were not 
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baked out, but experiments were performed at high vacuum pressures sufficient to drive 

off adsorbed water (~10-6 torr).  

Major and minor elemental abundances were measured using a JEOL JXA-8530F 

electron microprobe. The microprobe was operated using an accelerating voltage of 15 

kV and a beam current of 20 nA. The beam diameter was ~10 nm. Minerals used as 

standards included natural hornblende, San Carlos olivine, San Carlos augite, and 

hypersthene. Ten measurements acquired from randomized locations on each section 

were averaged to give the oxide abundances in Table 3.1.  

 

Table 3.1. Sample Oxide Abundances. Averaged oxide abundances for olivine (Ol-Fo74), San Carlos olivine 

(Ol-Fo90), diopside (Dio), and labradorite (Lab). Electron microprobe limits were accurate to the 99% 

confidence interval. 

Ox. Abund. 

(Wt%) SiO2 Al2O3 FeO MgO MnO CaO Na2O K2O TiO2 Cr2O3 Total  

Ol-Fo74 37.84 0.04 23.35 37.68 0.3 0.16 0.01 0.01 0.02 -0.01 99.4  

Ol-Fo90 40.4 0.02 9.59 48.22 0.11 0.1 0.00 0.01 0.01 0.02 98.48  

Dio 54.92 0.22 1.08 17.41 0.04 25.01 0.34 0.02 0.08 0.67 99.79  

Lab 52.69 29.92 0.37 0.09 0.01 12.11 4.43 0.27 0.06 0.00 99.95  

At. Abund. 

(%) Si Ti Al Cr Fe Mn Mg Ca Na K O Total 

Ol-Fo74 14.23 0.01 0.02 0.00 7.34 0.09 21.12 0.06 0.01 0.01 57.12 100.00 

Ol-Fo90 14.35 0.00 0.01 0.01 2.85 0.03 25.53 0.04 0.00 0.00 57.18 100.00 

Dio 19.95 0.02 0.10 0.19 0.33 0.01 9.43 9.73 0.24 0.01 59.99 100.00 

Lab 18.38 0.02 12.30 0.00 0.11 0.00 0.05 4.53 3.00 0.12 61.50 100.00 

 

 

3.3.2 Sample Irradiation 

Electron irradiation was conducted in an FEI NOVA 200 NanoLab Field 

Emission Scanning Electron Microscope (FE-SEM). Although deep dielectric charging in 

lunar regolith grains may sometimes occur as a function of the differential penetration 

depths of protons and electrons, internal electric fields are often generated by either 

protons or electrons alone (Jordan et al., 2019). Electrons were selected for this study to 
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expand on the techniques of Lemelle et al. (2003), who were some of the first to report on 

the possible importance of breakdown weathering on the Moon.  

Cleaned and uncoated mineral sections were mounted in the FE-SEM using a 

copper clip located opposite of the gridded experimental area. To minimize unintentional 

beam damage, we over-focused the beam such that its diameter was ~11.2 µm at the 

sample surface. The accelerating voltage of the electron beam was 30 keV for all 

experimental runs, giving a maximum electron range of ~5.5 µm (Demers et al., 2011). 

Parameters including beam current (21-2400 pA), scan area (5.66x104 µm2 or 4.60x103 

µm2), and scan duration (60-600 sec) were adjusted to control the total fluence supplied 

during each run (see Table 2 for a detailed list of parameters). The beam flux was 

calculated from the beam current, scan duration, and rastered area. Total fluences 

reported herein refer to the total calculated time integrated flux, not the actual dose 

received. WE used secondary electron imaging to monitor charging and discharging 

behaviors, and we used an ammeter beneath the samples to record abrupt changes in 

current. 
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Table 3.2. Experimental parameters and outcomes for each run in labradorite (Lab), diopside (Dio), San 

Carlos olivine (Ol-Fo90), and olivine (Ol-Fo74). The accelerating voltage was held constant at 30 kV for all 

runs. 

Run Material Breakdown 

Event (Y/N) 

Current 

(pA) 

Experimental 

Duration (s) 

Flux 

(e- cm-2 s-1) 

Fluence 

(e- cm-2) 

Scan Area 

(µm2) 

1 Lab N 21 60 2.32E+11 1.39E+13 5.66E+04 

2 Lab N 21 300 2.32E+11 6.96E+13 5.66E+04 

3 Lab N 21 600 2.32E+11 1.40E+14 5.66E+04 

4 Lab Y 44 60 4.85E+11 2.91E+13 5.66E+04 

5 Lab Y 44 300 4.85E+11 1.46E+14 5.66E+04 

6 Lab Y 44 300 5.97E+12 1.79E+15 4.60E+03 

7 Dio N 21 60 2.32E+11 1.39E+13 5.66E+04 

8 Dio N 21 300 2.32E+11 6.96E+13 5.66E+04 

9 Dio N 21 600 2.32E+11 1.40E+14 5.66E+04 

10 Dio Y 44 300 4.85E+11 1.79E+15 4.60E+03 

11 Dio Y 44 300 4.85E+11 1.46E+14 5.66E+04 

12 Dio Y 150 300 1.65E+12 4.95E+14 5.66E+04 

13 Dio Y 2400 300 2.65E+13 7.95E+15 5.66E+04 

14 Ol-Fo90 N 21 60 2.32E+11 1.39E+13 5.66E+04 

15 Ol-Fo90 N 21 300 2.32E+11 6.96E+13 5.66E+04 

16 Ol-Fo90 N 21 600 2.32E+11 1.40E+14 5.66E+04 

17 Ol-Fo90 N 44 300 4.85E+11 1.46E+14 5.66E+04 

18 Ol-Fo90 Y 44 300 5.97E+12 1.79E+15 4.60E+03 

19 Ol-Fo90 N 150 300 1.65E+12 4.95E+14 5.66E+04 

20 Ol-Fo74 N 21 60 2.32E+11 1.39E+13 5.66E+04 

21 Ol-Fo74 N 21 300 2.32E+11 6.96E+13 5.66E+04 

22 Ol-Fo74 N 21 600 2.32E+11 1.40E+14 5.66E+04 

23 Ol-Fo74 N 21 140 2.85E+12 3.99E+14 4.60E+03 

24 Ol-Fo74 N 150 165 2.03E+13 3.35E+15 4.60E+03 

25 Ol-Fo74 N 2400 300 2.65E+13 7.95E+15 5.66E+04 

 

3.3.3 SEM and TEM Imaging 

Post-irradiation, we coated each section with ~20 nm of evaporated carbon to 

prevent further charging during electron microscopy analyses. We then collected 

secondary electron (SE) images of surface damage using a ThermoScientific Helios 5UX 

FE-SEM/FIB (focused ion beam). The images were acquired using a Through the Lens 

detector (TLD) with immersion lens, an accelerating voltage of 2 kV, and a working 

distance of 4 mm. FIB sections of diopside and labradorite were prepared for 

transmission electron microscope (TEM) imaging using the Helios 5UX. No FIB sections 

of Ol-Fo90 or Ol-Fo74 were prepared because neither sample had any surface damage, 
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which was used to locate probable subsurface damage. Regions of interest were coated 

with a thin tungsten strap (~20 nm) and a thick, protective carbon strap (~3 µm). Initial 

thinning of the section to ~200 nm was done using 30 kV Ga+ ions. Surface damage was 

removed and electron transparency thickness (~120 nm) was reached with the use of 5 

kV and 2 kV Ga+ ions.  

TEM imaging was performed using an aberration-corrected FEI Titan 300/80 

located at the Eyring Materials Center at Arizona State University. To minimize beam 

damage to the samples, we operated the microscope at 300 kV. Energy dispersive X-ray 

spectroscopy (EDS) was used to acquire compositional data from damaged and 

undamaged regions within the TEM sections.  

 

3.3.4 Supplementary Olivine Experiment 

A supplementary set of experiments were performed on San Carlos olivine 

(herein referred to as Ol-Fo90-2) using a much higher fluence than experiments outlined 

in Table 2. The purpose of these experiments was to initiate enough subsurface 

discharges to easily locate and characterize the resulting features with TEM. To prepare 

this sample for irradiation, we cut a section measuring ~5x5 mm2 with a thickness of 1.5 

mm. The experimental surface was hand polished using a series of alumina suspensions 

(5.0 µm, 1.0 µm, and 0.05 µm) and polishing cloths. To prevent surface contamination 

from interfering with charging, the section was cleaned using the methods described in 

§2.1.  

After cleaning, half of the sample was coated with ~20 nm of vapor-deposited 

carbon. The carbon-coated side of the section was secured to an aluminum stub with a 
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copper clip, then mounted into an FEI XL30 FE-SEM. Once the chamber reached a 

pressure of ~7x10-6 torr, the electron beam (V=30 kV and i=39 nA; flux =1.9x1015 

particles cm-2 s-1) was rastered over an area of 1.08x104 µm2 to supply a total fluence of 

3.1x1017 particles cm-2. We monitored surface charging and discharging behavior in real-

time using secondary electron imaging.   

After irradiation, samples were coated with ~20 nm of evaporated carbon. 

Secondary electron images of surface damage were collected using the FEI XL30 FE-

SEM, then we prepared FIB sections using the methods described in §2.3. TEM imaging 

of subsurface damage was performed on a Philips CM200-FEG. 

 

3.4 Results 

Labradorite, diopside, and San Carlos olivine (Ol-Fo90) were modified to varying 

degrees by electrical discharging from low-fluence, 30-kV electron irradiation. The Ol-

Fo74 section was the only sample that did not discharge under the maximum supplied 

fluence in these experiments. In the samples that did discharge, two independent 

electrical phenomena were detected: flashovers and subsurface discharges. Each 

phenomenon produced plasma channels bound within the dielectric volume, liberated 

from the subsurface to the surface-vacuum interface, or propagated laterally along 

mineral surfaces. The location of electrical discharge nucleation and the physical 

characteristics of the dielectric (e.g., grain size, existing defects, and grain orientation) 

were the primary controls on channel characteristics. Volume and surface defects 

resulting from these discharges included melt-filled channels, lattice strain in the 
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subsurface, and vapor and melt deposits at the surface. These distinct signatures may be 

useful for identifying breakdown effects in extraterrestrial samples.  

 

3.4.1 Flashovers 

Flashover events in our lower-fluence experiments were detected in real time by 

monitoring current collected from the sample holder (Fig. 3.2) and watching for an abrupt 

disturbance in the production of secondary electrons (Fig. 3.3). Flashovers occur as a 

result of excessive surface charging. Consequently, the principal damage is the formation 

of “tree” structures: primary and secondary filamentous channels that propagate along the 

surface with fractal geometries (Fig. 3.4). Maximum channel widths were ~180 nm, and 

maximum channel lengths were ~90 µm. Minimum channel lengths or widths are not 

reported due to the fractal geometries , but secondary channels were either enlarged at the 

termini due to Joule heating, or they tapered to a width of <10 nm (Fig. 3.5).  

 

Figure 3.2. Current Measurement for Diopside. Current readout acquired from beneath the samples during 

active irradiation. Peaks and troughs in the data are interpreted as flashover events and subsurface 

discharges, respectively. Note that “peaks” are negative in this case because irradiation was conducted 

using electrons. Blue arrows indicate the approximate time of discharge and correspond to saturated SE line 

scans shown in Fig. 3.3.  
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Figure 3.3. Breakdown in Secondary Electrons. A time-sequence of secondary electron (SE) images 

acquired during irradiation of diopside (a-c) and labradorite (d-f). As the sample surface charged, a weak 

electron mirror formed (a,d). Discharge produced one or more SE-saturated scan lines (b,e). The electron 

mirror and surface field were immediately disrupted by the discharge event (c,f). 

 

 

Figure 3.4. Flashovers. Secondary electron image of several flashover discharge features on labradorite. 

The bright linear channel running northwest to southeast preferentially travelled along a polishing scratch. 

Note the bright halo vapor deposition surrounding flashover channels (outlined in orange). 
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The topology of flashovers diverged from fractal geometries where discharge was 

initiated at, or intersected with, preexisting surface scratches. Scratches in these cases 

acted as highly efficient conduits and were found to form much longer primary channels 

than those formed in pristine surfaces. The high pressure and temperature of ionization 

caused material in contact with the plasma to sublimate and melt, leaving behind 

amorphized material extending to depths ~150% deeper than the depths of channels 

themselves (Fig. 3.6). Much of this material was redeposited as thin, amorphous deposits 

and as melt spherules (<300 nm diameter).  The diameter of melt spherules was closely 

correlated to the width of channels they lined – except at termini, where otherwise large, 

directional melt deposits formed. 

 

 

Figure 3.5. Flashover Termini. Tapered termini of flashover channels on diopside. (Right) enlarged termini 

of flashover channels in labradorite. Tapered and enlarged termini were found in all minerals affected by 

flashovers 
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Figure 3.6. Flashover Cross-section in San Carlos Olivine. Amorphous material extends ~150% deeper than 

the residual erosional channel exposed at the surface.  

 

In one case, a flashover travelled along a grain boundary between labradorite and 

a surface-exposed inclusion. The force of the expanding plasma appears to have ejected 

and disintegrated the inclusion. Fragments of the inclusion were deposited in the same 

direction as the plasma propagation at a minimum distance of ~10 µm from the original 

location of the inclusion (Fig. 3.7).  
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Figure 3.7. Excavated inclusion. A flashover intersecting an inclusion in labradorite ejected and 

disintegrated the inclusion. The comminuted grain was deposited in the direction of plasma propagation. 

 

The supplementary olivine experiment, in which higher electron fluences were 

supplied, resulted in areally dense surface damage compared to lower fluence 

experiments (Fig. 3.7). Discharges were identified by several saturated line scans in SE 

images in lower flux experiments, but the SE detector was saturated during high flux 

experiments in Ol-Fo90-2, beginning within one second of exposure. Flashovers were so 

numerous that the original surface was fully covered with erosional channels and melt 

deposits (Fig. 3.8). Channels were primarily constrained to the scanned region, but a 

minority fraction propagated to distances <30 µm outside the irradiation boundary. While 

these channels extending beyond the boundary had fractal geometries, the channels 
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within the boundary predominantly bore in the same direction in which the electron beam 

rastered.    

 

Figure 3.8. Effects of Fluence on Flashover Density. Two images that show the effect of increasing fluence 

on surface damage. (Left) Dispersed flashover channels formed in diopside after receiving a fluence of 

1.5x1015 electrons cm-2. (Right) A dense flashover network and thick melt deposits formed on San Carlos 

olivine (Ol-Fo90-2) after receiving a fluence of 3.1x1017 electrons cm-2, two orders of magnitude greater 

fluence than the diopside. 

 

3.4.2 Subsurface discharging 

A sudden spike in current and an abrupt saturation of a single or several 

sequential line scans in the secondary electron detector signaled subsurface discharge 

events. Subsurface discharges occur due to deep dielectric charging and exhibit different 

characteristics than flashovers at the sample surface. The shape and size of subsurface 

channels are constrained by the amount of energy released, electrical properties of the 

mineral, the presence of preexisting lattice defects and inclusions, and the proximity of 

the discharge to the sample surface. While subsurface discharges were detected in 

labradorite, diopside, and Ol-Fo90, results from the high-fluence Ol-Fo90-2 experiment are 

presented because it contained sufficiently dense subsurface discharges to locate damage 

post-irradiation.  
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Like flashovers, breakdown channels in the subsurface were formed by ionization 

and plasma propagation. Although TEM images do not provide a 3-dimensional view of 

subsurface channels, they appeared to be composed of single, non-branching channels 

that preferentially propagated along crystallographic planes (Fig. 3.9). Because the 

electrical conductivity of a single crystal is anisotropic, the subsurface breakdown 

pathway may tend to follow crystallographic planes rather than propagating with fractal 

geometries seen with flashovers.  

The length of subsurface channels ranged from 100s of nm to >3 µm. Their 

widths were variable, but typically less than 300 nm at their widest points. The force of 

plasma expansion and heating produced lattice strain around the channels, especially at 

the termini. The centers were filled with amorphous material with a composition 

indistinguishable from the parent material.    

 

Figure 3.9. Subsurface Breakdown Damage. Bright field TEM image of San Carlos olivine (Ol-Fo90-2). 

Smooth, linear features are subsurface breakdown channels filled with amorphous melt. Some channels that 

nucleate at depth breach the vacuum-surface threshold. The surface is comprised of a melt and vapor 

deposition layer formed by both erupting channels and flashovers.  
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Subsurface discharges also contributed to surface vapor and melt deposits (Fig. 

3.10). Some discharges occurring within 2.5 µm of the surface breached the surface-

vacuum threshold. In these cases, eruptive channels produced pits with diameters >80 nm 

(Fig. 3.11). Pits >100 nm were typically surrounded by melt ejecta, while pits <100 nm 

did not typically produce melt deposits that were traceable to the erupting channel.  

 

 

Figure 3.10. Amorphous Rim and Melt Spherule. TEM bright field image of a melt spherule on San Carlos 

olivine (Ol-Fo90-2). A narrow layer of melt deposited contemporaneously with the melt spherule, overlaid 

partially amorphous material. The area shaded in red is a protective carbon coating deposited to prevent 

damage to the surface during FIB preparation.  
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Figure 3.11. Eruptive Pits. Secondary electron images of eruptive channel pits surrounded by melt in San 

Carlos olivine (Ol-Fo90-2). Melt deposits were Si-enriched. 

 

 3.4.3 Effects of compositional variation 

Our samples covered a range of iron abundances <25 wt% FeO. We found a 

strong, positive correlation between iron abundance (wt% FeO) and the minimum fluence 

required to initiate deep breakdown for silicates containing <25 wt% FeO (Fig. 3.12). The 

minimum fluence required for flashovers was approximately one order of magnitude 

lower than that for subsurface discharge, but still positively correlated with iron 

abundance. For samples that underwent breakdown, the correlation between iron 

abundance and minimum fluence was roughly linear (although additional data points 

would improve the understanding of this relationship). We found materials with <10 wt% 

FeO to be susceptible to small changes in particle fluence (first subsurface discharges 

occurred at fluences between 2.15x1013 particles cm-2 for labradorite and 1.86x1014 

particles cm-2 for Ol-Fo90). 
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Figure 3.12. Breakdown Fluence Threshold. (Left) This log-linear plot shows the minimum fluence required to initiate 

breakdown in Byt, Dio and, Ol-Fo90. The yellow marker represents the maximum fluence supplied to Ol-Fo74, but does 

not represent a breakdown threshold. (Right) The minimum fluence required for subsurface discharging is 

approximately linear for materials with iron abundances less than 10 wt% FeO.  

 

Although minerals containing lower iron abundances required less incident charge 

to induce breakdown, diopside sustained significantly more surface damage than 

labradorite. We only supplied enough fluence to discharge the Ol-Fo90 one time during 

low-fluence experiments, but the surface damage produced in Ol-Fo90-2 during high-

fluence experiments indicates it likely would have incurred more surface damage than 

diopside and significantly more than labradorite.  

 

3.5 Discussion 

Four silicate minerals were subjected to electron irradiation to initiate deep 

dielectric breakdown. These experiments aimed to characterize damage produced by 

breakdown as it may pertain to space weathering of the lunar regolith. Two electrical 

phenomena, subsurface discharges and flashovers, were found to occur independently 
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and produce unique damage types. The types of damage were consistent among all 

mineral phases for fluences sufficient to cause breakdown, but the areal density of 

damage changed as a function of both fluence and material properties. 

 

3.5.1 Deep dielectric breakdown 

The primary damage features produced by subsurface discharges were channels 

filled with quenched, amorphous melt. These channels appeared to be approximately 

oriented along crystallographic planes and vary in shape and size. Despite the use of a 

single-energy electron beam to irradiate the targets, there was no depth within the 

stopping range of 30 keV electrons at which discharge nucleation preferentially occurred, 

suggesting the implanted charge is highly mobile at room temperature and that strong 

electric fields are hyper-localized. In other words, a single-energy beam does not create a 

discrete charge layer but instead creates strong electric fields throughout the stopping 

range of incident particles. The size and shape of subsurface channels are likely 

controlled by a complex function of target electrical properties and crystal structure. 

However, it is beyond the scope of this study to determine those parameters.  

Many, but not all, subsurface discharges terminated before escaping to the 

surface-vacuum threshold. Those that did breach the surface, produced Si-enriched melt 

deposits and broad regions of vapor deposition. They also produced nm-scale craters, 

many of which were surrounded by melt deposits. We did not find metallic iron particles 

within melt or vapor deposits. However, because the melt was Fe-depleted, even in the 

most iron-rich sample, we presume the vapor deposits were Fe-enriched. This suggests 

that breakdown, if it occurs on the Moon, might contribute to optically significant vapor-
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deposited rims that are rich in nanophase iron (e.g., Hapke, 2001; Keller and McKay, 

1997). Because the scanned areas were so small (3.55x104 µm2), we did not acquire 

spectral data to determine to what extent the melt and vapor deposits alter the optical 

properties of the surface.  

 

3.5.2 Flashovers 

The primary flashover damage type was erosional surface channels exhibiting 

fractal geometries. In general, flashover trees were initiated from the edge of the 

irradiated regions and propagated toward the center, especially for experimental runs 

receiving lower particle fluences. The electric field in this geometry is strongest at the 

edge of the scanned region and diminishes to approximately zero at the center (Sutjipto 

and Takata, 2007). In this regard, the edge of the scanned region can be considered 

positively charged and the center negatively charged, eliminating the need for a true 

cathode-anode interaction to generate the electron cascade that begins a flashover event.  

Unlike subsurface discharges, which do not appear to travel along the same 

pathway more than once, flashovers can nucleate in, and travel along, preexisting surface 

channels or fractures. Nucleation points are most likely to occur at surface imperfections 

such as scratches or pits, and the irregular topography left by the erosional process of 

plasma propagation subsequently generates enhanced electric fields. Because these 

localized discharges do not completely destroy dielectric properties of the sample, 

discharge events can recur as long as sufficient incident particle fluence is supplied. 

Discharges along preexisting pathways bore deeper into the surface, creating deeper 

channels and more abundant melt and vapor deposits.  
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Although surface defects can produce enhanced electric fields, they can also 

reduce the likelihood of flashovers. Because secondary electron emission avalanches 

serve as the nucleation mechanism of flashovers, the inhibition or prevention of 

flashovers on rough lunar grains may result from decreased secondary electron yields and 

decreased surface charge accumulation (Guo et al., 2019). We used diopside to test the 

effects of surface roughness on the frequency of flashovers. The minimum fluence 

required to initiate flashovers on polished areas of diopside was 1.3x1013 electrons cm-2. 

In contrast, the roughened surface experienced no flashovers, even at fluences up to two 

orders of magnitude greater than that required to breakdown the polished area (1.5x1015 

electrons cm-2). Additional studies using unpolished sections or granular samples would 

help constrain the effects of surface roughness on flashover effects.   

 

3.5.3 The role of electrical conductivity 

Understanding how plasma interactions alter grains during SEP events requires 

that we understand how material properties, particularly electrical conductivity, affect 

charge mobility and accumulation. The regolith is strongly insulating and its low 

conductivities (<10-9 S/m at lunar-relevant temperatures) (Strangway et al., 1972) make it 

susceptible to breakdown during SEP events with fluences >1010 particles cm-2. Although 

we did not measure the electrical conductivities of our samples, an increase in FeO 

abundance is known to enhance the conductivity of silicates (e.g., Ciżman et al., 2017; 

Sirk et al., 2010). We therefore use iron abundance as a proxy for conductivity in our 

interpretations. Our results show that increasing iron abundance has a strong, positive 

correlation with the minimum fluence required to initiate breakdown. This relationship 
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indicates space weathering by breakdown is strongly influenced by the conductivity of 

lunar grains. For iron oxide abundances below ~10 wt%, the response was especially 

sensitive and indicated that even minor differences in composition (or conductivity) may 

lead to observable differential breakdown weathering trends.  

Phase-dependent differential weathering, which has been identified in lunar 

samples and inferred from orbital observations, has been attributed to the availability of 

Fe2+ to produce the nanophase metallic iron particles primarily responsible for optical 

maturation (e.g., Burgess and Stroud, 2018; McFadden et al., 2019). However, electrical 

conductivity imparted by iron within the lattice structure has been proposed as an 

additional control on the production rate of metallic iron particles (Moroz et al., 2014). 

Because micrometeoroid impacting and dielectric breakdown are similarly energetic 

processes, it is reasonable to assume both processes generate similar volumes of melt and 

vapor. Thus, the production of nanophase iron by breakdown is likely to be a partial 

function of target material conductivity. As a result, we predict the frequency of 

breakdown to be low, and the relative production of iron nanoparticles to be enhanced, in 

iron-rich regolith.  

Although iron abundance controls the minimum fluence required for breakdown 

to occur, it does not affect the resulting primary damage types (e.g., erosional channels, 

melt, and vapor). However, conductivity may increase the efficiency of plasma 

propagation. If so, the higher conductivity of diopside may explain why its primary and 

secondary flashover channels were longer and more structurally complex than those in 

the labradorite, despite diopside having fewer total discharge events. While variations in 

the goodness of polish and crystal orientation cannot be ruled out as alternative 



  65 

explanations, channel lengths and structural complexity of breakdown channels in each 

sample were consistent among multiple experimental runs. This suggests that electrical 

conductivity was more likely to have played a role in flashover characteristics than 

imperfections in the sample surface.  

 

3.5.4 Implications for the lunar surface 

Highlands vs. Mare. The correlation between conductivity (iron abundance) and 

the minimum fluence required to initiate breakdown has substantial implications for how 

breakdown weathering could affect optical signatures of the dichotomous lunar surface. 

The total number of discharge events for a given particle fluence is directly related to the 

dielectric properties of the target material (e.g., conductivity and dielectric strength). 

Thus, we expect breakdown to occur much more readily in the highlands, where 

conductivities and charge dissipation rates are lower than they are in the maria. 

Additionally, much of the nearside highlands have FeO abundances of 6-8 wt%, whereas 

the farside, outside of the South Pole-Aitken basin, has abundances of 2-6 wt%. The 

breakdown sensitivity of materials with <10 wt% FeO indicates there may be differential 

weathering effects by breakdown between nearside and farside highlands material. 

Chemical differentiation of the target material occurred during both flashover 

events and eruptive subsurface discharges. Melt deposits were found to be Si-enriched. 

Although the melt was depleted in iron and magnesium, we found no evidence for the 

presence of metallic iron was found within associated vapor-deposited rims. The Si-

enriched melt deposits could possibly contribute to optical brightening (Adams, 1975), 
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but those optical effects may be counteracted by the deposition of Fe-enriched vapor 

deposits.  

Although we predict a lower frequency of breakdown events is predicted for the 

maria when compared to the highlands, the optical effect within the two terrains may be 

similar. The production of iron nanoparticles is enhanced in iron-rich target materials. 

Thus, given any single breakdown event, we should expect this event to produce more 

nanophase iron within mare vapor deposits than it would in highland vapor deposits. 

However, the frequency of highland discharging events is predicted to be much higher 

than in the mare, so over time, discharge may play a comparable or equal role in space 

weathering for the two terrains. Additional studies, including those that incorporate 

spectral reflectance measurements, are required to effectively determine the optical 

effects of dielectric breakdown.  

Permanently Shadowed Regions. Because cold temperatures reduce material 

conductivity and increase discharging timescales, in permanently shadowed regions 

(PSRs) with temperatures below ~120 K, breakdown may occur at frequencies 

approximately twice that of illuminated areas at high latitude (Jordan et al., 2019). The 

normal albedo inside PSRs measured by the Lunar Orbiter Laser Altimeter (LOLA) at 

1064 nm (Lucey, 2014) is generally higher than in illuminated areas. Conversely, the 

plane albedo measured by the Lyman Alpha Mapping Project (LAMP) is lower within 

PSRs across multiple wavelengths within the far-ultraviolet range (Gladstone, 2010; 

2012). A reduction in optical maturation cannot explain the reduced far-UV albedos 

because nanophase iron increases Lyman-α albedo and has no effect on on-band albedo 

(Byron et al., 2019). Instead, the low far-UV albedo may be explained by increased 
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porosity resulting from a change in grain size distribution. Breakdown occurs 

preferentially along grain boundaries and liberates the constituents of polycrystalline 

grains and rocks, as evidenced in these experiments and in other studies (e.g., Andres and 

Bialecki, 1986; Biela et al., 2009). If grains separated by breakdown are small enough for 

van der Waals forces to overcome gravity, then the low albedos measured by LAMP 

could be explained by increased porosity that contributes to the structure of the 

epiregolith (Shusterman et al., 2016; Jordan et al., 2015; Hapke and Horn, 1963). 

However, the extent to which the melt produced during breakdown events may contribute 

to agglutination of the finest fraction is not yet known. 

An increase in porosity should also cause darkening within the near-infrared, but 

instead, normal albedo is increased at 1064 nm. One explanation may be that the high 

porosity exists only in the epiregolith (on the scale of <200 nm) (Cahill et al., 2019). The 

solar wind flux within PSRs is reduced by as much as 90% relative to equatorial latitudes, 

so grain surfaces may not be as reduced as they are in illuminated areas (Rhodes and 

Farrell, 2020). Nanophase iron is less likely to form from sublimated material when the 

surface has not already been reduced. A decrease in the abundance of metallic iron 

nanoparticles in PSRs would then lead to the increased near-IR albedo relative to 

illuminated areas that receive the total solar wind flux. Additional work is underway to 

investigate the effects of deep dielectric breakdown on grain size distributions in granular 

samples.  

Absence of evidence in lunar samples. The fluences at which dielectric breakdown 

occurred in these experiments suggests that evidence of breakdown should be detectable 

in the lunar regolith. However, a key question is: why have we not identified physical 



  68 

evidence of dielectric breakdown in the lunar sample collection? Several differences 

between the experimental and natural environments may provide some explanations for 

the absence of distinct breakdown-related features in regolith grains.  

First, the results presented herein represent breakdown effects in relatively large 

grains (~1 mm), which make up a minority fraction of the top few millimeters of regolith. 

Large samples were required because high-energy discharges in fine granular materials 

result in the displacement of many grains, making it impractical to locate and characterize 

damaged grains. We expect variations in grain size will affect the minimum breakdown 

fluence threshold, and possibly the types of damage produced, both because the electric 

field among loosely packed grains is complex when compared to a single crystal and 

because dielectric strength is controlled by grain size.  

Due to the use of a mono-energetic beam, our experiments deposited electrons in 

a thinner layer than would naturally form during SEP events. It is unknown how SEPs, 

which cover a broad range of energies, would be distributed among and within loosely-

packed regolith grains with diameters <100 um, or how that charge distribution would 

affect the likelihood of dielectric breakdown. Experiments to determine the effects of 

breakdown in granular materials have been conducted (Shusterman et al., 2016; Izenberg 

et al., 2018), but these were performed under non-ideal conditions and prior to the 

characterization of damage caused by breakdown. Experiments in granular materials 

should be revisited and spectrally analyzed with the consideration of damage presented in 

this study.  

Second, polishing the samples may have encouraged the prevalence of erosional 

flashovers. While surface irregularities can create areas of enhanced electric fields that 
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act as nucleation points for dielectric breakdown, too much surface roughness inhibits 

electron avalanches – a critical component of the flashover process. The surface 

roughness of lunar grains may therefore prevent or inhibit the formation of flashovers. 

We were unable to induce discharge in a roughened diposide surface, which is consistent 

with this hypothesis. Additional studies that evaluate the fluence required to initiate 

dielectric breakdown as a function of surface roughness are required to understand 

whether this process could occur in the natural lunar environment.  

Third, subsurface breakdown features may be significantly more difficult to find 

because surface expressions (eruptive pits), which can be used to identify locations of 

subsurface breakdown, only occur in a fraction of such events. If breakdown channels are 

preserved in lunar grains, they will most likely be found in iron-depleted minerals at 

latitudes >40° and <-40°, and especially in regions of persistent and permanent shadow 

(Jordan et al., 2019). Furthermore, all Apollo samples were collected within ~25 degrees 

of the equator, where as little as 2% of grains are predicted to be affected by dielectric 

breakdown (Jordan et al., 2019).  

The chemical differentiation of vapor that results from breakdown may be very 

similar to that which occurs from micrometeoroid bombardment. Isotopic analysis may 

be required to differentiate melts produced by the similarly energetic processes. Isotopic 

analyses have been conducted on iron nanoparticles to determine their origins (Wang et 

al., 2012), but no such study has been conducted on the amorphous layers that form 

complex weathered rims.  

As with all space weathering mechanisms that act together to form complex rims, 

there are a number of variables that control the overall contribution of each mechanism. 
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To fully characterize the contribution of dielectric breakdown, additional work is required 

to better constrain the effects of discharging as a function of grain size, bulk density, and 

surface roughness. Furthermore, our experiments evaluated the effects of electrons 

representative of the lowest energy SEPs. Additional work that includes higher energy 

particles and a mixture of protons and electrons could help us better understand charging 

behavior within regolith in the natural environment.  

 

3.6 Conclusions 

We experimentally discharged a series of silicate minerals via deep dielectric 

charging and found that dielectric breakdown may play a role in the optical evolution of 

regolith through the production of chemically differentiated melt and vapor, and by 

changing the grain size distribution within the top 1 mm of regolith. Two independent 

discharge phenomena occurred with frequencies that were strongly dependent on iron 

abundance. Flashovers produced large vapor deposits and melt-lined erosional channels 

that propagated with fractal geometries. The high temperatures and pressures during 

subsurface discharging created melt-filled channels, significant lattice strain, and in some 

cases, the deposition of melt and vapor on sample surfaces. Although melt deposits were 

Si-enriched, we were unable to locate any Fe-enriched phases. We assume our 

experimental conditions prevented the formation of nanophase iron and that in the natural 

environment, nanophase iron is likely to be a major product of dielectric breakdown.  

The correlation between breakdown frequency and iron abundance has strong 

implications for the contribution of dielectric breakdown to regional and global 

maturation trends. We predict breakdown should occur more readily in the highlands than 
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in the maria. Because the sensitivity to particle fluence is strong for materials with <10 

wt% FeO, there may be measureable differences in optical maturation between the 

nearside and farside highlands. A latitudinal trend is also predicted to exist because 

temperature plays a key role in material conductivity and because the solar wind, which 

varies as a function of latitude, may enhance the production of nanophase iron.  

We have shown that deep dielectric charging of silicates by single-energy 

electrons results in dielectric breakdown at high vacuum and room temperature. Although 

the majority of space weathering experiments use protons or helium at energies ranging 

from 1 keV – 4 keV, many utilize energies and fluxes higher than those used in the 

experiments presented herein. Furthermore, the total fluences supplied in most 

experimental weathering studies exceed the breakdown fluence threshold of ~1010 

particles cm-2 by several orders of magnitude. Techniques to adequately neutralize 

samples and/or verify the absence of breakdown damage should be employed when 

studying other space weathering processes, such as solar wind irradiation.  

Dielectric breakdown as a space weathering process is understudied and the 

conditions under which it occurs in the lunar environment are not well known. Grain size, 

target temperature, and target energies impact the likelihood of breakdown, the location 

of discharge nucleation, and its microstructural and chemical effects. Additional studies 

are required to constrain the effects of breakdown in highly-porous, granular materials on 

charging behaviors and the impact of very low temperatures on conductivity. Future 

experiments should focus on characterizing the conditions under which dielectric 

breakdown may produce nanophase iron. Furthermore, the analysis of lunar grains 

collected at latitudes ≥ 80° and ≤ -80°, especially from permanently shadowed regions, 
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could provide significant insight into the role of dielectric breakdown in overall space 

weathering.  
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THE FUTURE OF SPACE WEATHERING RESEARCH 

 

The Moon and other airless bodies across the Solar System are subjected to a 

number of damaging processes that alter the chemical, structural, and optical properties of 

the surface. Extensive research including remote observations, laboratory analyses of 

extraterrestrial samples, and laboratory simulations of space weathering processes has 

uncovered the primary mechanisms and products responsible for space weathering. 

However, there are still outstanding questions with elusive answers. Studying the effects 

of particle flux and fluence, target temperature, compositional resistance to weathering, 

and damage formation and relaxation rates as a function of these parameters can provide 

insight into discrete albedo anomalies, global and regional reflectance trends, lunar swirls, 

and weathering processes in permanently shadowed regions.  

Space weathering is a convolved process with many mechanisms that work over 

different timescales and are controlled by different material and environmental parameters. 

Experimental research should be designed to control for as many parameters as is practical 

to avoid making erroneous conclusions and global assumptions based on results from a 

single use case. Experimental studies should be combined with observations and models to 

deconvolve the complicated time-dependent processes that act together to optically mature 

the regolith. Although micrometeoroid impacts and solar wind implantation are known to 

alter planetary surfaces, new avenues of research should be pursued to better understand 

the role of higher energy particles and the parameters that lead to globally heterogeneous 

weathering.  
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4.1 Experimental Studies 

Reduce laboratory particle fluxes. High particle fluxes used in laboratory 

simulations of solar wind space weathering have been shown to produce damage regimes 

that are inconsistent with regimes in the natural lunar environment. High fluxes accelerate 

the accumulation of lattice defects which increases the rate of amorphization and decreases 

the rate of relaxation. Additionally, fluxes >1010 particles cm-2 s-1 may induce dielectric 

breakdown and affect material properties that control optical signatures.  

To better understand the amorphization rate of indigenous lunar space weathered 

rims, the lowest practical beam flux should be used. A series of experiments using 

progressively lower particle flux could provide insight into the relationship between 

damage formation rates at standard laboratory fluxes (e.g., 1012-1013 particles cm-2 s-1). 

Where laboratory fluxes cannot be lowered for practical purposes, sample temperatures 

should be adjusted to compensate for increased damage production rates (e.g., heat samples 

to accelerate defect relaxation rates). Once damage accumulation and relaxation rates have 

been correlated to particle flux and sample temperatures, low-fluence experiments could 

be used to better constrain the formation timescale of indigenous rims.  

Control for temperature. Latitudinal trends in reflectance and anomalous 

reflectance measurements in some permanently shadowed regions are likely to be the result 

of differential weathering patterns based in part on temperature-controlled damage 

recovery rates. The optical maturation of regolith decreases with increasing latitude, 

despite damage recovery rates also decreasing with latitude. Performing irradiation 

experiments across a range of temperatures will constrain the rates at which indigenous 
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rims form with respect to latitude and help determine the total exposure time required to 

produce detectable optical changes.  

Control for electric charging. The effects of dielectric breakdown in natural 

silicate minerals are understudied. The basic discharge event types and resulting damage 

structures have been characterized but there are many parameters that have yet to be 

constrained. A primary focus of experimental dielectric breakdown work should be to 

determine the conditions under which breakdown can produce SMFe0. These conditions 

are critical for understanding whether dielectric breakdown weathering could measurably 

contribute to the optical maturation of lunar regolith. Additionally, grain size strongly 

affects the dielectric properties of a material and experiments using granular samples will 

be necessary for determining how resulting complex electric fields affect the likelihood of 

breakdown during SEP events.  

Other non-breakdown irradiation-based space weathering studies should also 

include mitigation techniques to prevent sample charging and discharging. Low-energy 

electron flood guns are likely sufficient for preventing flashovers, but dielectric breakdown 

may be occurring in experiments using particles that penetrate hundreds of nanometers or 

more into the surface. The spectral effects of these internal discharges still needs to be 

characterized, but early work suggests the process may change grain size distributions and 

deposit Fe-rich melt and vapor. 

Consider the Role of Glass. The density change of maskelynite occurred under a 

proton beam with a flux of ~1x1013 particles cm-2, 5 orders of magnitude more flux than 

the solar wind at 1 AU. To date, the densification or dilation of glass has not been recorded 

in the lunar sample collection. A comprehensive study on the spectral effects of irradiated 
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natural silicate glasses would be helpful for determining whether density changes of glassy 

materials occurs on the lunar surface as a result of solar wind or solar energetic particle 

irradiation, or if the spectral signature of laboratory-irradiated regolith samples containing 

glassy phases is affected by the densification and dilation processes. 

 

4.2 Observational, In Situ, and Sample Studies 

Swirls. Lunar swirls provide an opportunity to discriminate the effects of different 

weathering processes. The magnetic fields co-located with most swirls deflect low-energy 

solar wind particles, making them a prime location for studying the distinctions between 

solar wind and micrometeoroid contributions to optical space weathering. An upcoming 

Commercial Lunar Payload Services (CLPS) mission will carry a small rover called Lunar 

Vertex (Blewett et al., 2022) that will traverse through a portion of Reiner Gamma, the 

Moon’s most prominent swirl. An onboard plasma spectrometer will take measurements 

of plasma densities inside and outside the local magnetic field lines. These measurements, 

along with measurements from an onboard magnetometer, will provide insight into how 

much solar wind is effectively deflected by the weak magnetic fields.  

While Lunar Vertex will be the first mission specifically designed to investigate the 

magnetic field and solar particle access at swirls, there are additional in-situ measurements 

that would provide a more holistic picture of how weathering processes differ globally with 

respect to incident particle fluxes. A companion instrument on the same CLPS mission is 

Korea’s Lunar Surface Environment Monitor (LUSEM) (Sim et al., 2021). This stationary 

instrument will measure high-energy particles >50 keV over a period of 13 days. LUSEM 

will help determine the effects of weathering caused by solar energetic particle (SEP) 
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events. However, it would be beneficial to have long-lived, rover-mounted solid-state 

telescopes that could measure cosmic radiation with respect to magnetic field strength and 

time. Combining the data from a plasma spectrometer and solid-state telescopes for high-

energy particles would provide a full spectrum of data that could be used to better 

understand the effects of ionizing radiation on the surfaces of airless bodies.  

Sample collection and delivery from swirls would also significantly contribute to 

our understanding of the origin of their origins and the cause for their optically bright 

expressions. In addition to sample collection at Reiner Gamma, collections at multiple 

swirls near Goddard B in Mare Marginis would be possible with a long-lived rover capable 

of traversing 15-20 km. Measurements from these swirls, which are significantly smaller 

and co-located with much weaker magnetic anomalies than Reiner Gamma, would provide 

for a strong comparative study. To determine how lower solar wind fluxes affect damage 

accumulation and recovery rates, the solar flare track density and indigenous rim thickness 

of grains from inside swirls should be compared to already characterized samples collected 

outside of swirls. 

Permanently Shadowed Regions. Permanently shadowed regions provide unique 

opportunities to study controls on space weathering because they have both a significant 

reduction in solar wind access, and they have very low temperatures that reduce lattice 

defect recovery rates and regolith conductivities. As a result, the effects of solar wind 

weathering should be suppressed, hydrogen retention should be enhanced, and dielectric 

breakdown should occur with high frequencies compared to equatorial latitudes. Difficult 

terrain and lighting conditions have made it difficult to study PSRs. However, there are 
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emerging opportunities to improve our understanding of surface processes occurring in 

these unique environments.  

High resolution and high signal-to-noise imaging of PSRs by ShadowCam 

(Robinson et al., 2017), in conjunction with spectral data in the far-ultraviolet range using 

the Lyman-α Mapping Project (LAMP) instrument onboard the Lunar Reconnaissance 

Orbiter (Gladstone et al., 2010), could reveal ways in which weathering processes differ at 

very low temperatures and in the near-absence of solar wind implantation. LAMP data 

indicates dielectric breakdown may play a role in the formation of “fairy castle” structures. 

Thus, a LAMP investigation that considers small temperature variations in and around 

PSRS or small compositional differences at latitudes beyond beyond 80° (N/S) could 

provide insight into the extent to which breakdown contributes to porosity in the 

epiregolith.  

NASA’s Aretemis III polar landing will also provide opportunities to collect 

samples from the lunar South Pole. There, up to 25% of grains within the top few 

millimeters of regolith are predicted to have experienced at least one breakdown event. The 

collection of grains, even in illuminated regions of the South Pole, will provide an 

important comparative measure to help determine how latitude affects maturation rates of 

the regolith. A strong comparative study would include the evaluation of rims formed at 

equatorial latitudes, those formed inside swirls and magnetic anomalies, and those formed 

at the highest latitudes and/or in permanently shadowed regions. This collection of 

measurements would highlight separately the effects of solar wind, micrometeoroids, and 

dielectric breakdown. The addition of sealed samples collected from the surface or as a 

core would also enhance our understanding of volatile retention and release mechanisms. 
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4.3 First Principles and the Big Picture 

 Future investigations of space weathering processes in the lunar environment 

should emphasize experimental work grounded in first principles. Focusing on first 

principles will help us understand how our experimental results differ from processes on 

the lunar surface that cannot be recreated in laboratory settings, then allow us to expand 

our scope beyond the effects of single processes. The space environment is complex and 

dynamic, and it is important to simultaneously consider the variety of processes 

contributing to space weathering and the interactions among them. A holistic approach to 

experimental work is required to gain a complete and accurate understanding of these 

phenomena. 

The planetary science community has a number of upcoming opportunities to 

collect new measurements of the lunar surface and analyze novel samples retrieved from 

sites that have not yet been explored. These opportunities will fill knowledge gaps and 

lead us towards new perspectives on space weathering on the Moon. A more thorough 

understanding of individual and combined weathering effects will improve our 

interpretations of remote sensing observations, new and existing extraterrestrial samples, 

as well as samples that have undergone simulated space weathering treatments. 

Furthermore, these new insights will inform more mature models that describe how space 

weathering affects airless bodies throughout the Solar System. 
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ACCESSCOLOR: PRODUCING PALETTES FOR DIVERSE COLOR ACUITIES 

This manuscript is under review with the Journal of Geoscience Education. 

5.1 Abstract 

 

Color is an essential tool for conveying information and when used effectively, 

colors appear logically ordered, tell a coherent story, and draw the reader’s eye to critical 

data or features. However, for nearly 9% of the population, color-vision deficiencies 

(CVD) reduce the number of perceptible colors and limit the ability to interact with and 

interpret data. Barriers for those with CVD are prominent in many fields, including 

STEM, where color communicates spatially and temporally varying data sets (e.g., 

geological sciences) or in which color accuracy is critical (e.g., electrical engineering and 

medicine). Recent efforts to improve equity, diversity, and inclusion in the sciences have 

become a catalyst for introducing tools that help scientists better communicate data and 

findings to broader audiences. Amongst these are a set of tools specifically designed to 

improve data visualizations for data product consumers with color vision deficiency. 

Here we present AccessColor, an algorithm and web tool designed to generate 

color palettes that maximize the perceptual difference between adjacent palette colors 

while maintaining a logical order to present data intuitively for audiences with a broad 

range of color-vision acuities. We will discuss the physiology of color vision and color-

vision deficiency, then introduce the methods used to produce accessible color palettes. 

Finally, we will provide an overview of the web application and its functionality. By 

introducing this dynamic tool, we intend to make it easier for scientists and educators to 

present their data in ways that are more accessible to audiences with reduced color vision 
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acuity. 

5.2 Introduction 

 

The optimized use of color palettes in data visualizations is critical for accurately 

and unambiguously communicating scientific information. The most useful visualizations 

include colors that are logically ordered, semantically resonant (colors associated with 

particular objects, information, or other colors), and easily perceptible; and which draw 

the reader's eyes to essential features (Taft, 1996). However, for nearly 9% of the 

population (Birch, 2012; Feig & Ropers, 1978), color-vision deficiencies (CVD) reduce 

the number of perceptible colors (color acuity) and limit the reader's ability to interact 

with and interpret data. Color vision deficiencies also interfere with a person's ability to 

make color-object or color-data associations, resulting in a narrow color-related 

vocabulary. As a result of these traits, those with CVD may find it more challenging and 

time-consuming to interpret, comprehend, and discuss visual data compared to those with 

normal color vision.  

Defects in photoreceptors within the retina are responsible for color-vision 

deficiencies. The severity of CVD varies greatly among affected individuals. While some 

are profoundly impacted in ways that are apparent early in life, the impact on others may 

be more subtle, leading to a later diagnosis. Students with undiagnosed CVD often 

underperform in color-related tasks, and their difficulties may present similarly to 

neurological learning disorders (Espinda, 1973; Wilkinson, 1992). A study investigating 

students' performance in a high school-level biology course found that those with CVD 

consistently received lower grades than classmates with unimpaired color vision 
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(Dannenmaier, 1972). Performance evaluations of medical students reveal similar results, 

where students with color-vision impairments make frequent mistakes when performing 

color-based tasks such as gram staining or detecting jaundiced skin (e.g., Spalding, 1999; 

Tocantins and Jones, 1933). In the geological sciences, those with CVD may face their 

first major barriers in college courses (De Paor et al., 2017), where students are asked to 

perform color-based tasks such as interpreting geologic maps or identifying the colors of 

minerals in plane-polarized light. These difficulties are likely compounded when the 

student is tasked with additional color-based activities like identifying minerals or 

distinguishing among geologic map units in the field. Failure to successfully perform 

color-based tasks may ultimately deter or prohibit students from pursuing careers in 

science and technology fields. Optimizing the presentation of data via color and making 

reasonable accommodations for CVD students, readers, and data product consumers 

should be a priority for STEM professionals. Minimizing the encumbrance of color-

related tasks can increase the retention and success rates of students with CVD and is key 

to effectively communicating scientific data to broad audiences. 

Designing colormaps that accurately represent scientific data and are interpretable 

to those with CVD is challenging because visual design is often subject to stringent 

requirements. Several colormap generation models (Brewer, 2003; Jenny and Kelso, 

2007; Gramazio et al., 2016; and others) have been designed to accomplish this goal and 

are widely utilized today. A growing interest in using these models indicates both a need 

and a willingness to use CVD-corrected palettes for communicating scientific and 

technical data. While these models have been proven to produce more suitable colormaps 

for some types of data, each comes with its limitations. In some models, the methods for 
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selecting color values are inconsistent with the physiological drivers of perceptual 

improvement. We believe that different data types and different modes of visual 

communication require a wider range of color choices and palette building options that 

currently available models do not represent.  

Here we present AccessColor, a dynamic color palette-building tool that utilizes 

color schema mathematically derived from the optical sensitivity parameters of the 

human eye. This tool aims to promote the use of color palettes that accurately connect the 

structure of data with the perceptual dimensions of color while enhancing readability for 

those with CVD. The model approach prioritizes maximizing the perceptual distance 

between palette members and favors the user's ability to choose semantically-resonant 

colors. Given several input parameters, AccessColor produces colormaps that are more 

likely to be perceptible to those with the most common forms of CVD. This improved 

perceptibility is achieved by incorporating the following elements:  

 Perceptual uniformity – the distance in color space must be equal to the 

difference in perception of the colors; 

 Color constancy – the colors must remain unchanged across relatively large 

changes in illumination;  

 Logical progression – colors representing ordered data that include easily 

interpretable high and low values. 

5.2.1 Physiology and Neurological Basis for Color Vision 

 

Color experience is a biological causal chain between photoreceptors in the eye 

and neuronal processing in the brain. The entire information processing system 
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contributes to the human ability to verbally describe one’s respective color sensations, 

independent of any other person’s sensations, given the same stimulus. Due to imprecise 

processing, there is no direct mapping among physical stimuli, physiological responses, 

and color appearance (Backhaus, 1998). Color sensations are derivatives of photons that 

enter the eye and is processed by photoreceptors in the retina (Fig. 5.1). There, optical 

images are translated into electrical impulses transmitted to the brain by the optic nerve 

(Fairchild, 2013). Two categories and four classes of photoreceptor cells are responsible 

for processing visual stimuli under various environmental conditions.  

 

Figure 5.1. Anatomy of the Eye. (Left) Light enters the eye and is focused by the lens onto the fovea. 

(Right) Rods and cones densely populate the fovea and are responsible for color and nighttime vision. 

Derivative of “Eye” licensed under CC BY 3.0 by Servier Medical Art by Servier. 

 

The two categories of photoreceptors responsible for visual processing under 

different illumination conditions are rods and cones. Rods are strongly sensitive to the 

intensity of reflected light and serve to enhance vision under low illumination conditions. 

The activation signal from rods, called scoptic vision, is not combined with the signal 

from any other photoreceptor and does not contribute to color vision. Scoptic vision 

allows a person to navigate a room with reflected moonlight as the only illumination 

source; in this case, the forms of unique objects in a room are distinguishable, but the 
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brain cannot assign colors to those objects. Cones populate the central fovea within the 

retina and are exclusively responsible for color vision, also called photopic vision. Each 

of the three cone classes have broad, sun-activated sensitivity peaks located along 

different regions of the visible spectrum (Table 5.1).   

Table 5.1. Summary of reported retinal cone sensitivity peaks. 

S-cone (nm) M-cone (nm) L-cone (nm) Reference 

440 540 575 Brown  and Wald, 1964 

420 534 564 Bowmaker and Dartnall, 1980 

419 531 558 Dartnall et al., 1983 

-- 530 560 Schnapf et al., 1987 

424 530 560 Oprian et al., 1991 

426 530 557 Merbs and Nathans, 1992 

-- 530 563 Neitz et al., 1999 

-- -- 559 Kraft et al., 1998 

426 532 562 Average 

    

To understand the basis of color vision and color-vision deficiency, one must 

recognize that each cone class is sensitive only to photon flux and not to wavelength. At 

any given time, multiple cone classes are activated, and the relative absorption rates of 

each class are combined in the brain to generate trichromatic color sensations (Purves, 

2001; Simunovic, 2010). As a result, humans can interpret single-wavelength light and 

light mixtures as the same color. We exploit this trait in the design of digital displays, for 

example, where red and green light are combined to make yellow.  

Two nomenclatures exist to describe the three cone classes. Throughout this text 

we will use the “S, M, L” nomenclature, referring to the physical wavelength range 

(short, medium, and long) to which each cone class is sensitive. We intentionally avoid 

the more commonly used “R, G, B” nomenclature (red, green, and blue) here because the 



  91 

use of color-associated terms is misleading in understanding how these photoreceptors 

function together to produce color sensations.  

5.2.2 Color-Vision Deficiency 

For those with unimpaired, trichromatic vision, the primary source of irregularity 

in color perception is variations in the color of the macula, a yellow-tinted filter that 

protects the eye from short-wavelength radiation (Kreissig et al., 1981). This variation 

does not fall under the definition of color-vision deficiency because CVD describes 

explicitly a variety of color perception disorders linked to photoreceptors in the retina; 

these disorders are the result of one or more poorly functioning, non-functioning, or 

missing cone classes that cause a shift in the location of sensitivity peaks. CVD is 

categorized into four types (monochromatism, dichromatism, anomalous trichromatism, 

and achromatism) based on the number of cone classes affected (Fig. 5.2) (Judd, 1943; 

Burnham et al., 1963). The severity of color vision deficiency falls along a broad 

spectrum, ranging from individuals unaware they have a color deficiency to those with a 

complete inability to experience chromatic vision. Figure 5.2 provides examples of what 

those with severe, end-member cases may see. The most noticeable effect of CVD is a 

reduction in successful color matching: the ability to reproduce color by adjusting the 

relative proportions of red, green, and blue lights (Wyszecki and Styles, 1982). 

Trichromats require exactly three colors of light to reproduce any color, given by C=αR+ 

βG+ γB, while an individual with CVD can match colors with only one or two colors of 

light: C= βG+ γB for red deficiency, C= αR+ γB for green deficiency, and C= αR+ βG 

for blue deficiency (Pitt, 1943). Degeneracy in the total number of perceptible colors is 
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therefore revealed by the person’s ability to match all colors using only one or two of the 

three colored lights. 

 

Figure 5.2. Color Vision Deficiencies. Colors as perceived by unimpaired vision (trichromacy) and three 

severe (end-member) forms of color vision deficiencies affecting S, M, and L cones. In monochromacy, all 

three cones (S, M, and L) are dysfunctional or absent. 

 

5.2.3 Color Models 

The three perceptual dimensions of human color vision are hue, saturation, and 

brightness (Fig. 5.3) (Wright, 1962; Wyszecki and Styles, 1982). Hue is the perceptual 

attribute that correlates a color (chromatic or achromatic) with one of the primary or 

secondary colors. Saturation describes the relative colorfulness of an object when 

compared to its brightness. Finally, lightness describes the ratio between the apparent 

emission of light from an object and a similarly illuminated object that is white in hue 

(Fairchild, 2013). Each color observed by the human eye can be described with a unique 

triplet containing a value for each perceptual dimension; color models transform these 

dimensions to describe colors differently. The number and range of colors that a given 

model can mathematically compute depends on the model's parameters, with dimensional 

boundaries constrained by the range of calculated triplets. Many models exist in general, 

and each serves a specific use. For example, additive RGB (red, green, and blue) colors 
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are best suited to light transmitted from a display whereas subtractive CMYK (cyan, 

magenta, yellow, and black) colors are better suited to light reflected off ink on paper.  

 

Figure 5.3. The three perceptual dimensions of color. 

 

The RGB model is one of the most widely used color models for use in computer 

applications. This color space is a unit cell where [0 0 0] describes black and [1 1 1] 

describes white. The RGB model is additive, meaning that the combination of red, green, 

and blue in some proportion produces each color. Any colors falling along the diagonal 

from [0 0 0] to [1 1 1] are comprised of equal proportions of red, green, and blue and 

thus, represent the lightness dimension of the model. Although the production of colors in 

RGB space is computationally simple and does not require any transformations to display 

information on most commercially available screens, the colors are device-dependent 

because an RGB triplet may appear as a different color on different monitors. 

Additionally, the linear luminance function used in this model generates a color space 

that is not perceptually uniform (Fig. 5.4). Perceptual uniformity exists when the 

Euclidean distance between colors in model space is directly correlated to the perceptual 

difference between them (See review of color spaces by Ibraheem et al., 2012).  
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Figure 5.4. RGB color space. A segmented RGB unit cell shows the absence of color constancy. Each pair 

of colors is equidistant in space, yet the perceived difference between each of the paired colors is different 

(i.e., the two greens appear much more similar than the purple-pink pair). 

 

Several models have been developed to address these problems including HSV 

(hue-saturation-value), HSI (hue-saturation-intensity), CIELUV (Robertson, 1990), and 

CIELab (McLaren, 1976). Although each of these models is approximately perceptually 

uniform, CIELab and CIELUV generate unintuitive palettes because they lack color 

constancy (Ibraheem et al., 2012), and HSV and HSI models contain undefined 

achromatic (black, grey, and white) hue values that do not translate back into RGB space 

for digital display. 

These major pitfalls are addressed by the HCL (hue-chroma-luminance) model, 

which is built to provide color constancy, defined achromatic hues, and perceptual 

uniformity (Sarifuddin & Missaoui, 2005). In this model, chroma is defined as the 

colorfulness of an object or area compared to pure white considered under the same 

illumination conditions. Luminance describes the perceived radiance of an object or area 
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weighted by the luminosity function defined by CIE. Changes in luminance are 

proportional to changes in contrast, making this function more useful than the lightness 

attribute. In this model, chroma and hue can be defined as a combination of the three 

chrominance elemental sensations from the Munsell color system: R-G, G-B, and B-R 

(Munsell, 1919). Luminance values are extracted from RGB colors by considering three 

fundamentals: (1) a color containing more white is brighter than one containing less 

white, (2) a saturated color contains no white and has a maximum chroma value, and (3) 

an increasing value of white results in a decreasing chroma value. Luminance can 

therefore be defined as a function of Max(R,G,B) and Min(R,G,B). Consistent with 

human visual sensitivities, increasing luminance decreases the chroma, making a color 

appear whiter. Additionally, there is constancy in the angles between hues, meaning the 

spacing between primary and secondary colors are equal. Red, yellow, green, cyan, blue, 

and purple are located at 0˚, 60˚, 120˚, 180˚, 240˚, and 300˚, respectively (Sariffudin & 

Missaoui, 2005). 

5.3 Palette Construction 

 

The model presented here produces palettes that are functional for a wide range of 

color acuities by utilizing a color space with perceptual uniformity and color constancy. 

The addition of functions that (1) maximize the distance between adjacent palette colors 

and (2) create a smooth transition in luminance across the length of the palette allows this 

model to satisfy the three specific attributes that enable enhanced readability: color 

constancy, perceptual uniformity, and logical progression. The net result is that color 

palettes generated using AccessColor are closely traceable to how the human eye 
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perceives color. 

Palette construction begins with user-defined parameters, including the input and 

output color model type (RGB, HCL, HEX, or CMYK), the desired number of bins, the 

selection of starting and ending (endmember) colors, and the choice of palette type. Two 

palette types are available, sequential and diverging. Sequential palettes are comprised of 

either a single hue or multiple hues along a straight line on the hue axis in HCL space. 

Diverging palettes have three user-defined color inputs (starting, ending, and intermediate 

values) where each half of the palette is independently populated either as a single-hued 

or multi-hued sequential palette.   

5.3.1 Transformation from RGB to HCL Color Space 

The HCL color space (herein referred to as “HCL-space”), defined by Sarifuddin 

and Missaoui (2005), is transformed from the RGB unit cell. HCL triplets are 

parameterized by hue expressed in degrees from -180° to 180°, chroma expressed in 

scaled values of 0 to 170, and luminance expressed in scaled values of 0 to 130 (Fig. 5.5). 

The general transformation is as follows: 
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Figure 5.5. HCL vector-space with luminance on the z-axis, chroma on the x-y axis, and hue in degrees 

from -180° to 180°. 

 

5.3.2 Hue, chroma, and luminance functions 

To generate a sequential color palette the user selects an initial color, 

Pi=[Ri, Gi, Bi], and a final color, Pf=[Rf, Gf, Bf],  along with a number of bins, N. 

We then transform Pi and Pf to equivalent colors in HCL-space (i.e., Pi=[Hi, Ci, 

Li] and Pf=[Hf, Cf, Lf]) using Sarifuddin’s equations. We work entirely within 

HCL-space to build the intermediate palette members. The hue for each palette 

member is set by linearly interpolating between Hi and Hf. This is a particularly 

important step in creating color palettes for end users with reduced color vision 

acuity because it ensures that adjacent palette members have equal Euclidian 

spacing and thus, adjacent palette members are equally perceptually distinct. 

Additionally, the linear hue interpolation ensures the palette has an apparent 

logical order. The chroma value for each palette member is likewise set by 
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linearly interpolating between Ci and Cf. This method prevents the inclusion of perceptual 

“hot spots,” or individual palette members that are significantly more intense or saturated 

than other palette members. Hot spots are problematic for end users because they can 

lead to inaccurate interpretations or place unintended emphasis on certain elements in the 

data product, even for those with unimpaired color vision.  

For the sequential palette, luminance values are generated by convolving a normal 

distribution with a linear interpolation between Li and Lf. The width of the normal 

distribution is proportional to the distance (in HCL-space) between starting and ending 

palette colors. The height of the normal distribution is proportional to the endmember 

luminance, taking into account how saturated in luminance the user-selected palette 

endmembers are. This prevents palette members from becoming “washed out” when the 

luminance value of one or both of the end members is high. This method generates larger 

first-order differences in luminance values where human sensitivity to luminance is low, 

and smaller differences where sensitivity is high, thereby ensuring adjacent palette 

members are perceptibly distinct while maintaining logical progression. Examples of 

HCL-generated palettes projected into RGB-space can be found in Figure 6. 

To generate a divergent color palette, the user selects an initial color, Pi, a middle 

color, Pm, and a final color, Pf, along with the number of bins, N. Because creating logical 

divergent palettes requires discrete interpolation between Pi and Pm as well as between Pm 

and Pf, this inherently creates color palettes that are asymmetrical in length when N is 

even (divergent palettes with symmetrical length can only be created when N-3∈2ℤ). 
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We handle even N inputs by allowing the color palette to be longer by one palette 

member between Pi and Pm than it is between Pm, and Pf.  

We begin generating the divergent palette by performing the same transformation 

from RGB-space to HCL-space for Pi, Pm, and Pf. Hue and chroma functions are 

interpolated linearly from Hi to Hm and from Hm to Hf to maximize the perceptual 

distance between colors, produce a logical order, and prevent the inclusion of perceptual 

“hot spots”, as discussed above. The same luminance function used in the creation of 

sequential palettes is used to find luminance values between Hi to Hm and from Hm to Hf. 

By calculating luminance values each half of the palette independently, we prevent the 

middle of the palette from becoming overly saturated or washed-out compared to the 

starting and ending palette members.   

5.3.3 Transformation from HCL to RGB Color Space 

To make AccessColor palettes usable for a broad range of applications, including 

data product visualization, we arrived at the conclusion that it is necessary to provide 

model output options in RGB-space in addition to HCL-space. The RGB model is 

ubiquitous and easily converted to other popular color spaces (e.g., CMYK), making it a 

logical format to support. However, the transformation from HCL-space to RGB-space is 

more complex than the transformation from RGB-space to HCL-space described 

previously. Each color space has different dimensions, and the size and shape of 

topological space used to describe colors can vary between different models. It is 

therefore possible to derive invalid values when converting from one model space to 

another. For example, the conversion from RGB to HCL is injective, while the 

conversion from HCL to RGB is surjective; this relationship is a natural result of HCL-
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space utilizing parameters tied to human vision as a basis rather than staking the model 

parameters 1:1 to RGB-space. This inherently leads to the production of some colors in 

HCL-space that do not exist within RGB-space.  

To prevent the inclusion of HCL palette members that are unsupported by the 

RGB model, we apply a least-squares minimization to identify the RGB color that is 

closest (in HCL-space) to the given HCL palette member. This ensures that the final-

output RGB palette member is selected by choosing the RGB color that is 

mathematically, perceptually closest to the original HCL palette member. The final RGB 

output palette is then constructed by collecting the set of RGB-space colors that are 

closest to each respective HCL palette member.  

The net result is the “real,” allowable RGB value closest to the original, “true” 

color for each palette member. This conversion, though it diverges slightly from the 

optimized HCL palette that maximizes perceptual distance between member colors, 

ensures that an RGB color can be identified for each HCL palette member. HCL color 

space has not yet been widely adopted, so the transformation to RGB-space is necessary 

to achieve compatibility with most digital displays and a wide range of software 

applications. This also allows for easier conversion to other color spaces such as CMYK, 

which offers more flexibility and utility to the user. Overall, this capability extends use 

cases for AccessColor data products and provides the set of colors that is (to the human 

eye) perceptually closest to the optimized color palette. See Fig. 5.6, 5.7, and 5.8 for 

examples of single-hued sequential, multi-hued sequential, and diverging palette outputs, 

respectively.  
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Figure 5.6. Single-hue, sequential palette generated by AccessColor web application. The palette members 

are plotted in RGB-space to highlight the variable Euclidian distance required between palette members to 

maintain perceptual uniformity. 
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Figure 5.7. Multi- hue, sequential palette generated by AccessColor web application. 



  103 

 

Figure 5.8. Multi-hue, divergent palette generated by AccessColor web application. 

 

5.4 Limitations 

The AccessColor model approach prioritizes maximizing the perceptual distance 

between palette members over generating aesthetically pleasing palettes. We choose not 

to restrict the number of available bins nor define a parameter for aesthetics because we 

favor the user’s ability to choose semantically resonant colors and acknowledge the need 

for flexibility in a graphical display. To keep palettes CVD- accessible, we recommend 
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not exceeding ten bins for sequential palettes and 18 bins for diverging palettes. 

Furthermore, because aesthetics are a qualitative metric, we posit that the user should 

make their judgment in determining the intersection between aesthetically pleasing 

palettes and perceptually sound palettes produced by AccessColor. 

5.5 Web Application 

The AccessColor web application has reached alpha release and has been deployed 

internal to the Lunar Reconnaissance Orbiter Camera (LROC) instrument team server 

environment. Key capabilities of the web application include dynamically generating 

sequential and diverging color palettes based on user-selected color inputs. AccessColor 

offers graphical and textual controls for simplistic and intuitive input. The palette output 

is recalculated after changing any one of the parameters (e.g., start color, intermediate 

color, end color, the number of bins, or interpolation method), and the new palette is 

displayed to the user. AccessColor provides both graphical and textual output for the user 

to perform validation of palette suitability. The User can manually set hue interpolation to 

follow the shortest or longest path in HCL space, thereby reversing the sequence of hues 

used to build the palette from one end member to the other (see Fig. 5.9 for an example of 

this effect). The User can also change settings to manually toggle the Gaussian 

interpolation for luminance and chroma values, forcing AccessColor to use either linear 

interpolation or Gaussian interpolation for these values (see Fig. 5.10 for an example of 

this).
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Figure 5.9. Users can toggle between Direct (top) and Indirect (bottom) interpolation, where Direct 

interpolates across the shortest distance and Indirect interpolates across the longest distance around the 

color wheel. 
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Figure 5.10. Users can toggle between Gaussian interpolation (top) and linear interpolation (bottom) of 

luminance and chroma values.   
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The primary output display is a series of “color swatches” (homogeneous squares 

corresponding to the color value of each palette member) along with text labels positively 

identifying each color. An auxiliary display demonstrates the application of the output 

palette to a sample data visualization, including a variety of plots and graphs and a 

topographic map (Fig. 5.11). Because colors appear less saturated on a dark background 

(Pitt and Winter, 1974), the User may toggle between a light theme and a dark theme to 

better assess the suitability of the output palette (Fig. 5.12). Additionally, the User may 

independently set their desired input and output formats, selecting from a handful of 

popular color models (RGB, CMYK, HCL). 

 

Figure 5.11. Auxiliary outputs provide visualizations for common data types, including a shaded relief 

map.   
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Figure 5.12. Users can toggle between Light Mode and Dark Mode to more easily discern the efficacy of 

their chosen color palette.   

 

Future work will add support for color palette export/download, allowing the User 

to save the AccessColor output directly from the browser locally. Additional 

enhancements will include adapting the AccessColor web application for mobile users, 

including dynamic display options to scale between mobile and desktop scaling. This will 

include a multi-page view for mobile users, with adjustments to the core components and 

context-sensitive controls. 

5.6 Summary 

 

Countless domains depend on the interrogation of multiple datasets or 

multidimensional data and thus rely on color applied to images, plots, and figures to 

facilitate an understanding of the domain. Color often adds an extra dimension to data 

that serves to simplify the interpretation of complex information. Therefore, it is prudent 

to ensure that visualized data products have the widest possible reach by selecting color 
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palettes that are logically ordered and easily perceptible. A failure to make visualized 

data CVD-accessible inherently excludes approximately 9% of the target audience and 

reduces the effectiveness of these visualizations as a tool for communication. 

In particular, those affected by CVD tend to have trouble with tasks that require 

color tracking, or matching colors across discrete regions of a plot, such as matching the 

color of one data set in a line plot to its corresponding entry in the legend (Brychtova and 

Coltekin, 2016). CVD also makes it more challenging to identify colors confined to small 

regions of a plot or map. In some cases, this can be remediated by avoiding the use of 

schema-like color gradients, which implicitly create broad zones of color that are 

perceptually near-uniform. Unsurprisingly, for those with CVD this color scheme is 

much more difficult to interpret. This difficulty likewise applies to the efficacy of 

controls, interfaces, and graphics when considering user experience. A control that is 

inaccessible or even ambiguous to 9% of target users is considered a failure from a User 

Interface or User Experience standpoint. Models like AccessColor, which create palettes 

from a perceptually uniform color space, allow the reader to overcome color vision 

barriers to experience and interpret visualized data. Increasing the perceptual distance 

between palette members is critical to using AccessColor to make visual aids more 

accessible. Most importantly, AccessColor extends the reach of data products and 

increases the efficacy of plots and charts for readers with CVD, without diminishing the 

experience for those with nominal color vision. 

Palettes generated by AccessColor are optimized for ease of interpretation, with 

palette members that are both distinct from their neighbors and progress logically through 

color space. The perceptual uniformity and color constancy of HCL-space permits us to 
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use linearized hue and chroma functions, while a non-linear luminance function directly 

plays to the luminance sensitivity of the human eye; the difference between luminance 

values of adjacent pallet members increases where optical sensitivity is low and increases 

where sensitivity is high. This method reduces mid-palette skew, incorporating 

intermediate palette members with hue, saturation, or lightness values that deviate 

significantly from their nearest neighbors. AccessColor makes it easy for the user to 

select palettes suitable for a wide range of color acuities and uniquely suited for a given 

dataset. 
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