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ABSTRACT  

 

Traditional imaging systems such as the human eye and optical cameras capture 

the scene ahead of them called the line of sight (LoS) objects. These imaging systems are 

limited by their lack of field of view (FoV). Information about the non-line of sight 

(NLoS) objects is lost due to the objects in the LoS. They are either opaque or absorb all 

the incident energy, allowing for no information about the NLoS scene to be transmitted 

back to the detector. Amongst the popular methods used for NLoS imaging, acoustic 

imaging [8] offers low resolutions and suffers from interference from environmental 

factors. Optical methods like time-of-flight (ToF) imaging perform poorly due to shorter 

wavelengths leading to more scattering and absorption by occluding objects in the scene. 

NLoS imaging with electromagnetic (EM) rays is preferred over traditional methods 

because of its allowance for higher spatial resolution. It is subject to lesser interference 

by atmospheric factors (wind, temperature gradients.) 

Most everyday surfaces offer diffuse and specular reflection due to their material 

properties. They behave as lossy mirrors enabling propagation paths between a Terahertz 

(THz) Imaging System and the NLoS objects. THz waves (300 GHz – 10 THz) are the 

least explored if not exploited band of frequencies in the EM spectrum. A THz NLoS 

Imaging system is a Radar (Radio Detection and Ranging) that works by recording the 

backscatter information received from sending out EM signals into free space where the 

EM signals undergo multiple bounces off different objects in the scene. Due to the 

inherent nature of the radars, the return information is perceived in a way that the NLoS 

objects are improperly depicted when reconstructed.  
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A correction algorithm to account for this misplacement in the reconstruction of 

NLoS images is proposed and its implementation is discussed in detail as a part of this 

work. The reconstruction algorithm processes the obtained raw THz image and performs 

multiple stages of classification between LoS and NLoS objects using ray casting [5]. 

Then the information about line-of-sight objects is fed to a line detection mechanism to 

detect and model the detected surfaces as mirrors. Mirror folding [1] is performed starting 

from the farthest generations for the objects in non-line of sight. This algorithm has been 

evaluated with simulated images of objects behind a single wall and two walls. With the 

help of a scanning THz imaging system, measurements were collected in a controlled 

environment, and this data was fed into the implemented algorithm for testing. 
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CHAPTER 1 

INTRODUCTION 

NLoS Imaging is the method of identifying hidden scenes around an obstacle, for 

example, a corner by indirectly illuminating the hidden scene with a suitable source and 

reconstructing the information obtained at the detector using appropriate image 

reconstruction algorithms. This idea of leveraging the indirect path of propagation of 

information from the line-of-sight surfaces, to obtain information about objects in the 

Non-Line of Sight domain of the detector is growing in popularity. The information about 

the object in the NLoS is collected using the wave reflections from the nearby surfaces 

that establish the indirect path of propagation. This kind of imaging can be useful in 

several areas, for example, a.) Simultaneous Localization and Mapping (SLAM) is an 

area where the usage of Non-Line of Sight (NLoS) imaging can be used for efficient 

indoor navigation, localization, and tracking. b.) It can be used in collision avoidance in 

robotic and autonomous driving environments. As is, due to the nature of how the 

imaging is performed and processed, this imaging information cannot be directly used 

and needs further improvement. The implementation of one such image reconstruction 

algorithm is discussed in detail as a part of this research. In this work, we focus on the 

reconstruction of imaging information obtained in the THz frequencies. 

1.1 Motivation and Current Techniques 

Imaging is the concept of reproduction of an object’s form for visual representation. 

Imaging systems thus used to capture and reproduce the visual representation are broadly 

classified into passive and active systems depending on how they illuminate their targets. 
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Passive imaging refers to the process of generating images without actively emitting any 

form of energy or radiation to illuminate the target or the subject of the image, instead by 

relying on ambient sources of radiation such as reflections due to natural light, thermal 

radiation emitted by objects, etc., Cameras that are commonly used to capture images are 

considered passive imagers because they only capture the subject based on the light 

reflected onto the sensor from the background. Active imaging is where the imaging 

system emits energy, usually in the form of light, sound, or electromagnetic waves to 

illuminate a subject or the target. LIDARs, RADARs, and acoustic imaging fall under 

active imaging. 

 

Figure 1-1: Classification of imaging systems, active imaging, passive imaging. 

 Another classification in imaging is based on the type of objects or targets that are 

imaged. Objects that are directly in front of the imaging system can be termed line of 

sight (LoS) objects. Objects that are partially occluded by reflecting surfaces, not in the 

direct line of the imager, are termed non-line of sight (NLoS) objects. 
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Figure 1-2: Classification of imaging systems, LoS imaging, NLoS imaging 

Often, passive imaging systems only capture objects that are in their direct line of 

sight without the presence of mirrors. Active imaging systems employ a variety of 

hardware elements, for example, arrays of lasers, photodetectors, microphone arrays, 

antenna arrays, and microwave transceivers to capture NLoS objects. Capture of NLoS 

objects is done by utilizing the properties of materials around them and relying on 

information carried back to the imaging system by wavefronts reflected from the surfaces 

in the vicinity of the objects in the NLoS region. The return signal’s amplitude and phase 

information are processed to reconstruct the positions of the NLoS objects. 
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Figure 1-3: Overview of acoustic NLoS imaging [8] 

 NLoS Imaging employing the idea of acoustics has been demonstrated in [8] 

where low-cost microphones and speakers are used to image and resolve 3-D shapes 

around the corners. This technique relies on the idea that the walls around which the 

objects are to be captured exhibit specular reflection.  

Specular reflection is the idea of a wave being reflected at the same angle from the 

surface normal as the incident wave.  This technique does not employ focusing elements 

and relies on modeling wave effects for sound propagation as acoustic waves dampen 

faster and are absorbed in the presence of certain materials like foam etc.,  
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Figure 1-4: Acoustic NLoS imaging setup [8] 

As seen above, NLoS imaging setup based in acoustics has a bulky setup including 

several microphones, speakers, and sound absorbing materials which would be 

impractical to employ in a typical use case for NLoS imaging that is generally outside 

where there could be a lot of acoustic noise.  

 

Figure 1-5: NLoS imaging based on diffuse scattering of light. 
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NLoS Imaging employing light in visible and infrared spectra suffer from diffuse 

scattering [9] due to surface imperfections leading to the reflected waves having an 

arbitrary phase at every point on the surface leading to reconstruction errors for NLoS 

objects. To address the problem of diffuse scattering, high-speed imaging methods using 

pico-second lasers, time time-resolving cameras have been proposed [18] . The problem 

with such light-enabled imaging techniques is that they suffer from long integration 

times, weakly scattered signals, and smaller FoV. 

 

Figure 1-6: Picosecond laser based NLoS imaging system [18]. 

Imaging techniques that are based on visible, infrared light also suffer from weak 

backscattering from occluding surfaces, narrower fields of view, and degradation in 

reconstruction due to multipath losses. [18]. 

 

Figure 1-7: Electromagnetic spectrum depicting THz frequencies/wavelengths. 
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 At microwave frequencies, radar imaging techniques are applied to NLoS imaging 

tasks. While this technique suffers from stronger edge diffractions, semi transparency of 

materials leading to the cluttering of images due to multipath propagation, THz waves a 

class of microwave frequencies can be used to overcome the difficulties posed by 

multipath propagation. THz waves (100 GHz - 10 THz) feature wavelengths of the order 

of millimeters – sub-millimeters and are strongly reflected in a single direction (specular 

scattering) by most of the material surfaces in the real world.  

 

Figure 1-8: Types of reflection occurring in microwaves, optical waves, THz waves 

[2] 

By taking advantage of both specular and diffuse reflections from materials in the real 

world, THz waves allow for reflecting surfaces to be modeled as lossy mirrors allowing 

for imaging of NLOS objects from a single observation location. Since the mirroring 

surfaces are directly in LoS they can be imaged by capturing the backscattered waves 

(diffuse scattering). This method has been proven to be successful in detecting NLoS 

geometries. 
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1.2 Scope and Contributions of this Work 

 

Figure 1.9: Image correction for NLOS objects. (a) Simple topology with two LoS 

and one NLoS object. (b) NLoS object appears behind the LoS surface in the mm-Wave 

image (c) Using mirror folding, translation, the NLoS object is placed in the correct 

position. [3] 

While the advantages of imaging NLoS scenarios using THz waves are clear, the 

images captured by the system need to be corrected to properly account for the errors in 

the positions of objects in the NLoS domain. This work demonstrates the implementation 

of a correction algorithm that transforms the raw THz images into the correct geometry. 

The outline of the algorithm is that the raw data is collected from the imaging system. 

Ray casting [5] is used to  classify LoS and NLoS objects. The classification step can be 
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applied multiple times to reconstruct multi-bounce scenarios. Probabilistic Hough Line 

transform is applied to the LoS surfaces to detect the LoS mirror and find its endpoints. 

The endpoint information generation is used to tag each NLoS object within the field of 

view (FoV) of a given LoS mirror. Mirror folding is applied to correct the positions of 

NLoS objects.  

1.3 Abbreviations 

The abbreviations used in this thesis are summarized in Table 1.1 

 

1.4 Chapter Description 

The structure of this document is detailed in the following chapters as  

• Chapter 2 describes the ideas of LoS and NLoS imaging in detail, different 

techniques of imaging in both domains; the Advantages of using THz waves for 

NLoS imaging, and the need for proper reconstruction algorithms.  

• Chapter 3 introduces the ideas of thresholding for the region of interest detection, 

classification by ray casting, and line detection using hough line transform and 

geometric transformation to correct a given raw THz imaging scene. The chapter 

concludes with a breakdown of results obtained on both measured and artificial 

imaging scenarios. 

• Chapter 4 is the closing chapter in this thesis detailing the summary of work, 

improvements that can be made to the current algorithm.   
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Table 1.1: Summary of Abbreviations 

 

Acronym Abbreviation 

CCD Charge Coupled Device 

FOV Field of View 

FMCW Frequency Modulated Continuous Wave 

GHz Giga Hertz (109 Hz) 

IFT Inverse Fourier Transform 

LiDAR Light Detection and Ranging 

LOS Line of Sight 

MIMO Multiple Input Multiple Output 

NLOS Non-Line of Sight 

RADAR Radio Detection and Ranging 

SLAM Simultaneous Localization and Mapping 

SNR Signal-to-Noise Ratio 

TCP Transmission Control Protocol 

THz Tera Hertz (1012 Hz) 

TOF Time of Flight 

USB Universal Serial Bus 

VNA Vector Network Analyzer 
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CHAPTER 2 

TERAHERTZ AND NON-LIGHT OF SIGHT IMAGING CONCEPTS 

2.1 Introduction to THz Imaging 

THz bands lie between the microwave and Infrared (IR) frequency bands featuring 

wavelengths of the orders of 0.03 mm to 3 mm. The THz waves are non-ionizing, non-

destructive, and do not penetrate deep into the surface of most materials. The term THz 

gap (Figure 1-7) indicates this unexplored part of the EM spectrum due to the lack of 

wide technological and commercial development.  

 

Figure 2-1: Terahertz waves reflect from most building surfaces and enable 

multipath NLoS imaging under low visibility conditions with compact and portable 

imaging systems. 

 

Because of their shorter wavelengths, a higher spatial resolution is possible. This is an 

important feature for imaging. Most of the day-to-day surfaces, like the rough brick 

walls, and dry walls around which we intend to image the NLoS objects have a surface 

roughness comparable to the wavelength of THz waves. The problem of some surfaces 
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not being detected as in the case of highly penetrable microwave frequencies is not 

present.  

2.2 Active THz Imaging (LoS) 

2.2.1 Experimental Setup 
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Figure 2-2: Active THz imaging system. a.) Principle of operation of a THz imaging 

system, showing a single LoS wall and a NLoS object being captured. b.) Block diagram 

of components in a THz imaging system. c.) Side view of a THz imaging system. d.) 

Software interface to capture THz image. 
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Capturing a THz NLoS image requires the scattered signal to be collected across 

an aperture at distinct positions and the total bandwidth. The process of image capture is 

performed by a MATLAB application shown in Figure 2-2(d). This interface allows for 

scanning of the beam in azimuth, elevation, frequency. 3 of these parameters can be 

controlled independently by changing the values of ‘Number of Points Y’, ‘Number of 

Points X’, ‘Start Frequency’, ‘Stop Frequency’ respectively. 

As mentioned in section 1.1 active imaging systems generate their illumination to 

capture the objects in each scene. The THz imaging system contains a single sub-THz 

transceiver, the Rohde and Schwartz (R&S) VNA coupled with a diagonal horn antenna 

connected to the transceiver. The transceiver is a VNA extender that measures the S11 

parameter in the WR3.4 band (220 GHz – 330 GHz). The feed horn has an HPBW of 100 

and a gain of 26 dB. The imaging system emits a diverging THz beam into the free space. 

This diverging beam is focused on a translational metallic stage using a custom Teflon 

lens. The lens is placed 50 cm from the position of the horn and has a focal length of 44.5 

cm. This arrangement leads to the THz beam being focused onto a spot with an 

approximate radius of about 1.7 cm at 3.6 m. The motorized metallic mirror has two 

stepper motors that can be controlled using the Arduino microcontroller board via the 

MATLAB interface. The imaging system can form a narrow THz beam with the beam 

being steerable in the +- 15o range. 

2.2.2 Generating a THz image 

We assume this to be an active imaging system where a narrow beam is scanned 

in both azimuth, elevation directions to obtain the angle-of-arrival (AoA) information of 

the backscattered signals. At each scanning angle, time-of-flight (ToF) information of the 
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received signals is also measured. By combining AoA and ToF information, a 3D image 

of the scene shown as range vs cross range is formed. The 3D image is made of voxels 

(3D equivalent of a pixel). The brightness of  each voxel corresponds to the intensity of 

the backscattered signal.  

For imaging, it is noted that, based on the Rayleigh criterion, the angular 

resolution is 

θ =  1.22λ/D 

where λ is the wavelength of the incident signal, and D is the diameter of the imaging 

aperture. According to the sampling theorem, the range resolution is given by 

𝑅𝑎𝑛𝑔𝑒 𝑅𝑒𝑠𝑜𝑙𝑢𝑡𝑖𝑜𝑛 =  𝑐0/(2β) 

where c0 is the speed of light in free space and β is the bandwidth of the measurement 

frequency. 

The MATLAB script controls the R&S VNA, Arduino to trigger capturing the 

image and stores the data into a 3D matrix of dimensions Na x Ne x M where Na is the 

number of scanning angles in the Azimuth plane, Ne is scanning angles in the elevation 

plane, M is the number of discretized frequency points along the range direction. At each 

scanning angle, the transceiver measures the S11 parameter in the frequency domain. Each 

point in the resulting dataset is a complex-valued voxel which is then converted into a 

time-domain data point by applying the Inverse Fourier Transform (IFT). This conversion 

helps obtain the range information based on c0.  

The numerical value assigned to each voxel corresponds to the intensity of the 

backscattered signals (reflections containing the information about the NLoS object 

originating from the LoS surfaces back at the transceiver).  
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Because of the nature of propagation in THz waves, we have an initial image that 

is an inaccurate depiction of the actual scene. Due to strong specular reflection from 

neighboring surfaces in the scene, multiple reflections may occur leading to the formation 

of ghost objects. i.e., the NLoS objects will appear in incorrect poses (position and 

orientation) at incorrect locations within the raw image. This presents a need for 

correcting the position of NLoS objects to reposition and reorient them to represent their 

real-world positions. To perform such a correction, we take the 2D cut of the 3-D image 

and apply the correction algorithm. 

2.3 LoS Image 

 

Figure 2-3: Illustration of a Line-of-Sight Imaging System 

Shown here is a cartoon of a subject in the LoS of THz camera. The imaging 

transceiver emits THz waves towards the subject.  As there are no strong reflecting 

surfaces, the reflections from the object in front of the THz camera are scattered directly 

back to the transceiver. Once processed, we have figure 2-4. 
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Figure 2-4: Depiction of a LoS object captured by the THz imaging system. 

The object in the line of sight is depicted by the bright yellow blob in front of the 

imaging system. As mentioned previously, this is a 2D cross-section of the 3D scene. 

2.4  NLoS Image 

An example NLoS image has been captured by placing a mannequin in the hall 

corridor of a hallway at THz research laboratory. The imaging system is in the hallway 

facing the walls and a mannequin is placed next to a fire extinguisher box in the corridor. 

A simple beam scanning is performed with the imaging system capturing the edges of the 

wall, the NLoS region which is reconstructed in figure 2-5. 
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Figure 2-5: A THz Imaging experiment performed with the THz camera facing 

the wall and a mannequin placed in the NLoS region of the Camera. 

a.) THz imaging system facing LoS walls with an edge. 

b.) NLoS region representing the presence of a mannequin and a fire extinguisher 

box. 
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Figure 2-6: Reconstruction of THz image with ghost objects in the NLoS region  

As we can see, the NLoS objects, mannequin, fire extinguisher box are seen as if they are 

behind the wall, instead of in their correct position, the corridor. This is a wrong 

depiction of the scene. We call the objects behind the walls as ghost objects.  A method 

to solve this problem is represented in chapter 3. 
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CHAPTER 3 

THz NLoS CORRECTION ALGORITHM 

The idea now is to correct the scene by solving the problem by using image 

processing techniques. As mentioned in the earlier chapters, we are now to use the 2-

dimensional representation of the 3D reconstruction and correct for the wrong positions 

of the ghost objects. The problem of detecting LoS objects in a scene/image has been 

well understood and solved many times using a multitude of techniques in the field of 

computer graphics. One such technique is ray casting from a point source to detect 

whether the cast ray is hit or missed. For that and to achieve proper correction, we move 

the problem from the RF domain into the image processing domain where every image is 

a 2-dimensional matrix of numbers represented by various intensities. The smallest unit 

of an image is termed to be a pixel. 

 

Figure 3-1: Representation of an image as a two-dimensional matrix 

Every image coming out of our THz imaging system is considered a matrix formed 

by the 2D cross section in the azimuth and elevation directions of the 3D image To walk 

through the correction procedure, a simulated test case is considered where an object is 
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around a corner from the viewport of the THz camera in front of a wall. A scan is 

performed in the azimuth and elevation directions to capture an NLoS image . 

 

 

Figure 3-2: 2D cut of a 3D THz image with an object in the NLoS region of the 

camera. 

3.1 Pre-processing 

We collect the raw data from the MATLAB script, apply IFT, and generate a 3D 

reconstruction of the scene captured by the THz camera. Before correction can be applied 

we convert this information into a 2D image as it can be seen in Figure 3-2. Before each 
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image is processed any further, we apply a thresholding step to the image. i.e., a pixel 

intensity above which the information in the image is to be retained is chosen and the rest 

of the information is considered as free space. This aids in removing any noise due to 1) 

receiver intrinsic noise and 2) clutter noise (multipath diffuse scattering) and helps in 

accurate reconstruction of the scene. 

 

Figure 3-3: Example of a THz image after applying mirror folding. 

In this figure, a corrected representation of figure 3-2 is shown. Here the NLoS 

object has been mirrored around the LoS wall. We can see that the LoS wall is at a 

distance from the imaging system, and the NLoS object is close to the LoS surface. 
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Figure 3-4: a.) Example of a THz image with an object far away from the LoS surface 

pre-folding. b.) NLoS object out of the bounds of image after mirroring. 

In cases where the LoS surfaces are near the imaging system and when the NLoS objects 

are farther away from the LoS surface, a problem may arise i.e., after mirroring since the 
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NLoS object will be placed at the same distance on the opposite side of the LoS surface, 

the position of NLoS objects could be determined incorrectly and it may be placed 

outside the bounds of the image. To solve this problem we increase the size of the THz 

image (upscaling) by preserving the locations of all objects in the image so that we can 

properly mirror the NLoS object without the problem of it being outside the bounds of 

the image.  

3.1.1 Point Selection for Classification  

Once a suitable threshold is selected, we scale the canvas to a size that is 3 times 

larger in both height and size than the original dimensions. We then create a new canvas 

with those dimensions and carefully fill all the pixels that were above the selected 

threshold in such a way that the original image is at the center of the new canvas with 

enough space in all directions to be able to mirror the object to its right position. We also 

created a memory map of the location of the pixels in terms of their row and column 

indices. This set of points is called the region of interest and is used later down the 

pipeline. 
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Figure 3-5: A THz image represented on an upscaled canvas before applying 

correction. 

 

3.1.2 Classification by Ray Casting 

Ray Casting is the basis for most modern rendering solutions that use a geometric 

algorithm for ray tracing. The idea of ray casting is simple in the sense that geometric rays 

are traced along straight-line paths with the eye of the observer as the point of origin for 

these rays.  
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Figure 3-6:  Idea of Ray Casting for a Pin Hole Camera  

(By Scott Roth - Own work, CC BY-SA 4.0) 

Ray casting is a reliable and extensive method [5] for faster image generation and 

3-dimensional scene rendering although it is not the purpose that it is used for here in 

this work. The principles of ray casting applied here are like those applied in video 

games specifically to render objects that are only directly in front of the first-person 

character. All the assets behind the direct line of sight objects are not rendered to 

optimize the memory used by the game. Wolfenstein-3D is one such game that 

greatly utilizes the ray-casting technique to render scenes. 

 

Figure 3-7: Ray casting in a game engine (by Lucas Vieira - public domain) 

In this case, the position of the THz camera depicted by a solid red line in the 

figures shown previously is a singular point in the 2-dimensional space and serves as 

the source or the viewpoint from which the rays are to be rendered. We now make use 

of basic trigonometric principles to find the angle between different points in the 

region of interest and create buckets of points with each bucket labeled by its angle 

using the algorithm as follows: 

for co-ordinate in region-of-interest: 

 find angle with respect to the source: 

  if the angle has already been detected:  
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add the point to the bucket 

  if there is no bucket:  

create a new bucket and add that point to the bucket 

This process is analogous to casting rays in an image-rendering situation. Once the 

process of scanning across all the points in the region of interest is complete and all 

points have been placed into their respective buckets, we perform a simple sorting 

operation to place the points in an increasing order of their distance in terms of columns 

from the source point.  

For co-ordinate in each-bucket: 

 sort by column index 

Based on this operation, the first point in every bucket can be termed to be the closest or 

first point seen by the ray cast from the source and be termed to be a LoS object. We then 

set a distance threshold based on the estimated thickness of walls in several pixels and 

classify the rest of the points in the object as NLoS objects. Upon completion of this 

operation, we are left with two sets of points, called the LoS points and the NLoS points.   
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Figure 3-8: a.) THz showing LoS wall only. b.) THz image showing NLoS object only. 
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3.2 Mirror Detection 

Using the information about the LoS points in our canvas, we can now proceed to 

mirror surface detection. This work assumes perfect reflections and thus only focuses on 

modeling surfaces as plane mirrors i.e., straight line reflection. We used the knowledge 

acquired from the results of works [6] and [7] and applied it to our problem. 

3.2.1 Edge Detection 

Edge detection is a fundamental tool in image processing advantageous in the 

fields of machine and computer vision. It involves the identification of edges, and 

discontinuities in brightness or intensity within images using a multitude of techniques.  

Canny edge detection is a popular multistep edge detection technique that is useful for 

detecting a wide range of edges. The Canny Edge detector works by applying a Gaussian 

filter to smoothen the image and reduce noise as its first step. An intensity gradient 

calculation is performed to detect the direction of the edge propagation followed by a 

gradient magnitude thresholding. A second thresholding operation is performed, before 

finalizing the edges by hysteresis tracking. 
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Figure 3-9: Output from canny edge detection. 

An implementation of the Canny edge detector is provided by the OpenCV python 

package which is used here to obtain the edges from the LoS points. The edge 

information is available as a 2D matrix result which can then be used in the following 

stages of the algorithm.  

3.2.2 Probabilistic Hough Line Transform 

The edge information obtained in the previous stage can be used to extract the 

information about what parts of the image constitute a linear segment which can be used 

to model the mirroring surface. For this, we use a known line detection method called 
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Hough Transform. A line in a 2-dimensional space can be represented using a 

mathematical expression defined by  

𝑦 = 𝑚𝑥 + 𝑏 

where m is the slope of the line and b is the y-intercept. To avoid errors caused by odd 

values of slope caused due to vertical lines, the line shall be represented as  

𝑟 =   𝑥𝑐𝑜𝑠 θ +  𝑦 𝑐𝑜𝑠 θ 

Where r is the perpendicular distance from the origin to a point on the line and θ 

is the angle between the x-axis and the line connecting the origin with the closest point. 

Defining a line in two such methods gives us an opportunity to look at the possible set of 

lines in both the image space where the equation of a line is in y, x space and in a 

parameter, space defined by r, θ.  

 

Figure 3-10: Hough Transform in different stages of line detection  a.) Source image 

with a line in it. b.) Canny edge detection applied to the image containing a line. c.) 

Representation of edges in the Hough space. d.) Lines detected by the Hough transform. 
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A single point in the image space is represented by a sinusoid in the r, θ space.  For 

each point we obtain in the Canny edge detection step, a sinusoid is formed as shown in 

the “Hough Space” subplot in the figure above.  An accumulator array is created for each 

point in the edge set and a voting scheme is applied over the accumulator array. The 

accumulation happens across the sinusoid. Every intersection means an additional point 

falling onto a line. This process is abstracted by the OpenCV’s implementation of the 

Hough Transform P method which directly gives us the endpoints of the detected line. 

 

Figure 3-11: Multiple lines detected by applying probabilistic Hough line 

transform using edges from Canny edge detector. 

We obtain more than one line for a given surface and we need to reduce this 

solution set to one. Therefore, a secondary accumulation method is applied over the set of 

endpoints obtained. This accumulation process takes each point and finds the angle 
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between the source point which is the location where the THz camera is located.. With 

each line having two endpoints, we have two angles, θ1 and θ2 namely starting and 

ending angles. I created an accumulator vector with 180 spaces, one for each angle, and 

initialized with arrays containing zeros. For each range between the starting and ending 

angle, we fill the respective position with the value one. We detect the longest sequence 

of ones and set it as the starting and ending points of our detected line ergo, the starting 

and ending points of our surface. 

 

Figure 3-12: Accumulated line from Hough line transform output.  
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3.3 Forming Hierarchies for NLoS Objects 

Now that we know the starting and ending points of the mirroring surface, we can 

associate all the points in the NLoS region to that surface. This is programmatically 

achieved by the process of creating a Mirror object with all the NLoS points set as a 

parameter to that object. This process of associating the coordinates of the NLoS points 

to the surface they are to be mirrored about can be termed Hierarchy formation. 

 

3.4 Geometric Mirroring of NLoS Objects 

Although this is a simple geometric transformation and needs to be performed 

carefully, it is important `that there could be multiple mirroring surfaces that have been 

detected with multiple objects behind them. The process of finding the mirrored position 

of a point about a line is as follows. Given we know the starting and ending positions of 

the mirrored surface, they can be used to find the equation of the surface. 

Let the co-ordinate of the starting point of the mirror surface be (𝑥1, 𝑦1) and that of 

the ending point be (𝑥2, 𝑦2) the equation of the line joining these two points can be found 

as 

𝑦 − 𝑦1

𝑦2 − 𝑦1
=

𝑥 − 𝑥1

𝑥2 − 𝑥1
 

Comparing the outcome of this equation with another standard equation  

𝑎𝑥 +  𝑏𝑦 + 𝑐 = 0 

We can find the coefficients a, b, c and use them to find the mirrored position x, y of an 

NLoS point x3, y3 as 

−2(𝑎𝑥3 + 𝑏𝑦3  +  𝑐)

𝑎2 + 𝑏2
 =  

𝑦 − 𝑦3

𝑏
 =  

𝑥 − 𝑥3

𝑎
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With 𝑥1, 𝑦1 and 𝑥2, 𝑦2 being the endpoints of the mirroring surface and 𝑥3, 𝑦3 being the 

points in the NLoS region, the process of mirroring is repeated to obtain a mirrored point 

set. 

3.5 Addressing the Multi-Bounce Scenarios 

In the real world more than one reflecting surface may be present and reflecting 

surfaces may be present within the NLoS region of the imaging system. This may lead to 

multiple backscatters causing a secondary ghosting of the NLoS object. Below is one 

such example described in [2] 

 

Figure 3-13: A simulated scenario containing a reflective surface within the NLoS 

region of the first surface [2] 

Such a scenario requires multiple levels of corrections. It can be observed that the 

NLoS surface acts as a secondary mirror and the ghost object behind it needs to be 

corrected first and then the entire geometry needs to be corrected around the primary 

mirror. 

3.6 Applying the Algorithm for Multi Bounce Scenario 

We use the example scenario presented in [1] as an example to demonstrate the 

application of this algorithm for a multibounce scenario. 
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Figure 3-14: A simulated case with more than one bounce [2] 

As the first step in our pipeline, we apply thresholding and scaling. A preliminary 

LoS and NLoS classification is performed. 
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Figure 3-15: Top-level classification of the multibounce scenario. a.) LoS walls  

as seen from the THz camera. b.) NLoS objects hidden behind the LoS walls. 

In figure 3.15 we can observe multiple ghost objects and we can also see that the 

are mirroring surfaces in the NLoS region of the LoS surfaces. These mirrors can be 

called secondary mirrors. Because of the presence of the secondary mirrors, we cannot 

directly mirror the objects around each mirror and stitch the image together. We must 

now proceed to the next step of detecting the primary mirrors, accumulating for a single 

surface, and then grouping the NLoS objects to their respective mirrors, and performing a 

secondary search in each of the NLoS regions.  
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This procedure of detecting mirrors, secondary mirrors, tagging individual objects 

by the mirror, then mirroring the objects around secondary mirrors, mirroring these 

objects around the direct LoS mirrors in front of the THz camera is automated for a 2-

bounce case. 
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Figure 3-16: Mirror Surface detection and tagging by appropriate mirrors. 

a.) NLoS objects behind primary mirror 1 b.) NLoS objects behind primary mirror 2 

In figure 3-16, we can see how each of the mirrors and their associated NLoS objects are 

shown. Each of the mirrors that is detected is allocated a space in the program to store the 

positions of objects behind it, so that mirroring can be performed later. In sub figure a., 

we see that there is a secondary mirror in the shadow region or the  NLoS region of 

Mirror 1. The secondary mirror also has objects behind it.  

According to our idea of mirror folding, we need to first rotate the objects around 

the mirrors far from the THz camera i.e., secondary mirrors and then move on to the 

parent mirrors. We perform a second classification for objects in NLoS region of the first 
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mirror. 
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Figure 3-17:  Classification in the NLoS region of Mirror 1. a.) LoS mirror found in 

NLoS region of Mirror 1. b.)NLoS objects behind the secondary mirror. 

Edge detection followed by a line accumulation is performed for the secondary 

mirror like in the single bounce case. The endpoints of the secondary mirror are obtained. 
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Figure 3-18: Detected mirror in the shadow region of Mirror 1. 

It is to be noted that the mirrored points of this secondary reflection are still tagged to 

their primary mirror. Since there are no other secondary reflections for the other primary 

LoS surfaces. We start by mirroring the points with a secondary reflection of their new 

positions. 
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Figure 3-19: Reflecting NLoS objects within the shadow region of Mirror 1.  

A final mirror folding is applied to all the points that are tagged initially to the individual 

mirrors to result in a geometry that represents the actual positions of all the objects. 
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Figure 3-20: Side by Side comparison of the final mirror folding obtained from the 

implementation of the algorithm and the result presented in [2] 

We obtain a near-accurate result to what the original proposal shows. The errors in 

accuracy can be accounted for by accumulated errors due to improperly mirroring 

second-generation reflections. 
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CHAPTER 4 

CONCLUSION 

4.1 Summary 

This work is focused on building a system that functions as raw data in and corrected 

image out.  What this work isn’t is that it does not focus on what EM wave techniques are 

used or their mathematical explanations.   

 

This work begins with an explanation of why and how THz imaging can be leveraged for 

NLoS imaging and its associated applications. A detailed description of how the imaging 

setup operates, and how raw data is processed to construct a 3-D scene is discussed. 

Then, to correct the errors caused by objects being incorrectly depicted as ghost objects, 

image processing techniques like ray-casting, Hough-line transform, canny-edge 

detection, are discussed. These image-processing techniques are combined to form a 

correction algorithm. This correction algorithm is applied to single bounce and multiple 

bounce scenarios and the results have been presented. 

 

4.2 Conclusions 

1. This method is what is known as a post-processing technique where once the data 

collection is completed, it undergoes multiple preprocessing steps and the image is 

corrected. The algorithm has been implemented in Python programming language for 

the ease of rapid iteration. Python is typically considered a slow language. Thus we 

need to implement the algorithm in a low-level programming language like C or C++ 

so that it can be used in real time correction. 
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2. The preprocessing steps are currently handled in two programming languages, 

MATLAB and Python which makes the entire pipeline slower than usual. A way to 

eliminate this process would be to implement the IFT pipeline in the raw image 

handler of the algorithm itself. Once this bottleneck has been eliminated comes the 

step where we adjust many thresholds used in determining the region of interest 

determination.  

3. The algorithm in its current form is capable of handling reflections caused by mirrors 

up to two generations; this is achieved by automatically searching through the NLoS 

objects of the first-generation mirrors for any secondary mirrors. This step can be 

extended to generations greater than 2 by making necessary parameter changes within 

the program. 

4. As discussed in earlier chapters, THz raw images are 3D in nature formed by plotting 

the voxels. The current algorithm can be expanded to 3D domain by implementing 

edge and line detections for 3D surfaces and extending the geometric mirroring in 

linear domain to 3 dimensions. 

5. One of the still manual steps in the mostly automated solution to THz image 

correction is threshold selection, which is carried forward into several steps down the 

pipeline. This can be automated by estimating the average intensity of the voxels in 

the 3D image and finding its corresponding value in the 2D cross-section. 

6. Since most of the image processing operations are vector-based, more performance 

can be achieved through performing parallel processing. 

Overall, this algorithm can be successfully used to correct THz images up to 2 

generations with the exception of accuracy errors for 2 bounce cases. As one can see, in 
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figure 3.20, the image on the right is cleaner than the one that has been corrected by the 

automated algorithm. It is because the points that are to be reflected were hand-picked 

carefully and were manually placed in their correct positions. As we can see from the 

image on the left, some of the objects are not correctly placed in their positions. This is 

because of the mirroring errors that occurred in the secondary mirror. These errors got 

carried forward to the primary mirror where the error increased. This can be eliminated 

by carefully tuning the mirroring algorithm. 
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APPENDIX A 

 

MAXIMUM UNAMBIGIOUS RANGE OF A RADAR 
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The maximum unambiguous range of a system is defined as the maximum distance that 

the radar energy can travel from the source to the target and back to the source between 

pulses and still produce reliable information. Also known as the maximum unambiguous 

detectable range it is given by the formula 
𝐶0

2∆𝑓
 where ∆𝑓 is frequency step according to 

the sampling theorem. Since the maximum unambiguous range determines the distance at 

which the objects in a NLoS image can be resolved, the frequency step is carefully 

selected so that objects of the size of a few centimeters can be resolved between the 

distance of ~1m-2m in the imaging experiments. 

 


