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ABSTRACT

Rapid increases in the installed amounts of Distributed Energy Resources are forcing

a paradigm shift to guarantee stability, security, and economics of power distribution

systems. This dissertation explores these challenges and proposes solutions to enable

higher penetrations of grid-edge devices. The thesis shows that integrating Graph

Signal Processing with State Estimation formulation allows accurate estimation of

voltage phasors for radial feeders under low-observability conditions using traditional

measurements. Furthermore, the Optimal Power Flow formulation presented in this

work can reduce the solution time of a bus injection-based convex relaxation for-

mulation, as shown through numerical results. The enhanced real-time knowledge

of the system state is leveraged to develop new approaches to cyber-security of a

transactive energy market by introducing a blockchain-based Electron Volt Exchange

framework that includes a distributed protocol for pricing and scheduling prosumers’

production/consumption while keeping constraints and bids private. The distributed

algorithm prevents power theft and false data injection by comparing prosumers’ re-

ported power exchanges to models of expected power exchanges using measurements

from grid sensors to estimate system state. Necessary hardware security is described

and integrated into underlying grid-edge devices to verify the provenance of messages

to and from these devices. These preventive measures for securing energy transactions

are accompanied by additional mitigation measures to maintain voltage stability in

inverter-dominated networks by expressing local control actions through Lyapunov

analysis to mitigate cyber-attack and generation intermittency effects. The proposed

formulation is applicable as long as the Volt-Var and Volt-Watt curves of the invert-

ers can be represented as Lipschitz constants. Simulation results demonstrate how

smart inverters can mitigate voltage oscillations throughout the distribution network.

Approaches are rigorously explored and validated using a combination of real distri-
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bution networks and synthetic test cases. Finally, to overcome the scarcity of real

data to test distribution systems algorithms a framework is introduced to generate

synthetic distribution feeders mapped to real geospatial topologies using available

OpenStreetMap data. The methods illustrate how to create synthetic feeders across

the entire ZIP Code, with minimal input data for any location. These stackable sci-

entific findings conclude with a brief discussion of physical deployment opportunities

to accelerate grid modernization efforts.

ii



DEDICATION

To My Family

iii



ACKNOWLEDGEMENTS

I am deeply grateful to my advisor, Dr. Nathan Johnson, for his insight, direction,

and advice regarding the Ph.D. and otherwise. He has been a mentor guiding me

during tough times, made me a better writer, allowed me to participate in proposal

writing, believed in me, and taught me how to be a mentor for someone else.

I am grateful for the support that I got from Dr. Anna Scaglione. She taught

me to look into a problem from a mathematical standpoint, helped me to overcome

my fear regarding the theoretical development of a problem formulation. This work

benefited a lot from her guidance and advice, and direct involvement.

I want to thank my other committee member. Dr. Daniel Arnold allowed me to do

an internship at Lawrence Berkeley National Lab, helped me escape the Tempe Sum-

mer, taught me non-linear controls, and helped me expand my knowledge. Finally,

the EVE work presented in this dissertation would not have been possible without

the generous support I got from Dr. Dragan Boscovic’s team and himself. Thanks

for allowing me to work with your students, which provided me the knowledge and

background regarding Hyperledger Fabric.

Thank you to all the SINE Lab members and my team members at LEAPS. You

guys kept me sane, helped me redefine my future goals, and supported my decisions.

Thanks for considering me a part of the family. I consider myself lucky to be part of

two teams with different dynamics and mind sets.

Thank you to my parents, my in-laws, my brother, my sisters, as well as my friend

Amit Kumar Sikder. Thanks, Amit, for listening to my relentless rant, anxiousness,

and suffering regarding the Ph.D. life.

A special thanks to the Polytechnic IT Team and business team for their timely

and continuous support regarding purchase and travel. They made sure the process

is smooth, and I do not break any ASU regulations in the process.

iv



Finally, I would not have made it to the finish line if my wife, Snigdha, had not

been so supportive and provided me her 3 PM coffee. I enjoyed being your guinea

pig for coffee testing, which kept me sane during the crazy afternoons. Thanks for

making sure I do not get “hangry” and can deliver everything in a timely fashion.

And most importantly, thanks for believing in me when I was in doubt.

And thanks to Almighty for keeping me healthy during this global pandemic and

keeping my family safe. Please bestow your love as I move forward in my life.

v



TABLE OF CONTENTS

Page

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xi

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xii

LIST OF ALGORITHMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xvii

LIST OF ACRONYMS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .xviii

LIST OF SYMBOLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . xx

CHAPTER

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1 Motivation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.2 Modeling of Distribution Test Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.2.1 Thesis Contributions to Synthetic Feeder Generation . . . . . . . 5

1.3 Operation of Modern Distribution Networks with High Penetration

Renewables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3.1 Thesis Contributions to AC SE and OPF Formulation . . . . . . 9

1.4 Prevention of Cyber-Attack on an Open Energy Market . . . . . . . . . . . 10

1.4.1 Thesis Contributions on EVE Transactive Energy Framework 17

1.5 Mitigation of Generation Intermittency and Cyber-Attacks on Power

Distribution Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17

1.5.1 Thesis Contributions to Mitigate Cyber-Attack Effects on

Distribution Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21

1.6 Dissertation Organization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22

2 A FRAMEWORK FOR GENERATING SYNTHETIC DISTRIBUTION

FEEDERS USING OPENSTREETMAP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25

2.1 Distribution Feeder Generation for a Single Substation . . . . . . . . . . . . 25

2.1.1 Finding the ZIP Code (Z) of substation S . . . . . . . . . . . . . . . . . 27

vi



CHAPTER Page

2.1.2 Generating the Distribution Feeder Graph for Z . . . . . . . . . . . . 27

2.1.3 Assigning Load to Sub-graph gz,S . . . . . . . . . . . . . . . . . . . . . . . . . 30

2.1.4 Steady State Voltage Profile for Sub-graph gz,S . . . . . . . . . . . . . 31

2.2 Linearized Branch Flow Equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

2.3 Converting to OpenDSS model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35

2.4 Extension to Multi-Phase Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

2.4.1 Creating Unbalanced Synthetic Distribution Feeder Model . . 37

2.5 Modeling City-Wide Synthetic Distribution Feeder . . . . . . . . . . . . . . . . 40

3 CONVEX RELAXATION FOR STATE ESTIMATION AND OPTI-

MAL POWER FLOW USING GRAPH SIGNAL PROCESSING. . . . . . . . 46

3.1 Preliminaries . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 47

3.1.1 A Brief Review of GSP . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48

3.1.2 Grid-GSP for Power Distribution Networks . . . . . . . . . . . . . . . . 50

3.2 State Estimation Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2.1 Measurements Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

3.2.2 SDP Formulation of the Low-Rank AC SE Problem . . . . . . . . 56

3.2.3 AMI Placement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59

3.3 AC-GSP Based OPF Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.4 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

3.4.1 State Estimation Using AC-GSP with Full Observability . . . . 62

3.4.2 State Estimation Using AC-GSP with Low Observability . . . 64

3.4.3 Results for Optimal Power Flow . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4 A SECURE DISTRIBUTED LEDGER FOR TRANSACTIVE ENERGY:

THE ELECTRON VOLT EXCHANGE (EVE) BLOCKCHAIN . . . . . . . . . 72

vii



CHAPTER Page

4.1 EVE as a Cyber-Physical System Architecture . . . . . . . . . . . . . . . . . . . . 73

4.1.1 Physical Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73

4.1.2 Application Layer . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74

4.1.3 Cyber Infrastructure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

4.2 EVE Distributed Pricing Algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77

4.2.1 Flexible Resource Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

4.2.2 Distributed Pricing and Scheduling Algorithm . . . . . . . . . . . . . 80

4.3 EVE Distributed Robust State Verification Algorithm . . . . . . . . . . . . . 84

4.3.1 Physical Constraints for the Electric Grid . . . . . . . . . . . . . . . . . . 85

4.3.2 Malicious Agents Behavior . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.3.3 Robust State Verification in the Presence of FDIAs . . . . . . . . . 88

4.4 Numerical Simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.4.1 Simulation Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96

4.4.2 Distributed Pricing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

4.4.3 Distributed Verification. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

4.5 Design and Implementation on HLF. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

4.5.1 Network Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 105

4.5.2 Implementation of EVE Through Smart Contracts . . . . . . . . . 106

4.5.3 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

4.5.4 Security Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5 INTEGRATING HARDWARE SECURITY INTO ELECTRON VOLT

EXCHANGE PLATFORM . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114

5.1 Blockchain-Based Transactive Energy Platform . . . . . . . . . . . . . . . . . . . 114

viii



CHAPTER Page

5.2 Security Features Using Eco-Secure ProvisioningTM for Cryptographic

Key Management . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2.1 Cyber-Security Layers . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 117

5.2.2 Organization-wide Security Support . . . . . . . . . . . . . . . . . . . . . . . 119

5.3 Security Features in Grid-edge Devices with Cryptographic Trust

CenterTM Chips . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.3.1 Single-Use One Time Pad Verification – Symmetric Message

Authentication. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 120

5.3.2 Signature Creation and Verification – Digital Signing for

Data Integrity Verification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 121

5.4 Hardware Integration and Demonstration . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.4.1 Experimental Setup . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 122

5.4.2 Provisioning of the CTCTM Chip . . . . . . . . . . . . . . . . . . . . . . . . . . 123

5.4.3 Asymmetric Verification in TE Network Communications . . . 124

5.4.4 Symmetric Verification for Two-way Asset Communications . 125

6 LYAPUNOV STABILITY OF SMART INVERTERS USING LINEARIZED

DISTFLOW APPROXIMATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.1 Smart Inverter Models . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 127

6.1.1 Overview of the Inverter Logic Design Problem . . . . . . . . . . . . 127

6.1.2 Inverter Modeling Assumptions . . . . . . . . . . . . . . . . . . . . . . . . . . . 130

6.1.3 Definitions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

6.2 Stability Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134

6.3 Simulation Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.3.1 Damping Oscillation From Generation Intermittency . . . . . . . 141

ix



CHAPTER Page

6.3.2 Damping Oscillation From Cyber-Attack . . . . . . . . . . . . . . . . . . 145

7 DISCUSSION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 147

7.1 Scientific Implications for the Research Community . . . . . . . . . . . . . . . 147

7.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152

7.3 Concluding Remarks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 156

APPENDIX

A DEMAND RESPONSE RESOURCE MODELS. . . . . . . . . . . . . . . . . . . . . . . . 172

A.1 Electric Vehicles (EV) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

A.2 Deferrable Appliances (DA) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174

A.3 Thermostatically Controlled Loads (TCL) . . . . . . . . . . . . . . . . . . . . . . . . 175

A.4 Energy Storage Systems . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

A.5 Renewables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

A.6 Supply from the Transmission Grid . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

B ELECTRIC GRID CONSTRAINTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 179

B.1 Electric Grid Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 180

C ERROR ESTIMATION IN THE GSP APPROXIMATION . . . . . . . . . . . . . 182

C.1 Proof of Proposition 1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

C.2 Alternate OPF Formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

D LIST OF PUBLICATIONS SUPPORTED BY THE DISSERTATION . . . 185

D.1 Accepted . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186

D.2 Under Review . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187

x



LIST OF TABLES

Table Page

3.1 MAE Statistics for MATPOWER 85 Bus Test Case . . . . . . . . . . . . . . . . . . 64

3.2 Voltage Magnitude and Angle Estimation MAE for IEEE 34 Bus Un-

balanced Distribution Test Case . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

3.3 Comparison of SE for AC-GSP and AC-SDP After Placing Sensors

Following Algorithm 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65

3.4 MAE Calculated for AC-GSP by Varying Number of AMIs Placed at

Non-load Buses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

3.5 Comparison of Optimal Power Flow Results for AC-GSP and AC-SDP. 69

4.1 List of Channels and Associated Smart Contracts, Ledgers, and Par-

ticipant Access For N = {0, . . . , 6}. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106

4.2 Benchmark Results for Hyperledger Caliper to Test 200 Iterations of

Information Exchange for Algorithm 5. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 109

4.3 Security Analysis of Reviewed Surveys . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 112

4.4 Feasible Threats and Countermeasures in EVE . . . . . . . . . . . . . . . . . . . . . . . 113

6.1 List of Use Cases . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 139

6.2 Parameter Values for Cases 2 and 3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 141

xi



LIST OF FIGURES

Figure Page

1.1.1 Global Annual Capacity Additions of Centralized and DER Assets

From 2020 to 2030 (Recreated from [Metez et al.(2020)]) . . . . . . 2

1.4.1 Conceptual architecture of EVE illustrating cyber and physical layers. 13

2.1.1 Flowchart Representing the Synthetic Distribution Feeder Generation

Framework . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

2.1.2 (a) Overview of ZIP Code 85212 from Google Maps (b) Overview of

Zip Code 85212 from 2010 Us Census Data . . . . . . . . . . . . . . 27

2.1.3 Creating Sub-graphs and Connecting Isolated Nodes to Appropriate

Sub-graph . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

2.1.4 (a) Distribution of Real Power (MW) among the Distribution Feeder

Nodes (Population Information Excluded) (b) Distribution of Real

Power (MW) among the Distribution Feeder Nodes (Population In-

formation Included) . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

2.3.1 (a) Steady State Voltage Profile Using OpenDSS ) (b) Steady State

Voltage Profile Using DistFlow . . . . . . . . . . . . . . . . . . . . 36

2.4.1 (a) Histogram of Various Types of Transformer (b) Histogram of

Multi-phase Overhead Wire Data as a Percentage of Total Number

of Lines (c) Histogram of Multi-phase Underground Cable Data as a

Percentage of Total Number of Lines . . . . . . . . . . . . . . . . . 38

2.4.2 (a) Fitting Data into a GMM of Two Components, µ = [0.1356 0.7172], σ =

[0.1442 0.1846], weights,φ = [0.684290 0.315710] (b) Fitting Data

into a GMM of One Component, µ = 0.4879, σ = 0.2553 . . . . . . 39

xii



Figure Page

2.4.3 (a) Single-phase Laterals with Three-phase Lines (Green, Black, Red,

and Blue Represent Three-phase, a Phase, B Phase, C Phase Edges

Respectively) (b) Three-phase Trunk with Multi-phase Laterals (Green,

Violet, Lime, Brown, Black, Red, and Blue Represent Three-phase,

AB, BC, CA, A phase, B phase, C Phase Edges Respectively) . . . 41

2.5.1 (a) Synthetic Distribution Feeders for Phoenix Metro (b) Overview

of Phoenix Metro from Google Maps . . . . . . . . . . . . . . . . . 42

2.5.2 (b) City of Miami (11 Substations, 8104 Nodes) (b) City of Atlanta

(16 Substations, 13382 Nodes) . . . . . . . . . . . . . . . . . . . . . 43

2.5.3 (a) City of Phoenix (35 Substations, 25810 Nodes) (b) City of

Chicago (99 Substations, 28503 Nodes) . . . . . . . . . . . . . . . 44

3.1.1 The Average Plus/Minus the Standard Deviation of the GFT Spec-
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CHAPTER 1

INTRODUCTION

1.1 Motivation

Power systems have evolved following a century-old paradigm following the uni-

directional flow of electrons from large centralized generation plants through a trans-

mission grid and then distribution lines with radial flows to load centers. This con-

vention is being challenged by the development and diffusion of Distributed Energy

Resources (DER) [Carvallo et al.(2019)]. Declining technology costs for DER assets

such as solar photovoltaics (PV) and advanced Energy Storage Systems (ESS) — as

well as financial incentives and innovative business models — are driving accelerated

adoption of smaller, smarter, and cleaner energy systems. Existing centralized power

plants powered by coal and nuclear that once benefited from traditional economies of

scale are being retired by lower-cost distributed assets installed closer to load centers.

This trend is unfolding on a global scale with Figure 1.1.1 showing the expected new

DER capacity additions and centralized generation capacity additions on an annual

basis.

However, the value of DER assets can only be fully realized if they are integrated

into customer value systems, utility energy markets, and technical electron flows in

a way that creates shared value and stability for all. Moving towards a system that

requires seamless integration among participants in different levels compared to a

single utility system increases network complexity. It raises a variety of challenges for

grid management. Without direct ownership of many of the assets that integrate into

their distribution and transmission networks, utilities focus on reinventing themselves

best. There is an urgent need from the market for utilities to still play a key role
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Figure 1.1.1: Global Annual Capacity Additions of Centralized and DER Assets From 2020 to 2030

(Recreated from [Metez et al.(2020)])

by using new tools to transform emerging DER concepts into a practical reality and

maintain the system’s security and reliability. Some of these challenges in this process

are:

1. Connecting generation capacity to local infrastructure without expensive net-

work upgrades

2. Ensuring reliable communications between utilities, aggregators and DERs, and

more accurately analyzing “technology mix, operation protocols, and consumer

behavior”

3. Finding cost-effective pathways to ensure secure and stable integration of DERs

with different communication protocols

4. Developing advanced techniques for managing modern distribution networks

2



These challenges hinder a stable, secured, resilient, and economic power distribution

network with open and transparent access to all market participants. The next sec-

tions select and describe some of these challenges, prior works completed to address

those challenges, and contributions made in this work to address additional gaps in

literature and engineering applications.

1.2 Modeling of Distribution Test Cases

Power system test cases are commonly used to evaluate the efficacy and perfor-

mance of new scientific techniques or translate knowledge through scholarly publica-

tions and education. A test case can be an (a) actual feeder model, (b) a generalized,

derived, or extended version of an actual feeder, or (c) a completely synthetic feeder

with various levels of abstraction to represent actual feeder characteristics. Blended

approaches of (b) and (c) can also rapidly generate thousands of new test cases by

varying network topology, adjusting placement and parameters of apparatuses (e.g.,

adding new devices, removing old ones, retrofitting), and changing user energy use

patterns based on recorded statistical data from actual utility feeders. Recent years

have seen demand rise for realistic distribution feeder test cases due to the wider va-

riety of distribution configurations and system states that now occur from integration

of DER, ESS, Electric Vehicles (EV), load control, and microgrids [Liang et al.(2021)].

Developing realistic distribution test feeders is imperative to better capture increasing

amounts of uncertainty and variability (e.g., changes in topology, variation in model

parameters, user patterns). Updated and more representative models of distribution

networks can then aid researchers in evaluating approaches to grid modernization

research.

However, confidentiality and security policies governing critical infrastructure data

can limit researchers from accessing real power systems data needed for scientific
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development. For decades, researchers have extensively used a small set of stan-

dardized networks such as the IEEE transmission and distribution test cases [Schnei-

der et al.(2009), Postigo Marcos et al.(2017)]. Recent research has developed addi-

tional test cases using algorithms that generate synthetic networks to mimic realistic

power grids [Birchfield et al.(2017b), Gegner et al.(2016), Li et al.(2018), Abeysinghe

et al.(2017),Schweitzer et al.(2017),Mateo Domingo et al.(2011),Krishnan et al.(2017)].

These open source works have provided more example networks for scientific explo-

ration.

Development of synthetic transmission test cases (ACTIVS ) presented in [Birch-

field et al.(2017b)] begins with publicly available data including population, measured

energy use, and zip codes. Synthetic substations are placed geographically in each zip

code with transmission lines connecting substations. Statistical validation of these

models using typical topological criteria is provided in [Birchfield et al.(2017b),Birch-

field et al.(2017a)].

Development of synthetic radial distribution feeders in [Schweitzer et al.(2017)]

views the distribution system as a random graph with nodes and edges that can

be imbued with properties of the graph following realistic statistics for the topology

and parameters, derived from a large set of real feeders. The approach begins with

an analysis step followed by a synthesis step. The analysis step identifies statistical

distributions of properties such as load, node, degree or cable length using data from

the Netherlands. The statistics are then input to a synthesis algorithm that creates

feeders with similar topological and physical characteristics. Important here is that

the statistical trends of voltage distributions and phase angles are maintained to

make distribution feeders more realistic. Moreover, [Schweitzer et al.(2017)] provides

a method for validating the results, using metrics of statistical similarity such as the

Kulback Leibler distance of the trends of the real and synthetic cases.
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Additional work in synthetic distribution feeders is based on the Reference Net-

work Model (RNM) [Mateo Domingo et al.(2011)], a large-scale distribution planning

tool to help regulators estimate planning and design costs and regulation applied to

distribution companies. The synthetic test cases developed using RNM allow for the

simultaneous planning of high-, medium-, and low-voltage networks using simultane-

ity factors and also plan cables in urban areas that take road layouts into considera-

tion. An adaptation of RNM to create RNM-US in [Krishnan et al.(2017)] provides

full-scale, high-quality synthetic distribution system datasets for testing distribution

automation algorithms, distributed control approaches, and other emerging distribu-

tion technologies. Broad application of RNM is hindered by the significant amount

of data required such as (a) geo-referenced transmission, substation, and consumer

data, (b) load profiles, (c) equipment library for all power system components, (d)

technical and economic parameters governing operation, and (e) environmental and

topography data.

The work in [Liang et al.(2021)] also explored the application of machine learning-

based techniques for generating synthetic distribution feeders. The method illustrated

in [Liang et al.(2021)] developed a plug-and-play Generative Adversarial Network

(GAN) based framework that can generate synthetic distribution feeders that is scal-

able and can be customized to the user’s choice. However, the methodology relies

on learning from training data on actual feeder models, which while generating more

active models for a region, will also create synthetic cases that are biased to the input

data and not be generally suitable for any geographical area.

1.2.1 Thesis Contributions to Synthetic Feeder Generation

Chapter 2 in this work therefore proposes a framework to generate radial pos-

itive sequence synthetic distribution feeders mapped to real geo-spatial topologies
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using available OpenStreetMap data (a constantly expanding publicly available data

source for road network) [Neis and Zipf(2012)]. The methods developed illustrate

how to create individual synthetic distribution feeders, and groups of feeders across

entire ZIP Code, with minimal input data for any location in the United States. Sub-

station locations are selected from the ACTIVS models [Birchfield et al.(2017b)], a

set of geo-embedded synthetic models of the US transmission system, to enable joint

evaluation of synthetic transmission and distribution systems. US census population

data is used to assign loads among the nodes in the distribution network. The devel-

oped framework also has the capability to provide the distribution feeder model in

OpenDSS [Ribeiro et al.(2020)] format allowing simulation capabilities like hosting

capacity calculation [Bollen and Rönnberg(2017)], complex infrastructure network

simulation [Brase and Brown(2009)], and more.

1.3 Operation of Modern Distribution Networks with High Penetration Renewables

Increasing amounts of DER can affect power quality, distribution network stabil-

ity, overall system balancing, protection strategies, and failure modes and reliability.

Essential to understanding and mitigating these challenges are distribution network

State Estimation (SE) and Optimal Power Flow (OPF). SE is a data processing algo-

rithm for converting meter readings and other available information into an estimate

of the state of an electric power system [Primadianto and Lu(2017)]. OPF problems

seek to control the generation/consumption of generators/loads to optimize cost or

power loss in the network.

Both problem formulations are increasing in importance for distribution networks

due to the advent of distributed generation and controllable loads. While these prob-

lems rely on different set of inputs and solve a different objective, they both rely on

solving non-convex power flow physical laws as constraints. There are in general three
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ways [Gan et al.(2015)] to approach this challenge:

1. Linearize the power flow laws: Power flow constraints can be approximated

by some linear constraints in transmission networks due to small line losses

(high X/R ratio), small voltage angle difference between adjacent buses, and

tendency of voltages to stay close to nominal value. Approximation of the

constraints allows the OPF problem to reduce to linear program [Stott and

Alsac(1974), Stott et al.(2009)]. This method is widely used in practice for

transmission networks SE and OPF, but does not apply to distribution networks

due to its low X/R ratio.

2. Search for local optima : Many nonlinear algorithms that seek a local optimum

of have also been developed to avoid these shortcomings. Representative algo-

rithms include successive linear/quadratic programming [Contaxis et al.(1986)],

trust-region based methods [Sousa et al.(2011)], Lagrangian Newton method

[Baptista et al.(2005)], and interior-point methods [Quintana et al.(2000)]. Some

of them, especially those based on Newton-Raphson, are quite successful em-

pirically [Gan et al.(2015)]. However, when they converge, these algorithms

converge to a local minimum without assurance on the suboptimality gap.

3. Convexify power flow laws : Shortcomings of the prior two are resolved us-

ing convexification methods proposed in [Lavaei and Low(2012), Low(2014a),

Low(2014b)] to transform the nonconvex power flow laws into linear constraints

on a positive semi-definite rank-1 matrix, and then remove the rank-one con-

straint to obtain a Semi Definite Programming (SDP) relaxation or Second-

Order Cone Programming (SOCP). When applied to radial systems, such tech-

niques offer an exact solution for AC SE and OPF problems for distribution

networks.
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One obstacle to applying SDP methods to solve AC OPF in distribution systems is

that the number of variables in the relaxed problem increases to O(n2) for n buses.

In the context of SE, the problem is also scalability and the number of measure-

ments required by AC SE using SDP relaxations. For example, authors in [Zhang

et al.(2018)] developed a conic relaxation method based on a restrictive assumption

that voltage magnitude measurements were available and known for all buses, and

that knowledge also existed for one active power flow per line of a spanning tree when

solving a single-phase balanced electrical network. Authors in [Madani et al.(2017)]

introduced a penalized conic problem for SE that, while being robust to measure-

ment noise, also requires voltage magnitude and apparent power demand measure-

ments from all buses and the apparent power flow at all branches. An alternative

method in [Madani et al.(2016)] used a convex relaxation-based technique with mea-

surements that included zero injection buses (equivalent to virtual measurements)

and measurements from all PV and PQ buses. However, using virtual and pseudo

measurements to compensate for missing data requires appropriate weights to avoid

solving an ill-conditioned SE problem [Primadianto and Lu(2017)]. Moreover, distri-

bution networks are rarely equipped with Advanced Metering Infrastructure (AMI)

sensors or Phasor Measurement Unit (PMU) at every bus [Zhand et al.(2019),Donti

et al.(2020), Liu et al.(2019), Sagan et al.(2021)]; therefore, measurements are too

sparse to ensure observability (i.e., the number of measurements are equal to or ex-

ceed the number of unknowns).

Another line of research proposed a matrix completion formulation to solve SE

problems with sparse measurements, relying on the assumption that voltage phasors

in space and time are in a low-dimensional space. The formulation can be cen-

tralized [Donti et al.(2020)] or decentralized [Sagan et al.(2021)]. However, matrix

completion methods typically interpolate to resolve missing measurements, primarily
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because sampling is asynchronous, and therefore the method is limited to estimating

gaps of the measured quantities. Moreover, the efficacy of matrix completion relies on

the appropriate weighting of error tolerance in the objective function and constraints.

Limitations of this approach are addressed using machine learning techniques such as

Deep Generative Adversarial Network [Mestav and Tong(2019)], Multi-layer Percep-

tron Model [Mestav et al.(2019)], and others. These methodologies rely on training a

neural network to approximate the Bayesian Minimum Mean Square Error (MMSE)

estimate of missing or unavailable measurements by simulating several training sce-

narios for a known topology with demand profiles realistic for the specific network.

While it is possible to obtain accurate estimation results, training the network re-

quires a significant amount of historical data that is generally unavailable. Similar

machine learning based approaches are discussed in [Hasan et al.(2020)] for solving

OPF problems, which are again subjected to training scenarios.

1.3.1 Thesis Contributions to AC SE and OPF Formulation

Chapter 3 proposes a Grid-GSP based framework for relaxing bi-linear power flow

constraints. Prior works have demonstrated GSP applications for cyber and physi-

cal stress detection [Hasnat and Rahnamay-Naeini(2020)], identification of false data

injection attack on electric transmission networks [Drayer and Routtenberg(2020)],

community detection [Ramakrishna and Scaglione(2019b)], and more. By integrat-

ing GSP, this work thus addresses the issues of conventional SDP approaches: (1)

limited ability to perform SE due to scarce measurements. (2) the scalability of both

SE and OPF problems (3) the inability of matrix completion to go beyond the mea-

sured quantities (4) the dependence on training data when using neural networks for

interpolating missing measurements.
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1.4 Prevention of Cyber-Attack on an Open Energy Market

The proliferation of DER, EV, ESS, and networked grid-edge devices requires ex-

tensive data exchange and communication network protocols to develop secure and

stable monitoring and control of the underlying assets to ensure resilient Cyber Phys-

ical Systems (CPS). These networks’ cyber vulnerabilities open the door to cyber

attacks that can be highly destructive to power system operations. Power distribu-

tion systems are more susceptible to attack because their industrial control systems

allow remote access and connection to customer networks. As a result, hackers have

several tactics to tap into those systems and potentially disrupt operations. While a

cyber-attack on a distribution system may be less significant than one on the bulk

power system, the impacts of such an attack could still result in outages of national

significance [United States Government Accountability Office(2021)].

Cyber-attacks such as the 2010 Stuxnet attack on Iran’s nuclear plant at Natanz

[Zetter(2016)], the 2015 BlackEnergy virus attack on Ukraine’s three energy com-

panies [SANS Industrial Control Systems(2016)], and the TRITON attack on safety

instrumented system in Saudi Arabia [sau(2017)] illustrate that hackers have been

creating malicious code that targets Operational Technology (OT). All three being

triggered by malware demonstrate the need to understand the differences and con-

nections between Information Technology (IT) and Operation Technology (OT).

IT is common throughout all industries with many moving parts and gateways,

making it highly vulnerable and offering a large surface for a wide variety of constantly

evolving attacks in the virtual world. Defending against attacks requires safeguarding

every layer, and continuously identifying and correcting weaknesses. OT, in contrast,

belongs to the physical world to provide correct execution of actions. While IT has to

safeguard every layer of the system, OT controls systems that may be on or off, closed
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or open. OT focuses on physically moving and controlling devices and processes, with

a primary focus on reliability and increased efficiency.

Conventional boundaries between IT and OT are blurring due to the emergence of

the Internet of Things (IoT) and the integration of physical machines with networked

sensors and software. OT is becoming increasingly accessible, with threat vectors

now extending to base-level assets or grid-edge devices such as smart thermostats.

As more and more objects connect, communicate and interact with each other, there

has been a surge in the number of endpoints and potential ways for cyber-criminals to

gain access to networks and infrastructure systems. It is therefore essential to increase

focus of security threats during the initial design and development phase of the cyber

infrastructure, emphasizing the importance of developing robust preventive measures,

fast detection methods, and resilient mitigation frameworks to ensure cyber-secure

power distribution systems.

Developing efficient and robust preventive measures can pave the path to develop a

trustworthy open energy trading platform for market participants – i.e., a Transactive

Energy (TE) framework. TE combines financial signals and dynamic control tech-

niques to shift the timing and quantity of energy usage to achieve greater efficiency,

increased use of renewable energy, reduced energy costs, and improved flexibility to

manage shifts in net load locally. Such benefits have motivated the increasing body

of research whose goal is to manage real-time demand and electricity supply in an

open market where prosumers and utilities interact to establish a market clearing

price. Examples are auction mechanisms proposed in [Lin et al.(2019)], algorithms

for co-simulation of transmission and distribution networks [Nguyen et al.(2019)],

multi-agent models capturing trading behaviors [Janko and Johnson(2018)], and ther-

mostatically controlled loads to participate in TE markets [Behboodi et al.(2018)], to

name a few examples.
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Recently, many researchers have purported blockchain as the ideal enabling plat-

form to implement TE. Blockchain is well-suited to enable a transactive network

because grid-edge devices come from a broad matrix of vendors and types, with units

that can be added or removed from the network at any time, use rule sets that may

be updated frequently, and lack a centralized authority for management and control.

It allows non-trusting market participants to trust each through utilizing a common

immutable transaction record validated by several peers. It offers a flexible, low cost,

and secure means to implement logistics and tracking architecture to manage digital

assets and distributed devices [Gorog and Boult(2018)]. This feature addresses one of

the most critical issues tied to the security of interconnecting grid-edge devices with

critical electricity infrastructure. Blockchain can enhance cyber-security and trace-

ability of Peer-to-Peer (P2P) transactions between mutually non-trusting parties in

the TE marketplace [Leeuwen et al.(2020)]. There are several benefits to such an

implementation: 1) once stored on the ledger, all transactions are transparent to all

participants through an identical copy of the ledger, 2) new transactions are hash-

chained when appended to the ledger, an operation that makes them immutable,

mitigating cyber-attacks aimed at reducing the integrity and availability of the data,

and 3) all functional aspects of TE enabled by blockchain, from bidding to pricing

to billing, can be orchestrated running Smart Contracts [Mohanta et al.(2018)]. Fig-

ure 1.4.1 represents the interactions tied to the TE application layer for a generic

blockchain based cyber-physical infrastructure implementation.

Even though blockchain ensures transparency and immutability of bidding and

trading records in the ledger. Records in the ledger have security gaps during the

submission of bids and the verification of contractual obligations. In fact:

1. Threats exist internal to TE approaches because selfish players have an intrinsic

incentive to cheat on reported consumption needs or production capacity during
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Figure 1.4.1: Conceptual architecture of EVE illustrating cyber and physical layers.

market clearing [Hussain et al.(2019)].

2. Ex-post, if the market stakeholders control smart meters, they can inject false

data to hide discrepancies that would otherwise reveal cheating.

There is a substantial body of research and industrial efforts in TE; and there is

a relatively recent trend that includes blockchain as the backbone for managing P2P

communications for market-related operations. These operations involve handling and

securing prosumer bids and dispatch values, deciding a market-clearing algorithm, en-

suring the balance between demand and supply to meet network constraints, ensuring

cyber-security, and more. Readers are referred to [Musleh et al.(2019)] for a broad

discussion on the applications of blockchain for smart grid cyber-physical infrastruc-

ture, to [Mylrea and Gourisetti(2017)] for potential benefits of blockchain for grid

resiliency against cyber-attacks, and to [Wu et al.(2021)] for details on how smart

inverter, advanced metering infrastructure, and energy coordinator can support the

digitization and decentralization of TE.

The existing literature has focused on co-simulation of the physical grid in tandem
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with blockchain TE implementation [Hayes et al.(2020)], quantifying energy losses

caused by energy transactions in an energy blockchain [Sanseverino et al.(2017)],

enforcing proportional fairness among DERs participating in voltage control through

smart contracts to ensure voltage stability [Danzi et al.(2017)], developing a blockchain

based energy trading platform for electric vehicles [Silva et al.(2019)], integrating

energy and carbon markets through a blockchain based trading framework [Hua

et al.(2020)], and more. The two-layer blockchain implementation in [Lu et al.(2019)]

consists of a first layer with smart meters forming a private blockchain and a second

layer with aggregators forming a consortium blockchain to coordinate energy transac-

tions within regions. These works assume security is implicit in transactions between

aggregators and flexible demand assets. The authors in [Zhao et al.(2018)] use a

continuous double auction mechanism, but the transaction mechanism exposed the

prosumer’s unique ID, posing a privacy concern. Similar concerns described in [Agung

and Handayani(2020)] indicate a public blockchain exposes the transactions and bal-

ances of each prosumer, and further, that the rate of transaction processing limits

scalability. Authors in [Kang et al.(2017)] present a double auction mechanism for

localized energy exchanges between EVs, where local aggregators publicly audit and

share transaction records without relying on a trusted third party. The use of local

aggregators also appears in [Ferreira and Martins(2018)] to create an energy market

that combines blockchain and IoT for two flexible community market players: an

EV community and a DER community. In [Münsing et al.(2017)], the authors pro-

pose a blockchain implementation to clear the market using the Alternative Direction

Method of Multipliers (ADMM) in a master-slave distributed architecture, where a

central aggregator/master node updates global variables.

The multi-layer smart contract implementation based on Ethereum in [Danzi

et al.(2018)] addresses the mismatch in the settlement between System Operators
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and Balance Responsible Parties, yet it does not decentralize the Independent Sys-

tem Operator (ISO) nor include verification. Work done in [Jogunola et al.(2019)]

uses Hyperledger Composer to demonstrate a blockchain based TE market imple-

mentation while excluding a market clearing price calculation and assuming energy

transactions are automatically verified. A prototype implementation of a TE mar-

ket using Hyperledger Fabric for metering and billing purposes is proposed in [Gür

et al.(2019)], yet pricing and verification were not addressed. A related study that

uses Hyperledger Composer in [Pipattanasomporn et al.(2018)] determines the mar-

ket clearing price by averaging bid prices offered by all buyers while sorting sellers by

first-in, first-out basis. An approach similar to [Pipattanasomporn et al.(2018)] using

an Ethereum based blockchain architecture is found in [Christidis et al.(2021)]. How-

ever, such algorithms can be easily exploited by malicious prosumers or attackers to

manipulate the clearing price and destabilize the TE market. Malicious prosumers can

similarly influence the co-simulation framework presented in [Coignard et al.(2018)]

where the ratio of total generation and consumption reported by the prosumers is

used to determine the price.

The private blockchain solution proposed in [Che et al.(2019)] requires a match

between the energy producer and consumer regarding the amount of power to be gen-

erated and consumed, respectively, which is not practical for many prosumers and can

violate physical constraints on the distribution network. The blockchain based energy

trading model in [Zhang and Shi(2020)] also lacks sufficient protection from physi-

cal constraint violations because the approach allows for an open trading platform

across diverse types of power sellers without any optimized market pricing. In most

studies, Smart Contracts orchestrate information exchanges among participants and

during recording transactions, while still requiring a central entity to be in charge

of calculating the market-clearing price in contrast to our fully decentralized solu-
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tion. Also, prior methods focusing on security aspects and countermeasures against

cyber-attacks to the market-clearing mechanism have ignored physical verification

that must be tied to market records to work effectively as a continuous deterrent to

theft. Relevant to this study are also prior works integrating smart metering with

blockchain, specifically energy trading applications [Pop et al.(2018)]. Even if they

leverage the immutability of blockchain, these approaches leave data integrity and

privacy concerns unresolved [Andoni et al.(2019)].

Any TE framework for the market stakeholders based on HLF includes its inherent

security features, however there are still following unresolved security issues:

1. HLF uses the JSON Web Token (JWT) authentication method based on claim

token [Jones et al.(2015)]. However, BASE64 is used as the encoding method

without data encryption in claim tokens, allowing malicious users to collect

sensitive information by eavesdropping on access tokens of genuine users [Park

et al.(2018)].

2. HLF provides security credentials for prosumers, but the grid-edge devices

owned by prosumers can still be subject to attacks such as physical attacks,

communications disruptions, and firmware reprogramming. An excellent ex-

ample is discussed in [spe(2015)] in which a smart inverter vendor remotely

updated control settings for 800,000 inverters in a single day in Hawaii. Were

an adversary able to penetrate the back-end system in the same fashion, or

hijack the update, that attacker could manipulate power flows or disable or

damage equipment, and perhaps cause a localized or grid-wide blackout.
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1.4.1 Thesis Contributions on EVE Transactive Energy Framework

Chapter 4 addresses the gaps in the existing literature for TE through develop-

ing the Electron Volt Exchange (EVE) blockchain architecture that includes

a distributed pricing and distributed robust state verification mechanism for TE

transactions. Implementation of the EVE blockchain framework onto a distributed

ledger [Androulaki et al.(2018)] is completed using the open source Hyperledger Fab-

ric (HLF) framework.

Chapter 5 describes how to integrate these concepts and algorithms into hardware

security via a Cryptographic Trust CenterTM (CTCTM) chip. Design considerations

for such a hardware chip are provided in [Saleem et al.(2020)] to protect grid-edge

devices; however, the solution is expensive and prevents mass scaling. By expanding

the ideas of Two Factor Authentication (2FA) [Park et al.(2018), Alharbi and Alg-

hazzawi(2019)] and Hardware Root of Trust [Casper and Papa(2011)], the proposed

solution integrates hardware security in conjunction with existing security features of

the EVE framework.

1.5 Mitigation of Generation Intermittency and Cyber-Attacks on Power

Distribution Systems

The fast-acting and complex control mechanisms of DER pose challenges for plan-

ning, operations, and reliability of electric distribution systems and microgrids with

increasing amounts of DER. Poor DER coordination can create reliability issues even

at low penetration levels [Khalili et al.(2019)]. At higher penetrations, the net impact

of many solar PV generators may accumulate and further affect power quality [Hu

et al.(2019), Singhal et al.(2019)]. Power quality control devices could be added to

the distribution network to counteract the problem, but the additional cost can be
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avoided if the problem can be resolved directly by solar inverters. One such approach

involves using PV inverter capacity to control real and reactive power (generation

and consumption) as a means to stabilize voltage swings occurring from changes in

load, generation, equipment failure, or cyber-attack. This functionality can be im-

plemented within the allowable scope of interconnection standards [IEEE Standards

Coordinating Committee 21(2018), rul(2019)] using only local information at the in-

verter without the need for additional data monitoring and control equipment to be

installed on the network.

Numerous works have studied power quality issues for inverter-dominated dis-

tribution networks and recommended mitigation strategies for over-voltage, voltage

oscillation, and other issues. Methods to perform voltage control by PV inverters can

be categorized by the control approach (centralized or local), control function (Volt-

Var, Volt-Watt, combined Volt-Var and Volt-Watt, and none) [Vijayan et al.(2019)],

and level of detail to which inverter hardware limits are expressed in the control

function.

In a centralized approach, a utility or aggregator collects real-time information

about the network, processes that information using an optimization formulation

(commonly an OPF formulation), and sends updated set-points back to the inverters.

Such an approach was taken in [Baker et al.(2018)] to determine inverter settings

that ensured voltage stability across the entire distribution network, but that ap-

proach required the centralized utility to exchange information with inverters and

this restricted updates to every 5-15 minutes. Similar approaches could be suitable

for smaller networks with fewer inverters and more frequent communication. The

authors in [Weckx et al.(2014)] provided a centralized optimization formulation with

set-points updated at similar timescales to optimize local control curves modeled

using a first-order spline model. This approach was well-suited for managing steady-
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state voltage levels but posed challenges to resolving fast-acting voltage oscillations

occurring from cloud intermittency [Zhu and Liu(2016)]. By incorporating load tap

changers and smart inverters, authors in [Long et al.(2019)] developed a centralized

control method for Volt-Var optimization using sensitivity factors that assumed a

constant slope for the Volt-Var controllers of the smart inverters. This approach re-

quired recalculation of sensitivity factors by the utility and extensive communication

to the smart inverters. The issues created by communication delay in a central-

ized control system or an equivalent master-slave control system are also described

in [Muthukaruppan and Baran(2020)]. A master-slave Volt-Var optimization method

was presented in [Shi and Baran(2019)] that minimized real power losses and grouped

inverters by spatial distance but did not incorporate the Volt-Var control curves of

the smart inverters. Another centralized approach presented in [Ghasemi and Par-

niani(2016)] showed how to manage voltage by curtailing active power but had the

drawback of requiring simultaneous control of all inverters, a challenge given the

time delay in communication and inverter control action. The issues associated with

communication and synchronization can be avoided using local control which reduces

information exchange and is faster to execute.

Among local or decentralized approaches, droop-based voltage control [IEEE Stan-

dards Coordinating Committee 21(2018), rul(2019)] is the most common framework

from literature and utility practices [Farivar et al.(2013), Farivar et al.(2015), Zhou

et al.(2016),Zhou et al.(2015),Singhal et al.(2019),Jahangiri and Aliprantis(2013),Zhu

and Liu(2016),Helou et al.(2020)]. However, improper selection of control parameters

can lead to control instability and voltage oscillation [Farivar et al.(2013), Jahangiri

and Aliprantis(2013)]. Work in [Jahangiri and Aliprantis(2013)] highlighted instabil-

ity concerns and proposed “delayed droop control” to maintain voltages within accept-

able bounds by absorbing or supplying reactive power. But as pointed out in [Singhal
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et al.(2019)], the method in [Jahangiri and Aliprantis(2013)] cannot adapt to chang-

ing operating conditions and external disturbances that may affect control algorithm

convergence. The challenge of convergence was addressed in [Singhal et al.(2019)]

but no generalized method was proposed to choose correction factors (kdi ; ∆vf ) to

manage the shifting of the control curves during unstable operating conditions. Re-

sults presented in [Pukhrem et al.(2017)] showed that a limiter algorithm can mitigate

over-voltage issues, but no analytical model was provided to ensure that the algorithm

could address voltage oscillations. Authors in [Braslavsky et al.(2018)] conducted an

analytical stability analysis for a single inverter connected to a strong source (infinite

bus/substation) with potential extensions to an inverter dominated distribution net-

work. A related study completed stability analysis for a distribution network [Heidari

et al.(2018)] using an adaptive decentralized control scheme by assuming an equal ra-

tio of reactance to resistance for all branches and that inverters at load buses could

not be controlled. Such assumptions cannot be generally applied to any distribution

network. Works in [Sadnan and Dubey(2020)] provided the design of a distributed

voltage controller for faster tracking of DER intermittency, however, the communica-

tion requirement among agents can still be vulnerable in the event of a cyber-attack.

Inverter control functions are another area of study. Authors in [Pompodakis

et al.(2016)] introduced reactive power correction methods to reduce over-voltage is-

sues within a low voltage radial grid without incorporating any Volt-Var or Volt-Watt

droop control. Research in Volt-Var control has shown ways to achieve voltage stabil-

ity for smart inverters [Farivar et al.(2015), Zhou et al.(2016), Zhou et al.(2015), Zhu

and Liu(2016),Singhal et al.(2019),Jahangiri and Aliprantis(2013)]. More recently, in-

terconnection standards [IEEE Standards Coordinating Committee 21(2018),rul(2019)]

require smart inverters to provide both Volt-Var and Volt-Watt control with ongo-

ing research focusing on how to employ the combined approach to provide voltage
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support and improve reliability [Baker et al.(2018),Heidari et al.(2018),Ghasemi and

Parniani(2016),Olivier et al.(2016),Huque(2015)].

Modeling inverter capability presented in [Baker et al.(2018),Farivar et al.(2013),

Farivar et al.(2015),Zhou et al.(2016),Zhou et al.(2015),Jahangiri and Aliprantis(2013),

Zhu and Liu(2016), Helou et al.(2020), Singhal et al.(2019)] often assume the smart

inverter can operate anywhere in the power circle . This allows an inverter to set

reactive power generation equal to the apparent power rating of the inverter when

there is no real power generation. Such behavior violates hardware limits on maxi-

mum reactive power generation that can be lower than the apparent power rating of

the inverter [Hu et al.(2019),Sol(2018),Sarfaraz et al.(2016),Yue Yuan et al.(2007)].

1.5.1 Thesis Contributions to Mitigate Cyber-Attack Effects on Distribution

Systems

Chapter 6 addresses the gaps in the existing works by using piece-wise linear

droop models of Volt-Var and Volt-Watt control functions to describe inverter be-

havior where the functions are expressed as Lipschitz functions. Unlike the modeling

techniques presented in existing works, this work includes limitations on reactive

power generation that account for physical hardware while deriving the Lipschitz

constants. The formulation and derived constants are applicable for all smart invert-

ers with piece-wise linear droop models, and can be used to derive constants for an

inverter with reactive power generation capability equal to the apparent power rat-

ing, a simplifying assumption common to approaches in prior literature. This work

also analytically derives stability policies and provides an approach to reduce voltage

oscillations and stabilize the network-wide voltage profile using only local information

and control actions by using Lyapunov analysis.
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1.6 Dissertation Organization

This dissertation is organized into the following 7 chapters:

• Chapter 1 - Introduction : Provides an introduction to distribution networks,

integration of distributed energy resources and grid-edge devices, and challenges

in creating a robust, stable and secure power distribution networks and prior

works to address those issues. A brief description of the work completed in

Chapters 2 through 6 are also presented.

• Chapter 2 - A Framework for Generating Synthetic Distribution Feed-

ers using OpenStreetMap : This chapter describes the generation of syn-

thetic distribution feeders that facilitate power systems research and develop-

ment by providing thousands of realistic use cases. Details of the developed al-

gorithm are provided with examples for single-phase positive sequence feeders,

with discussion of how the approach can be extended to three-phase unbalanced

models.

• Chapter 3 - Convex Relaxation For State Estimation and Optimal

Power Flow using Graph Signal Processing : This chapter revisits the

application of SDP and proposes solutions for AC SE and AC OPF. Inclusion

of Grid-GSP allows application of the low-rank representation of the voltage

phasor vector in power distribution systems is illustrated that also provides an

opportunity for finding optimal sampling patterns that significantly reduce the

number of measurements needed for reconstruction and provides guidelines on

the optimum sampling pattern (i.e., optimumal placement of sensors).

• Chapter 4 - A Secure Distributed Ledger for Transactive Energy: The

Electron Volt Exchange (EVE) Blockchain : This chapter describes the
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EVE framework and an aggregator-based market model with distributed pricing

and a state verification method that is scalable and robust against False Data

Injection Attacks (FDIA). Development of the framework using HLF and smart

contracts with security features is discussed.

• Chapter 5 - Integrating Hardware Security into Electron Volt Ex-

change Platform : This chapter demonstrates the application of CTCTM to

the EVE platform for provisioning cryptographic keys and improving uniformity

of the operational network and data management. The process of configuring,

installing, and maintaining keys is described with symmetric and asymmetric

verification techniques. Laboratory test results illustrate that the approach can

resolve several cyber-security gaps in common blockchain frameworks such as

Hyperledger Fabric.

• Chapter 6 - Lyapunov Stability of Smart Inverters Using Linearized

DistFlow Approximation : This chapter provides the underlying mathemat-

ical description of the distribution network using a Matrix-based formulation

of the linearized DistFlow equations. Proof of the stability criterion and the

local control model developed using that stability criterion is described. Simu-

lation results demonstrate how the approach resolves voltage oscillations from

generation intermittency and cyber-attacks.

• Chapter 7 - Discussions : Results from Chapters 2 through 6 are compre-

hensively discussed. Benefits of the proposed endeavours to ensure distribution

network stability, security and synthetic modeling are described and future re-

search opportunities are discussed.
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— PART I —

Generating Geo-Embedded Synthetic Distribution Feeders
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CHAPTER 2

A FRAMEWORK FOR GENERATING SYNTHETIC DISTRIBUTION

FEEDERS USING OPENSTREETMAP

The work proposed in this chapter uses the location of substations from recent ef-

forts to develop synthetic transmission test cases (ACTIVS ), with underlying real

and reactive power in the distribution network assigned using population information

gathered from United States 2010 Census block data. The methods presented illus-

trate how to create individual multi-phase radial synthetic distribution feeders, and

groups of feeders across entire ZIP Code, with minimal input data for any location in

the United States. The framework presented also has the capability to output data

in OpenDSS format to allow further simulation and analysis.

2.1 Distribution Feeder Generation for a Single Substation

The ACTIVS cases [Birchfield et al.(2017b)] are based on a hierarchical clustering

algorithm which groups postal codes to the set of substations Ns, where |Ns| =

Nl +Ng +Nb, the number of substations containing only loads, only generators, and

both respectively. Substations with positive net real power are used as the source for

distribution feeders in this work.

The set of substations with positive net real power demand is defined as ND;

where ND ∈ Ns. The methods introduced are demonstrated for a substation (S)

located at 33.3420◦ latitude and −111.6739◦ longitude (Mesa, Arizona) with a load

demand of 40.47 + j11.14 MVA. A simplified flowchart of the framework is shown in

Fig. 2.1.1. Results from each step are presented alongside methods to illustrate the

incremental process for creating synthetic distribution networks.

25



Start

Substation loca-
tion, MVA demand

Step A : Retrieve zip code (Z) information

Step B : Generate the distribution feeder for Z

Step C : Distribute the load MVA within
feeder nodes following a statistical distribution

Step D : Update distribution network with
appropriate cable & run power flow using

linearized distribution power flow equations

Step E : Convert to OpenDSS model
& run non-linear AC power flow

Stop

Figure 2.1.1: Flowchart Representing the Synthetic Distribution Feeder Generation Framework
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2.1.1 Finding the ZIP Code (Z) of substation S

Location information (longitude, latitude) of the substation from ACTIVS cases

is used to identify the corresponding ZIP Code (Z) from the “US 2010 Census Bureau

ZIP Code” shapefile1 [Sperling(2012)] or the Google Reverse Geocoding API [Kilic

and Gülgen(2020)] if unavailable in the shapefile. If both processes fail, then the clos-

est ZIP Code to substation S is assigned. The selected substation for demonstration

belongs to the ZIP Code 85212. Fig. 2.1.2a and 2.1.2b illustrate the territory of ZIP

Code 85212 from Google Maps and 2010 US Census Data respectively.

(a) (b)

Figure 2.1.2: (a) Overview of ZIP Code 85212 from Google Maps (b) Overview of Zip Code 85212

from 2010 Us Census Data

2.1.2 Generating the Distribution Feeder Graph for Z

1. A ZIP Code can be served by multiple substations. Using ACTIVS, the set of

substation(s) (SZ) in Z are retrieved, giving S ∈ SZ ∈ ND. For ZIP Code 85212,

1A shapefile is a simple, non-topological format for storing the geometric location and attribute

information of geographic features.
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Isolated Nodes (I)
(a) (b)

Figure 2.1.3: Creating Sub-graphs and Connecting Isolated Nodes to Appropriate Sub-graph

the ACTIVS case returns two substations with positive net loads, the second

one to be located at (33.3376◦,−111.5900◦) with a load demand of 55.07 +

j8.51 MVA.

2. The ’drive’ network (drivable public streets excluding service roads) for Z is

retrieved using [Boeing(2017)]. The retrieved network is a directional graph

(GZ) with self-loops and parallel edges.

3. GZ is then split into Voronoi regions [Aurenhammer(1991)] where the number

of Voronoi partitions |NZ | equals to number of substations in ZIP Code Z. Fig.

2.1.3a showsGZ for the ZIP Code 85212 having two substations with positive net

loads. The blue and black colored circles represent the location of substations

in 85212. Fig. 2.1.3a also illustrates the two Voronoi regions corresponding to

the two substations. The red and green nodes are distribution feeder nodes

inside the blue and black substation’s Voronoi regions, respectively. The edges

marked in red in Fig. 2.1.3a are the edges connecting the two Voronoi regions.
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4. |NZ | number of sub-graphs (gz) are then created from GZ by splitting along the

edges connecting the Voronoi regions. A sub-graph only includes the strongly

connected nodes [Hong et al.(2013)]; hence the sub-graph creation process can

create isolated nodes as shown in Fig. 2.1.3a. The isolated nodes either have

degree 0 or are part of an isolated graph. Let GnZ , Gnz be the set of nodes for

GZ , sub-graph Gz respectively while I is the set of isolated nodes. It follows

that I = GnZ \ ∪|NZ |z=1 Gnz , where ∪|NZ |z=1 Gnz represents the union of all the sub-graph

nodes. Using Algorithm 1 the isolated nodes are connected to the appropriate

sub-graph (gz) as shown in Fig. 2.1.3b.

Algorithm 1 Algorithm for Connecting Isolated Nodes

for each node i ∈ I do

find Ai where Ai is the set of nodes adjacent to node i in Gz

find the kth sub-graph gz,k for the first node a such that a ∈ Ai ∩ gnz,k
connect node i to node a and copy the node and edge properties from GZ to gnz,k

remove i from I
end for

5. A minimum spanning tree using Kruskal’s algorithm [Kruskal(1956)] is calcu-

lated for each gz.

6. The census block data for Z is retrieved using US 2010 Census data. If BZ is

the set of census blocks for ZIP Code Z, there are |BZ | census blocks within Z.

There are 662 census blocks for ZIP code 85212, i.e. |BZ | = 662.

7. For every node in ∪zgz, the framework finds the census block that a node belongs

to using the latitude and longitude information of the node and geometry of

census blocks.

8. The framework then assigns a weight (pnw) to each node based on the population

information of the census block the node belongs to. For instance, if node (n)
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belongs to census block biz ∈ BZ , pnw =
m(biz)∑|BZ |
i=1 m(biz)

, where m(biz) returns the

population of the census block biz. For 85212, total population, or
∑|BZ |

i=1 m(biz),

is 25015.

The output of these steps is a set of sub-graphs {gz} with |NZ | elements where

sub-graph gz,S corresponds to substation S and gz,S ∈ {gz}.

2.1.3 Assigning Load to Sub-graph gz,S

1. For the load assignment the node closest to the location of substation S is chosen

to be the slack bus/ substation node for distribution feeder for the sub-graph/

feeder gz,S. The big red circle in Fig. 2.1.4a indicates the substation node.

2. The substation demand is then distributed among the nodes of the sub-graph

gz,S. Zero load nodes are identified using the methodology in [Schweitzer

et al.(2017)]. The substation node is designated to have zero load. The load dis-

tribution for each node under the sub-graph gz,S is equated using the following

equations:

P (n) = PN

(
1

n
+ ε

)
× pnw (2.1.1a)

Q(n) = QN

(
1

n
+ ε

)
× pnw (2.1.1b)

Here, PS and QS are the real and reactive power load demand of substation

S, respectively, and ε can be chosen from any distribution such as uniform

distribution, or t-location scale distribution as in [Schweitzer et al.(2017)]. The

final P (n) and Q(n) values are then scaled using the following equations to
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match the total demand PS and QS.

P (n) = PN ×
P (n)∑
P (n)

(2.1.2a)

Q(n) = QN ×
Q(n)∑
Q(n)

(2.1.2b)

The developed framework does not necessarily require population information

for modeling the feeder. Setting the value of pnw to 1 for all nodes will ignore the

effect of population on the load distribution. Figure 2.1.4a and 2.1.4b shows

the heat-map of real power of gz,S done following a t-location scale distribution

while excluding and including the population information,respectively.

(a) (b)

Figure 2.1.4: (a) Distribution of Real Power (MW) among the Distribution Feeder Nodes (Population

Information Excluded) (b) Distribution of Real Power (MW) among the Distribution Feeder Nodes

(Population Information Included)

2.1.4 Steady State Voltage Profile for Sub-graph gz,S

Having followed the previous steps, one has a radial graph gz,S of lines with known

length, a substation node, and the real and reactive power demand at each node.
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Bus 0 denotes the substation node or the point of common coupling (PCC), with a

predefined reference voltage (v0). Additional parameters including line resistance and

reactance are required to run a steady state power flow. As the generated networks

are radial networks prior works [Baran and Wu(1989a),Baran and Wu(1989b)] can be

leveraged to create a matrix based linear formulation allowing a non-iterative power

flow solution described Section 2.2. This also helps in developing Algorithm 2 to

choose appropriate cables.

2.2 Linearized Branch Flow Equations

Assuming a balanced, radial system; for every line (i, j) ∈ Ee the DistFlow equa-

tions are :

Pij = pcj − pgj + rijc
2
ij +

∑

k:(j,k)∈Ee

Pjk (2.2.1a)

Qij = qcj − qgj + xijc
2
ij +

∑

k:(j,k)∈Ee

Qjk (2.2.1b)

v2
j − v2

i = −2(rijPij + xijQij) + (r2
ij + x2

ij)c
2
ij (2.2.1c)

Representing vectors and matrices by boldface letters, the following vectors and ma-

trices are defined:

v2
o = (v2

0, . . . , v
2
n−1)T , v2 = (v2

1, . . . , v
2
n−1)T (2.2.2a)

p = (p0, . . . , pn−1)T , q = (q0, . . . , qn−1)T (2.2.2b)

P = (P01, . . . )
T , Q = (Q01, . . . )

T (2.2.2c)

c2 = (c2
01, . . . )

T , r = (r01, . . . )
T , x = (x01, . . . )

T (2.2.2d)
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[T ]e,i =





1 i = t(e)

0 else

∀ e ∈ Ee (2.2.2e)

[F ]e,i =





1 i = f(e)

0 else

∀ e ∈ Ee (2.2.2f)

Mo = F − T (2.2.2g)

Here, T and F are referred as the to and from matrices, respectively, and Mo repre-

sents the incidence matrix. Each are of size |Ee|×|B| = (n−1)×n. Also, t(e)andf(e)

are two functions that return the to and from node of an edge, respectively.

Note that Mo1 = 0, and using the reference voltage v0 (generally the voltage at

the root of the feeder) a unique solution for the DistFlow equations can be found.

Let M be the (n− 1)× (n− 1) matrix obtained removing the first column from Mo,

which is also invertible [Zhu and Liu(2016)]. Therefore:

Mo(v
2
o − v2

01n) ≡M(v2 − v2
01n−1)

Introducing the notation diag(x) to indicate a diagonal matrix with the entries of

vector x in its diagonal entries, the following matrices are defined:

R = 2M−1 diag(r)(I − TF T )−1T (2.2.3a)

X = 2M−1 diag(x)(I − TF T )−1T (2.2.3b)

L = M−1
[
2 diag(r)(I−TF T )−1 diag(r)

+ 2 diag(x)(I−TF T )−1 diag(x)− diag(r2 + x2)
]

(2.2.3c)

The absolute diagonal values of R and X matrices represent the electrical distance

of the to node of a branch from the substation node. Matrix L is associated with the

ohmic losses of the network.
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Using definitions in (2.2.2) and (2.2.3) and solving for P and Q permits the

DistFlow equations from (2.2.1) to be written in terms of v2:

v2 = v2
01 +Rp+Xq +Lc2 (2.2.4)

c2 = diag−1(Fv2)(P 2 +Q2) (2.2.5)

Ignoring the losses associated with the term Lc2 as shown in [Baran and Wu(1989b),

Farivar et al.(2013)], (2.2.4) becomes linear in terms of v2 and can be written as

follows:

v2 =v2
01 +R(pc − pg) +X(qc − qg) (2.2.6)

Here, the injections in load and generation are partitioned as p = pc − pg and q =

qc − qg, respectively. Hence, (2.2.6) can be written as follows:

v2 = v2
o1 +Zsc︸ ︷︷ ︸

v̄2

−Zsg (2.2.7)

where:

Z =

[
R X

]
, sc =



pc

qc


, sg =



pg

qg


 (2.2.8)

Equation (2.2.1a)-(2.2.1b) can be used to calculate the vector of real and reactive

power flows for every line using the nodal demand values. By using a predefined cable

database (that includes impedance and apparent power (MVA) carrying capacity

information) and the calculated line flows, the framework then follows Algorithm 2 to

find the appropriate cable that can meet the power flow through a line with minimum

number of parallels. Assigning cables allows the calculation of rij and xij for all lines,

and equation (2.2.1c) is then used to calculate nodal voltages using v0 = 1.00.

If the minimum of the node voltages is less than a predefined voltage threshold

(vth), nodes with degree 1 are removed from gz,S and procedures described in 2.1.3

and 2.1.4 are repeated for the modified version of the graph gz,S.
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Algorithm 2 Algorithm for Choosing Appropriate Cable with Minimum Number of

Parallel Cables
Input : Pi,j , Qi,j for all lines, cable database (C), maximum number of parallel allowed= lmax

1: Sort the cable database in ascending order of MVA capacity (Sc) of the cables

2: c← vector containing the Sc values for all cables

3: l← 1 . . . lmax

4: Cs ← c lT

5: for each line segment (i, j) ∈ L do

6: calculate MVA flow (Si,j) through line i, j using Pi,j and Qi,j

7: flag ← False

8: for each column in Cs do

9: for each row in Cs do

10: if Cs[row][column] > Si,j then

11: calculate ri,j and xi,j using the resistance and reactance of the cable and the

length of line i, j

12: flag ← True

13: break

14: end if

15: end for

16: if flag then

17: break

18: end if

19: end for

20: end for

Output : Resistance and reactance for each line of the graph (gz,S)

2.3 Converting to OpenDSS model

The output of the previous step is converted to an OpenDSS model to calculate a

non-linear power flow solution for the positive sequence network model. The frame-

work models all the loads as constant power loads with load and cable information

retrieved from the graph gz,S. Using the non-linear power flow provides the loss values

across the network. The steady state voltage profile for the OpenDSS model is shown

in Fig. 2.3.1a.
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(a) (b)

Figure 2.3.1: (a) Steady State Voltage Profile Using OpenDSS ) (b) Steady State Voltage Profile

Using DistFlow

The OpenDSS simulation returns loss values of 3.95832 + j7.63604 MVA; hence

active losses are 8.9% of the load demand of 40.47 + j11.14 MVA. The non-linear

power flow solution from OpenDSS , which accounts for the losses, has larger currents,

which are responsible for dragging the voltage profile lower than that calculated by

the DistFlow equation in (2.2.1c) as evident in comparing with the voltage heat-map

shown in Figure 2.3.1b.

2.4 Extension to Multi-Phase Model

The single-phase synthetic feeder generation framework presented is based on pub-

licly available data. To follow the same path for generating unbalanced models with

regulators, transformers, overhead wires, underground cables, and multi-phase lines,

this work generated histograms of the above components using IEEE Distribution

Test Cases and PNNL taxonomy feeders. Generated histograms for transformers,
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overhead wires and underground cables are shown in Figure 2.4.1.

2.4.1 Creating Unbalanced Synthetic Distribution Feeder Model

This section extends the presented framework presented to include multiple phases

by assuming the total load per phase is balanced across the entire distribution net-

work. The percentage of the three-phase lines for a network of fixed size is chosen

by finding the distributions of the histogram shown in Figure 2.4.1b for underground

cable and Figure 2.4.1c for overhead wire. For instance, based on the Bayesian Infor-

mation Criterion, the fitting of data for overhead wires and underground cables using

the Gaussian Mixture Model is presented in Figure 2.4.2.

The following steps then describe the procedure to include single-phase laterals to

the developed distribution network.

1. Select a total number of three-phase lines as a percentage of the total number

of lines (by sampling from the distributions shown in Figure 2.4.2).

2. Incrementally step through the power lines from the source to end-loads. Lines

with more power flow are specified as three-phase lines until the total number

of three-phase lines is reached. All other lines are specified as single-phase.

3. Sum the real power demand across individual single-phase lateral to create the

set of single phase nodes.

4. Assign phases to the single-phase nodes by solving a minimization problem to

achieve balance among total real power load value per phase.

Let CN represent the set of unassigned nodes with pn representing the real power

demand vector of nodes in CN . Also, uA,uB,uC represent the vector of binary vari-

ables corresponding to nodes of CN . The optimization problem presented in (2.4.1)
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Figure 2.4.1: (a) Histogram of Various Types of Transformer (b) Histogram of Multi-phase Overhead

Wire Data as a Percentage of Total Number of Lines (c) Histogram of Multi-phase Underground

Cable Data as a Percentage of Total Number of Lines
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Figure 2.4.2: (a) Fitting Data into a GMM of Two Components, µ = [0.1356 0.7172], σ =

[0.1442 0.1846], weights,φ = [0.684290 0.315710] (b) Fitting Data into a GMM of One Com-

ponent, µ = 0.4879, σ = 0.2553

thus minimizes the sum of differences of total power of phase A and phase B (dAB);

phase B and phase C (dBC) ; phase C and phase A (dCA).

min
dAB ,dBC ,dCA,uA,uB ,uC

dAB + dBC + dCA (2.4.1a)

subject to

uA,uB,uC ∈ {0, 1}|CN | (2.4.1b)

p>nuA = PA , p
>
nuB = PB , p>nuC = PC (2.4.1c)

dAB ≥ 0 ; dBC ≥ 0 ; dCA ≥ 0 (2.4.1d)

− dAB ≤ PA − PB ≤ dAB (2.4.1e)

− dBC ≤ PB − PC ≤ dBC (2.4.1f)

− dCA ≤ PC − PA ≤ dCA (2.4.1g)

To model only single-phase literals with three-phase lines, the constraint in (2.4.2)

is added to (2.4.1) and synthetic distribution feeder with three-phase and single-phase
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edges is shown in Figure 2.4.3a.

uA + uB + uC = 1 (2.4.2)

The developed framework also allows to model both single and two-phase later-

als by adding the constraint in (2.4.3) to (2.4.1). Here, ρ(c) returns the parent of

node c and (2.4.3b) allows to constrain the phase of a child node with respect to its

parent node. The synthetic distribution feeder with multi-phase laterals is shown in

Figure 2.4.3b.

1 ≤ uA + uB + uC ≤ 2 (2.4.3a)

ucA ≤ u
ρ(c)
A ; ucB ≤ u

ρ(c)
B ; ucC ≤ u

ρ(c)
C ; ∀c ∈ CN (2.4.3b)

2.5 Modeling City-Wide Synthetic Distribution Feeder

In this section, the process diagram presented in Figure 2.1.1 is used to generate

city-wide synthetic distribution feeders. Using 2010 US Census data, the list of ZIP

codes for an entire city is retrieved and the algorithm described in Section 2.1 can

be repeated for each ZIP code. This procedure is followed to generate the synthetic

distribution feeders for “Phoenix” metro as shown in Figure 2.5.1a.

However, comparing Figure 2.5.1a to Figure 2.5.1b shows that, the collection of

synthetic feeders span a much greater area than the original Phoenix area. This

happens due to the fact that the boundary of ZIP codes do not necessarily follow the

boundary of the city itself. To resolve this issue, rather than using ZIP code based

approach, the proposed framework is modified to start the algorithm by retrieving the

OpenStreetMap of the city, find the substations within the city from ACTIVS and
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(a) (b)

Figure 2.4.3: (a) Single-phase Laterals with Three-phase Lines (Green, Black, Red, and Blue Rep-

resent Three-phase, a Phase, B Phase, C Phase Edges Respectively) (b) Three-phase Trunk with

Multi-phase Laterals (Green, Violet, Lime, Brown, Black, Red, and Blue Represent Three-phase,

AB, BC, CA, A phase, B phase, C Phase Edges Respectively)

then model each substation individually. This framework is then used for generating

synthetic distribution feeders for cities in United States as shown in Figure 2.5.2 and

Figure 2.5.3.
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(a) (b)

Figure 2.5.1: (a) Synthetic Distribution Feeders for Phoenix Metro (b) Overview of Phoenix Metro

from Google Maps
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(a) (b)

Figure 2.5.2: (b) City of Miami (11 Substations, 8104 Nodes) (b) City of Atlanta (16 Substations,

13382 Nodes)
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(a) (b)

Figure 2.5.3: (a) City of Phoenix (35 Substations, 25810 Nodes) (b) City of Chicago (99 Substa-

tions, 28503 Nodes)
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— PART II —

Grid Graph Signal Processing For Power Distribution Systems
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CHAPTER 3

CONVEX RELAXATION FOR STATE ESTIMATION AND OPTIMAL POWER

FLOW USING GRAPH SIGNAL PROCESSING

This chapter first revisits the application of SDP to the solutions of AC SE and AC

OPF through the lens of Grid-GSP. Prior works have demonstrated GSP applications

for cyber and physical stress detection [Hasnat and Rahnamay-Naeini(2020)], identi-

fication of false data injection attack on electric transmission networks [Drayer and

Routtenberg(2020)], community detection [Ramakrishna and Scaglione(2019b)], and

more. Authors in [Ramakrishna and Scaglione(2019b)] showed that voltage phasors

for power transmission systems could be viewed as the output of a complex graph

filter through a Graph Shift Operator (GSO) via the system admittance matrix.

Importantly, [Ramakrishna and Scaglione(2019b)] also showed that system voltage

phasors are a low-pass graph signal; this is a key property verified herein and applied

to radial distribution systems (as opposed to transmission systems). Also proposed

is a formulation to identify the correct Graph Fourier Transform (GFT) basis (c.f.

Section 3.1.1) and define a grid graph signal spectrum. Instead of considering the

low-pass property as a tool to process PMU measurement as done in prior works, this

work proposes a convex relaxation-based framework that uses only AMI measure-

ments (voltage and current magnitude, and apparent power measurement at some

nodes) for SE. The proposed approach can outperform matrix completion techniques

as matrix completion can only fill gaps in missing measurements and cannot estimate

variables that are not measured at all. Therefore, to estimate voltage phasors, the

matrix completion technique will require the complex voltage phasor in either Carte-

sian or polar format. Hence, traditional measurements available through AMIs will

be insufficient for estimating voltage phasors through a matrix completion technique,
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prompting the use of a GSP based proposed approach to estimate complex voltage

phasors using limited data types measured by AMIs [Bernal Heredia et al.(2021)].

The technique for solving a centralized convex relaxation problem includes replac-

ing the rank-1 matrix of the outer product of the voltage phasors’ vector with a posi-

tive semi-definite matrix. Hence, for a b bus system, the variable being solved for is of

size b2, which becomes computationally expensive for large networks. The observation

presented is that phasors in distribution systems can be approximated with relatively

few components in the graph frequency domain, significantly less than the number of

buses. This concept goes beyond generic dimensionality reduction because the princi-

pal subspace spanned by the voltage phasors is known. The low-rank representation

of the voltage phasor vector opens the door for finding optimal sampling patterns

that significantly reduce the number of measurements needed for reconstruction and

provides guidelines on the optimum sampling pattern, i.e., the optimum placement

for sensors. In addition, the low-pass representation of the voltage phasor reduces the

optimization variable resulting in achieving solutions for OPF faster than the tradi-

tional SDP approach. The formulations are generic for single-phase and three-phase

networks and can include unbalanced networks with multi-phase transformers, loads,

underground cables, overhead wires, and more. Simulation results for single-phase

and unbalanced three-phase networks under varying operating scenarios are provided

in Section 3.4 to illustrate the efficacy of the proposed method.

3.1 Preliminaries

A power distribution network can be represented by a network of lines with an

associated weighted graph Ge(B, Ee,y) where B is the set of B number (|B| = B) of

buses (nodes), Ee is the set of edges (overhead wire/underground cable/transformers)

and y is a vector of complex edge weights; yij 6= 0 if (i, j) ∈ Ee that represent edge
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admittances. Irrespective of the single-phase or three-phase representation of the

network, the weighted graph can completely express Ohm’s law for the underlying

distribution network. For the distribution grid, all measurements are signals on the

irregular support of Ge, and for such signals, a GSP framework can generalize Digital

Signal Processing (DSP) tools. For instance, voltage phasors (system state) are one

set of such signals through which all other quantities of interest, such as current and

apparent power, can be derived. Moreover, the ability to express the fundamental be-

haviors of power systems as a graph filter paves the way to predict properties that are

useful for dimensionality reduction and can simplify both SE and OPF formulations,

as shown in this work.

3.1.1 A Brief Review of GSP

Compared to traditional power systems analysis, GSP provides tools to analyze

signals on graphs at a more abstract level. Most importantly, GSP extends Fourier

analysis to capture the variability of graph signals across adjacent nodes and sections

of the graph in the GFT domain [Ramakrishna et al.(2020),Ortega et al.(2018)].

Definition 1. A graph signal is a vector of values indexed by nodes of a graph.

For instance, for Ge, complex-valued voltage phasor (v ∈ C|B|×1) defined over B is

considered as a graph signal.

Definition 2. Analogous to the shift operator in discrete time domain, a GSO, L, is

a linear neighborhood operator such that each entry of the shifted graph signal Lx is

a linear combination of the graph signal x components neighbors’ values.

Defining an appropriate GSO for a class of signals is a pre-requisite in GSP, since

almost all operations including filtering, transformation and prediction are directly

related to the GSO [Gavili and Zhang(2017)]. Most GSP instances use a Laplacian

48



operator [Shuman et al.(2013)] as GSO, which is similar to the Laplace variable s and

behaves much like the Laplacian of a continuous field over the graph topology, in other

words, like a differentiator, not a shift. The idea behind extending Fourier analysis

to graph signals is that the Fourier basis in DSP corresponds to the eigenvectors

of the Laplacian matrix of a directed circular graph where each node represents a

particular time index of a periodic signal. For a generic irregular graph, it is still

possible to define the Laplacian matrix (L) of the graph and use that as the GSO.

Let the eigenvalue decomposition be L = UΛU> where Λ is a diagonal matrix

with eigenvalues λ1 ≤ λ2 ≤ · · · ≤ λN and U be the eigenvector matrix that acts

as the basis for graph Fourier analysis. The GFT of a graph signal is then x̃ =

U>x and the eigenvalues λ`, ` = 1, . . . , N are called as graph frequencies. Ordering

graph frequencies can be justified by using the total-variation criterion to express

the smoothness of a graph signal [Shuman et al.(2013)]. The lower the magnitude,

the lesser the variation (measured by ‖Lx‖2/‖x‖2) in signal values among adjacent

nodes in a graph.

The concepts of GSO and GFT are helpful in defining a graph filter and its

frequency response, respectively.

Definition 3. A linear shift invariant graph filter is a linear operator H(L) with the

property that application of GSO to the input of the filter is equivalent to applying the

GSO to the output of the filter i.e.:

x = H(L)s ⇐⇒ Lx = H(L)Ls (3.1.1)

The implication of this property is that H(L) is a matrix polynomial in the GSO

(possibly of infinite order):

H(L) =
+∞∑

`=−∞
h`L

` ⇐⇒ H(L) = U

(
+∞∑

`=−∞
h`Λ

`

)
U> (3.1.2)
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Now,
∑+∞

`=−∞ h`Λ
` in (3.1.2) is a diagonal matrix, with entries h̃(λi) ,

∑+∞
`=−∞ h`λ

`
i .

The conventional notion of transfer function is possible for graph filters through the

following:

x = H(L)s ⇐⇒ x̃ = h̃� s̃ (3.1.3)

where h̃ = [h̃(λ1), . . . , h̃(λN)]> is the transfer function or graph frequency response of

the graph filter.

Definition 4. For any k, 1 ≤ k ≤ n− 1, define the low-pass ratio:

ηk(h̃) :=
max{|h(λk+1)|, . . . , |h(λn)|}

min{|h(λ1)|, . . . , |h(λk)|}
(3.1.4)

The graph filter H(L) is k-low-pass if and only if the low-pass ratio is less than

1, ηk(h̃) ∈ [0, 1). Upon passing a graph signal through H(L), the high frequency

components (above λk) are attenuated by a less than or equal to ηk(h̃).

The first k such that ηk(h̃) � 1 characterizes the bandwidth (or the cut-off fre-

quency) of the low-pass filter, which is at λk.

A similar definition can be applied to a signal, evaluating for every k = 1, . . . , n−1

the ratio ηk(s̃) and it is easy to prove that, for the filter output x:

ηk(x̃) ≤ ηk(h̃)ηk(s̃) (3.1.5)

This illustrates that, as long as there is a k such that ηk(s̃) � 1/ηk(h̃), the filtered

graph signal x is low-pass.

3.1.2 Grid-GSP for Power Distribution Networks

This section formalizes the notion of Grid-GSP with the goal of finding the ap-

propriate basis U for GFT as well as justifying why the grid state v is a low-pass

graph signal.
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Let s = p+ jq be the vector of net apparent power at buses (s ∈ C|B|). Further,

let v and V be the bus voltage phasor and magnitude, respectively, with v ∈ C|B|×1

and V ∈ R|B|×1
+ , and let i ∈ C|B|×1 and I ∈ R|B|×1

+ be the net bus current phasor and

magnitude, respectively:

vn = Vn e
jθvn , in = In e

jθin , ∀n ∈ B ⇒ i = Y v (3.1.6)

where Y in (3.1.6) is the system admittance matrix defined as:

[Y ]ij =





yshii +
∑

k∈Bi yik, i = j

−yij; i 6= j

(3.1.7)

with yij as the admittance of the branch between node i and j when (i, j) ∈ Ee, yshii
is the shunt element at node i. Moreover, Ohm’s law allows us to view voltage as the

output low-pass filter by v = Y −1i. Based on Section 3.1.1, it is clear that Y −1 is

equivalent to an integrator filter with the GSO as Y .

A caveat is that the system matrix Y is complex-valued and symmetric but is

non-Hermitian Laplacian due to a low X/R ratio with eigenvalues that generally do

not have a partial order. To overcome this issue, authors in [Drayer and Routten-

berg(2020)] considered the real and imaginary parts of Y matrix. In [Ramakrishna

and Scaglione(2019b), Ramakrishna and Scaglione(2019a)] the authors generalized

GSP for complex-valued weights in the GSO using absolute values of the eigenvalues

as graph frequencies. Following [Ramakrishna and Scaglione(2019b)], the eigenvec-

tors of the GSO Y are transformed to be complex orthogonal so that:

Y = UGFTΛGFTU
>
GFT ; U>GFTUGFT = UGFTU

>
GFT = I (3.1.8)

For complex valued voltage signals on the graph Ge, the GFT basis is defined using

the complex orthogonal basis UGFT; the absolute value of eigenvalues (|λGFT|) as graph
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frequencies:

The GFT of voltage graph signal: ṽGFT = U>GFTv (3.1.9a)

The inverse GFT: v = UGFTṽ
GFT (3.1.9b)

Here, UGFT forms the GFT basis and [ṽGFT]m is the frequency component correspond-

ing to mth graph frequency |λGFT
m |, where |λGFT

1 | < |λGFT
2 | < . . . < |λGFT

N |. Having

established through Ohm’s law that v is the output of the graph filter Y −1 [Ramakr-

ishna and Scaglione(2019b),Ramakrishna and Scaglione(2019a)], the transfer function

of interest is simply given by h̃(λGFT
k ) = 1/|λGFT

k |, and thus ηk(h̃) = |λGFT
k |/|λGFT

k+1 | ≤ 1.

For cut-off frequencies k � |B|, ηk(h̃) � 1 due to the rapidly decaying nature of

the magnitudes of the eigenvalues of Y caused by the weak connectivity of the grid’s

topology. Similarly, voltage signals GFTs exhibit a relatively small number of signif-

icant entries, as shown in Figure 3.1.1. This justifies the approximation that v lies in

a low-dimensional space spanned by first k eigenvectors of Y representing the GFT

low-frequency basis, that is:

v '
k∑

m=1

ṽGFT

m uGFT

m ≡ UGFT,kṽ
GFT

k , k < |B| (3.1.10)

where ṽGFT
k ∈ Ck are the GFT coefficients of the voltage phasors for the first k graph

frequencies and UGFT,k = (uGFT
1 ,uGFT

2 , . . . ,uGFT
k ) is the basis corresponding to the

first k frequencies. Using this approximation, it is clear that the number of unknown

parameters become k instead of |B|.

This work proposes using a more convenient low dimensional representation for

v which relies on an orthonormal basis Uk spanning the same subspace as UGFT,k
1,

1Transforming the columns in UGFT,k to orthonormal, Uk, can be done using the Gram–Schmidt

algorithm or Singular Value Decomposition.
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Figure 3.1.1: The Average Plus/Minus the Standard Deviation of the GFT Spectrum ṽ Calculated

for MATPOWER 69, 85 and 141 Bus Radial Test Cases Associated to ns = 5000 of Apparent

Power Scenarios and Plotted with Respect to Normalized Graph Frequency. The Low-pass Nature

Is Evident in All Three Test Cases.

specifically:

(UkU
H
k )UGFT,k = UGFT,k , UH

k Uk = I (3.1.11)

With this choice the corresponding complex-valued residual error is orthogonal to the

low rank representation:

ṽk := UH
k v ⇒ v = Ukṽk +U⊥k ε̃k (3.1.12)

where U⊥k is the projection matrix spanning the subspace orthongonal to Uk.

Figure 3.1.2 provides empirical verification that the coefficients of residual error

ε̃k are small in magnitude and uncorrelated with ṽk. This leads to the assumption
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Figure 3.1.2: Sample Covariance Matrix of ṽk and ε̃k and Their Cross Covariance for the MAT-

POWER 85 Bus Radial Test Case with k = 24.

that ṽk and ε̃k are well approximated as complex Gaussian random variables, whose

distribution can be specified in terms of the complex vector mean and complex co-

variance [Kay(1993)]. The sample covariance matrices for the random variables ṽk

and ε̃k shown in Figure 3.1.2 illustrate that ṽk is a complex Gaussian random variable

with low-rank covariance matrix and ε̃k is almost negligible in magnitude. Their cross

covariance matrix shown in Figure 3.1.2 indicates that ṽk and ε̃k are approximately

uncorrelated. Numerically we found that the approximation error U⊥k ε̃k can be well

approximated by additive circularly symmetric Gaussian random vector with a small

variance.

Next, the GFT approximation is merged with SDP relaxation used in power sys-

tems analysis to replace AC power flow constraints with convex constraints. As men-

tioned in Section 1.3, even if the SDP provides the exact solution for radial systems,

this comes at the price of the number of variables growing to |B|2. The GFT approach

reduces the number of variables to k2, helping solve an SE problem interpolating the

state value when the grid is sparsely sampled, and solves OPF problems with reduced

complexity.
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3.2 State Estimation Formulation

3.2.1 Measurements Model

Modern AMI sensors can measure apparent power, voltage magnitude and current

magnitude, and thereby provide useful information about the system beyond that

of power consumption. Values at all buses will use the following notation: V 2 =

diag(v?)v as the vector of voltage magnitudes squared, I2 = diag(i?)i as the vector

of current magnitude squared, and s = diag(i?)v as the vector of net apparent power

injection. These values can be expressed as linear equations with respect to the vector

(v? ⊗ v) by using the following identities:

1. Let a
(r)
i and a

(c)
i denote the ith row and column of A, respectively. For any

A,B and C if x = diag(ABC):

xi = a
(r)
i Bc

(c)
i =

(
(c

(c)
i )> ⊗ a(r)

i

)
vec(B) (3.2.1)

2. For vectors a, b

vec(abH) = b? ⊗ a (3.2.2)

Using (3.2.1) and (3.2.2), the following can be derived:

xi =




V 2
i

s?i

I2
i




= Hi(v
? ⊗ v); Hi :=




(ei ⊗ ei)>

e>i ⊗ y(r)
i

(y
(r)
i )? ⊗ y(r)

i




(3.2.3)

When considering H̃i := Hi(Uk⊗U ?
k ), it can be readily inferred that the low-pass
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approximation neglects the residual error εk in the following equation:

(v? ⊗ v) =(U ?
k ⊗Uk)(ṽ

?
k ⊗ ṽk) + εk (3.2.4a)

εk =(U ?
k ⊗U⊥k )(ṽ?k ⊗ ε̃k) + ((U⊥k )? ⊗Uk)(ε̃

?
k ⊗ ṽk)

+ ((U⊥k )? ⊗U⊥k )(ε̃?k ⊗ ε̃k) (3.2.4b)

⇒ xi =H̃i(ṽ
?
k ⊗ ṽk) +Hiεk (3.2.4c)

The residual error εk has the following properties:

Proposition 1. The vector εk lies in the orthogonal subspace with respect to (U ?
k ⊗

Uk), i.e.

(U ?
k ⊗Uk)

Hεk = 0 (3.2.5)

Furthermore, the 2−norm of the residual error is:

‖εk‖2 = ‖ε̃k‖2(‖ε̃k‖2 + 2‖ṽk‖2) (3.2.6)

Assuming that the entries of ε̃k are circularly symmetric uncorrelated Gaussian ran-

dom variables provides:

E
[
‖εk‖2]= E

[
‖ε̃k‖2](E

[
‖ε̃k‖2]+ 2E

[
‖ṽk‖2])+

∥∥diag
(
E
[
ε̃kε̃

H
k

])∥∥2
(3.2.7)

The proof of the proposition is provided in Appendix C.1.

In general, measurements are noisy2 and only available in a subset of buses M.

Therefore, for i ∈M,

x′i = Hi(v
? ⊗ v) + ξi = H̃i(ṽ

?
k ⊗ ṽk) +Hiεk + ξi (3.2.8)

3.2.2 SDP Formulation of the Low-Rank AC SE Problem

A general AC SE problem is naturally non-convex due to the presence of the

term vvH in the formulation. Work in [Low(2014a)] shows that for radial systems,

2The measurement noise is assumed to be additive circularly symmetric Gaussian noise.
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replacement shown in (3.2.9) leads to the exact recovery of v with an appropriate

noiseless measurement set M.

vvH 7→W , such that W � 0, rank(W ) = 1 (3.2.9)

Assuming that the indexes of buses with available measurements isM = {1, . . . , Nm},

where |M| = Nm and denoting

HM =

[
H1 . . . HNm

]>
;xM =

[
x1 . . . xNm

]>
, (3.2.10)

the SDP relaxation that provides the exact solution is the following AC-SDP opti-

mization:

Wopt = argmin
W

‖xM −HM vec(W )‖2 s.t. W � 0 (3.2.11)

Upon solving (3.2.11), v̂ can be recovered from Wopt for a single-phase network

using [Low(2014a)] and for a three-phase network using [Gan and Low(2014)].

Instead, by introducing:

ṽkṽ
H
k 7→ W̃ , such that W̃ � 0, rank(W̃ ) = 1, (3.2.12)

and, defining H̃M = HM(U ?
k ⊗Uk), the low-rank GFT based approximation can be

applied to (3.2.11) resulting in a relaxed AC-GSP formulation shown in (3.2.13).

W̃opt = argmin
W̃

∥∥∥xM − H̃M vec(W̃ )
∥∥∥

2

s.t. , W̃ � 0 (3.2.13)

For this case, v̂ can be recovered using UkW̃optU
H
k in lieu of Wopt.

Remark 3.2.1. The formulation presented above uses bus measurements for state

estimation, however, can be expanded to include branch measurements. For instance,

a branch based measurement like real power flow (pijflow) measured at the from end of

a branch between nodes i and j is the following:

pij = R
{
−vi(vi − vj)Y ?

ij

}
; ∀(i, j) ∈ Ee (3.2.14)
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Use of (3.2.1) allows to introduce the following matrices in (3.2.15):

H̃F,ij =
((
UH
k

)(c)

i

)>
⊗ (Uk)

(r)
i (3.2.15a)

H̃FT,ij =
((
UH
k

)(c)

j

)>
⊗ (Uk)

(r)
i (3.2.15b)

H̃T,ij =
((
UH
k

)(c)

j

)>
⊗ (Uk)

(r)
j (3.2.15c)

Integrating (3.2.15) with (3.2.14) allows the real power flow through all branches to

be expressed as:

pflow = R
{

(H̃F − H̃FT ) vec(W̃ )� y?
}

(3.2.16)

The SE formulation presented above is generic for single-phase or multi-phase net-

works as long as the formation of Y matrix accounts for the phases of the distribution

network properly. For the single-phase case, the formation of Y is straightforward.

Compared to a single-phase or balanced three-phase case, the construction of Y

for an unbalanced three-phase case is complicated due to multi-phase transformers

with different types of winding at primary and secondary sides, unbalanced capaci-

tor banks, multi-phase overhead wires and underground cables, unbalanced loads of

various types, and other factors. In this work, the admittance matrix for transform-

ers is modeled according to [Dugan and Santoso(2003)], allowing this work to model

any type of transformer. The admittance matrix for the other elements is modeled

following [Kersting(2002)]. The individual admittance matrices are then combined to

build the system admittance matrix for the three-phase case, which is the GSO for

three-phase networks. The size of Y for the three-phase case depends on the number

of buses and number of phases per bus. However, the rapidly decaying nature of

eigenvalues for single-phase Y is also seen for the Y of three-phase networks.

With the proper form for Y , the SE formulation in (3.2.13) can be solved for both

single-phase and three-phase cases. Apart from a known topology which results in
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extracting the Y for the network, the voltage phasor at the substation is generally

known. Adding this information to the SE formulation in (3.2.13) results in (3.2.17):

W̃opt = argmin
W̃

∥∥∥diag(α)
(
xM − H̃M vec(W̃ )

)∥∥∥
2

(3.2.17a)

subject to W̃ � 0, H̃M,vs vec(W̃ ) = Vs (3.2.17b)

Here, Vs is the substation or slack bus voltage, and H̃M,vs denotes the single row

and three rows of H̃M corresponding to substation bus voltage for the single-phase

and three-phase case, respectively. The introduction of a weighting vector α allows

use of actual measurements with different scaling rather than per unit measurements

allowing scaling of voltage, current and apparent power values.

3.2.3 AMI Placement

Prior works have applied Grid-GSP for finding optimal locations to place Phasor

Measurement Units (PMUs) in transmission networks3 to minimize reconstruction

error. For example, work presented in [Tajer et al.(2021)] conducted PMU placement

by using a real-valued Uk matrix leveraging the high X/R ratio of transmission lines.

As this work focuses on distribution networks, a similar assumption is not appropri-

ate, making that approach inapplicable. The algorithm proposed in [Ramakrishna

and Scaglione(2021)] found rows of Uk with minimum correlation, and the corre-

sponding buses in the electrical network were chosen as the PMU locations. Work

herein proposes a framework that chooses the rows of Uk and Y Uk simultaneously

with the smallest possible coherence, i.e. rows being as close as to being orthogo-

nal. The proposed algorithm thus extends the greedy method proposed in [Tsitsvero

et al.(2016), Ramakrishna and Scaglione(2021)] and determines optimal AMI place-

3The PMUs can measure voltage and current phasors.
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ment as outlined in Algorithm 3.

Algorithm 3 Algorithm for Optimal AMI Placement

Input : Total number of AMIs, ns; M = ∅
1: m← 0

2: while m < ns do

3: i∗ = argmaxi∈(B\M) min[σmin(Uk) σmin(Y Uk)]

4: M←M+ {i∗}
5: m← m+ 1

6: end while

Output : M

3.3 AC-GSP Based OPF Formulation

This section integrates the GSP technique with an AC-SDP based OPF problem

that minimizes the cost of generation and includes convexified capacity constraints

[Low(2014a), Madani et al.(2015)]. Initial assumptions include BG as the set of the

buses containing generation in which BG ∈ B, pg and qg are the vectors of real and

reactive power generation for all buses in B, Cg represents the cost function for real

power generation, and pd and qd are the vectors of real and reactive power demand

(non-negative values) for all buses in B. Using the following matrices:

H̃V =

[
(e1 ⊗ e1)>, . . . , (eN ⊗ eN)>

]>
(U ?

k ⊗Uk)

H̃S =

[(
e>1 ⊗ y(r)

1

)
, . . . ,

(
e>N ⊗ y(r)

N

)]>
(U ?

k ⊗Uk)
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the AC-GSP OPF formulation using W̃ is shown in (3.3.2):

min
pg ,qg ,W̃ ,εp,εq

1>(Cg(pg)) + w1‖εp‖2
2 + w2‖εq‖2

2 (3.3.2a)

s.t. W̃ � 0 (3.3.2b)

0 ≤ pg ≤ pmax
g ; qmin

g ≤ qg ≤ qmax
g (3.3.2c)

pg,i = 0, qg,i = 0 ∀i ∈ B \ BG (3.3.2d)

(pg − pd)− j(qg − qd)− H̃S vec(W̃ ) = εp + jεq (3.3.2e)

1>(pg − pd)− j 1>(qg − qd) = 1>(H̃S vec(W̃ )) (3.3.2f)

v2
min ≤ R

{
H̃V vec(W̃ )

}
≤ v2

max (3.3.2g)

pflow
min ≤ R

{(
H̃F − H̃FT

)
vec(W̃ )� y?

}
≤ pflow

max (3.3.2h)

In (3.3.2), nodal balance and line flow constraints are enforced by (3.3.2e) and

(3.3.2h), respectively. Nodal voltages are constrained within lower (vmin) and upper

(vmax) limits by (3.3.2g). Constraint (3.3.2c) limits the real and reactive generation

capacity. Note that, the left hand side of the node balance constraint in (3.3.2e)

should theoretically be equal to zero. However, doing so generally leads to an infeasi-

ble problem due to the error caused by the GSP approximation. Therefore, constraint

(3.3.2e) is relaxed and additional weights are introduced in the objective function of

(3.3.2). The constraint (3.3.2f) is added to model losses to minimize impact of the

choice of weight values.

While the formulation presented in (3.3.2) provides a simple representation of the

OPF formulation using GSP, the procedure requires calculation of multiple Kronecker

products, which can be a memory intensive process. Memory usage can be reduced

using a sparse matrix representation, such as by calculating HV using a sparse

identity matrix. However, (U ?
k ⊗Uk) is not a sparse matrix and can cause an out-

of-memory error. An equivalent memory efficient formulation of the OPF problem is
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Figure 3.4.1: Voltage phasors averaged for the 85 bus radial test case with 100% measurement

(AC-GSP)

provided in Appendix C.2.

3.4 Simulation Results

This section applies GSP for convex relaxation based SE and OPF formulations

for single-phase test cases and three-phase unbalanced test cases from MATPOWER

and IEEE, respectively. All simulations are completed on an Intel(R) Xeon(R) CPU

E5-1630 v3 3.70 GHz computer using CVX as the convex programs solver [Grant

and Boyd(2014)]. Voltage magnitude and angle values are reported in pu and radian,

respectively.

3.4.1 State Estimation Using AC-GSP with Full Observability

The assumption that voltage phasors lie within a low-dimensional subspace from

(3.1.10) is illustrated by applying (3.2.13) for the MATPOWER 85 bus test case [Zim-

merman et al.(2011)] considering first k = 24 frequencies or first 24 eigenvectors to

form Uk. Access is assumed to bus voltage, current, and apparent power measure-
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Figure 3.4.2: (a) Singular values of W̃ (AC-GSP) (b) MAE for voltage magnitude and angle esti-

mation with increasing percent of buses with DERs

ments. Noise in those measurements are assumed as Gaussian random noise.

The first results show that the GSP based approximation approach can estimate

voltage phasors with varying noise. For the MATPOWER 85 bus test case, 50 differ-

ent scenarios with varying noise levels are simulated with AMIs placed at all buses.

Figure 3.4.1 shows state estimation results with average voltage magnitude and aver-

age voltage angle for k = 24 eigenvectors. The MAE is calculated for voltage phasors

in each noise scenario with results shown in Table 3.1. The low MAE reported in

Table 3.1 in conjunction with Figure 3.4.1 verifies that the GSP approximation per-

mits accurate estimation of voltage phasors with AMI measurements at various noise

levels. Results shown in Figure 3.4.1 are calculated using W̃ with a relaxed rank-1

constraint (3.2.13). Figure 3.4.2a shows that W̃ holds the rank-1 property, simi-

lar to W by demonstrating the presence of dominant singular value. This provides

additional verification that AC-GSP approximation can maintain the properties of

standard AC-SDP relaxation.

Next, the formulation is applied to the SE problem for the IEEE 34 bus unbalanced
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Table 3.1: MAE Statistics for MATPOWER 85 Bus Test Case

Maximum Average

Voltage Magnitude 0.561× 10−3 0.441× 10−3

Voltage Angle 0.115× 10−2 0.063× 10−2

Table 3.2: Voltage Magnitude and Angle Estimation MAE for IEEE 34 Bus Unbalanced Distribution

Test Case

Phase A Phase B Phase C

Voltage Magnitude 0.440× 10−2 0.530× 10−2 0.53× 10−2

Voltage Angle 3.3220× 10−7 2.1426× 10−7 3.3995× 10−7

distribution test case. The Y for the IEEE 34 bus test case has dimensions 138×138

including all phases across all buses. Solving this SE using AC-SDP requires solving

W with a size of 138 × 138. Utilization of AC-GSP approximation with k = 78

reduces problem complexity from O(1382) to O(782). Solution results for the reduced

problem, shown in Table 3.2, verify that integrating GSP into convex relaxation can

yield accurate estimation results while solving a smaller optimization problem.

3.4.2 State Estimation Using AC-GSP with Low Observability

An advantage of using the low rank representation of voltage phasors is it allows

to spatially sample the signal, which means that fewer measurements are needed for

state estimation. However, the placement of sensors should be optimally chosen in

the sampling pattern (see algorithm 3) to reconstruct the voltage phasor signal with

minimal error. Results are illustrated under the following scenarios:
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3.4.2.1 Comparison Between AC-GSP And AC-SDP

Sensors of varying amounts are placed across the distribution network to aid com-

paring the AC-GSP approach to the conventional AC-SDP approach under low ob-

servability. Sensor placement is completed using the algorithm presented in 3. The

resulting MAE for voltage and angle estimations for both cases are shown in Ta-

ble 3.3. It is evident that the GSP based approach provides better estimation results

compared to conventional AC-SDP based SE formulation in scenarios where complete

observability is not possible.

Table 3.3: Comparison of SE for AC-GSP and AC-SDP After Placing Sensors Following Algorithm

3

Percentage of Buses

with AMI

MAE (AC-GSP) MAE (AC-SDP)

Voltage Magnitude Voltage Angle Voltage Magnitude Voltage Angle

100% 0.0010 0.0013 0.0003 0.0005

75% 0.0009 0.0062 0.0333 0.8994

50% 0.0035 0.0302 0.2050 2.5545

25% 0.0075 0.0749 0.1932 3.6761

3.4.2.2 AC-GSP Based SE With DERs

Next experiment shows AC-GSP based SE results obtained when DERs are located

throughout a distribution network. Each DER is sized to be three times the demand

averaged over all buses. AMIs are placed at 50% of buses chosen by Algorithm 3 and

report measurements that include random noise (locations are same as 50% case from

Table 3.3). The number of buses with DERs are increased from 0% to 100% in steps of

10%. Results for voltage magnitude and angle MAE shown in Figure 3.4.2b illustrate

that the AC-GSP approach achieves minimal estimation error at even high levels of
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Table 3.4: MAE Calculated for AC-GSP by Varying Number of AMIs Placed at Non-load Buses

Percentage of Non-load

Buses with AMI
Voltage Magnitude Voltage Angle

0% 0.0010 0.0088

20% 0.0008 0.0067

40% 0.0007 0.0035

60% 0.0007 0.0031

80% 0.0007 0.0032

100% 0.0008 0.0012

DER penetration. MAE plots shown in Figure 3.4.2b illustrate that estimation error

increases with increasing penetration of DERs as additional generation increases the

high frequency components in ṽ estimation, thus increasing low-pass approximation

error.

3.4.2.3 Evaluating Sensor Placement Across Non-Load Buses

This experiment builds onto the last experiment by again assuming all load buses

include AMIs and further places AMIs at non-load buses using Algorithm 3 to enhance

reconstruction of voltage phasors across the entire network. The MAE for voltage

phasor estimation is reported in Table 3.4. With AMIs placed at only load buses, the

optimal placement scenario and angle estimation error is highest as the AMIs are not

reporting angle measurements. When AMIs are placed across the non-load buses, the

results show that estimation error for voltage angle decreases with increasing number

of AMIs while solving the SE problem using the low pass approximation.
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3.4.2.4 Performance Of AC-GSP Under Different Operating Conditions

The optimal placement Algorithm 3 is applied here for the MATPOWER 85 bus test

case under various operating conditions with AMI meters placed at 25% of all the

buses. Simulations are then completed by randomly varying apparent power demand

in 5000 scenarios and solving the SE problem for each scenario. The average MAE

for voltage magnitude and voltage angle are calculated and shown in Figure 3.4.3a

and Figure 3.4.3b, respectively. Low estimation errors again show that the AC-

GSP approach can successfully estimate voltage phasors without the need for phasor

equipment and measurement, allowing us to use the more common and less expensive

traditional AMI measurements.

3.4.2.5 AC-GSP For The IEEE 34 Bus Network

Algorithm 3 is now applied for the three-phase case by modifying Step 3 to use a

formulation of Y that includes multi-phase transformers, capacitor banks, regulators,

and multi-phase distribution lines. Measurements are assumed to be available at

70% of total buses and included Gaussian noise. State estimation errors for voltage

magnitude and phase angles are shown in Figure 3.4.4. Results show the AC-GSP

approach allows us to calculate voltage phasors using only limited AMI measurements

in a low observable region for a three-phase network, expanding applicability of the

approach from the single-phase network results shared earlier 4.

3.4.3 Results for Optimal Power Flow

This work relies on radial synthetic distribution feeders created by [Schweitzer

et al.(2017)] to illustrate optimal power flow formulations for AC-SDP and AC-GSP.

4In the IEEE 34 bus case, distributed loads are modeled by placing the load at an additional bus

placed at the middle of the two original buses , thus increasing the number of buses than 34.
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Figure 3.4.3: (a) Voltage Magnitude MAE and (b) Voltage Angle Mae Averaged for 5000 System

State Simulations with Sensor Placed at the Bus Numbers in Magenta.
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Figure 3.4.4: Three-phase Voltage Phasor Estimation Error Plot for Ieee 34 Bus Unbalanced Distri-

bution Test Case

Table 3.5: Comparison of Optimal Power Flow Results for AC-GSP and AC-SDP

|B| ∑
(pd + jqd)

AC-GSP AC-SDP

∑
(pg + jqg)

∑
Cg(pg) vµ vσ Solving Time

∑
(pg + jqg)

∑
Cg(pg) vµ vσ Solving Time

200 9.2263 + j3.8227 9.2357 + j1.2728 1.0752 0.001818 0.001361 3.3726 9.2427 + j1.4514 1.0437 9.96× 10−5 1.32× 10−5 7.3533

400 18.453 + j7.1233 18.462 + j2.8749 2.8652 0.003896 0.005184 4.5453 18.502 + j2.92 7.0888 6.78× 10−5 2.06× 10−5 53.805

600 27.679 + j10.616 27.688 + j3.68 3.3781 0.004017 0.003601 6.8481 27.772 + j3.4596 7.3943 5.35× 10−5 2.24× 10−5 188.96

800 36.905 + j14.957 36.953 + j14.973 3.931 0.00578 0.008612 36.324 37.185 + j15.048 19.215 8.78× 10−5 9.24× 10−5 487.15

2000 92.263 + j36.599 92.269 + j14.298 9.7595 0.017935 0.007818 385.19 92.755 + j12.895 52.141 4.01× 10−5 3.27× 10−5 5894.9

Synthetic feeder generation allows us to test the optimization formulation on various

feeder sizes and compare solution time and generation cost. Distribution feeders of

various sizes (|B|) are created using the algorithm in [Schweitzer et al.(2017)] with

10% of the total number of buses chosen randomly for placing DERs. The energy

cost ($/kW) is considered to be a second order polynomial with coefficients chosen

randomly. Each DER has a maximum real power limit of
∑
pd/|B| and can inject or

absorb reactive power within a minimum power factor limit of 0.8, leading or lagging.

Line flow limits are 125% of branch flow values calculated from the base case AC

power flow (no DER).
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Each size network is solved for the optimization problem using AC-GSP and AC-

SDP formulations with corresponding voltage phasors vGSP and vSDP calculated. Af-

ter solving the OPF problem for each feeder size, load demands, DER generation,

and substation voltage are used as input to solve the corresponding AC power flow

problem that provided vAC-G and vAC-S respectively. The difference of voltage mag-

nitude in both approaches are calculated using (3.4.1). Average (vµ) and standard

deviation (vσ) of veGSP and veSDP are then calculated and reported in Table 3.5.

veGSP = |vGSP − vAC-G| veSDP = |vSDP − vAC-S| (3.4.1)

For both formulations, the average and standard deviation are very small showing

that the low-pass approximation can provide an OPF solution. While the most opti-

mal solution is not guaranteed through the AC-GSP approach, there are significant

improvements in solution time for larger networks (for instance, almost a 15 times

speed gain for a 2000 bus synthetic feeder case). These findings illustrate that GSP

can be applied to the OPF problem in situations with non-linear voltage constraints

and generate a solution much faster than the conventional AC-SDP approach.
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— PART III —

Prevention & Mitigation of Cyber-Threats on Power Distribution Systems
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CHAPTER 4

A SECURE DISTRIBUTED LEDGER FOR TRANSACTIVE ENERGY: THE

ELECTRON VOLT EXCHANGE (EVE) BLOCKCHAIN

This chapter propose the Electron Volt Exchange (EVE) blockchain architecture

to address the issues of the a blockchain enabled Transactive Energy framework.

Novelty compared to other TE blockchain research lies in the following components:

1. TE blockchain designs commonly consider only bilateral transactions. Instead,

the EVE approach utilizes a decentralized solution for the entire market eco-

nomic dispatch problem whose formulation falls in the class of network utility

maximization problems, first proposed for real time pricing in [Li et al.(2011b)]

(Section 4.2). The closest to the proposed approach is found in [Münsing

et al.(2017)], where the authors have incorporated controllable loads and gen-

eration to develop an iterative pricing algorithm using a smart contract that

updates global variables of the distributed optimal power flow problem. The

scheme still relies on a central update of variables to achieve convergence. Com-

pared to [Münsing et al.(2017)], this work incorporates renewable generation,

thermostatically controlled loads (TCLs), storage devices, deferrable appliances

(DAs), and electric vehicles (EVs) and relies on a hierarchical, distributed archi-

tecture including aggregators [Olivella-Rosell et al.(2018)] to “divide and con-

quer” the communication problem, avoiding congestion and yielding a scalable

implementation for optimal price calculation.

2. The EVE architecture includes the first blockchain-based, distributed Robust

State Verification (RSV) mechanism for TE transactions, where physical sensor

measurements are cross-validated in a decentralized fashion to ensure prosumers
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abide by their market commitment (Section 4.3). The proposed algorithm,

inspired by the work [Vuković and Dán(2014)] on distributed state estimation in

adversarial settings, is shown to be robust against False Data Injection Attacks

(FDIAs) aimed at TE market theft.

3. The pricing and verification algorithms are tested via numerical simulations

in Section 4.4. Implementation of the EVE blockchain framework onto a dis-

tributed ledger [Androulaki et al.(2018)] is described in Section 4.5 using the

open-source Hyperledger Fabric (HLF) framework. It includes a customized

BFT-SMART [Sousa et al.(2018)] consensus protocol to provide security and

improve performance with Byzantine Fault Tolerance (BFT) in an untrustwor-

thy environment. This improves upon standard security features of HLF, such

as Membership Service Provider (MSP), Fabric CA (Certificate Authority),

Attribute-Based Access Control (ABAC) [Yuan and Tong(2005)], and others

that address common security concerns. Bench-marking for the proposed smart

contracts using Hyperledger Caliper [Sukhwani et al.(2018)] and a web visual-

isation using Hyperledger Explorer [Aleksieva et al.(2020)] are also described

herein.

4.1 EVE as a Cyber-Physical System Architecture

4.1.1 Physical Infrastructure

The physical infrastructure includes:

• The electrical grid modeled as a connected graph Ge = (B, Ee). Lines and

transformers are characterized by admittance parameters yij, ∀ ij ∈ Ee1.

1Voltage control and protective equipment are ignored because these do not have a direct impact

on market operation and hence are not required for the description of the EVE architecture.
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• Market Participants (prosumers and aggregators).

• Electrical loads, distributed generation, and storage assets that connect to buses

on the electrical network. For clarity this formulation models a single prosumer

per bus b, making them equivalent2.

• Electrical sensors and control equipment.

(a)

Aggregator 1

Aggregator 2

Aggregator 3

Aggregator 4

LL1

LL2

LL3 LL4

Global Ledger

• Electrical Node Electrical Line Communication Link

(b)

Figure 4.1.1: (a) The Hierarchical Distributed Ledger Architecture (b) Cyber Infrastructure Overlaid

with the Physical Structure for a Sample Distribution Network with 4 Aggregators

4.1.2 Application Layer

In EVE, scalability is achieved by dividing the application layer entities into agents

with distinct tasks.

• The bottom layer includes prosumers who can buy and/or sell energy and con-

trol flexible loads, storage, and generation assets connected to the physical

network. This layer can be broken into several physical regions.

2In cases where multiple consumers connect to the same physical bus, the modeling considers

separate buses connected through zero impedance edges, however omitted in diagrams for simplicity.
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• The top layer includes a set of local aggregators (N ) managing the prosumers

connected to a subset of buses B(n) ⊂ B for all n ∈ N .

The following remark is in order:

Remark 4.1.1. Individual prosumers have traditionally been unable to participate

in energy markets, but aggregators may have access through the lumped capacity

bids [Mahmoudi et al.(2014a)]3. Aggregators can act as intermediaries between small

consumers/producers and volatile markets, and thereby provide hedging solutions to

reduce risk to individual market participants [Koch(2015)]. Aggregators can procure

demands from consumers and sell to purchasers through trading frameworks proposed

in prior works [Mahmoudi et al.(2014b)]. Moreover, resources needed for price op-

timization and verification processes can be more easily be obtained and justified for

aggregators rather than each prosumer. Aggregators do not complicate management

because blockchain is suited for a decentralized architecture. A solution without ag-

gregators would otherwise increase communication latency and computation time for

market-clearing as new prosumers are added, reducing scalability.

Policies in EVE can be divided into three main classes:

• Pricing: Policies deciding the optimum prosumers schedule and the price.

• Verification: Policies processing sensor information to verify that load/gen-

eration is correctly reported, contractual obligations have been met and billed

accordingly.

• Billing: Policies for billing and ensuring compliance.

3A practical example can be found in [California’s Community Choice Program(2020)].
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4.1.3 Cyber Infrastructure

The cyber infrastructure includes security policies for settling transactions, com-

munication/computation resources, and data archival based on blockchain. Building

the cyber network requires all market participants to work together as a consortium

using a set of policies agreed to during network initialization to determine the partic-

ipants’ permissions. For the shared database or ledger within the cyber architecture,

EVE uses CouchDB [Gupta and Rani(2016)] as it supports rich queries when data

values are modeled as JSON. The cyber framework is generic to include or exclude

Transport Layer Security (TLS); however, including TLS is recommended for addi-

tional security.

Application of the policies mentioned in Section 4.1.2 is handled through dis-

tributed ledgers. In EVE, a ledger consists of (a) a database that holds current

values of a set of ledger states, and (b) a transaction log that records all changes that

have resulted in the current system state. The implementation of EVE in this work

consists of two types of distributed ledgers, a Local Ledger (LL) and a Global Ledger

(GL). The smart contracts in this work handle interactions between the ledgers (GL

and LL) and external applications to complete every transaction within EVE. Fig-

ure 4.1.1a shows the hierarchical architecture of those ledgers whereas Figure 4.1.1b

overlays the distribution of physical nodes into aggregator zones. An aggregator uses

the LL to collect bids submitted by prosumers, verify local state information, and

update individual prosumer budgets after verification. Aggregators access the GL

for distributed pricing and verification algorithms and for sharing global information

with other aggregators. All information exchanges and history between participants

are handled through smart contracts for reading, writing, and storing in distributed

ledgers.
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(Ti−1) Single Solving Window (Ti)
Stage 1 (Open Bidding Window) Stage 2

(Closed Bidding
Window)

Stage 3
(Update Dispatch

Window)

Global
Ledger

Local
Ledger

Prosumers Consume/produce power using dispatch for (Ti) (scheduled at (Ti−1))

Prosumers submit bids for (Ti+1)

Aggregators collect
bid, budget & run
pricing calculation

for (Ti+1)

Aggregators update
prosumers’ dispatch

for (Ti+1)

Aggregators write
bus dispatch

for (Ti+1)

Prosumers collect
dispatch for (Ti+1)

Sensors submit
measurements for

(Ti−1)

Aggregators collect
scheduled bus

dispatch for (Ti−1)

Aggregators collect
measurements for

(Ti−1)

Verification phase
for (Ti−1)

Aggregators update
budget & assign

penalty for (Ti−1)

Figure 4.1.2: Overview of Eve Major Tasks and Timeline for a Single Solution Window with Red,

Blue, and Green Used to Illustrate Pricing, Verification, and Billing Policy Execution Steps, Re-

spectively

Figure 4.1.2 depicts the implementation of policies under a single solving window

Ti divided into three stages. Stage 1 refers to the Open Bidding Window in which

prosumers submit bids for Ti+1. Aggregators execute the verification algorithm based

on measurements collected for Ti−1. Hence stage 1 includes execution of the verifica-

tion policy and then the billing policy. Stage 2 refers to the Closed Bidding Window

in which the aggregators execute the distributed pricing algorithm for Ti+1. Stage 3

refers to the Update Dispatch Window in which aggregators update the prosumers’

schedules.

4.2 EVE Distributed Pricing Algorithm

Pricing and scheduling decisions are illustrated for a single solving window, as

shown in Figure 4.1.2. The period is split into T smaller discrete intervals of unit

duration, all in the set Ti = {iT, . . . , (i+1)T−1}. Within each period, Ti, bus b is

connected to assets that either supply or demand power. Net real power generation

of bus b at time t is denoted by pb(t). Positive and negative values of pb(t) indicate
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that bus b is supplying power to the grid or consuming from the grid, respectively.

Neglecting losses, the total power schedule managed by aggregator n ∈ N , p(n)(t), is

the sum of power from each individual bus pb(t) associated with it:

p(n)(t) =
∑

b∈B(n)pb(t). (4.2.1)

Each component pb(t) must have a certain cost (disutility) and must satisfy a

set of constraints that depend on the generation and storage capacity available at

the supply side, as explained in Section 4.2.1, that determines the optimal schedule.

Section 4.2.2 describes a decentralized dual decomposition algorithm to solve a power

balancing problem between different aggregators with a dual variable reflecting the

price of energy. Related works ( [Li et al.(2011b), Chang et al.(2012)]) use a similar

dual decomposition algorithm to solve a distributed problem between an aggregator

and its customers, with the former reflecting its internal energy procurement cost

function through iterative retail pricing and the latter trying to minimize deviation

from a pre-determined aggregate power profile. However. this work relies on only

modeling a decentralized energy market mechanism (hence no central provider) while

leveraging the distributed ledger to ensure the liquidity of purchasers.

4.2.1 Flexible Resource Model

The power injection trajectory pb = [pb(iT ), . . . , pb((i + 1)T − 1)]> ∈ RT×1 is

constrained depending on the type of energy service bus b provides. For example,

in response to price signals, a participant may accept shifting to a less comfortable

thermostat reference temperature, defer use of the dishwasher, dim lights, or other

actions. This section describes in general terms4 the inter-temporal constraints for

demand and supply in a single period Ti (i is omitted for brevity) and discusses

4Specific examples are given in Appendix A.
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associated cost functions Cb(pb).

For each aggregator n and bus b, the load profile can be split into a flexible

component, that changes based on price, and an inflexible one that prosumers are

willing to buy at any price. In the literature, pb is typically modeled by a linear,

affine function of a corresponding control signal ub, i.e., for all b ∈ B(n), n ∈ N :

pb = Abub + `b, pb(t) ∈ Spb , ub ∈ Ub (4.2.2)

where `b is the inflexible part of the load, p and u are column vectors, the set Ub is

related to the flexibility that can be offered to adjust the shape of the profile, and Spb
expresses operational constraints on how the asset can inject power5. Control signal

constraints are mapped to pb using A†b as follows:

pb ∈ Pb, Pb = {p|A†b(p− `b) ∈ Ub, p(t) ∈ Spb , p>λ ≤ rb} (4.2.3)

where the constraints Ub are linear, meaning that pb lies within a polygon. In (4.2.3),

λ denotes the price of energy over the horizon, rb denotes the budget, and p>b λ ≤ rb

denotes the affordability constraint.

The cost to prosumer b, Cb(pb), is the price the customer is willing to pay, or the

price the supplier is willing to be paid to generate for a certain amount of power.

Cb(pb) is a convex function of pb. The cost function simultaneously reflects the

utility and cost for prosumers that can switch between producing and consuming,

respectively, with pb(t) ≥ 0 representing the supply utility function and pb(t) < 0

representing the demand cost function.

This generic model can be applied to various resources including renewable gen-

eration, TCLs, storage devices, DAs, and EVs. Appendix A shows examples of such

5Later integrality constraints will be relaxed in either Ub or Spb , and be replaced with convex

constraints to guarantee a convex market clearing problem required for the convergence of the

pricing algorithm.
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Figure 4.2.1: A Single Solving Window for Distributed Pricing Ordered from (i) Individual Buses
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gregators Iterate Pricing Algorithm, (iv) Aggregators Push Dispatch Solution to Ledger, and (V)

Individual Buses Read Dispatch Solution.

models and cost functions for supplemental study.

4.2.2 Distributed Pricing and Scheduling Algorithm

Each aggregator can buy or sell power for the distributed resources connected to

B(n). Let B(n) = {n(1), . . . , n(|B(n)|)}, where n(i) denotes the ith bus of aggregator n.

The power profile of aggregator n is:

p(n) =
(
p(n)(iT ), . . . , p(n)((i+1)T−1)

)>
=
∑

b∈B(n)

pb (4.2.4)

where pb is the profile of one of the flexible resources at a bus b ∈ B(n). Following

matrices are also defined:

P (n) =
(
pn(1), . . . ,pn(|B(n)|)

)>
(4.2.5)
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whose rows are prosumers’ profiles contributing to p(n). The aggregated load profile

is the sum of individual components, i.e., p(n) = P (n)>1, where 1 = {1}|B(n)|×1. The

demand cost for aggregator n for a certain set of schedules P (n) is described by:

C(n)(P (n)) ,
∑

b∈B(n)

Cb(pb) (4.2.6)

The feasible set of matrix profiles P (n) that can be chosen by the aggregator must lie

in the Cartesian product of the feasible sets for the tuple of profiles pb ∈ Pb, b ∈ B(n),

meaning:

P (n) ∈ Pn(1) × · · · × Pn(|B(n)|) , P(n) (4.2.7)

Algorithm 4 Prosumer Pricing Interaction; A Step-by-step Implementation of

eqs. (4.2.9) to (4.2.11) from the Perspective of a Prosumer b ∈ B(n). LLn Refers

to the Local Ledger to Aggregator n ∈ N , with ⇐ and ⇒ Indicating Writing to and

Reading from the Ledger, Respectively.

1: Wait until bidding interval starts:

2: LLn ⇐ Pb (constraints) and Cb (cost function).

3: Wait until dispatch horizon starts.

4: if Dispatch instruction ready on ledger then

5: LLn ⇒ Read dispatch instruction pb.

6: Execute dispatch instruction pb.

7: else

8: Execute most recent pb instruction.

9: end if

If transmission constraints are relaxed and the algorithm only balances instanta-

neous power, the optimum market clearing requires solving:

min
P (1),...,P (N)

∑

n∈N
C(n)(P (n)) s.t.

∑

n∈N
P (n)>1 = 0, P (n) ∈ P(n) (4.2.8)

The Lagrange multiplier of the balance constraint
∑

n∈N P
(n)>1 = 0 in (4.2.8) λ

expresses the shadow price of energy over the horizon in (4.2.3), λ = (λ(iT ), . . . , λ((i+
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1)T − 1))>. Also, this is an instance of the network utility maximization problems

which can be decomposed as detailed next6.

For each gradient descent, given the most recent price λk (the dual variable),

each aggregator independently attempts to minimize its cost schedule through the

following problem:

min
P (n)

C(n)P (n) + [λk]
>P (n)>1 s.t. P (n) ∈ P(n), ∀n ∈ N (4.2.9)

Let P
(n)
? (λk) ∈ P(n) be the solution of eq. (4.2.9) in response to the kth iteration value

of the vector λk and p
(n)
? (λk) = [λk]

>P (n)
?

>
1. Assuming a feasible solution exists,

the algorithm updates the price as follows in GL:

λk+1 = λk + α
∑

n∈N
p(n)
?

>
(4.2.10)

Note that all the aggregators have to post their total injection based on the current

price estimate, which will stop updating as soon as:

λ? = λk? :
∑

n∈N
p(n)
? = 0 (4.2.11)

These equations comprise the distributed and decentralized algorithms explained for

prosumers and aggregators in Algorithms 4 and 5, respectively, and are visualized in

Figure 4.2.1.

A few interesting observations can be made:

1. Aggregators hide local bids and feasibility constraints from the GL, and instead

they only show (expose) how they would react for the particular price scenarios

iterated through λk.

2. Because the cost and constraints of an aggregator are decomposable in terms

of the prosumer profiles pb, the problem could be decomposed further to al-

6See e.g. [Li et al.(2011a)] for its application to real time pricing.
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Algorithm 5 Aggregator Pricing Algorithm; A Step-by-step Implementation of

eqs. (4.2.9) to (4.2.11) from the Perspective of Aggregator n ∈ N
1: Define algorithm time limit τ and iteration limit k.

2: Wait until prosumer bidding interval ends.

3: LLn ⇒ read all Cb, rb, and Pb values available on ledger, building B(n) based on submitted

prosumers.

4: Initialize λ4 and p
(n)
4 to most recent solutions λ? and p

(n)
? , or 0 if no prior solution exists.

5: Initialize λ0 ← λ4, k ← 0 and α̂.

6: Build model eq. (4.2.9) using λ0.

7: while k < k do

8: Solve model eq. (4.2.9) for λk, enforcing the billing constraint for all prosumers.

9: Retry writing solution p
(n)
? to GL until ACK received.

10: Start timer τ ← 0.

11: while Other aggregator solutions are not available from GL do

12: if τ < τ then

13: Wait ε seconds.

14: else

15: LLn ⇐ p4b for all prosumers b ∈ B(n).
16: LLn ⇐ rb ← rb + p4b

>
λ4 for all prosumers b ∈ B(n).

17: Terminate algorithm, recycling last solutions.

18: end if

19: end while

20: GL⇒ p
(m)
?

>
λk for all m ∈ N \ {n}.

21: Update λk+1 following eq. (4.2.10) using α = α̂/(k + 1).

22: if |λk+1 − λk| < ε then

23: λ? ← λk.

24: LLn ⇐ p?b for all prosumers b ∈ B(n).
25: LLn ⇐ rb ← rb + p?b

>λ? for all prosumers b ∈ B(n).
26: Terminate.

27: end if

28: k ← k + 1.

29: end while

30: Terminate.
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low individual prosumers to keep Cb(pb) and Pb private, interacting with the

aggregator in a similar manner as shown in [Karakoç et al.(2018)].

There are challenges with convergence of the distributed algorithm eq. (4.2.9)

not commonly found in comparable centralized formulations. First, the aggregate

supply/demand curves must cross for a fixed price to emerge, a standard requirement

in market theory. Second, a rogue aggregator may produce malicious values of pn?

during the iterative phase of Algorithm 5, potentially preventing the algorithm from

converging. There are numerous ways to detect such manipulations such as bounding

the gradient step eq. (4.2.10), however, the details of those are beyond the scope

of this paper and readers are referred to [Ravi and Scaglione(2019)] for additional

information. Third, due to the non-convexity introduced by the budget constraint in

eq. (4.2.3), there are no guarantees for convergence to the global optimum. However,

as this constraint is only tight for a small number of prosumers, the problem often

converges in practice.

4.3 EVE Distributed Robust State Verification Algorithm

While the blockchain TE framework ensures transparency and immutability of

transactions placed on the chain, it is still insufficient to ensure that those transactions

took place. Physical measurements are needed to confirm power injections at each

bus in the electric grid. In a trust-less system, aggregators have to cooperate to

verify measurement accuracy, noting that some aggregators (or some of the prosumers

they manage) may operate as adversaries by modifying market operations and/or

measurements to commit energy theft. The essential tool described in Section 4.3.1

establishes accuracy by checking consistency with the grid’s physical laws.

Before delving into algorithmic details, it is worth emphasizing that the notion of

distributed measurement verification introduced here is new. The approach proposed

84



for measurement verification consists of solving a regression problem closely related

to state estimation in power systems fitting sensor data, but its goal is fundamentally

different. Securely estimating the entire state vector for the grid is sufficient but

not necessary to cross-validate the self-reported measurements. The state variables

themselves are therefore not essential, and rather, this work focuses on the accuracy

of reported real power injections within an aggregator region and power flows between

different aggregators’ regions. This approach ensures appropriate billing aggregators

and prosumers and permits penalties to be levied for discrepancies in reporting. For

measurements of the consumption/generation in time window Ti, verification mech-

anism is run in time window Ti+1 as shown in Figure 4.1.2. Considering an FDIA

threat [Liu et al.(2011)], the proposed mechanism extends the idea in [Vuković and

Dán(2014)] and adapts it to serve as a decentralized cross-validation algorithm in-

tegrated within the EVE framework. The goal is to extrapolate the actual power

injections p(n) of each aggregator n ∈ N from sensor measurements. Since p(n) are

continuous variables, this is not a binary decision and amounts to solving a regression

problem.

4.3.1 Physical Constraints for the Electric Grid

Let x(t) be the vector of system variables at time t, consisting of bus injec-

tion variables and branch flow variables. Here, the variables in x(t) include real

power injection, reactive power injection, and squared voltage magnitude expressed as

(pb(t), qb(t), v
2
b (t))

>, ∀b ∈ B. Branch flow variables include the squared current magni-

tudes, real power flows, and reactive power flows expressed as (c2
l (t), Pl(t), Ql(t))

>, ∀l ∈

Ee. Let xA(t) include only the variables in x(t) that are directly-measured through a

sensor. Measurements are noisy versions of physical parameters described by:

z(t) = xA(t) + ε(t). (4.3.1)
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Within a margin of error due to the noise, these physical constraints are a set of

non-linear homogeneous equations written in vector form as follows:

h(x(t)) = 0 ; ∀t ∈ T (4.3.2)

Appendix B specifies a possible h(·) using the Distflow [Baran and Wu(1989b)] equa-

tions .

4.3.2 Malicious Agents Behavior

The following assumptions are made:

1. The adversary (a malicious agent or a group of coordinating agents) is an in-

sider who has legitimate physical and logical access to the network and ledgers

through the certification mechanism.

2. The adversary is capable of manipulating sensors measurements, either by com-

promising sensors or compromising the communication between sensors and

aggregators.

3. The insider is motivated to disrupt the verification process and cheat the system

for financial gain.

Utilizing sensor measurements reported at the LL level in eq. (4.3.1) and physical

constraints in eq. (4.3.2), a decentralized optimization algorithm to complete the

verification task using data from all sensors under any aggregator is formulated. The

optimization algorithm (detailed later in Section 4.3.3.1) may be generalized into the

following form:

min
x(n)

∑

n∈N
f (n)(x(n)) (4.3.3a)

s.t. Consensus Constraints (4.3.3b)
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where n is a decentralized agent in set N 7 and f (n) : Rl → R is a cost function that

agent n has to minimize while cooperatively minimizing the aggregate of cost functions

from all the agents eq. (4.3.3a), subject to some consensus constraints eq. (4.3.3b).

Common algorithms used to solve this problem using a certain communication graph

Gc(N , Ec) eq. (4.3.3) involve iterative consensus updates to x(n) ∈ Rl as follows:

x
(n)
k+1 =

∑

m∈N
anmr

(m)(x
(m)
k ) at k ≥ 0 (4.3.4)

where k is the iteration index, anm ≥ 0 is a mixing weight (n,m) ∈ E such that

∑
m∈N anm = 1, and r(m) : Rl → Rl is the information received by n from neigh-

bor m. eq. (4.3.4) illustrates that neighbors on the communication graph exchange

information with one another in each iteration.

The communications model is described as:

r(m)(x
(m)
k ) =





x
(m)
k , m ∈ R

?, m ∈M
(4.3.5)

with R ⊆ N and M ⊆ N expressing the sets of regular and malicious agents,

respectively. That is, regular agents report their true states, whereas malicious agents

may inject false data and disrupt convergence of the algorithm to suit their goals.

An attack by an agent results in the following update for a neighbor n:

x̃
(n)
k+1 = x

(n)
k+1 + ? (4.3.6)

where x̃
(n)
k+1 is the false update and x

(n)
k+1 is the true update (if all the neighbors

communicated truthfully). For instance, a malicious agent will attempt theft by

paying less (as a consumer) or receiving a larger compensation (as a producer). This

occurs by under reporting energy usage or over reporting generation by altering the

appropriate field of z(n)(t) so that: z̃(n)(t) = z(n)(t) + ?.

7The notation for the set of aggregators is abused N to denote the set of decentralized agents in

this subsection.
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4.3.3 Robust State Verification in the Presence of FDIAs

Next, details on the decentralized algorithm that allows aggregators to cross verify

if measurements of power injections are to be trusted and, if not, which aggregators

are likely responsible for the FDIA is provided.

4.3.3.1 Modelling Of The Optimization Problem

The state verification problem is modeled as a decentralized optimization problem

in which each aggregator n ∈ N has access only to their private cost function f (n) :

Rln → R and act on their own private vector of system variables, x(n)(t). Here, x(n)(t)

includes copies of those variables in x(t) that pertain to buses and lines inside and at

the periphery of aggregator region n (see Figure 4.3.1). That is,

x(n)(t) = S(n)x(t) (4.3.7)

where S(n) is a selection matrix that extracts the appropriate entries that make up

x(n)(t) from x(t). Since there are tie-lines between aggregator regions, some of the

entries in x(n)(t) will have identical counterparts in x(m)(t) of a neighboring aggregator

region m. For the extrapolated injections to be valid, the regions have to match values

at these tie-lines. Failure to do so indicates an attack. The consensus constraint is,

therefore, a consensus on the tie-lines variables, that can be written as:

Snmx
(n)(t) = Smnx

(m)(t), ∀n ∈ N and m : nm ∈ Ec (4.3.8)

where Snm is the selection matrix that extracts from x(n) common variables between

neighboring regions n and m.

Thus, the goal of the set of aggregators is to minimize their individual cost func-

tions (f (n),∀n ∈ N ) and the global cost function (
∑

n∈N f
(n)) simultaneously sub-

ject to the consensus constraints eq. (4.3.8) defined over the communication graph,
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Gc(N , Ec).

The optimization problem should find values of system variables, x(n)(t), at each

aggregator n that:

• Have the least residual error with respect to the measurements, z(n)(t), to re-

duce measurement deviation from their corresponding system variables (x
(n)
A (t))

being minimized. Letting S
(n)
A be the selection matrix that extracts available

measurements from x(n)(t), the following can be written:

x
(n)
A (t) = S

(n)
A x

(n)(t) (4.3.9)

• Have the least residual error with respect to the scheduled injections, p?(n)(t),

where the ith element of the vector is given by [p?(n)(t)]i = pbi(t), ∀bi ∈ B(n).

This seeks to minimize deviation of the scheduled bus dispatch from their corre-

sponding system variables (S
(n)
P x

(n)(t)), where S
(n)
P is the selection matrix that

extracts active power injections variables from x(n)(t), and

• Fit the physical model equations, h(n)(·)8, with the least residual error.

Power injection components, S
(n)
P x

(n), from the optimization problem are used in

EVE as the closest approximation for ground-truth billing. The severity of deviations

from the schedule
(
p?(n)(t)− S(n)

P x
(n)
)

that determines the penalties assigned to

prosumers under a specific bus.

Finally, the state verification problem can be cast as the following optimization

problem, written in a form analogous to eq. (4.3.3a) that is amenable to ADMM

8Definitions of the functions h(n)(·) are given in Appendix B.
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decomposition [Boyd et al.(2011)]:

min
{x(n)(t)}t∈Tn∈N

∑

t∈T

∑

i∈N
f (n)(x(n)(t)) (4.3.10a)

s.t. Snmx
(n)(t) = Smnx

(m)(t) , ∀nm ∈ Ec (4.3.10b)

x(n)(t) = S(n)x(t) , ∀n ∈ N (4.3.10c)

x
(n)
A (t) = S

(n)
A x(t), ∀n ∈ N (4.3.10d)

where:

f (n)(x(n)(t)) := c1

∥∥∥Σ−1/2

z(n)

(
z(n)(t)− x(n)

A (t)
)∥∥∥

2

2
+ c2

∥∥h(n)(x(n)(t))
∥∥2

2
+

c3

∥∥∥p?(n)(t)− S(n)
P x

(n)(t)
∥∥∥

2

2
(4.3.11)

Here, Σz(n) is the diagonal matrix such that [Σz(n) ]jj = variance([z(n)]j). Addition-

ally, eq. (4.3.10b) enforces consensus among the common variables across neighboring

regions for the constraints mentioned in eq. (4.3.3b).

Remark 4.3.1. The terms c1, c2, c3 denote the weight of the penalty levied on the

solution if their respective objectives are violated. The third term penalizes a solution

that is further from the schedule, and in noting this might hinder the verification step,

practical applications can choose c3 such that c3 ≪ c1, c2.

4.3.3.2 Iterative Update Rule

This section shows equations that iteratively update state variables vectors to arrive

at the solution to problem eq. (4.3.10). Two matrices are defined that assist in

formulating rules for iterative updates. Suppose that ln is the number of variables

pertaining to aggregator region n, then D(n) ∈ Rln×ln is a diagonal matrix with

[D(n)]jj equal to the number of regions with which region n has the j-th variable of
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Figure 4.3.1: State Verification Architecture for a Test Case with Five Aggregator Regions

x(n) in common, ∀j ∈ [ln]. Similarly D
(n) ∈ Rln×ln is also a diagonal matrix such

that [D
(n)

]jj = 1/[D(n)]jj if [D(n)]jj 6= 0, and [D
(n)

]jj = 0 if [D(n)]jj = 0.

To arrive at the minimizer of the problem in eq. (4.3.10) for an interval t ∈ Ti, the

updates in eq. (4.3.12) are executed iteratively ∀k ≥ 0 until a termination condition

is satisfied9:

x
(n)
k+1 =

(
c1S

(n)
A
>
Σ−1
z(n)S

(n)
A + c2H

(n)>H(n) + c3S
(n)
P
>
S

(n)
P + c4D

(n)
)−1

×
(
c1S

(n)
A
>
Σ−1
z(n)z

(n) + c3S
(n)
P
>
p?(n) + c4D

(n)υ
(n)
k

)
(4.3.12a)

ψ
(n)
k+1 =D

(n) ∑

m:nm∈Ec
S>nmSmnx

(m)
k+1 (4.3.12b)

υ
(n)
k+1 =υ

(n)
k +ψ

(n)
k+1 − 0.5

(
ψ

(n)
k + x

(n)
k

)
(4.3.12c)

9For the sake of readability, x(n) is written instead of x(n)(t) and x
(n)
k is used to denote iterates

of the algorithm where k is the iterate.
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where H(n) is defined in Appendix B with variables initialized as:

x
(n)
0 ∈ Rln . . . initialize arbitrarily (4.3.13a)

ψ
(n)
0 = D

(n) ∑

m:nm∈Ec
S>nmSmnx

(m)
0 (4.3.13b)

υ
(n)
0 =

1

2

(
ψ

(n)
0 + x

(n)
0

)
. (4.3.13c)

Algorithm 6 describes the iterative process in eq. (4.3.12) with a pictorial repre-

sentation of the algorithm given in Figure 4.3.1. Buses in each aggregator region n

have access to their local ledgers LLn. The aggregators, in addition to their local

ledger, also have access to GL. The aggregator collects measurements from their

buses and stores them on LLn. Results after an ADMM update are also saved in LLn

for each aggregator. Aggregators exchange state elements that correspond to tie-line

variables with a neighbor as shown in Figure 4.3.1.

4.3.3.3 Threat Model Specific To RSV

The updates in eqs. (4.3.12b) to (4.3.12c) involve aggregating the shared state variable

x(n) from agent n with the same state variable from its neighbors, similar to the

updates in eq. (4.3.4). Yet Section 4.3.2 showed that approach to be vulnerable to

FDI attacks via eq. (4.3.6), thus indicating eq. (4.3.12b) is also vulnerable to malicious

injections by neighbors.

A malicious user in region m may modify values of its input measurements to

affect the aggregator’s measurement vector as follows:

z̃(m) = z(m) + a(m)

where the perturbation a(m) has non-zero entries in the locations that correspond to

false sensor measurements. Similarly, if the aggregator itself acts maliciously, it can

inject false data (as seen in eq. (4.3.5)) into the updates of Smnx
(m) that are passed
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Algorithm 6 Robust State Verification; A Step-by-step Implementation From the

Perspective of Aggregator n ∀n ∈ N . Here LLn ∀n ∈ N and GL Represents the

Local and Global Ledgers Respectively. The Symbol a ⇐ b Corresponds to Upload

From b to a.

1: LLn ⇐ Collect local measurements z(n)(t).

2: Initialize ADMM states according to eq. (4.3.13), trust score π = 0, and disagreements dnm =

0, ∀nm ∈ Ec.
3: repeat

4: π− ← π and [x(n)(t)]− ← x(n)(t).

5: ADMM update of x(n)(t) according to equation eq. (4.3.12a).

6: Send common variable information to neighbors via the GL with ABAC control: GL ⇐

{Sijx
(n)(t) | m : nm ∈ Ec}.

7: Receive common variable information from neighbors:

{Smnx
(m)(t) | m : nm∈Ec, m sent information}⋃

{Smnx
(m)(t− 1) | m : nm ∈ Ec,m didn’t sendinformation} ⇐ GL.

8: Update intermediate states according to eqs. (4.3.12b) and (4.3.12c).

9: Run Algorithm 7 to update π and dnm, ∀m : nm ∈ Ec.
10: until One of the termination conditions 1 or 2 is satisfied

11: Restart the algorithm with {Gc \ (arg maxn πn)}.

to a neighbor aggregator n in eq. (4.3.12b). Both changes lead to discrepancies in

neighboring aggregators updates as follows:

ψ̃
(n)
k (t) =ψ

(n)
k (t) +D

(n)
S>nmSmna

(m)
k (t) (4.3.14)

⇒ υ̃
(n)
k (t) =υ

(n)
k (t) +D

(n)
S>nmSmna

(m)
k (t) (4.3.15)

x̃
(n)
k+1(t) =x

(n)
k+1(t) + c4MD(n)D

(n)
S>nmSmna

(m)
k (t) (4.3.16)

where M=
(
H(n)>H(n) + S

(n)
A
>
S

(n)
A + S

(n)
P
>
S

(n)
P + c4D

(n)
)−1

and eq. (4.3.16) is anal-

ogous to the discrepancy in eq. (4.3.6) where the inaccurate update is a modified

version (x̃
(n)
k+1(t)) of the true update (x

(n)
k+1(t)).

The FDIAs will be successful at creating algorithm divergence, or convergence to

a false optimum, if the ADMM updates in eqs. (4.3.12a) to (4.3.12c) are used to solve
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eq. (4.3.10a). Algorithm divergence is a special case of a Denial of Service attack in

which aggregators are unable to complete the verification process.

An additional area of concern is stealth attacks where the attacker injects a sparse

vector, a(n). Here, non-zero entries of the attack vector correspond to the sensors

being attacked, such that the constraint in eq. (4.3.17) is satisfied even with the

perturbed state:

h(n)(x(n) + S
(n)
A
>
a(n)) = 0 (4.3.17)

where x(n) corresponds to the true variables. Here, without any change in the loss

function in the state verification problem eq. (4.3.10a), the attacker is still able to

alter the algorithm’s output. These types of attacks are only possible when a mali-

cious aggregator can gain complete knowledge about its neighbors’ parameters. Such

attacks are tough to detect, and even harder to mitigate, in the absence of a specially

imposed structure on the actual measurement vectors. In practice, specially designed

sparsity patterns for sensors can prevent such attacks.

4.3.3.4 Detection Of The Malicious Agent

Methods proposed in [Vuković and Dán(2014)] are employed to detect an attack as

presented in Algorithm 7. Algorithm 7 is a detection subroutine with the robust state

verification of Algorithm 6.

In Algorithm 7, each region n calculates a measure of disagreement, dnm, in the

shared variables with a neighboring region m as:

dnm = (1− αk)dnm +
αk/4

|Snmx(n)(t)||Ti|
∑

t∈Ti

∥∥Snmx(n)(t)−Smnx(m)(t)
∥∥2

F
(4.3.18)

and the matrix of normalized disagreement scores B:

[B]nm =
dnm∑

m′:nm′∈Ec dnm′ + ε
. (4.3.19)
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Algorithm 7 Detection Loop; F (dnm,Snmx
(n)(t),Sjix

(m), ∀m : nm ∈ Ec)
1: Set α, ε = 10−16

2: Calculate dnm ∀m : nm ∈ Ec according to eq. (4.3.18).

3: Calculate [B]nm∀m : nm ∈ Ec according to eq. (4.3.19).

4: Submit [B]n: to GL until ACK received.

5: [B]m: ⇐ GL,∀m ∈ N \ {n}
6: Compute π, the left principle eigenvector of B.

7: return π and dnm, ∀m : nm ∈ Ec.

The left principal eigenvector, π, of B is then calculated. The value of ‖π‖2 and the

location of the highest element of π represent the presence of an attack and the index

of the most likely attacker, respectively [Vuković and Dán(2014)].

To mitigate the impact of FDIA, line 11 is added to Algorithm 6 to restart the

algorithm after isolating the identified attacker. However, the structure of the com-

munication graph can cause misidentification errors, resulting in divergence in the

proposed algorithm. Convergence can be guaranteed provided the following condi-

tion is met when establishing the structure of the communication graph:

Theorem 1 (Proposition 3 [Vuković and Dán(2014)]). Consider a system with N > 2

regions, if (i) there exists a 3-clique in the graph Gc and if (ii) for finite k the RSV

does not converge, then the stationary distribution πk exists and it is unique and can

be computed.

4.3.3.5 Termination Conditions

Algorithm 6 terminates when either of the following two conditions is satisfied.

1. The first condition is met when an aggregator converges, i.e.,

∥∥∥x(n)
k (t)− x(n)

k−1(t)
∥∥∥
∞
≤ ε (4.3.20)
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2. The second condition is met when all aggregators have agreed about the pres-

ence and identity of an FDI attacker, i.e.,

‖πk − πk−1‖∞ ≤ επ and πm > µm(π) + βσm(π) (4.3.21)

for some β > 0, m ∈ Nn, where each agent n calculates µm(π) and σm(π) as

the excluded average and excluded standard deviation, respectively:

µm(π) =
1

|Nn| − 1

∑
m′∈Nn\{m}πm′

σm(π) =

√
1

|Nn| − 1

∑

m′∈Nn\{m}
|πm′ − µm′(π)|2

(4.3.22)

4.3.3.6 Placement Of Measuring Instruments

Partitioning the electric grid into N aggregator regions must be done according to a

ruleset. Recovering a unique πk during the convergence failure of the RSV algorithm

requires the presence of at least one 3-clique in the communication graph Gc (The-

orem 1). However, the radial structure of the distribution grid and the requirement

for each aggregator region to contain a contiguous set of buses limits the number

of possible 3-cliques on Gc. A possible solution is to allow aggregators to access a

small amount of sensor measurements from the neighboring aggregators to improve

accountability at the expense of privacy.

4.4 Numerical Simulation

This section demonstrates performance of the distributed pricing and robust state

verification algorithms before describing implementation on HLF in Section 4.5.

4.4.1 Simulation Setup

Figure 4.4.1 shows the radial MATPOWER 141 bus distribution network used

as the demonstration case. The distribution network is separated into 7 aggregator

96



∞ 1 2

33

34

3 4

5

6

35 36

7 11188

8

9

10
112

11
113

12
13

114 115
116

14

117

1516

17

135

136

18

19

137

20

21

22

23

138

24

25

139

26

27

28
29

30

31
14032

141

37 38

53

39 40
41

42

54

55 70

72

71

565859

60

61 62

63

69

6465666768

43

75

44

76787980

81

82

45
46

77

47

83

48

49
84

50

85
86

87

51 52

73

74

89

96

97

98

99
100

9091101102103
104

106

105
92

93107

94

110

95
108

109

118

119
131

132

133

120
121134

122123124125126

127

128

129

130

Ge

agg0agg1

agg3

agg2

agg4

agg6

agg5

Gc

Figure 4.4.1: Ge Is the Network Graph Corresponding to the 141 Bus Radial Distribution Net-

work. The Network in the Box Shows the Communication Graph Gc with the Nodes Representing

Aggregators

zones (N = 7). The choice of N and distribution of buses within N is selected to

increase common state variables between aggregators and to increase the number

of 3-cliques in the communication graph (Gc in Figure 4.4.1) to satisfy the required

conditions introduced in Section 4.3.3.6. The utility is represented as the substation

and belongs to the first aggregator. A total of 3900 prosumers are placed randomly

across the distribution network. The total number of prosumers is arbitrary selected

and sufficiently high to show algorithm scalability. The distributed pricing algorithm

is run for six(6) ten-minute intervals to create a one-hour look-ahead window as a

common duration of interest. The choice of interval length and the number of intervals

can be selected to match local or regional guidelines on settlement time frames since

the generalized formulations are independent of the length and number of intervals.
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4.4.2 Distributed Pricing

Each aggregator includes EVs, energy storage devices, DAs, thermostatically con-

trolled loads (TCLs), and renewables, as summarized in Figure 4.4.2, with each ag-

gregator including a similar percentage of each prosumer type (generated randomly).

Each prosumer has different properties and cost/utility functions uniformly sampled

from an identical distribution. Renewables are configured as price-takers (they have

no cost/utility), TCLs have a quadratic cost function demanding payments for devi-

ations from their thermostat reference temperature, storage devices require a linear

payment proportional to their usage, and DAs and EVs have a linear cost function.

The slack bus has a quadratic cost function.

Cost/utility functions and prices are represented by an arbitrary monetary unit

in which the price reflects the marginal cost of increasing load by a “single unit”.
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Any changes in asset cost parameters are expected to influence the converged price of

eq. (4.2.9). Power transfer between different resources is shown in Figure 4.4.3a. The

slack bus is a net generator (as the utility) since all other aggregators are composed

mostly of consuming loads. Figure 4.4.3b shows prices for each time interval in the

one-hour look-ahead window and how those prices evolve as the distributed algorithm

iterates to solve all dispatches and prices for all intervals at once. The price only

fluctuates by approximately 2% across the iterations because of the significant load

shifting behavior of flexible resources. A total of 28 out of 3900 prosumers are budget-

constrained (need to curtail consumption due to insufficient funds); however, the

algorithm converges without problems, even though convergence is not guaranteed.

To summarize, given a reasonable initial price for the algorithm, typically obtained

from the previous solution, the algorithm solves in a distributed fashion the optimal

schedule of all aggregators in a small number of iterations (< 100 in this illustrative

example) while managing to honor the individual budget constraint. As mentioned

in Section 4.2.2, convergence is not guaranteed due to the non-convexity introduced

by the budget constraint in (4.2.3), which may lead to cyclic behavior in the gradient

descent. However, for a low number of active constraints, the method often works

as was the case in the experiments. This approach chooses an epsilon (Step 22 in

Algorithm 5) that expresses the price difference between iterations to determine when

prices have stabilized, and hence iterations conclude.

The approach developed here for distributed pricing can easily be adapted to the

scenario when each prosumer can trade power directly rather than working through

an aggregator. In that case, each prosumer will participate in the iterative pricing

algorithm by interacting with the blockchain architecture through smart contracts as

shown in Section 6.2. And while that approach is possible with the generalized math-

ematical framework introduced here, the authors advise caution as the approach will
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be computationally burdensome because the number of market participants engaging

with the GL has an exponential effect on the number of transactions and hence slows

the convergence process.

4.4.3 Distributed Verification

Verification algorithm Algorithms 6 and 7 presented in Section 4.3 are demon-

strated here with the following parameters: επ = 1e − 3, ε = 1e − 3, αk = 1/k,

c3 = c4 = 0.5, βn = 2, ∀n ∈ N . Measurements of available variables, xA, were noisy

versions of MATPOWER power flow output for the 141 bus radial distribution feeder

case. The noise, wn, was chosen to be Gaussian with zero mean and a variance of 1.

To illustrate the veracity of the verification algorithm, one of the aggregators, m,

is set to be a malicious entity capable of injecting false data into its communications

with neighboring aggregators. The FDI attack from aggregator m constitutes an

injection from attack vector a(mn) to the communications received by a neighboring

aggregator n of the attacker in eq. (4.3.12b). In each iteration of the algorithm, the

attack vector is chosen randomly subject to
∥∥a(mn)

∥∥
2

= 0.5
√
|Smnx(m)(t)|, where

∣∣Smnx(m)(t)
∣∣ is the length of the vector Smnx

(m)(t), i.e., the number of common

variables shared by region m and its neighbor n.

Consider an example with aggregators 0 and 1 that has buses 42, 43, 54, and 73

as adjacent nodes with common variables between two aggregator regions as shown

in the network topology of Figure 4.4.1. Common variables include real power injec-

tion, reactive power injection, and voltage magnitude. Figure 4.4.4a shows conver-

gence of the four sets of common variables (one for each bus) shared by aggregators

when there is no attack, whereas Figure 4.4.4b shows their divergence when region

0 is an attacker. In Figure 4.4.4a, both aggregators converge to the optimal point

p?b , ∀b ∈ {42, 43, 54, 73}. The attack in Figure 4.4.4b creates a situation in which
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the parameters reach to the same value yet do not converge at the optimal point.

This prevents the verification algorithm from completing. The subroutine described

in Algorithm 7 aims to stop such attacks from occurring by tracking disagreements

in the common variables between neighbors and identifying the most likely attacker.

The detection of FDI attacks from selfish entities on the TE market is accom-

plished using the stationary distribution π of the disagreement matrixB, as discussed

in Section 4.3.3.4. Figure 4.4.5 shows results for N = 7 in which each aggregator is

shown to be the attacker. Each set contains seven bars representing the element of

vector π corresponding to each of the seven aggregators. As the height of the bar

increases, that aggregator is seen as more untrustworthy by the other aggregators.

For example, in scenario 0 where agg0 is the attacker, the corresponding bar plot

indicates that the network of aggregators trust agg0 the least (i.e., πagg0 is highest,
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as calculated in line 6 of Algorithm 7). Similarly, in the other scenarios, observation

shows that the corresponding attacker amasses the lowest trust level.

It is worthwhile to discuss the distribution of distrust in the network. The distrust

is spread among aggregators 0, 1, and 3 considering scenario 0. This can be explained

by reflecting on node connectivity of the Gc graph in Figure 4.4.5, in which agg1 and

agg3 are neighbors of agg0. In scenario 4, where agg4 is the dishonest entity, note

that agg4 is the most untrustworthy, yet it is not as untrustworthy as the attackers in

other scenarios. The distrust is more evenly spread across all aggregators in this sce-

nario. In referring to Gc, the reason for this outcome could occur because aggregator

4 has the highest betweenness centrality and is the only cut vertex in the network10,

i.e., agg4 controls information flow between the two clusters (aggregators 0, 1, 2, 3;

and aggregators 5, 6). For the communication graph Gc, agg4 dictates the spread of

disagreements amongst the aggregators from either cluster. This process to identify

attackers will then permit restart of the algorithm to complete the verification pro-

cess. As billing then occurs the guilty party is penalized, fined, or disconnected from

participating in the transactive energy network.

4.5 Design and Implementation on HLF

This section details implementation on HLF of the CPS described in Section 4.1,

using the pricing algorithm from Section 4.2, and the verification algorithm in Sec-

tion 4.3. The choice of a permissioned blockchain architecture, such as HLF, allows

consensus protocols that are far less energy-intensive than the proof-of-work consensus

protocols employed by permissionless blockchain architectures [Wang et al.(2018)].

10A vertex in an un-directed connected graph is a cut vertex iff removing it (and edges through

it) disconnects the graph or creates more components than the original graph.
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4.5.1 Network Setup

The ordering service for any blockchain framework requires a consensus protocol

to ensure unambiguous ordering of transactions and guaranteed integrity and con-

sistency of the blockchain across distributed nodes. The developed framework is

adaptive to the currently supported Solo, Apache KAFKA, and RAFT algorithms

for withstanding crash faults as an ordering service.

Each aggregator is assigned a unique Certificate Authority (CA) [Androulaki

et al.(2018)] that is responsible for dynamically generating certifications (identities)

for authenticating prosumers under each aggregator’s purview. When joining the

network, an individual prosumer shares information on their type of DER and re-

quests a new set of credentials with a unique prosumer identification (ID) from their

associated aggregator. The credential issued by the aggregator includes a resource

specific attribute in addition to the unique ID. Unlike prior works [Pipattanasom-

porn et al.(2018)], here the ID is embedded in the prosumer’s certificate to add

additional security to the issued certificate for that prosumer. Any interaction be-

tween the blockchain network and an aggregator requires admin identities [Androulaki

et al.(2018)]. In contrast, any communication between EVE and a prosumer involves

the use of prosumer’s unique identity generated by the respective CA.

The use of “channels” here provides the required isolation between individual

aggregators and prosumers [Fernandes et al.(2020)]. Each transaction in EVE is

channel-specific and no data can pass among channels, ensuring privacy and efficient

handling of parallel transactions. The EVE blockchain uses N + 1 number of sepa-

rate channels (one channel for each of the N individual aggregator for accessing the

corresponding LL, plus one commonchannel among aggregators accessing the GL) to

handle access to smart contracts and the ledger. A specific transaction with a specific
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Table 4.1: List of Channels and Associated Smart Contracts, Ledgers, and Participant Access For

N = {0, . . . , 6}.

Channel Installed Smart Contract Ledger Access Participant Access

commonchannel
Account Contract,

Record Contract
GL aggregator n; ∀n ∈ N

agg{n}channel
Bid Contract,

Measurement Contract
LLn

aggregator n ∈ N and

all prosumers b ∈ B(n); n ∈ N

ledger requires invoking the appropriate smart contract.

4.5.2 Implementation of EVE Through Smart Contracts

Table 4.1 lists associations between channels, smart contracts, ledgers, and par-

ticipant access control. Interactions between smart contracts is summarized in Fig-

ure 4.5.1a and Figure 4.5.1b for pricing and verification, respectively. Pricing and

verification algorithms are written in Python as external applications. Node.js ap-

plications are developed to handle communications between external applications and

smart contracts allowing read and write operations to appropriate ledgers. Note that

each application interacts with different smart contracts to accomplish its required

objective.

Account Contract (ACT) manages aggregator-level information such as total

production/consumption and associated total cost at the bus-level. At the beginning

of the bidding window, each aggregator is required to establish their respective bus

information by creating timestamped entries in the GL through ACT.

Bid Contract (BC) contains a set of functions to manage individual prosumer

bids, dispatch values, and budget information. This contract allows a prosumer to

use its certificate to submit any number of bids within the bidding window. However,
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Figure 4.5.1: (a) Graphical Depiction of Pricing Algorithms 4 and 5 Using Smart Contracts and

Ledgers for Aggregator n ∈ N (b) Graphical Depiction of Verification Algorithm 6 Using Smart

Contracts and Ledgers for Aggregator n ∈ N .
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only the last submitted bid within the bidding window is accepted by each aggre-

gator. When submitting a bid, the prosumer is required to provide its asset type

(i.e., EV, renewable generation, DA, TCL, storage device, and inflexible load) and

corresponding parameters. The smart contract extracts the prosumer’s ID from the

certificate and ties the submitted bid with the prosumer’s unique identity to prevent

malicious prosumers from impersonating other prosumers. After the bidding window

closes, the aggregator queries submitted bids with their associated budgets from the

LL through the aggregator’s dedicated channel. The aggregator then executes the

distributed pricing algorithm by exchanging information with other aggregators.

Record Contract (RC) is responsible for data exchange for the iterative pricing

algorithm through GL. After achieving convergence, each aggregator updates its

prosumers’ dispatch and cost information in the LL, and bus dispatch values in the

GL for future verification. This iteration can be computationally intensive because

each interaction (reading and writing) with the GL is a transaction in HLF.

Measurement Contract (MC) handles local measurements from smart me-

ters installed within individual aggregator zones for future verification purposes. Note

that the developed algorithm is independent of the sensor location, allowing smart

meters to be placed randomly in each aggregator zone for illustration purposes here.

The EVE framework can accept measurements at each interval of T as separate trans-

actions or all measurements for T intervals at the same time as a single transaction.

The distributed verification step is always one time step behind the distributed pric-

ing algorithm. For the simulated framework, data from smart meters are generated

by solving a non-linear AC power flow problem using the prosumers’ dispatch values

as input and then adding noise to it. The RC handles information exchange for the

distributed verification process. Each transaction is assigned a type to ensure sep-

aration of entries inside RC for pricing and verification, thus allowing the use of a
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Table 4.2: Benchmark Results for Hyperledger Caliper to Test 200 Iterations of Information Ex-

change for Algorithm 5.

N
Total

Transactions

Sent

Rate (tps)

Max

Latency (s)

Min

Latency (s)

Throughput

(tps)

6 1200 6 1.8 0.31 6

7 1400 7 1.55 0.32 7

8 1600 8 1.77 0.36 8

9 1800 9 1.59 0.38 9

10 2000 10 1.49 0.39 10

single smart contract to handle both iterative algorithms.

Algorithms 5 and 6 have different data sharing requirements. Each iteration of

Algorithm 5 by one aggregator requires information from all aggregators, whereas

each iteration of Algorithm 6 requires information from just neighboring aggregators.

Private data sharing between neighboring aggregators can be achieved by creating

neighbor-specific channels. Nevertheless, this process is burdensome because 1) more

channels are required to handle private data sharing, and 2) changes are required in

the existing blockchain network if the communication graph changes (due to changes

in sensor deployments among aggregators or distribution network reconfiguration).

Therefore, the developed framework leverages the ABAC feature of HLF to han-

dle private communication using the existing commonchannel. When a new edge is

created in the communication graph, the new relationship can be added to RC by

upgrading the smart contract following the rules of the initial agreement.
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4.5.3 Results

Performance results of the proposed framework are generated using predefined

use cases in Hyperledger Caliper. For test cases with varying numbers of aggregators

(N) between 6 − 10, and assuming the pricing algorithm requires 200 iterations for

convergence, Table 4.2 shows benchmark results in terms of the maximum latency,

minimum latency, and throughput11. For each scenario shown in Table 4.2, the send-

ing tps rate is equivalent to N because the number of aggregators is the maximum

number of writes that can occur to the ledger. Figure 4.5.2 shows a web-based visu-

alization of EVE with transaction numbers from each aggregator during the iterative

pricing algorithm. It also demonstrates a graphical representation of the transactions

occurring at an hourly basis starting close to 5:30 PM, which includes transactions

for the pricing algorithm, updating bus dispatch values for verification in the next

hour, and updating prosumers dispatch set points for the next hour.

4.5.4 Security Analysis

Security and privacy of the proposed EVE blockchain introduced here are com-

pared against other leading blockchain approaches. Table 4.3 summaries security

considerations of the reviewed works that used blockchain for TE. Most do not

fully consider security aspects such as threat model, attack scenario, and verifica-

tion mechanism at the physical layer. This indicates that the security of these works

depends on the built-in security mechanism of the blockchain framework and is not

analyzed in-depth for additional threats or weaknesses. In this work, the proposed

EVE blockchain framework has been designed and implemented with direct inclusion

11Latency = (time when response received - submit time) in second. Throughput = (total valid

committed transactions / total time in seconds for all committed nodes in the network) in transac-

tions per second (tps).
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Figure 4.5.2: Visualization of the Commonchannel Through Hyperledger Explorer for n = 7

of cyber-security and specific threat models and attack scenarios. Table 4.4 provides

a summary of potential threats and countermeasures referenced by the NIST Guide

to Industrial Control Systems [Stouffer et al.(2015)] and the HLF security mechanism

as they relate to the threat model outlined in Section 4.3.2.

As the currently supported ordering mechanisms in HLF only provide crash fault

tolerance and do not provide BFT [Hyperledger Architecture Working Group(2017)],

a customized BFT-SMART [Sousa et al.(2018)] state machine replication and a con-

sensus library has been integrated into this work too. By reinforcing the design with

this mechanism, the proposed approach can achieve BFT resilience and durability to

avoid a single point of failure. Also, using sensor measurements in the verification

stage allows EVE to assure prosumers’ compliance with the scheduled transaction.
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Table 4.3: Security Analysis of Reviewed Surveys

Reference
Implementation

Framework

Threat

Model

Attack

Scenario

Physical

Verification

EVE HLF 3 3 3

[Wang et al.(2019)] HLF 7 7 7

[Pipattanasomporn et al.(2018)] HLF 7 7 7

[Gai et al.(2019)] HLF 3 3 7

[Laszka et al.(2018)] Ethereum 3 7 7

[Coignard et al.(2018)] Ethereum 7 7 7

[Sabounchi and Wei(2017)] Ethereum 7 7 7

[Münsing et al.(2017)] Ethereum 7 7 7

[Danzi et al.(2017)] Ethereum 3 3 7

To summarize, this work has incorporated insights from the considerable body

of research that has been developed in cyber-security of electric power measurement

systems to encompass stealth FDIAs in state estimation [Xie et al.(2010)], non-stealth

state estimation attacks such as data jamming [Deka et al.(2015)], bias injection at-

tack [Luo et al.(2019)], and denial of service attacks [Vuković and Dán(2014)]. The

only work that discusses possible attack scenarios in blockchain-based energy trading

is [Wang et al.(2019)]; the scenarios mentioned by the authors include a malicious

stakeholder attempting to modify market operations to produce an inaccurate clear-

ing price, a malicious market operator attempting to modify operations of the market

algorithm, and a malicious outsider trying to remotely tamper with communications

among TE market participants. The RSV presented in this work addresses these

security concerns to enhance the blockchain-based TE framework’s cyber-security.
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Table 4.4: Feasible Threats and Countermeasures in EVE

Layer Feasible Threats Countermeasures (HLF) Countermeasures (EVE)

Application

Stealth FDIA,

DoS attack,

Smart Contract,

Malware

MSP (Fabric CA)

MSP,

FDIA Detection

(Physical Verification)

Blockchain

Relay attacks,

Privilege Elevation,

Repudiation,

Info disclosure,

Byzantine Fault,

Civil attack

Read/Write Set Validation,

MSP Tracibility with

digital signature,

Channel isolation

BFT-SMART

with features

from HLF

Network
DoS attack,

Eclipse attack [Heilman et al.(2015)]
TLS

ABAC with features

from HLF

Client
Identity Theft,

Malware

MSP (Fabric CA),

Hardware Security

Module

ABAC with features

from HLF

The market modeling approach in [Wang et al.(2019)] uses blockchain only to collect

bid information from the prosumers and then utilizes a centralized architecture for

determining the market clearing price. On the contrary, this work uses blockchain

to manage prosumers, while the proposed decentralized price optimization algorithm

uses the decentralized architecture of blockchain to run the iterative price determina-

tion algorithm. Moreover, using the inherent security features of Hyperledger Fabric

and ABAC allows EVE to avoid the complex attribute based encryption for transac-

tion security introduced in [Guan et al.(2021)] while still achieving the same level of

privacy.
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CHAPTER 5

INTEGRATING HARDWARE SECURITY INTO ELECTRON VOLT

EXCHANGE PLATFORM

This chapter introduces a novel framework for integrating hardware security and

blockchain functionality with grid-edge devices to establish a distributed cyber-security

mechanism that verifies the provenance of messages to and from the devices. Expand-

ing the idea of Two Factor Authentication and Hardware Root of Trust, this work de-

scribes the development of a Cryptographic Trust CenterTM (CTCTM) chip integrated

into grid-edge devices to create uniform cryptographic key management. Product

managers, energy system designers, and security architects can utilize this modular

framework as a unified approach to manage distributed devices of various vendors,

vintages, and sizes. Results demonstrate the application of CTCTM to a blockchain-

based TE platform for provisioning of cryptographic keys and improved uniformity

of the operational network and data management. This process of configuring, in-

stalling, and maintaining keys is described as Eco-Secure ProvisioningTM (ESPTM).

Laboratory test results show the approach can resolve several cyber-security gaps in

common blockchain frameworks such as Hyperledger Fabric.

5.1 Blockchain-Based Transactive Energy Platform

Figure 5.1.1 shows a cyber-physical architecture where the cyber domain is built

using EVE, and the physical domain consists of market participants or prosumers who

own various types of grid-edge devices. Each prosumer is a “client” to the blockchain

network that leverages client applications to interact with the network.

This work assumes that each prosumer is equipped with an EMS responsible

for managing the underlying physical assets in the physical domain. The EMS is
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Figure 5.1.1: A Cyber Physical Architecture for Blockchain Based Transactive Energy Network

Figure 5.1.2: Cryptographic Trust Center
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equipped with the CTCTM (Figure 5.1.2). Physical assets may include legacy assets

or new (smart-enabled) infrastructure. Legacy assets integrate with the framework

via a Raspberry Pi equipped with the CTCTM chip installed post-manufacture. New

grid-edge devices can have the CTCTM installed directly by the manufacturer, thereby

skipping the Raspberry Pi for marshaling data from the grid-edge device to the EMS.

The approach provides a secure method to distribute cryptographic keys to grid-

edge devices. This approach to configuring, installing, and maintaining keys is called

ESPTM). Importantly, EVE records each provisioning event and maintain immutable

records of such transactions for all grid-edge devices. The logistics and tracking

architecture for managing the physical domain through ESPTM is handled through a

blockchain that is separate from EVE.

The developed EVE framework described in Chapter 4 is capable of performing

the following functionalities:

1. Collecting bids from market participants/prosumers;

2. Handling an iterative distributed pricing algorithm;

3. Allowing the local EMS to collect dispatch set points from the TE network

through smart contracts and passing those set points onto underlying physical

asset(s);

4. Maintaining a record of all transactions for billing.

The first function requires interaction between the cyber and physical domain, and

the third function requires interactions within the physical domain. The remaining

two functions remain within the cyber domain and hence require no interaction with

the physical domain. Any interactions between the cyber and physical domains are

considered as a “transaction”. This work shows how the CTCTM chip and ED25519
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Figure 5.2.1: OTP Message Authentication

verification [Khovratovich and Law(2017)] expands upon 2FA to integrate hardware

security into those transactions.

5.2 Security Features Using Eco-Secure ProvisioningTM for Cryptographic Key

Management

The ESPTM framework includes a small integrated circuit placed within each

grid-edge device. A cloud-based Industry Utility RegistrarTM (IURTM) service of-

fers Trust as a Service to provision trusted components within each device [Hoor

and Sheng(2011)]. The provisioning process ensures that no human can access provi-

sioned components, thus preventing hostile actors from circumventing system security

without triggering global awareness.

5.2.1 Cyber-Security Layers

The integrity of the cyber-security approach is enabled by the ESPTM framework

that uses provisioning protected by logistical tracking of keys contained in each dis-

tributed grid-edge device. A cryptographically-secure distributed ledger maintains

the record of cryptographic keys providing visibility of provisioned instances while
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protecting the actual keys and private values and verifying content without compro-

mising itself. The framework supports any application needs for asynchronous and

synchronous communications and supports each case with asymmetric and symmetric

crypto-logic operations.

• Application Layer Secure – Virtual Private Networks (VPN) sessions are

used between any two provisioned devices to give application-level secure com-

munications for one-to-one systems or organizational virtual local area network

(VLAN) connections.

• Data Proof of Origin – A protected signing capability is used to create Proof

of Origin (POO) signatures for any data item. POO forensically proves the

device’s identity that created it and can do so at any time throughout the

life-cycle of the data.

• Timed Challenge-Response – Time-restricted challenge-response enforced

sequences provide the means to assure that unsanctioned computational anal-

yses on exchanged command components are less likely during the sequence.

This is valuable for situations with strict time restrictions when devices per-

form sensitive or dangerous operations, such as electro-mechanical actuation

commands.

• Uniform Network Segments – Ensuring operational availability requires net-

work segments such as a local area network, to operate uniformly in the event of

the loss of wide-area communications. The framework’s distributed uniformity

helps sustain the persistence of secure operation without reliance on continuous

communication to key management services.
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Figure 5.2.2: Architecture of the Hardware Integration Test

5.2.2 Organization-wide Security Support

With a new approach referred to as individualized-uniformity, the framework pro-

visions each device uniquely in a uniform method such that they all work together.

Each device can independently perform the sets of security controls. However, other

uniform components allow for a synergistic operation of all the devices acting together

as a system of systems to increase overall organization-wide security effectiveness.

Whether designed for inclusion at the factory or integrated onto legacy applications,

the ESPTM framework can support the following functions.

• Zero-Trust Networking – The support for individualized-uniformity enables

Zero-Trust Networking capabilities because all remote devices can reject un-

approved devices, users, or software versions by default until that device can

self-validate with multi-factor identification [Flanigan(2018),Kindervag(2010)].

• Trusted Certificate Provisioning – Operations that use Transport Layer Se-

curity (TLS) connections are strengthened by the distribution and provisioning

of trusted certificates [Barker and Barker(2018), NIST(2013)]. ESPTM frame-

work provisions valid certificates and adds features to assure the accuracy of

Certificate Revocation Lists (CRL), making legacy TLS security features more

robust.

• Patch and Update Verification – Individualized confidentiality controls,
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enabled by software signatures, can be created for restricted use by individual

devices. Single-use codes and restricted-content control can be used to assure

that software updates are only installed after verified as trusted.

5.3 Security Features in Grid-edge Devices with Cryptographic Trust CenterTM

Chips

Integration of ESPTM capabilities with EVE for transmission of data was accom-

plished using both asymmetric and symmetric capabilities as detailed below:

• Asymmetric – These operations use public key cryptography where a math-

ematically related “public key” and “private key” are used. Only the private

key needs to remain secret. This is a common approach of digital signature

algorithms in which the private key and data are used to generating a unique

signature. The recipient can then independently verify the integrity of the un-

derlying signed data using the sender’s public key.

• Symmetric – These operations rely on both parties possessing the same cryp-

tographic key, which no outside party can access. For example, most encryption

standards use symmetric algorithms that require less system resources, thus en-

abling faster operations (compared to the asymmetric case) and near run-time

performance. Symmetric verification also provides support for checking the

authenticity of underlying devices.

5.3.1 Single-Use One Time Pad Verification – Symmetric Message Authentication

In symmetric message authentication, transmitted data is sent with One Time Pad

(OTP) Message Authentication Code (MAC) to ensure sensitive command messages

remain intact. Upon receiving a message and MAC from a sender, a recipient device
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equipped with a CTCTM chip can verify the sender’s MAC. MAC messages can be

sent alongside any command or response to continuously verify either the receiving

or the sending device or in the middle of any transmission sequence. Security in

this approach requires both the IURTM and device to possess the same cryptographic

key, which is used to create and verify the MAC. Since the symmetric cryptographic

key never leaves the CTCTM chip (cryptographic operations are performed inside),

no attacker can clone or impersonate the device, if they gain access to the device’s

memory or hard drive for a while. Devices which possess the same symmetric key are

also able to MAC with each other directly.

The base algorithm used for symmetric authentication is SHA3-512 [Dworkin(2015)],

a hash function that, when combined with a secret key, can be used both as a message

authenticator and Key Derivation Function. The sequence of operation for symmetric

verification is shown in Figure 5.2.1.

5.3.2 Signature Creation and Verification – Digital Signing for Data Integrity

Verification

Information from a grid-edge device used for data analytic, controls, user billing

transactions, and more functions requires high levels of reliability and integrity.

The provisioning framework provides each enabled device a unique elliptic curve

asymmetric key pair (private and public key). The asymmetric algorithm used on

the chip is ED25519, an elliptic curve with a security level comparable to 3072-bit

Rivest–Shamir–Adleman (RSA) crypto-system. Each enabled device signs the data

to be exchanged using the private key through an elliptic curve digital signature al-

gorithm. Thus, data from each device can be verified at collection points or after

periods of storage using the device’s public key. Private keys are used for signing, but

do not leave the CTCTM. After signing, data is transmitted to the blockchain network
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managing the TE. Smart contracts can verify the integrity of the received information

using the public key through ED25519 verification. Hence, the public key belonging

to CTCTM is tied into credential management system of EVE without compromising

the private keys which remain in the chips. The developed solution is independent of

the blockchain framework used to develop EVE because the solution designed does

not explicitly depend on HLF. As long as ED25519 verification is possible from the

blockchain smart contract, the CTCTM can be used to provide additional verification

similar to 2FA verification. A detailed example of a market transaction that uses

asymmetrical verification is explained in Section 5.4.3.

5.4 Hardware Integration and Demonstration

The proposed framework was demonstrated using Hardware-In-the-Loop (HIL)

simulation described next.

5.4.1 Experimental Setup

The HIL simulation includes an EMS that interacts with TE blockchain to submit

consumption and generation bids and to collect dispatch points. The EMS communi-

cates with a legacy inverter through the Raspberry Pi and MODBUS protocol. A 4

KW Fronius Primo inverter was used during the demonstration. Code for managing

the EMS is written in Python using Django web framework. Though this implemen-

tation illustrates secured communication with one physical asset, the Django web

framework is suitable for incorporating additional physical assets to the EMS. The

Raspberry Pi is equipped with the hardware CTCTM chip and uses I2C protocol to

communicate with the chip. Figure 5.2.2 shows the communication links between the

associated components with appropriate verification algorithms described in Section

5.3.
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Figure 5.4.1: Provisioning of the CTC Chip

5.4.2 Provisioning of the CTCTM Chip

The provisioning process implements a sequence for updating the CTCTM from

the supply chain provisioned status to the end-user application provisioned status.

The provisioning IURTM and CTCTM implement this process using a protocol and

sequence consisting of three distinct message-segments, as illustrated in Figure 5.4.1.

In the first step, both the IURTM and local CTCTM produce random inputs creat-

ing symmetric mutual authenticated challenge-response. This process utilizes shared

secrets provisioned within CTCTM based on default values, which would be entered

into the CTCTM by a manufacturing vendor. These shared secrets are also maintained

within the IURTM server.

The second message-segment contains the packet of cryptographic key informa-

tion destined for the CTCTM, which is encrypted and can only be interpreted by the

CTCTM. Upon receiving the second message, the CTCTM inserts the new crypto-
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Figure 5.4.2: Two Factor Authentication Using Asymmetric Verification

graphic configuration in temporary status, awaiting the third step.

The third message-segment completes a cryptographic key super-session [NIST(2019)]

sequence by verifying both old and new cryptographic configurations are available

within the CTCTM by using them together. Upon receiving the super-session verifi-

cation, the IURTM creates a final commit stream and returns an encapsulated stream

containing this sequence. The CTCTM finalizes super-session and commits the new

cryptographic configuration for use only if all signatures for the final sequence content

are verified successfully.

5.4.3 Asymmetric Verification in TE Network Communications

An example use case is demonstrated here for asymmetric verification that allows

integrating hardware security with the blockchain smart contract. Figure 5.4.2 il-

lustrates the implementation while the EMS is collecting the dispatch schedule from

EVE.

The EMS is assigned a unique ID with credentials issued by a Hyperledger Fabric

CA. The EMS uses the private key to sign the message where the message includes the

prosumers ID. Using the Node.js client SDK, a transaction proposal is created that

contains the signed message and the chip’s public key as the input arguments. After

submitting the transaction, the endorsement process in HLF verifies the client’s (i.e.,

EMS’s) credential using the MSP. If verified, the smart contract then takes input
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arguments from the transactions and uses the public key to perform an ED25519

verification that verifies the prosumer’s ID against the credentials issued by the CA.

This second verification is analogous to the idea of 2FA, which provides additional

security to secure the TE network against malicious prosumers. A similar procedure

is followed when the prosumer submits a bid that includes the prosumer’s unique

ID, type (solar PV/ electric vehicle/ controllable load, and more), and associated

parameters.

5.4.4 Symmetric Verification for Two-way Asset Communications

After collecting the dispatch set point, the EMS sends this information to the

legacy inverter through the Raspberry Pi and the Django framework. Sending data

through the Django framework requires the use of websocket protocol, which can

transmit a JSON formatted data object. Hence the EMS creates a JSON object

that includes the message type (to query information from the inverter or to send

dispatch instruction) and the message itself. For example, while sending the dispatch

information, the message includes the real power dispatch value and the OTP cre-

ated by the EMS. Upon receiving, the Raspberry Pi parses the message and uses

the underlying instruction, and it’s own cryptographic key to generate it’s OTP. If

the generated OTP matches the OTP embedded in the message, the Pi accepts the

command and responds accordingly. The process is repeated on the EMS after re-

ceiving the response from the Raspberry Pi. This symmetrical verification secures

communication between the EMS and any physical asset communicating with the

EMS. Figures 5.4.3a-5.4.3c show the use of OTP while sending dispatch information

from the EMS to the inverter and receiving output from the inverter1.

1The difference between the command sent and the output of the inverter happens due to rounding

issue in the inverter and intermittence in solar irradiance.
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(a)

(b)

(c)

Figure 5.4.3: (a) EMS Sends the Dispatch Value to the Raspberry Pi (b) Output from the Fronius

Inverter (c) EMS Receives Information after Symmetric Verification
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CHAPTER 6

LYAPUNOV STABILITY OF SMART INVERTERS USING LINEARIZED

DISTFLOW APPROXIMATION

This part of the dissertation uses linear distribution power flow equations and droop-

based Volt-Var and Volt-Watt control curves to analytically derive a stability criterion

using Lyapunov analysis that includes the network operating condition. The method-

ology is generally applicable for control curves that can be represented as Lipschitz

functions. The derived Lipschitz constants account for smart inverter hardware lim-

itations for reactive power generation. A local policy is derived from the stability

criterion that allows inverters to adapt their control curves by monitoring only local

voltage, thus avoiding centralized control or information sharing with other inverters.

The criterion is independent of the internal time-delays of smart inverters. Simulation

results for inverters with and without the proposed stabilization technique demon-

strate how smart inverters can mitigate voltage oscillations locally and mitigate real

and reactive power flow disturbances at the substation under multiple scenarios. The

study concludes with illustrations of how the control policy can dampen oscillations

caused by solar intermittency and cyber-attacks.

6.1 Smart Inverter Models

6.1.1 Overview of the Inverter Logic Design Problem

The operational logic of smart inverters is aimed at selecting real and reactive

power generation set-point values and can be expressed through a cost function. The

cost function Γ is a linear combination of two objectives [Turitsyn et al.(2011)] and
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whose minimizer is the optimal dispatch for the inverters:

min
v,p,q

Γ(v,p, q,R,X) s.t. (v,p, q) ∈ S (6.1.1)

where S is the feasible set for v,p, q and:

Γ(v,p, q,R,X) = cρ ρ(p, q,R,X)︸ ︷︷ ︸
M1

+cν ν(v,p, q)︸ ︷︷ ︸
M2

(6.1.2)

with ρ(p, q,R,X) expressing ohmic losses and ν(v,p, q) promoting a voltage profile

that deviates as little as possible from the nominal voltage. Non-negative weights cρ

and cν can be tuned to adjust the relative importance of each objective.

The feasible set in v,p, q is defined by the DistFlow equations. When exclusively

minimizing losses (term M1 in (6.1.2)), the minimization function and constraints

can be written as:

min
pg ,qg

(pc−pg)>R(pc−pg)+(qc−qg)>X(qc − qg) (6.1.3a)

s.t. pgmin ≤ pg ≤ pgmax; qgmin ≤ qg ≤ qgmax (6.1.3b)

Here, pgmin,p
g
max, q

q
min, q

g
max represent the minimum real power, maximum real power,

minimum reactive power, and maximum reactive power that an inverter can generate

at any instant of time, respectively. This objective does not include any constraint

on the voltage profile; rather, the voltage profile will be the solution of the DistFlow

equations and may violate the standard acceptable voltage range.

For the policy focusing only on minimizing voltage deviation from the nominal

value (term M2 in (6.1.2)), the minimization function and constraints can be written
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as:

min
pg ,qg

‖v − vnom‖2
2 (6.1.4a)

s.t. v2 = v2
01 +R(pc − pg) +X(qc − qg) (6.1.4b)

vmin ≤ v ≤ vmax (6.1.4c)

pgmin ≤ pg ≤ pgmax; qgmin ≤ qg ≤ qgmax (6.1.4d)

where vnom represents the nominal voltage vector. This includes additional con-

straints beyond (6.1.3).

The direct minimization of Γ(v,p, q,R,X) requires communicating real-time in-

formation of all loads and inverters to a centralized solver. The set-points (i.e. the

solution of problem (6.1.4a)) can be updated at regular predefined times based on the

load components pc and qc and the maximum apparent power that can be generated

at a current time. Conversely, a purely decentralized method uses local measurements

as inputs for deciding inverter set-points. The control policy is instead hardwired at

the time of installation, noting, however, that remote firmware updates are possible

but excluded from consideration here. Two forms of policies exist for local control:

(1) policies that adjust reactive and/or real power to minimize losses, M1 [Garg

et al.(2018)], and (2) policies that respond to voltage measurements and try reduce

voltage deviations by adjusting reactive and/or real power, M2. The first policy

will not cause oscillations but may result in unacceptable voltage levels. The second

policy leads to a closed-loop system and may cause oscillations while trying to main-

tain voltage within operating limits [Farivar et al.(2013), Farivar et al.(2015), Zhou

et al.(2016), Zhou et al.(2015), Braslavsky et al.(2018)] as the DistFlow equations

constrain the values (v,p, q).
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6.1.2 Inverter Modeling Assumptions

This work focuses on the second type of strategy (M2) described above while

trying to adjust both real and reactive power. This strategy requires defining the

Volt-Watt and Volt-Var control functions, respectively, as,

fp(∆v) : Rn 7→ Rn and fq(∆v) : Rn 7→ Rn (6.1.5)

For local policies, these functions take each entry of the vector that represents the

deviation from the nominal voltage according to (6.1.6) as input, and provide the real

and reactive power injection values for the corresponding bus as output.

∆v = v − vnom (6.1.6)

Considering ∆vi as the voltage deviation of the ith bus, and fp,i(∆vi) and fq,i(∆vi)

representing the Volt-Watt and Volt-Var control functions of the inverter at ith bus,

respectively, the following assumptions can be made regarding the control policy

[Farivar et al.(2013),Farivar et al.(2015),Zhou et al.(2016),Zhou et al.(2015)]:

A1: Both fp,i(∆vi) and fq,i(∆vi) are monotonically decreasing functions and are

continuous and piece-wise differentiable (control functions may include regions

where the derivative is zero, such as a dead-band or constant output).

A2: The derivatives of the control functions are bounded, i.e. there exists Cp,i <

+∞ and Cq,i < +∞ such that
∣∣f ′p(∆vi)

∣∣ ≤ Cp,i and
∣∣f ′q(∆vi)

∣∣ ≤ Cq,i for all ∆vi.

For executing Volt-Watt and Volt-Var control, this work adopts the droop control

curves mentioned in [Seal(2017), IEEE Standards Coordinating Committee 21(2018),

rul(2019)]. In these works, the modulation of active and reactive power injection indi-

cated in (6.1.5) depends upon (6.1.6). The derivation of the corresponding Lipschitz

constants are hereafter shown. This example is used as a case study in the numerical

simulations in Section 6.3 that corroborate the analysis.
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6.1.3 Definitions

For an inverter at node i of a distribution network, si and pi represent the rated

apparent power and the maximum real power output at certain irradiance respec-

tively. Following [Braslavsky et al.(2018)] and dropping the superscript g representing

generation, pi can be expressed as a fraction of si:

pi = µ si; 0 < µ ≤ 1 (6.1.7)

At nominal irradiance, the inverter can generate real power equal to its apparent

power rating, resulting in µ = 1.

The maximum reactive power consumption/injection depends on hardware limits

(qlimi ) and available reactive power. Hence:

qi(∆vi) = min
(
qlimi ,

√
s2
i − f 2

p,i(∆vi)
)

(6.1.8)

For constant values of fp,i(∆vi), qi(∆vi) is independent of voltage deviation and can

be written as:

qi(∆vi) = min
(
qlimi ,

√
s2
i − f 2

p,i

)
= qi (6.1.9)

The piece-wise linear Volt-Watt and Volt-Var control curves (referred to as droop

curves) of the inverter at the ith bus respectively are shown in Figures 6.1.1 and

6.1.2 where, εp, ε
+
q , ε

−
q , Vp and V +

q are positive, V −q is negative, V +
q − ε+q /2 > 0,

V −q + ε−q /2 < 0, Vp− εp/2 > 0. Using (6.1.7)-(6.1.9), (6.1.10) and (6.1.11) provide the

mathematical formulation representing Figures 6.1.1 and 6.1.2, respectively.

fp,i(∆vi) =





pi ∆vi ≤ (Vp − εp
2

)

pi
−εp

(
∆vi − (Vp + εp

2
)
)
|∆vi − Vp| < εp

2

0 ∆vi > (Vp + εp
2

)

(6.1.10)
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∆vi

fp,i(∆vi)

pi

Vp + εp/2Vp − εp/2

Vp

εp

Figure 6.1.1: Inverter Volt-Watt Curve

∆vi

fq,i(∆vi)/q
max
i (∆vi)

V −q

V +
q

V −q − ε−q /2

V −q + ε−q /2

V +
q − ε+q /2

V +
q + ε+q /2

1

−1

ε+q

ε−q

εd

Figure 6.1.2: Inverter Volt-Var Curve

fq,i(∆vi) =





qi ∆vi < V −q − ε−q
2

qi
−ε−q

(
∆vi − (V −q +

ε−q
2

)
) ∣∣∆vi − V −q

∣∣ < ε−q
2

0 |∆vi| < εd
2

qi(∆vi)

−ε+q

(
∆vi − (V +

q − ε+q
2

)
)
|∆vi − V +

q | < ε+q
2

−qi ∆vi > V +
q − ε+q

2

(6.1.11)

Recalling assumptions A1 and A2, the following lemma confirms that the IEEE

1547 policies described above are Lipschitz functions.
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Lemma 1. The functions fp,i(∆vi) and fq,i(∆vi) can be represented as Lipschitz

functions where the Lipschitz constants Cp,i and Cq,i can be written as:

Cp,i =
pi
εp

; Cq,i =
pi

εp
√

1
µ2 − 1

+
qlimi
ε+q

(6.1.12)

where, µ is defined in (6.1.7).

Proof. Taking the derivative of (6.1.10),

dfp,i(∆vi)

d∆vi
=





−pi
εp

if: (∆vi − Vp) ∈ ]− εp
2
, εp

2
]

0 if: otherwise

(6.1.13)

Hence, the Lipschitz constant for the Volt-Watt curve of the inverter at ith bus is

Cp,i =
pi
εp

, as reported in (6.1.12).

Similarly, taking the derivative of (6.1.11):

dfq,i(∆vi)

d∆vi
(∆vi) =





− q̄i
ε−q

if: (∆vi − V −q ) ∈ [− ε−q
2
,
ε−q
2

[

d

q̄i(∆vi) ∆vi−(V+
q −

ε+q
2 )

−ε+q


d∆vi

if: (∆vi − V +
q ) ∈ ]− ε+q

2
,
ε+q
2

]

0 if: otherwise

(6.1.14)

For the second case of (6.1.14):

d

(
q̄i(∆vi)

∆vi−(V +
q −

ε+q
2

)

−ε+q

)

d∆vi

= u
(
qlimi −

√
s2
i − f 2

p,i(∆vi)
) −fp,i(∆vi)dfp,i(∆vi)d∆vi√

s2
i − f 2

p,i(∆vi)
×
(

∆vi − (V +
q −

ε+q
2

)

)

+ min
(
qlimi ,

√
s2
i − f 2

p,i(∆vi)
)

(6.1.15)

where u(•) is the step function. The Lipschitz constant for the Volt-Var curve can

be calculated by taking the maximum of (6.1.15). In considering that fp,i(∆vi) has
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a maximum value of pi, and using (6.1.13) and (6.1.7), a bound for the derivative of

the Volt-Var curve of the inverter at ith bus is the value reported in (6.1.12).

Some additional observations are useful for controlling the Lipschitz constants of

smart inverters to ensure stability of the overall network. First, it is desirable to

inject as much real power as possible keeping εp > 0 as small as possible. Also, since

the dead-band for the reactive power curve can be at most zero, the parameters ε+q

and ε−q are such that:

ε+q ≤ 2V +
q and ε−q ≤ −2V −q (6.1.16)

6.2 Stability Analysis

In this work, the inverter dynamics presented in [Seal(2017)] and (2.2.7) are used to

derive the stability criterion of a distribution network with smart inverters. The main

result of this paper is a sufficient condition to achieve voltage stability for a network

with inverters that use only local information and logic satisfying assumptions A1

and A2 expressed in Section 6.1.

Let ri(A) =
∑

jAij, which is the row sum of the elements of matrix A. The

stability condition can be stated as the following Theorem:

Theorem 2. Let v∗2 = v̄2 − Zs∗ be the voltage vector that is a fixed point of the

inverter dynamics. If A1 and A2 (c.f. Section 6.1) hold, a sufficient condition for

stability of an inverter dominated network is:

C2
p,i + C2

q,i <
2 v∗2i

ri(ZZ>)
(6.2.1)

Proof. Writing (2.2.7) and dropping the superscript:

v =
√
v̄2 −Zs (6.2.2)
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where v̄2 = v2
o1 +Zsc and the square root operates element-wise. Let

fS(v − vnom) =



fp

fq


; T =



Tp

Tq


; Cs =



Cp

Cq




where Tp, Tq, Cp, and Cq are diagonal matrices containing the low-pass filter time

constants (time delays) and inverter droop values, respectively.

The inverter dynamics can be written as (6.2.3a):

T ṡ = fS

(√
v̄2 −Zs− vnom

)
− s (6.2.3a)

and for the fixed point s?:

0 = fS

(√
v̄2 −Zs? − vnom

)
− s? (6.2.3b)

Defining a shift about the fixed point as δs = s− s? and using (6.2.3b), the inverter

dynamics can be rewritten as:

Tδṡ = fS

(√
v̄2 −Zs∗ −Zδs− vnom

)
− fS

(√
v̄2 −Zs? − vnom

)
− δs (6.2.4)

Now the stability of (6.2.4) can be analyzed with Lyapunov analysis. Considering

the candidate Lyapunov function:

J(δs) =
1

2
δs> T δs

Taking the derivative of J(δs) along the trajectory yields:

J̇(δs) = δs> Tδṡ (6.2.5)

Putting the value of Tδṡ from (6.2.4) in (6.2.5) provides:

J̇(δs) = δs>
[
fS

(√
v̄2 −Zs? −Zδs− vnom

)
−fS

(√
v̄2 −Zs? − vnom

)]

− δs>δs (6.2.6)
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Applying the Cauchy-Schwartz inequality on (6.2.6):

J̇(δs) ≤ ‖δs‖
∥∥fS(

√
v̄2 −Zs? −Zδs− vnom)− fS(

√
v̄2 −Zs? − vnom)

∥∥

− ‖δs‖2 (6.2.7)

and then applying the Lipschitz condition:

J̇(δs) ≤ ‖δs‖
∥∥∥Cs

(√
v̄2 −Zs? −Zδs−

√
v̄2 −Zs?

)∥∥∥− ‖δs‖2 (6.2.8)

Now by using
√
a−x−√a ≤− x

2
√
a
, with a = v̄2−Zs∗ and x = Zδs, the right-hand

side of (6.2.8) can be written as:

∥∥∥Cs
(√
v̄2 −Zs? −Zδs−

√
v̄2 −Zs∗

)∥∥∥ ≤
∥∥∥∥−Cs

{
1

2
diag−1

(√
v̄2 −Zs?

)
Zδs

}∥∥∥∥ (6.2.9)

This allows (6.2.8) to be expressed as:

J̇(δs) ≤ ‖δs‖
∥∥∥∥Cs

{
1

2
diag−1

(√
v̄2 −Zs?

)
Zδs

}∥∥∥∥− ‖δs‖
2 (6.2.10)

In recalling that v̄2 − Zs∗ = v∗2, where v∗ is the fixed point voltage vector for the

system with active inverters, and using the fact that the product of diagonal matrices

is commutative, (6.2.10) can be written as:

J̇(δs) ≤ ‖δs‖
2

√
2
λ1/2
max

([
C2
p +C2

q

]
diag−1(v∗2)ZZ>

)
− ‖δs‖2 (6.2.11)

Applying Lyapunov stability condition (J̇ < 0) on (6.2.11):

λmax

([
C2
p +C2

q

]
diag−1(v∗2)ZZ>

)
< 2 (6.2.12)

Applying the theorem λmax(A) ≤ max(ri(A)) [Garren(1968)] to (6.2.13), the stability

condition holds if:

max
i

(
ri
([
C2
p +C2

q

]
diag−1(v∗2)ZZ>

))
< 2 (6.2.13)

Considering that
[
C2
p +C2

q

]
diag−1(v∗2) are diagonal matrices, (6.2.1) can be readily

obtained.
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The criterion derived in (6.2.13) links voltage stability with all inverters’ piece-

wise linear droop control values and network parameters. Unlike other criteria found

in the literature such as [Singhal et al.(2019), Baker et al.(2018)], it also ties the

condition to the solution of the DistFlow equations at the fixed point for inverter

operations v∗2. The condition in (6.2.1) also emphasizes that when v∗2 is relatively

small the stability bound becomes harder to satisfy.

Numerical observation shows that the sufficient condition for network stability is

quite conservative. However, the benefit of the simple expression in (6.2.1) is that set-

points for inverters can be chosen using a local policy and local voltage information.

More specifically, when an inverter measures rapid fluctuations in voltage amplitude,

it can react by bringing constants Cp and Cq below the bound established by (6.2.1)

to restore stability. To do so, values of the coefficients ri(ZZ)> should be known

a priori but v∗i may not be known. However, a conservative value of v∗i to meet

the stability condition at the time step of implementing the policy can be calculated

using the voltage of the previous time step or a moving average of voltages calculated

according to the time delay value as v∗i . Considering the smart inverter control curve

modeling presented in IEEE 1547 standard, the following analysis illustrates how to

change Cp,i and Cq,i for the ith inverter in response to oscillations.

Using the result in Lemma 1 and relaxing the strict inequality by introducing a

stability margin ε ≥ ε0, where ε0 > 0 is a desired lower bound on the stability margin,

(6.2.1) can be written as:

(
pi
εp,i

)2

+


 pi

εp,i
√

1
µ2 − 1

+
qlimi
ε+q,i




2

≤ ηi − ε (6.2.14)

where:

ηi =
2 v∗2i

ri(ZZ>)
(6.2.15)
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By using:

xi = 1/ε
′
p,i, yi = 1/ε+

′
q,i (6.2.16)

(6.2.14) can be rearranged as:

[xi, yi]Mi[xi, yi]
> ≤ ηi − ε (6.2.17)

where the entries of the matrix Mi are:

[Mi]11 =
pi

2

1− µ2
; [Mi]22 = (qlimi )2; [Mi]12 = [Mi]21 =

piq
lim
i√

1/µ2 − 1

Now the minimization of εp allows an inverter to maintain the largest amount of active

power injection. Hence, the following optimization problem can be formulated :

maxxi subj. to (6.2.17), xi > 0, yi > 1/(2V +
q ) (6.2.18)

Given the various positivity constraints and the bound in ε+
′

q,i, the following is true:

(
pi
ε′p,i

)2

+


 pi

ε′p,i

√
1
µ2 − 1

+
qlimi
ε′q,i




2

<

(
pi

ε′p,i
√

1− µ2

)2

(6.2.19)

where the right-hand side is simply the left-hand side with the term
qlimi
ε′q,i

= 0. This

forms an upper bound because 0 < ε+
′

q,i ≤ 2V +
q is impossible. Therefore, xi can be

chosen such that the upper-bound matches (ηi − ε). This results in choosing ε′p,i

following (6.2.20) and setting ε+
′

q,i to match its upper limit 2V +
q . This shrinks the

dead-band region in the Volt-Var characteristic and results in choosing ε′p,i through

(6.2.20):

ε′p,i =
pi√

(1− µ2)(ηi − ε)
(6.2.20)

The definition of ηi shown in (6.2.15) depicts that η for a node decreases as the

electrical distance increases of that node from the substation (due to increase in

ri(ZZ
>) and less variation in v∗i compared to ri(ZZ

>)). This suggests that the
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Table 6.1: List of Use Cases

Case Scenario

Case 1 No inverters (considered as the base case)

Case 2 Inverters without stabilization policy

Case 3 Inverters with stabilization policy

inverter furthest from the substation will have the largest ε
′
p,i. So for multiple equal-

sized inverters placed across the entire distribution network, the inverter furthest

from the substation can inject more real power than others, thus providing voltage

support while satisfying the stability criterion. Moreover, (6.2.20) illustrates that

the local control policy for individual inverter relies on its capacity and operational

parameters. There is no other independent variable that can affect the calculation

of ε′p when an inverter experiences voltage oscillation at its terminal. Integrating

the operating condition while deriving Lyapunov analysis provides a conservative

estimate to ensure that the control policy can stabilize oscillations under a given

operating condition, thus ensuring the robustness of the proposed methodology.

6.3 Simulation Results

Simulations were completed on the 85 bus radial MATPOWER test case [Zim-

merman et al.(2011)] with maximum active and reactive load being 2.571 MW and

2.622 MVar, respectively. The test case network was used to evaluate three cases

as shown in Table 6.1. All simulations were completed on a Intel(R) Xeon(R) CPU

E5-1630 v3 3.70 GHz computer.

Smart inverters were randomly placed at 5 of nodes, highlighted in Fig. 6.3.1,

with a total installed capacity of 1.05 MW. Each inverter has combined Volt-Var
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and Volt-Watt capability (Volt-Watt preference). For the simulation, each load and

inverter was assigned load profiles and generation profiles, respectively, using data

from Dataport [Helou et al.(2020)].

The profiles from Dataport used in this work are at 10 minute resolution for

one day. Generation profiles include real power generation data from multiple solar

inverters. Load profiles are based on household real power consumption data. For

this work, spline interpolation was conducted to create 1 second load and generation

profiles from the original data resulting in 86400 data points in seconds. Simulations

here use data taken from load and generation profiles between 41000−44600 seconds,

one hour over midday, to demonstrate algorithm operation.

The output of the spline interpolation process is based on the size of actual invert-

ers and actual household demand recorded by Dataport. Hence the data is normalized

to use with the rated capacities of the inverters and the loads in the 85 bus network.

The individual generation profile is used to calculate the rated apparent power si for

the ith inverter at each time step of the simulation. Figure 6.3.2a shows the average

normalized load profile (averaged across 85 nodes) and average normalized generation

profile (averaged across 5 nodes) spread across the 3600 second simulation period (be-

tween 41000− 44600 seconds in the day). The graphs show data that were averaged

after the normalization process, and therefore, the peak value is not 1.0 as would be

expected in a graph showing normalized profiles of each individual inverter. For cases

2 and 3, the choice of parameters is as follows:

• Time delay T id for the ith inverter considered is the minimum of the low-pass

filter constants for real power T ip and reactive power T iq ; T
i
d = min(T ip, T

i
q).

• The ith inverter executes it’s control policy when voltage flicker measured by

140

https://dataport.pecanstreet.org/


Table 6.2: Parameter Values for Cases 2 and 3

Parameter Value Parameter Value

Vp 1.035 pu ε−q 0.03 pu

εp 0.03 pu ε 0.000001

V +
q 1.035 pu vth 0.01 pu

V −q 0.965 pu ε+q 0.03 pu

Minimum power factor 0.2

(6.3.1) is greater than vthi pu.

voltage flicker(t0, i) =

∑t=t0
t=t0−T id+1 |vt,i − vt−1,i|

T id
(6.3.1)

• The ith inverter applies its local control policy at every T id s based on the

measured voltage flicker(t, i) at time step t following (6.3.1).

Table 6.2 provides the parameters used for initializing the inverters in cases 2 and 3.

The local control policy is now demonstrated under a period of time with solar

generation intermittency and then a cyber-attack scenario. Figure 6.3.2b shows the

local control algorithm process implemented by each individual inverter.

6.3.1 Damping Oscillation From Generation Intermittency

Simulations were completed with a 1 second time step for each of the three cases

and the local policy is employed for every inverter. The time delay (T id) for each

inverter was chosen to be 25s arbitrarily. The arbitrary choice is justified by consid-

ering that the stability criterion in (6.2.1) does not include Tp and Tq and hence the

time delay for each inverter dictates the time interval for successive implementation

of the policy. The choice of an optimal time delay for inverters will be both network-
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Figure 6.3.1: 85 Bus Radial MATPOWER Test Case With Red Denoting Location of Inverters

specific and inverter limited, and such considerations are out of the scope of this work

that demonstrates the fundamental behavior of the policy. The inverter at bus 30 is

selected to illustrate the effect of the stabilization policy.

Figure 6.3.3 shows the resulting voltage for the inverter at bus 30 and real power

flow at the substation. Oscillations in real power and voltage are significant when

inverters are not equipped with the stabilization policy. When the stabilization policy

is active and engages according to the criteria shown in (6.3.1), the inverter at bus 30

adjusts its droop curve to mitigate voltage oscillation using only local voltage flicker

measurements and without any centralized control or information sharing with others.

Note that, though all the inverters are equipped with the policy, the flicker condition

is only satisfied for the inverter at bus 30 for this specific load and generation profile.

If a tighter limit was chosen (< 0.01 pu), the other inverters may have been triggered

to adjust their droop curves to mitigate the oscillation, or it could be that only some

of the inverters are called upon to mitigate the oscillation, as shown in this example.

The choice of the appropriate voltage flicker threshold can be evaluated through
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Figure 6.3.3: Substation Real Power (Top) and Bus 30 Voltage (Bottom) under Three Simulated

Cases
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Figure 6.3.4: Average Voltage Envelope for All Nodes under Three Simulated Cases
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Figure 6.3.5: Variance of Voltage Envelope for All Nodes under Three Simulated Cases

simulations of specific network configurations, inverter types, and network states prior

to physical implementation. Case 3 of Figure 6.3.3 shows the voltage at bus 30 and

the stabilization policy activating when voltage flicker exceeds the specified threshold

at t = 500s. Oscillations are rapidly dampened and the bus voltage stabilizes. Results

in Figure 6.3.3 also show that oscillations cease in substation real power flow.

To illustrate that the developed policy can stabilize voltage oscillation in the

network overall, the upper and lower envelope of voltages calculated across all nodes

are shown in Figure 6.3.4 and Figure 6.3.5. This simplifies results for graphical display

rather than showing voltages for all 85 nodes. Then the upper envelopes and lower

envelopes are averaged for all the 85 nodes for all the simulated cases and shown in

Figure 6.3.4. Variance for the upper envelope and lower envelopes for voltages across
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Figure 6.3.6: Substation Real Power (Top) and Unattacked Inverters’ Bus Voltages (Bottom) under

Three Simulated Cases During a Cyber-attack Scenario

all nodes for all the cases is shown in Figure 6.3.5. It is evident from Figure 6.3.4 that

the difference between the upper and lower envelopes of inverter voltages is much lower

for case 3 than for case 2. A similar trend is found for the calculated voltage variances

as shown in Figure 6.3.5. These two figures provide further insight into network-level

behaviors by showing that, in the scenario for inverters with a stabilization policy, the

average network voltage profile closely follows the shape and variance of the scenario

without inverters, whereas greater deviations exist in the scenario of inverters without

a stabilization policy. This demonstrates that the proposed policy was effective in

mitigating voltage instability using only local voltage information.

6.3.2 Damping Oscillation From Cyber-Attack

To illustrate that the developed policy can mitigate instability created from a

cyber-attack, a scenario was generated with heterogeneous time delays for the invert-

ers. The time delays were sampled from B(5s, 10s) to acknowledge that inverters from
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different manufacturers can have different time delays. The simulation time window

was selected during a period of the day with low generation intermittency that was

insufficient to trigger the policy by voltage flicker. The severity of a cyber-attack is

affected by which inverters are attacked, how inverter parameters are changed, and

the operating state of the network. For this demonstration, the inverter at bus 30

was chosen because bus 30 is electrically the furthest from the substation among the

buses with an inverter. This results in a higher value of ri(ZZ
>), hence making

the bound shown in (6.2.1) the easiest to violate from an attacker’s perspective. At

t = 3100s, a cyber-attack modifies Vp and εp, of the inverter at bus 30 to 1.02 and 0.2,

respectively. The inverter also loses its capability to apply the local control policy

while under attack. Set-point values for the inverter were selected to increase the

slope of the Volt-Watt curve and push Cp into violation of the stability criterion de-

rived in (6.2.1). Case 2 of Figure 6.3.6 shows how a cyber-attack on a single inverter

can disrupt bus voltages for the other inverters if they are not equipped with the

stability policy. Case 3 shows results for inverters with the stability policy enabled.

The four inverters enable the policy according to their local measurements and indi-

vidual time delays and begin to dampen oscillations and finally achieve stability after

approximately 25 seconds. The benefit of the policy is also shown to reduce swings

and finally stabilize substation real power flow.

146



CHAPTER 7

DISCUSSION

The following provides a discussion of findings from Chapters 2-6 and suggests op-

portunities for future research.

7.1 Scientific Implications for the Research Community

Chapter 2 introduced a framework to generate synthetic distribution feeders with

real geospatial topologies. The methods employ a combination of street map data,

US population census information, and prior work for synthetic transmission systems

to reduce the burden of providing extensive inputs for distribution feeder genera-

tion. The software and data are public and freely available, allowing power systems

researchers to develop thousands of realistic use cases. The use of publicly avail-

able data will enable researchers to voluntarily contribute and expand the framework

for anywhere road network data is available. The framework used substations from

the literature on synthetic transmission systems [Birchfield et al.(2017b)] to permit

researchers to develop a combined dataset including transmission and distribution

systems. That joint work will allow researchers significant opportunity to run co-

simulation of transmission and distribution systems, a growing area of research with

few public datasets available to advance knowledge generation. Other domain ar-

eas [Ahmad et al.(2020)] also using road network data can integrate with the frame-

work and create options for multi-infrastructure simulations. As an example, some of

this work has been implemented in interconnected infrastructure simulations to allow

planners, engineers, and researchers to explore the effect of stressors with effects that

migrate across infrastructure networks [Hamel et al.(2020)].

Chapter 3 presented a formulation that integrates Grid-GSP with convex relaxation-
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based techniques suitable for solving AC SE and OPF problems. This work builds on

prior results that demonstrated voltage phasors for power transmission systems could

be viewed as the output of a complex graph filter through a GSO via the system

admittance matrix. Compared to prior works that leveraged the low-rank nature of

voltage phasors to reconstruct missing measurements, the proposed approach bene-

fits from explicit knowledge of the subspace for a low-rank representation of the grid

state to enhance reconstruction capabilities. Simulation results showed that the SE

formulation could accurately estimate voltage phasors for single-phase and unbalanced

multi-phase radial feeders under low-observability conditions, using measurements of

voltage magnitude, current magnitude, and apparent power. Furthermore, the pro-

posed approach outperforms matrix completion techniques as matrix completion can

only fill gaps in missing measurements and cannot estimate values for not measured

variables. Therefore, to calculate voltage phasors, the matrix completion technique

requires the complex voltage phasor in Cartesian or polar formats. Hence, traditional

measurements available through AMIs are insufficient for estimating voltage phasors

through a matrix completion technique, prompting the use of a GSP-based proposed

approach to estimate complex voltage phasors using limited data types measured by

AMIs [Bernal Heredia et al.(2021)].

The technique for solving a centralized convex relaxation problem includes re-

placing the rank-1 matrix of the outer product of the voltage phasors’ vector with a

positive semi-definite matrix. Hence, for an n bus system, the variable being solved

for is of size n2, which becomes computationally expensive for large networks. The ob-

servation is that phasors in distribution systems can be approximated with relatively

few components in the graph frequency domain, significantly less than the number of

buses. This concept goes beyond generic dimensionality reduction because the princi-

pal subspace spanned by the voltage phasors is known. The low-rank representation
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of the voltage phasor vector opens the door for finding optimal sampling patterns

that significantly reduce the number of measurements needed for reconstruction and

provides guidelines on the optimum sampling pattern, i.e., the optimum placement

for sensors. In addition, the low-pass representation of the voltage phasor reduces the

optimization variable resulting in achieving solutions for OPF faster than the tradi-

tional SDP approach. The formulations are generic for single-phase and three-phase

networks and can include unbalanced networks with multi-phase transformers, loads,

underground cables, overhead wires, and more. Simulation results for single-phase

and unbalanced three-phase networks under varying operating scenarios are provided

to illustrate the efficacy of the proposed method.

Works presented in Chapter 4 and Chapter 5 acknowledge that security of both

physical and virtual systems must be embedded in new technologies to improve grid

reliability and resiliency and reduce attacks such as unauthorized access, man-in-

the-middle attacks, rogue device installation, denial of service attacks, and malicious

software patching. Different attack events on cyber-physical systems presented in 1.4

have raised security concerns for both IT and OT infrastructure. These concerns

are being magnified by the proliferation of grid-edge devices and IoT installed by

consumers that lack appropriate security protocols to prevent intrusion and attacks

that expand from distribution infrastructure to more critical systems through unde-

sirable electrical variations or SCADA signals. Bodies such as the Federal Energy

Regulatory Commission (FERC), North American Electric Reliability Corporation

(NERC), and the National Institute of Standards and Technology (NIST) are in-

creasing requirements to mitigate such vulnerabilities, yet progress is being outpaced

by hackers [usc(2012)]. NIST, the Department of the Navy Chief Information Officer,

and the Secretary of the Navy realize this threat and have released guidance publi-

cations in information assurance [Porche et al.(2012)]. These have included specific
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evaluations into the value of Blockchain security solutions [Yaga et al.(2018)]. These

evaluations have led to the adoption of blockchain for TE that has gained significant

momentum as it allows mutually non-trusting agents to trade energy services in a

trustless energy market. Works presented in Chapter 4 and Chapter 5 address secu-

rity gaps, including random bilateral transactions that do not guarantee reliable and

efficient market operation and market participants having incentives to cheat when

reporting actual production/consumption figures.

A blockchain-enabled transactive energy platform entitled Electron Volt Exchange

is therefore presented in Chapter 4. The integration of blockchain allowed a secured

process for handling individual bids (prosumers) and collective bids (aggregators).

Implementing aggregators for the distributed pricing algorithm allowed efficient use

of the Hyperledger Fabric distributed architecture, as demonstrated here for a 141 bus

radial network. A secure mechanism for pricing and later verifying economic trans-

actions through a distributed consensus process is also presented. The flexibility and

robustness of the approach are demonstrated through simulation and implementation

using Hyperledger Fabric.

The potential of the Smart Grid is dependent on advanced information and com-

munication technologies to enable and enhance electric grid efficiency, reliability, and

resilience. An enabler of this future is having security built-in (rather than bolted

onto) the associated hardware and network protocols. Chapter 5 introduced a pro-

cess for cryptographic key provisioning and demonstrated laboratory evaluation of

a hardware chip that embeds cyber-security into grid-edge devices to enable secure

peer-to-peer transactive energy trading. The approach and chip were shown to in-

tegrate with legacy assets and could be installed by manufacturers on new assets,

to allow a rapid vendor-agnostic system to scale cyber-security worldwide while pro-

viding governance support on an industry-wide scale. The hardware implementation
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also integrated a blockchain to address security gaps using two-factor identification

and hardware root of trust. Although transactive energy was the motivating case

demonstrated in this dissertation, the approach can be used to secure any data trans-

mitted, such as firmware updates, energy use readings, price signals, and more. This

leaves significant flexibility in integrating this solution with other services that need

to verify and trust grid-edge devices that can be added or removed from the network.

Chapter 6 developed and simulated an approach to enable voltage stabilization

in a distribution network by updating solar PV inverter set points in real-time to

counteract voltage oscillation. Piece-wise linear models of both Volt-Var and Volt-

Watt functions were represented using Lipschitz functions. Lipschitz constants for

both Volt-Var and Volt-Watt control functions were derived while respecting smart

inverter hardware limitations for reactive power generation. Lyapunov analysis was

used to derive a sufficient condition to ensure network-wide voltage stability. A

local control policy was derived using the developed stability condition to adjust

droop constants of control curves using only local information. Whereas traditional

eigenvalue-based stability analysis can only indicate stability from the sign of eigen-

values, Lyapunov analysis allows the development of a robust control policy using

the derived stability criterion. In this work, the network is described using a linear

distribution power flow using v2 instead of v, thus avoiding the assumptions made

in [Baker et al.(2018), Zhu and Liu(2016), Farivar et al.(2013), Farivar et al.(2015)].

Performing the linearization using v2 ties the network operating condition explicitly

to the stability condition, in contrast to work found in [Baker et al.(2018), Singhal

et al.(2019),Farivar et al.(2015)] that just connected the stability condition to the line

parameters of the electrical network. The presented technique applies when droop

control curve functions can be represented as Lipschitz functions. Furthermore, by

exposing mechanisms that contribute to system instabilities, this work introduced a
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completely decentralized policy for restoring a stable voltage profile in a distribu-

tion feeder. Simulation results completed for a radial distribution test case network

were demonstrated to show how inverters can adapt their control curves to voltage

oscillations caused by solar intermittency and cyber-attacks.

Implementation of the proposed algorithm in a real distribution network relies on

the validity of the assumptions mentioned in Section 6.1.2. The assumptions hold

in any practical application due to: 1) Monotonically increasing functions for an in-

verter to increase real power output when voltage is beyond the threshold voltage and

absorbs or injects reactive power when the voltage is below or above nominal volt-

age, respectively, and 2) An unbounded derivative for control curves requires a step

change rather than a ramp change in smart inverter real or reactive power production,

which violates physical constraints of the inverter. In thinking of implementing the

local control policy on physical inverters, these controls can be integrated directly

by inverter vendors upon manufacture. A legacy inverter can be equipped with a

secondary controller (e.g., Raspberry Pi) to implement the control curves and update

operating set-points.

7.2 Future Work

The fundamental work presented in Chapter 2 is planned for expansion in future

works using unbalanced three-phase power flow, transformers and multiple voltage

levels, and voltage supporting devices to more accurately depict a real distribution

network. The voltage profile can be improved by selecting the most effective buses

for cap bank and voltage regulator placement using machine learning techniques and

Grid-GSP. Such a model can also be exercised using time series information for the

demand nodes and distributed energy resources to generate many realistic use cases

for how localized generation and storage affect power flow and voltages in a distri-
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bution network. Load profiles generated using historical load profiles and forecasting

techniques based on the Long Short-Term Memory technique can be used for this pur-

pose. Future work can also explore the required depth of distribution feeder design

depending on grid-edge devices’ penetration level by applying the continuation power

flow methods. Work can be extended to provide metrics regarding the accuracy of

the radial assumption of distribution networks as grid-edge devices’ depth increases.

The application of Grid-GSP work presented in Chapter 3 can explore the use of

the reduced-order model in a decentralized manner and combination with advanced

machine learning methods for security and control applications. OPF simulation

results shown in Chapter 3 used a random placement of DER assets. Future work

can expand upon integrating the Grid-GSP approach with centrality analysis to find

the most optimum locations of placing DER. Treating the voltage phasors as graph

signals and leveraging their low-pass property can also be used to find optimum DER

placement in case the underlying network information is not available.

Work presented in Chapter 4 and Chapter 5 on prevention and mitigation of cy-

ber threats on power distribution networks can be tested using a Real-Time Digital

Simulator (RTDS), a possible illustration is shown in Figure 7.2.1. A distribution

network can be modeled in RTDS as the base electrical network. To mimic the

behavior of prosumers, Raspberry PI’s can be connected to the RTDS. A physical

inverter can be connected to the RTDS through a grid emulator with the capability
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of Power Hardware-in-the-Loop (PHIL) simulation. Economic dispatch points for

each prosumer will reflect the output of an economic optimization problem that is

modeled outside the RTDS using physical machines to emulate the EVE network.

This approach captures the time delay of the distributed architecture of a blockchain

network. The output of the optimization problem then becomes the input as load

(positive or negative) values in the RTDS simulator. Adding physical sensors (poten-

tial transformers, watt meters, and var meters) at some distribution network nodes

will allow measuring voltage, real and reactive power flow. Some sensors will be cho-

sen randomly to report bad data (by causing calibration issues or adding noise to the

reported data). Then these data will be collected by EVE from the RTDS and will be

used to run an external verification algorithm. Future work will explore implement-

ing additional Hyperledger Fabric features (e.g., idemix, smart contract packaging),

other market mechanisms, and verification algorithms through distributed consensus

for meshed networks.

Extension of the work presented in Chapter 6 can explore how the proposed ap-

proach can counteract voltage instabilities for networks, including the smart inverter

capabilities introduced here and other voltage regulating devices such as voltage reg-

ulators and capacitor banks. Future work will also evaluate the derived policy in a

PHIL simulation, including a RTDS, grid emulator, regenerative solar emulator or

solar panels, programmable load bank, and smart inverter(s). An architecture that

can be used to create such simulation is illustrated in Figure 7.2.2. A radial dis-

tribution network can be modeled in RTDS to represent the underlying distribution

network. The inverters connected to the distribution network will be a combination of

physical and simulated inverters. Physical inverters will be interfaced with the RTDS

through the grid emulator and can take regenerative solar emulators or solar panels

as input. Suppose a physical inverter does not include either VV or VW control

154



Real Time
Digital Simulator

PHIL
Interface Box

Grid
Emulator

Physical
Inverter

Raspberry
PI

Grid
Emulator

Physical
Inverter

Raspberry
PI

Figure 7.2.2: Real-time Simulation Architecture

capability. In that case, the inverter will be interfaced with a Raspberry PI to adjust

the real and reactive power setpoints using voltage feedback. No communication is

needed between the physical inverter (i.e., Raspberry PI) and the electrical network

(built inside the RTDS). The simulated scenario can illustrate how a cyber-attack

on smart inverters attempting to change the VW and VV control curves can create

network-wide instability. Thus the effectiveness of the developed control method can

be illustrated by real-time simulation.

7.3 Concluding Remarks

Integrating greater DER levels into a utility distribution system is a complex pro-

cess affecting both distribution and transmission systems. New industry regulations

are enabling the participation of DER in power distribution systems converting the

old, passive network to an active one. Various levels of DER penetration can occur

at different feeders, thus affecting the quality and reliability of service to adjacent

customers. Moreover, the proliferation of DER with present-day control techniques

will inevitably increase the technical, economic, reliability, and security complexities

of the conventional approach to a system with centralized generation only. Advanced

modeling, operation, and security features can facilitate integrating and coordinat-

ing these assets with higher-level centralized generation and transmission entities to

develop the next-generation distribution systems.
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A.1 Electric Vehicles (EV)

An EV requires a certain amount of charge u over a period of length τ . Primary

constraints are:

1. Rate of charge when grid-connected is u̇(t) = −p(t) for 0 ≤ u(t) ≤ u and zero

when the EV is full, with p(t) < 0 since charging is a load.

2. Charging is permitted only at a constant rate of −ρ, i.e., p(t) ∈ {0,−ρ}. Dis-

charge to the grid is not permitted.

3. Charging has a deadline, i.e., u(td) = u(ta + τc + τs) = u.

Here ta denotes the EV arrival time, td the EV departure time, τc the time needed for

charging, and τs the leftover (slack) time. Considering a large number of loads, the

constraint on charging rate can be relaxed as −ρ ≤ p(t) ≤ 0. In discrete time and

vector form, assuming that the variable u(t) is the energy normalized by the sampling

period (i.e., the time that elapses between t and t+ 1), we can write:

p = Au+ `, u(td) = u, − ρ ≤ p(t) ≤ 0 ∀ t ∈ T (A.1.1)

In eq. (A.1.1), A computes the finite difference of the state of charge values in u.

Using J to denote an off-diagonal shift matrix, the following can be written:

A = (J − I) ∈ R|T |×|T |, ` = [u(ta), 0, . . . , 0]> ∈ R|T |×1 (A.1.2)

In this case A† = A−1 is a triangular matrix of all negative ones. A† performs a cu-

mulative sum of the entries of −p, which is the inverse operation of taking the finite

difference (similar to the integral is the inverse operation of the derivative). In gen-

eral, we assume a prosumer is willing to pay more for having their EV charged earlier,
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and expects a discounted electricity price if not charging at full power. This concep-

tualization of energy price is a function of time, with price decreasing monotonically

with time as c1 and cd < [c1]t ∀t ∈ T :

C(p) = c>1 p− cdmin(u− u|T |, ρmax(0, τc + τs − |T |)) (A.1.3a)

= c>1 p− cdmin(u+ 1>p, ρmax(0, τc + τs − |T |)) (A.1.3b)

A.2 Deferrable Appliances (DA)

These loads include appliances such as washers, dryers, and water pumps that can

be programmed to start their cycle at different times of day. The feasible set of power

demand is based on a load profile h(t), a minimum activation time 0 ≤ ta ≤ |T | − 1,

and a slack τs ≥ 0:

p(t) = −h(t− ta − τ), 0 ≤ τ ≤ τs (A.2.1)

where the price function depends on the slack τs. Let us assume without loss of

generality that ta = 0 as the arrival time can be embedded into the the signal h(t).

Suppose also that the duration of h(t) is d and that the slack and time are discrete.

The signal u(t) can indicate the time at which DA starts its cycle, which naturally

means that u(t) ∈ {0, 1} and the `1 norm ‖u‖1 = 1. Considering a large enough

population, this constraint can be relaxed to obtain an approximation of the feasible

set as follows:

p = Au, ‖u‖1 = 1 (A.2.2)

where A ∈ R(|T |+d)×|T | equal to:

A> = −




h(0) . . . h(d) 0 . . . 0

0 h(0) . . . h(d) . . .
...

...
. . . . . . . . . . . .

...

0 . . . 0 h(0) . . . h(d)




(A.2.3)
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The price a prosumer is willing to pay decreases as the delay increases. The price

ranges from a maximum price the consumer is willing to pay to a minimum price that

is the lowest possible energy cost. Suppose that we want the cost to grow linearly

with time, and let c be the constant in the cost expression. Let c̃1 = c̃1 ·(|T |−1, |T |−

2, . . . , 1, 0). The cost can be obtained as follows:

C(p) = c>1 p+ c0 = c̃1

|T |−1∑

t=0

(|T | − 1− t) · u(t) + c̃0, (A.2.4)

⇒ c>1 = c̃1A
†, c0 = c̃0 (A.2.5)

A.3 Thermostatically Controlled Loads (TCL)

These loads include space heaters, air conditioners, and water heaters. Similar to

prior works [Callaway(2009)], we assume that the temperature dynamics of a heat

pump based TCL can be modeled as a first-order differential equation:

Cθ̇(t) = (θo(t)− θ(t))R−1 + p(t)η + ε(t)R−1, p(t) ∈ {0,−ρ} (A.3.1)

with R being thermal resistance, C thermal capacitance, θ(t) the inside temperature,

θo(t) the outdoor temperature, η the efficiency of the heat pump (η > 0 for cooling and

η < 0 for heating), ρ continuous electrical power rating 1, and ε(t) denoting a random

perturbation of temperature by external factors such as opening of windows/doors or

operation of stoves. We denote the thermostats reference temperature as θr. Let:

u(t) ,
θ(t)− θr(t)

Rη

˜̀(t) ,
θr(t)− θo(t)

Rη
+
ε(t)

Rη
+
C

η
θ̇r(t), τh , CR

(A.3.2)

1Water heaters can be described using the same principles, with an additional energy loss com-

ponent describing the hot water being replaced by cold water. However, in this paper, we will focus

on heat pump based TCL because they are more dependent on external temperatures than water

boilers.
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To express the inter-temporal constraints as well as the comfort zone of the user, we

can rearrange and relax the set of constraints in eq. (A.3.1) as follows:

p(t) =
C

η
(θ̇(t)− θ̇r(t)) +

θ(t)− θr(t)
Rη

+
θr(t)− θo(t)

Rη
+
ε(t)

Rη
+
C

η
θ̇r(t) (A.3.3a)

= τhu̇(t) + u(t) + ˜̀(t), u ≤ u(t) ≤ u, − ρ ≤ p(t) ≤ 0 (A.3.3b)

where we have relaxed the integer constraint p(t) ∈ {0,−ρ}.

It is notable that the ˜̀(t) term in this affine relationship is random, since the

outdoor temperature is random and so is the perturbation of the indoor temperature

from sources other than the heat pump. In discrete time, we can average the behavior

and approximate the relationship as follows:

p = Au+ `, u ≤ u(t) ≤ u, − ρ ≤ p(t) ≤ 0 (A.3.4)

Using eqs. (A.3.2) and (A.3.3a) the following can be written:

A = τh(I− J) + I, A† = A−1 = ((τh + 1)I− τhJ)−1

` = ˜̀− τh[u(0),0>]> ∈ R|T |×1

(A.3.5)

and ˜̀ = (˜̀(1), . . . , ˜̀(|T |)) with ˜̀(t) being defined in eq. (A.3.2). The price demand

function should represent the prosumer’s willingness to deviate from reference tem-

perature. The prosumer is willing to pay less for larger temperature deviations than

expected. We represent this cost as quadratic with the value of u, i.e., proportional

to ‖u‖2. This means that the demand function is c̃0 − c̃2‖u‖2 and:

C(p) = p>C2p+ p>c1 + c0 = c̃0 − c̃2

∥∥A†(p− `)
∥∥2

(A.3.6)

where:

→ C2 = −c̃2A
−2, c1 = 2c̃2`A

−2, c0 = c̃0 − c̃2`
>A−2` (A.3.7)

176



A.4 Energy Storage Systems

Typically, battery rate of charge or discharge is constrained to be a constant value,

meaning p(t) ∈ {−ρ, 0, ρ}. If we relax this non-convex constraint as done before, the

load constraints are analogous to that of an EV, except that the unit can discharge:

p = (I− J)u− [u(0),0], |p(t)| ≤ ρ, 0 ≤ u(t) ≤ u (A.4.1)

where J is the shift matrix, shifting to the right each of the entries of u. Here it is

natural to assume that the price for discharging is higher than the price of charging,

but it is also possible to express a cost that depends on the battery state. In addition,

if storage is charged by the random injection of, for instance, solar PV, the forecast

can be incorporated into the vector ` in the model. We ignore other complexities

here for simplicity. Considering (a)+ = max(0, a), we can express the cost as:

C(p) = (p)>+(c+
1 ) + (−p)>+(c−1 ) (A.4.2)

where c+
1 and c−1 are non-negative cost vectors.

A.5 Renewables

The power injection from wind or solar PV has no marginal cost, therefore the only

meaningful way for renewables to participate is posting a forecast of future production

p with zero cost, i.e., C(p) = 0.

A.6 Supply from the Transmission Grid

We assume that the transmission grid appears in the system as the slack bus and

has a certain cost function for selling and a certain cost function for buying power

below and above a schedule ps that was cleared in previous wholesale market stages.
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Therefore, at the substation bus we have a single supplier with supply function:

C(p) = (p− ps)>+(c+
1 ) + (−p+ ps)

>
+(c−1 ) (A.6.1)

For simplicity we assume that any deviation is feasible, so that the dispatch is always

feasible, and the slack bus compensates for any shortfall or surplus of power subject

to physical constraints in Appendix B.
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B.1 Electric Grid Model

A radial electrical distribution system can be represented by a set of buses B,

edges Ee, and a root node (commonly the substation node or slack bus) where each

edge ` = (b, b′) ∈ Ee and b, b′ ∈ B. The from and to functions are defined as f(`) = b

and t(`) = b′ to return the source node and incident node for an edge, respectively.

The inverse function t−1(b) gives back the edge pointing to bus b (for a radial graph

the to bus b for each edge is unique) and f−1(b) returns all the edges originating at

bus b. Dropping the time index for brevity, the power flow equations at each of the

branches ` ∈ Ee are given by [Baran and Wu(1989b)]:

pt(`) = P` −
∑

`′∈f−1(t(`))

P`′ − Re(z`)c
2
` (B.1.1a)

qt(`) = Q` −
∑

`′∈f−1(t(`))

Q`′ − Im(z`)c
2
` (B.1.1b)

v2
f(`) = v2

t(`) + 2(Re(z`)P` + Im(z`)Q`)− |z`|2c2
` (B.1.1c)

v2
f(`) =

P 2
` +Q2

`

c2
`

. (B.1.1d)

All these equations are linear in the bus and branch quantities (pb(t), qb(t), v
2
b (t))

and (P`(t), Q`(t), c
2
`(t)) except eq. (B.1.1d). However, including an auxiliary variable

x′` =
P 2
` +Q2

`

c2`
can simplify the description of the physical constraints. By expressing

x(t) as the auxiliary variables, then without loss of generality eqs. (B.1.1a) to (B.1.1d)

can be written in the following linear form:

Hx = HAxA +Huxu = 0, (B.1.2)

Though constraints in eq. (4.3.2) are non-linear in general, here the constraints are

relaxed by ignoring the non-linear relationships among the auxiliary variables and the

remaining entries of the vector x. The measurements are represented by z = xA + ε

and the physics of the system implies that xA satisfies eq. (B.1.2).
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From the vantage point of each aggregator region n, only a subset of the variables

x
(n)
A are measured, meaning that z(n) = x

(n)
A + ε(n). Also, not all constraints in

eq. (B.1.2) include the variables x(n). Hence, the equations that involve buses/lines

in region i can be isolated and written as:

h(n)(x(n)) = H(n)x(n) = 0. (B.1.3)

These equations are used to verify that measurements and injections values are con-

sistent with the laws of physics. The available measurements in each zone and the

neighboring zones are used to interpolate the unknown variables as discussed in Sec-

tion 4.3.3.1.
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C.1 Proof of Proposition 1

By using (A⊗B)(C ⊗D) = (AC)⊗ (BD):

(U ?
k ⊗Uk)

H(U ?
k ⊗U⊥k ) = (U>k U

?
k )⊗ (U

H

kU
⊥
k ) = 0

(U ?
k ⊗Uk)

H((U⊥k )? ⊗Uk) = ((UH
k U

⊥
k )?)⊗ (UH

k Uk) = 0

(U ?
k ⊗Uk)

H((U⊥k )? ⊗U⊥k ) = ((UH
k U

⊥
k )?)⊗ (U

H

kU
⊥
k ) = 0

Thus, from (3.2.4b), (U ?
k ⊗Uk)

Hεk = 0.

To prove the second statement (3.2.4a) is substituted in (3.1.12):

vvH =
(
Ukṽk +U⊥k ε̃k

)(
Ukṽk +U⊥k ε̃k

)H
(C.1.1)

Using (3.2.4b) and (3.2.2), and considering, A = U⊥k ε̃kṽ
H
kU

H
k , B = Ukṽkε̃

H
k (U⊥k )H

and C = U⊥k ε̃kε̃
H
k (U⊥k )H, the following can be written:

‖εk‖2 = ‖vec(A)‖2 + ‖vec(B)‖2 + ‖vec(C)‖2 + vec(A)H(vecB + vecC)

+ vec(B)H(vecA+ vecC) + vec(C)H(vecA+ vecB) (C.1.2)

However, for any matrix P , ‖vec(P )‖2 = Tr
{
PP H

}
. Thus,

‖vec(A)‖2 = Tr
{
ẽkε̃k

H
}∥∥∥ṽHk

∥∥∥
2

= ‖ε̃k‖2‖ṽk‖2 (C.1.3a)

‖vec(B)‖2 = Tr
{
ṽkṽk

H
}∥∥∥ε̃Hk

∥∥∥
2

= ‖ṽk‖2‖ε̃k‖2 (C.1.3b)

‖vec(C)‖2 = Tr
{
ε̃kε̃k

H
}∥∥∥ε̃Hk

∥∥∥
2

= ‖ε̃k‖4 (C.1.3c)

Since (U⊥k )HUk = 0, the cross product terms are zero; which proves (3.2.6).

Finally, (3.2.7) follows from applying Isserlis’ theorem to evaluate the fourth or-

der moments of complex circularly symmetric Gaussian random variables in (3.2.6).

Assuming that random variables ṽk and ε̃k are uncorrelated we have:

E
[
‖εk‖2] = E

[
‖ε̃k‖4]+ 2E

[
‖ε̃k‖2]E

[
‖ṽk‖2] (C.1.4)

E
[
‖ε̃k‖4] =

∑

i

∑

j

E
[
[ε̃k]i [ε̃k]i

?[ε̃k]j[ε̃k]j
?
]

(C.1.5)
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In order to evaluate each term in (C.1.5), recall the Isserlis or Wick’s formula to com-

pute fourth order moments for circularly symmetric random variables [Baudin(2014)]

E
[
[ε̃k]i [ε̃k]i

?[ε̃k]j[ε̃k]j
?
]

= E
[
|[ε̃k]i|

2]E
[∣∣∣[ε̃k]j

∣∣∣
2
]

+ E
[
[ε̃k]i[ε̃k]j

?
]
E
[
[ε̃k]j [ε̃k]i

?
]

(C.1.6)

Assuming that entries of ε̃k are uncorrelated random variables (i.e. diagonal covari-

ance matrix):

E
[
[ε̃k]i [ε̃k]i

?[ε̃k]j[ε̃k]j
?
]

=





2
(
E
[
|[ε̃k]i|

2])2
, i = j

E
[
|[ε̃k]i|

2]E
[∣∣∣[ε̃k]j

∣∣∣
2
]
, i 6= j

(C.1.7)

Substitution of (C.1.7) in (C.1.5) results in (3.2.7):

E
[
‖ε̃k‖4] =

∑

i

(
E
[
|[ε̃k]i|

2])2
+
(
E
[
‖ε̃k‖2])2

=
∥∥diag

(
E
[
ε̃kε̃

H
k

])∥∥2

2
+
(
E
[
‖ε̃k‖2])2

(C.1.8a)

C.2 Alternate OPF Formulation

Using the following matrices:

Ũ
(r)
k,i =

(
vec
((
UH
k,i

)(c)
U

(r)
k,i

))>
; ỸU

(r)

i =
(

vec
((
UH
k,i

)(c)
(Y Uk)

(r)
i

))>
,

the OPF formulation in (3.3.2) becomes:

min
pg ,qg ,W̃ ,εp,εq

∑

g∈BG
Cg(pg) + w1‖εp‖2

2 + w2‖εq‖2
2 (C.2.1a)

s. t (3.3.2b), (3.3.2c), (3.3.2d) (C.2.1b)

(pg − pd)− j(qg − qd)− ỸU vec
(
W̃>

)
= εp + jεq (C.2.1c)

∑
(pg − pd)−

∑
j(qg − qd) =

∑
ỸU vec

(
W̃>

)
(C.2.1d)

v2
min ≤ R

{
Ũk vec

(
W̃>

)}
≤ v2

max (C.2.1e)

pflow
min ≤ R

{(
U

(r)
k,i W̃

(
U

(r)
k,j

)H
−U (r)

k,i W̃
(
U

(r)
k,i

)H )
y?ij

}
≤ pflow

max, ∀(i, j) ∈ Ee (C.2.1f)
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