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ABSTRACT

Modern data center networks require efficient and scalable security analysis approaches

that can analyze the relationship between the vulnerabilities. Utilizing the Attack

Representation Methods (ARMs) and Attack Graphs (AGs) enables the security ad-

ministrator to understand the cloud networks current security situation at the low-

level. However, the AG approach suffers from scalability challenges. It relies on the

connectivity between the services and the vulnerabilities associated with the services

to allow the system administrator to realize its security state. In addition, the security

policies created by the administrator can have conflicts among them, which is often

detected in the data plane of the Software Defined Networking (SDN) system. Such

conflicts can cause security breaches and increase the flow rules processing delay.

This dissertation addresses these challenges with novel solutions to tackle the scal-

ability issue of Attack Graphs and detect security policy conflicts in the application

plane before they are transmitted into the data plane for final installation. Specif-

ically, it introduces a segmentation-based scalable security state (S3) framework for

the cloud network. This framework utilizes the well-known divide-and-conquer ap-

proach to divide the large network region into smaller, manageable segments. It

follows a well-known segmentation approach derived from the K-means clustering al-

gorithm to partition the system into segments based on the similarity between the

services. Furthermore, the dissertation presents unified intent rules that abstract the

network administration from the underlying network controllers format. It develops

a networking service solution to use a bounded formal model for network service

compliance checking that significantly reduces the complexity of flow rule conflict

checking at the data plane level. The solution can be expended from a single SDN

domain to multiple SDN domains and hybrid networks by applying network service

function chaining (SFC) for inter-domain policy management.
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Chapter 1

INTRODUCTION

The advancement of technology and reliant on automated systems in the day-to-

day organization’s operations poses a challenge on the security and privacy of these

systems. There has been extensive research on the analysis and understanding of the

security state of the different computing systems. Because of the huge advancement

of cloud computing, many companies are migrating their IT infrastructure into the

cloud. Furthermore, managing the cloud infrastructure involves managing advanced

networking infrastructure as well.

With new technology comes new challenges. The security challenges are nowa-

days considered the top challenges and concerns for IT administrators because of the

severity and how one attack can damage the entire network or cause data loss. This

massive prices made the network administrators think twice about which services to

put in the cloud, and it presented a problem for them to analyze the security state

of those services. Managing the security situation requires analyzing the security

vulnerabilities in the system and understanding how those vulnerabilities are inter-

connected. Research shows analyzing and predicting vulnerabilities at an early stage

can save the organization from being exploited [4, 3].

System and Network vulnerabilities are defined as the weaknesses in the software,

hardware, or network resources on the network that can be exploited by a persistent

attacker who would use it to enter to or shut down a network. Another definition

states that the vulnerability is the set of conditions, a weakness of or an absence of

security procedure, or technical, physical or other controls that could be exploited by

an adversary [123]. Vulnerabilities can exist also due to misconfigurations in policies
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and procedures, especially security policies that state the access rule and the security

processes to handle the computing resources and data [85].

The sources of vulnerabilities vary due to the nature of the computing systems.

The vulnerabilities can spread across any part of the system and thus we cannot iden-

tify a clear list of vulnerabilities sources. However, there are agencies that finds and

classify vulnerabilities into their prospectus categories. These agencies include but

not limited to: a) Computer Emergency Response Team (CERT) b) National Vulner-

ability database (NVD) and c) ExploitDB, a database of exploitable vulnerabilities

and their proof of exploitation. These sources report vulnerabilities that are discov-

ered due to poor design flaws, poor security management, incorrect implementation,

exploited resources such as data leakage, etc.

Research has shown consistent increase in the number of vulnerabilities year-after-

year [112] due to the increasing attention cybersecurity is getting from governments

and private sectors. The huge number of vulnerabilities will posses a challenge on

the network administrators on how they can prioritize the one vulnerability over the

other. Furthermore, these rapid increase forces the administrator to ask how can they

know the vulnerabilities that can create a dedicated attack path for an adversary to

exploit the back-end system resources? This type of analysis is referred to as a low

level-security analysis which requires the administrator to analyze the relationship

between the vulnerabilities in order to prioritize security defense mechanism.

Security analysis has been an effective research area that attracted a lot of at-

tention due to its importance as part of the defense mechanism for any system

[29, 98, 155, 88, 95, 71, 154]. With growing networks, the need for automating the

security defenses rise. Automation would allow the administrator to setup the high-

level security and networking requirement such that the turn their attention into more

important problem, or problems that are newly discovered such as zero-day attacks.
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One of the analysis approaches that allows for such automation is the Graphical se-

curity models (GrSM) such as Attack Graphs (AGs) and Attack Trees (ATs). AGs

are defined as a data structure, used to model all possible critical attack paths and

vulnerabilities of a system, which an adversary can exploit in order to achieve his/her

attacking goals. Researchers have developed methods and approaches to enhance

the GrMS usability However, generating and analyzing AG in a security system re-

quires a significant generation a AG usability and efficiency. However, due to the

development of networks (e.g., static network to dynamic networks such as the cloud

computing networks), and also the availability of AG generation tools like MulVal

[115], led to new challenges in using the AG for security analysis. Specifically, the

AG scalability problem when the AG is computed, the attack path searching when

performing AG-based attack scenario analysis can be an NP-hard problem as noted

by [49, 130], which depends on the density of a given AG. In a large network system,

AGs are often incomprehensible to a user due to its complex interdependence among

vulnerabilities. The identification of information regarding vulnerability dependen-

cies becomes increasingly difficult as the number of services and vulnerabilities are

increasing in the network system.

Another challenge the security administrator faces is that when the network IT

infrastructure is migrated into the cloud, it requires them to specify different security

and networking policies to ensure smooth operation of the networking services. Poli-

cies are defined as rules that correspond to the characteristics of the data plane flows,

switches, or hosts. Because the cloud networks are often run on advanced networking

solutions such as Software Defined Networking (SDN) [117, 5, 86, 30], researchers

have focused on developing solutions for detecting the policy conflicts in SDN-based

networks [34, 66, 124, 35]. Because the SDN networks allows for shared control do-

main by allowing the SDN controllers to of multiple domains to form a cluster, the
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shared control plane policies can create a conflict between each other and between

the implemented policies in the data plane. Furthermore, unlike conventional net-

works, SDN allows diverse applications to establish flow rules on the data plane using

application plane APIs. These flow rules and will not be checked by the network

administrator, which makes them vulnerable to policy conflict violation. In addition,

the security policy conflict can occur due to overlapping between the header space of

the rules, redundant action, or when a rule is a subset of another rule.

Security policy conflicts have severe consequences. They can create security vul-

nerabilities allowing attackers to exploit the system, or they can limit the efficiency

and effectiveness in the system. Some of the issues that are heightened in an SDN-

based network are issues caused by the flow rules chaining,, cross-layer policy conflicts,

partial matches and by set-field actions as denoted by Pisharody et al. [124]. Re-

cently, the SDN networks allowed the administrators to add policies using high-level

intents. The application plane policies that are used to specify a certain action(s) for

a target network are called to an intent[35, 117]. The intent help the administrator to

use an abstracted language without knowing the details of the control and data planes

to specify their requirements. Applications on the cloud can also use the intents using

the APIs without the administrators interference. Once the intent is specified, it is

translated into the prospective control domain’s controller language. The controller

then implement the received policy and install it on the data plane. Because of the

multiple parties installing and modifying intents, the policies that are specified at the

higher-level are often conflicted between each other and/or between existing policies.

The network verification and testing domain often allows the administrator to check

for bugs in the networks through error in the detailed configurations, which forces

the control plane to reconverge to a new path.

The objective of this dissertation is to present a scalable security state analysis
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solution for the cloud networks. Specifically, we design and present a solution to

overcome the AG scalability problem, which is the foundational layer for analyzing

the low-level security state in the system. Furthermore, we present an intent-based

security policy conflict checking and resolution that depends utilizing the bounded

model checking [18] for formal verification of the high-level security policies. The

dissertation is organized as follows:

• Chapter 2: Background and Motivation. In this chapter, we shed the light

on the key technology used in this dissertation like Software Defined Networking

(SDN), OpenFlow protocol as a foundational SDN protocol, Attack Graph (AG)

scalability problem, and security policy conflict checking.

• Chapter 3: S3: A DFW-based Scalable Security State Analysis Frame-

work for Large-Scale Data Center Networks. This chapter focuses on 1)

explaining in detail the AG scalability problem. 2) present a distributed firewall

(DFW) model to control the AG reachability, 3) present a segmentation model

using the DFW to divide the large graph into smaller manageable graphs using

the divide and conquer approach, 4) present an optimization approach that de-

termines the best number of segments for the graph, and 5) through a series of

experiments, we evaluate the proposed DFW-based AG segmentation approach

and test the graph density, AG generation time, the SDN controller overhead,

and measure the cycle detection time.

• Chapter 4: Intent-Driven Security Policy Management for Software-

Defined Systems. In this chapter, we provide an overview of the Intent-based

Networking. We provide a rational and abstraction approach for the network

administrator such that they are do not have to adhere to every SDN controller’s

language to specify the high-level intents. Specifically, we 1) present INTPOL,
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an intent-based framework for translating security policy requirements into a

unified format, 2) INTOPOL allows easy expression of complex scenarios like

service function chaining (SFC) and hybrid network scenario, 3) we present

a bounded-model checking (BMC) approach for the application plane policies

to compose the translated intent’s policies into control and data plane rules

and checking for a possible conflict between those rules, 4) we demonstrate

the benefits of INTPOL by showing the composition verification, and conflict

resolution times are reduced when INTPOL is utilized for application plane

policy checking. We used the Stanford Topology [81] dataset for the purpose of

showing how the data plane conflict checking time is reduced using INTPOL as

opposed to not using it.

• Chapter 5: Conclusion and Future Work. This chapter summarizes our

work in this dissertation. We provide an overall description of the presented

solutions summarize the results. The chapter concludes with a possible future

work to extend the work in this dissertation.
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Chapter 2

BACKGROUND AND MOTIVATION

2.1 Software Defined Networking

Software Defined Networking (SDN) is a networking paradigm that has emerged

to enable high and scalable networking communication [13, 136, 23, 60, 163, 59]. The

open networking foundation (ONF) defines SDN as “In the SDN architecture, the

control and data planes are decoupled, network intelligence and state are logically

centralized, and the underlying network infrastructure is abstracted from the appli-

cations. In SDN architecture, the system is composed of three layers: the control

plane, the data plane, and the application plane. SDN decouples the control plane

and the data plane. Using SDN-based networking, the administrator is able to imple-

ment a centralized control plane such that all of the forwarding rules and policies are

implemented and specified in one entity. The data plane will have all the forwarding

devices such as OpenFlow switches and routers. Because of the control plane and data

plane separation, the data plane devices become a simple forwarding entities. The

application plane will have several applications to enable high-level user requirements

to be implemented at the data plane devices. Using APIs, there are two interfaces in

the SDN architecture that enables the communication through the layers; The north

bound interfaces enables the communication between the application plane and the

control plane. The south bound interface enables the control plane to communicate

with the data plane. Later in chapter 4, we expand the definition of high-level user’s

security and networking policy and we explain how these high-level security policies

can have conflicts among them.
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Figure 2.1: OpenFlow Protocol Header Fields.

2.1.1 OpenFlow

OpenFlow is an standardized protocol used to enable southbound communication

between the SDN controller and forwarding elements (switches). OpenFlow properties

can be summarized as follows:

• OpenFlow is one of the first software-defined networking (SDN) standards and

defined the communication protocol between SDN controllers and the forward-

ing plane of networking devices.

• Benefits include its programmability, centralized intelligence, and how it ab-

stracts network architecture We show a reference architecture of OpenFlow

protocol in Figure 2.1 adopted from [44].
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2.2 Motivation

To realize the effect of DFW on AG, we present a motivating example of lateral

movement attack. In a large system such as a data-center network, traditional and

centralized firewall system capabilities lay within the north-south flow [130]. The

firewall acts as a central entity that determines the trust level associated with the

traffic under considerations (allowed vs denied traffic). However, cyber attackers are

gaining more power and knowledge. That said, once an attacker is inside the sys-

tem, by compromising an internal user and using their credentials, they can laterally

move inside the network and exploit key resources. Moreover, centralized firewalls do

not protect networks from multi-stage attacks using lateral movement [32]. Usually,

everyone on the internal networks is considered an allowed user, and the traditional

firewall-based defense mechanisms do not rigorously inspect the traffic within the in-

ternal network as the firewall initially allows the access to the internal nodes. In a

data-center environment, the amount of east-west traffic is about 76%, while it is 17%

only for north-south traffic. Therefore, there is a high possibility of attacks involving

lateral movement.

Consider the system shown in Figure 2.2 (a). The system is built in a general cloud

computing platform framework. There are four end-hosts in the system, each of which

runs a different service. In this example, the attacker is located on the internet, and

the attack goal is to compromise the database server at node VM4 that is running

MySQL Server. Thus, the attacker is conducting a vulnerability exploitation attack

to obtain privileged access and then exfiltrate data. In this threat model, the attacker

will reach their goal by exploring multiple attack paths, as illustrated in Figure 2.2

(b). In Figure 2.2 (a), compromising the Web-server running on VM1 is the first

step of the multi-stage attack. An attacker can use privileges gained from step (1)
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Figure 2.2: Representation Of Vulnerability Information and Corresponding Attack

Graph in a Multi-tenant Data-center Network. The Absence of Distributed Firewall

(Dfw) Allows the Attacker to Compromise the First Tenant Node and Laterally Move

Towards the Second Tenant Node to Compromise and Achieve Their Attack Goal.

to advance in the system by exploring and exploiting the rest of the machines, as

shown in steps (2) and (3), respectively. Traditional security architectures, such as

centralized firewalls, will not detect nor prevent such lateral movement attacks since

their purpose is to protect the network from attackers located outside the network.

Also, the communication that allows the attacker to move laterally will look legitimate

to the centralized firewall. However, suppose the system administrator adopts a

DFW-based framework. In this case, it will be possible to analyze such exploits and

create security policies using DFW rules to prevent attackers from achieving their

attack goal (lateral movement).

Note that detection of lateral movement in a real attack scenario cannot be con-
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ducted using a vulnerability scanner such as Nessus alone. The identification of lateral

movement can be done using the traffic received by the SDN controller, and the con-

nectivity information between different tenants. The simulation of a lateral movement

in the example Figure 2.2 (a) is based on the assumption that since VM1 has a Web

Server, and the service present on VM1 is vulnerable, the goal of the attacker is to

compromise key network services such as VM3 (LDAP), and VM4 (Database). It

is likely that once attacker compromises VM1, he/she can scan for services present

on local network, that are vulnerable, and compromise them (post-condition of the

attack graph).

This attack model that involves lateral movement can be reinforced using network

traffic analysis. The traffic information can be collected using an SDN controller. If

there is a traffic request between VM1 and VM3, the SDN controller can log this

information, and consider this as a possible case of lateral movement. We can addi-

tionally use an intrusion detection system (IDS) between different tenants to check

traffic signature for the signs of lateral movement. This will increase the confidence

in the possible attack path taken by an attacker with lateral movement as an inter-

mediate step. The use of IDS agents if done in-line can increase the network latency,

and it is a reactive solution, thus we can conduct cost-benefit analysis of selectively

using IDS and traffic captured using an SDN controller to identify lateral movement.

The system administrator can configure the DFW to have granular rules that

inspect the source of communication (attacker’s L2 & L3 addresses) and inspect the

user credentials for the required service access. The DFW can also prevent normal

users who are not authorized to access a particular service in another tenant. For

example, Palantir corporation explains that the most critical windows vulnerabilities

is the SMB vulnerability. It allows the attackers to create backdoor and access to an

administrative privileges which then can be used to remove certain restrictions on an
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internal network service. The use of DFW rule policy to block communication on the

SMB ports is an effective solution that prevented such exploitation.

2.3 Attack Graph

The attack graph (AG) is a data structure developed to model the system’s se-

curity state and identify the possible attack scenarios. The AG is a tuple consisting

of states and transitions between the states. The first state is the initial state, which

indicates the attacker’s location. After that, the transition between states is condi-

tioned upon exploiting the next node and connecting the current node and the target

node. Hence, the AG has stages where the attacker transitions from one stage to an-

other under exploiting the existing vulnerabilities. AG aims to model the vulnerable

services and their relationship only because the idea is developed to understand the

security situation in the system and not to emphasize normal or benign services.

There are two main types of AGs: 1) A directed graph that model network states

as nodes, and exploits as edges that change the states of the network, depending on

what exploits are performed [36]. 2) A exploit dependency graph, in which there are

pre-conditions that need to be satisfied in order for an exploitation to be successful

and result in post-conditions. Therefore, the movement of an adversary in the graph

is based on the ability to exploit a pre-condition.

In this proposal, we use the exploit dependency graph [64], since it directly models

dependencies between the vulnerabilities in a computer networked system. Also, all

services for application-based on networked-based attacks are related in this graph

and it shows what are the pre-requisites (pre-conditions) and post-conditions for

those attacks. Nodes in such an AG are not the network states, but rather, they are

vulnerabilities. AG can be formally defined as follows:

12



Definition 1 (Attack Graph (AG)) An attack graph is represented as a graph G =

{V,E}, where V is the set of nodes and E is the set of edges of the graph G, where

1. V = NC ∪ ND ∪ NR, where NC denotes the set of conjunctive or exploit nodes

(pre-condition), ND is a set of disjunctive nodes or result of an exploit (post-

condition), and NR is the set of a starting nodes of an attack graph, i.e. root

nodes.

2. E = Epre ∪Epost are sets of directed edges, such that e ∈ Epre ⊆ ND ×NC, i.e.,

NC must be satisfied to obtain ND. An edge e ∈ Epost ⊆ NC × ND means that

condition NC leads to the consequence ND.

MulVAL [115] is a well-known open-source tool to generate an attack graph. It

uses datalog and logic programming as its modeling language [25]. The input to

MulVAL is vulnerability information, which includes but is not limited to: Com-

mon Vulnerabilities and Exposures (CVE-ID) [109], affected applications or services,

vulnerability consequences (whether the vulnerability results in data loss, remote ex-

ploitation, data integrity, etc.). Besides, network reachability information is required

for each host, including IP address, vulnerable services or applications, and corre-

sponding ports and protocols.

An example of vulnerability information, network service information, and Host

Access Control List (HACL) represented in datalog format as described in MulVAL

model [115] is shown as follows:

vu lEx i s t s ( ipaddr , cve−id , s e r v i c e )

ne tworkServ i c e In fo ( ipaddr , s e r v i c e , prot , port )

hac l ( s r c ip , dst ip , prot , port )
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The AG uses HACL tuples to model network and firewall configurations. It uses

a general rule to test and specify reachability information (i.e., any host can access

any host using any port and protocol).

2.3.1 Attack Graph Scalability Challenge:

As can be seen in Figure 2.2 (b), a network consisting of 4 hosts resulted in a graph

of 13 nodes. Large data-center networks have thousands of services, servers, and VMs.

The expected AG size of such a system is enormous due to representing the network

state using a conditional or combination of conditional and exploit representation of

the security situation. This complicated representation leads to a massive number

of nodes and edges in the AG. The attack graph generation is polynomial in terms

of the number of hosts O(N6) [6], and O(N2)-O(N3) [115]. Attack graph generation

takes 2-3 minutes for current attack graph methods, even when the number of hosts

is ∼ 450 [80]. Naturally, this leads to the state space explosion problem in generation

and analysis of attack graph as Yi et al. [153] discussed.

2.4 Security Policy Conflict Checking

The large size of the typical data center networks imposes a multi-domain nature

for the network infrastructure. The configuration of this network requires setting-up

a certain policies. These policies are divided into a security and networking policies.

The way the administrator sets up the policies is by implying a high-level intent,

where he/she can specify a generic requirement through the intent’s syntax such

as ”host H1 in domain D1 can communicate with host H2 in Domain D2”. The

submitted intent will be then compiled and transmitted into the control plane of

the prospective intent’s hosts. Now each domain’s control plane is responsible for

generating the data plane flow rules by checking the received parameters from the
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intent. Next, the control plane needs to check for a possible conflict between the

data plane’s flow rules [34]. This process is considered expensive and inefficient in

detecting the conflict between the policies, because it was performed after the SDN

controller received intent and it started to compile it into a flow rules. We will show

later in Chapter 4 that the number of SDN flow rules was much higher using this

approach as opposed of detecting the conflict at the application plane.

Why Security Policy Conflict Checking is Important?

Misconfiguration of Virtual Network Functions (VNFs) such as intrusion preven-

tion system and firewall can lead to security violations and business outage for an

organization. In July 2019, Capital One bank, one of the largest banks in the United

States suffered from a data breach. The breach caused leakage of over 100 Million

customer’s private data such as credit card numbers, Social Security Numbers SSN,

and other information [102]. An attacker was able to access this critical informa-

tion by exploiting a security vulnerability that existed in the company’s cloud server,

which was hosted by Amazon Web Services (AWS). A misconfigured firewall applica-

tion on AWS allowed the attacker to access the user’s data without authentication.

Although the AWS instance was itself secure, the bank’s misconfigured security policy

led to the data breach. An effective and efficient policy checking module is required

to identify and address issues associated with misconfigured and conflicting security

policies. The VNFs perform operations over the traffic received such as forwarding,

packet header modification, and routing. The domain of operations provided by dif-

ferent VNFs shows dependence upon each other. For instance, a Firewall can also

provide Network Address Translation (NAT) feature.
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Chapter 3

A DISTRIBUTED FIREWALL APPROACH FOR LARGE SCALE DATA

CENTER NETWORK SECURITY ANALYSIS

3.1 Abstract

Cloud-based systems and services are seeing exponential growth in the last few

years. Many companies and digital services are actively migrating their storage and

computational needs to the cloud. With such an expansion of virtual services, se-

curity threats are also significantly increasing. Utilizing the Attack Representation

Methods (ARMs) and Attack Graph (AG) enables the security administrator to un-

derstand the cloud network’s current security situation. However, the AG suffers

from scalability challenges. It relies on the connectivity between the services and

the vulnerabilities associated with the services to allow the system administrator to

realize its security state. This approach caused the AG to be vast and challenging

to generate and analyze. To address the scalability challenges, this chapter intro-

duces a segmentation-based scalable security state (S3) framework for the network.

The framework utilizes the well-known divide-and-conquer approach to divide the

large network region into smaller, manageable segments. We follow a well-known

segmentation approach derived from the K-means clustering algorithm to partition

the system into segments based on the similarity between the services. A distributed

firewall (DFW) separates the segments to ensure the attacker cannot move later-

ally and compromise them. Our evaluation shows that the separation of segments

not only preserves the original reachability and connectivity but also enhances the

scalability of the AG. The presented framework (a) provides a scalable attack graph
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generation algorithm by reducing attack graph generation time and density, which

in turn reduces the complexity of security analysis on an extensive cloud network,

(b) ensures a loop-free attack graph through the utilization of cycle detection and

removal algorithm, and (c) presents an approach to provide the optimal number of

segments based on the cost of implementing the segmentation using the distributed

firewall rules.

3.2 Introduction

Understanding any computerized system’s security situation requires a detailed

analysis of the existing vulnerabilities and potential threats. According to an article

published in Forbes [50], by the year 2025, 80% of enterprise IT infrastructure will

be migrated into the cloud. The same article points out that the most significant

concern for IT administrators is the security and privacy of cloud data. The amount

of IT companies using Amazon Web Services (AWS) have been steadily increasing.

An average data center in AWS consists of around 50,000 to 80,000 servers [76].

These huge servers, virtual machines, and virtual services require a significant effort

to develop and maintain robust security analysis methods. Applying appropriate

security solutions require the administrator to know the current security situations,

the vulnerabilities in the running services, and how those vulnerabilities can create

dependencies to allow an adversary to exploit the system. Specifically, administrators

better understand the security situation by identifying dependencies between security

vulnerabilities. Moreover, the administrator should know which attack path is the

most critical and should be fixed before the others.

One of the well-known approaches to evaluating the network’s current security

situation is the attack graph (AG). AG allows the system administrator to analyze the

connectivity relationship between network hosts, dependencies between the services,
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and the services’ vulnerabilities. AG provides a framework to formally model the

network attacks, as Husak et al. [69] discussed. The network administrator can utilize

AG to analyze the possible attack paths for an attacker and the corresponding attack

goals. The attack graph nodes, which represent conditions necessary for exploiting a

vulnerability, also known as pre-conditions. The privileges obtained by an attacker

from the pre-conditions are described in the form of attack graph nodes, known as

post-conditions. In effect, the administrator can utilize the information from AG

to make an informed decision for securing a network and selecting an appropriate

countermeasure [36].

There are various types of AGs. According to Hong et al. [64], AG categories

can be identified as: (1) Exploit Dependency Graph [111], (2) Topological Vulner-

ability Analysis [73], (3) Logical Attack Graphs [114], (4) Bayesian Attack Graph

[96], (5) Multiple Pre-requisites Attack Graphs [71], (6) Conservative Attack Graph

[162], (7) Compromise Attack Graph [103], (8) Hierarchical Attack Graph [150], (9)

Countermeasure Attack Graph [11], and (10) Attack Scenario Graph [2]. Each of

these works present a different modeling technique for AG generation and security

analysis. The focus of this dissertation is the utilization of an exploit-dependency

graph [111] for security analysis. In this research work, we analyze the relationship

between vulnerabilities across the services (pre-conditions), and consequence of ex-

ploiting vulnerabilities (post-conditions). An exploit dependency graph is more fitting

to our threat model, hence the attack graph formalism in our research work is based

on exploit-dependency graph. We aim to provide an approach to generate a scalable

graph.

Although the AG is used for security state analysis, its scalability issue concerns

many researchers [130, 70, 155]. An early approach by Amman et al. [6] achieved

AG generation with the scalability of the order O(N6). MulVAL [115], a well-known
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attack graph tool, reduces the AG generation and analysis complexity from O(N6)

to O(N2) − O(N3), where N is the number of network hosts. However, these AG

complexities are not practical, and the utilization of AG based on these solutions will

make the final graph output extremely huge and difficult to analyze by the system

administrator. Furthermore, AG is used for graphical security analysis and used as

a modeling tool for many security analysis applications. For example, game theory-

based solutions utilize the AG to analyze the possible implementations of defense

systems when the attacker is changing their behavior [133].

This chapter presents a distributed firewall (DFW) based micro-segmentation

[26, 67] approach that provides a scalable AG solution for security state monitoring

and analysis. By utilizing Software Defined Networking (SDN) as the base network-

ing architecture for the system, we create a cloud-based system to model a network’s

security state. Our segmentation algorithm partitions the cloud network into smaller

regions using the well-known divide-and-conquer approach [43]. Our framework con-

structs a sub-attack graph (sub-AG) for each segment after getting all the vulnerabil-

ities and connectivity information. The exploit-dependencies between sub-AGs can

also lead to cycles across sub-AGs, as Homer et al. [62] illustrated. The resulting sub-

AGs are analyzed for cycle presence at both the intra-graph and the inter-graph levels

to address the cyclic dependencies between network services’ vulnerabilities. Lastly,

the sub-AGs are merged according to the DFW rules that may allow connectivity

between segments.

Our approach utilizes a segmentation heuristic, which is equivalent to clustering,

to enhance the AG generation process. The segmentation divides the services among

segments based on the similarity measure and study the cost of implementing the

segmentation algorithm taking into account the number of DFW rules. This approach

will help us identify the optimal number of segments and reduce the segmentation
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cost. We further address two important problems (i) the impact of loops in the

attack graph generation - we provide a depth-first search-based solution to detect

and remove loops (Section 3.7.6). (ii) the effects of frequent updates in the network

topology. We use empirical evaluation to show that the attack graph generation

algorithm converges quickly, even in the case of a dynamic network (new services

added frequently) (Section 3.7.3).

3.2.1 Chapter Contributions

The contributions of this chapter are summarized as follows:

• We present our framework, namely S3 (Scalable Security State). S3 utilizes

a new segmentation algorithm that is derived from the well-known K-means

clustering algorithm. S3 provides segmentation based on the similarity between

the services and considers the cost of separating the services using distributed

firewall (DFW) rules. We measure the cost of the segmentation using the

Bayesian Information Criterion (BIC) [120] that adds a penalty for using the

DFW rules to separate the generated segments. We utilize the BIC to get the

optimum number of segments that minimize the cost of segmentation and DFW

rules.

• Based on the complexity analysis of the proposed algorithm, S3 scales well in

comparison to prior works addressing the problem of attack graph generation

[115, 65, 107]. Our segmentation algorithm achieves a complexity O((N
K

)2),

where N is the total number of vulnerable services and K is the number of

established segments. The proposed algorithm in this work shows how the sys-

tem is segmented by distributing the vulnerable services into multiple segments

to achieve a scalable state for security analysis and evaluations. The essential
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technique used in our work is divide-and-conquer, where we distribute the AG

generation into multiple sub-graphs. We combine all the small graphs to get the

final output. Moreover, our empirical evaluation shows a significant reduction

in constructing AG for many services compared to existing research works.

• To ensure that the attack graph is loop-free, we utilize an algorithm for cycle

detection and removal - Algorithm 5, that traverses the graph and checks for

the cases where an attacker can use an existing post-condition in one segment

and exploit a node in one of the previous segments in a monotonic attack path

(pre-condition), which in effect leads to cycles. Our algorithm resolves all such

cyclic dependencies in linear time, with the number of services present across

all segments, as shown by the experimental results in Section 3.7.6.

The rest of the chapter is organized as follows; we discuss existing literature on

attack graph generation and scalability in Section 3.3. The system architecture, the

Attack Graph formalism and scalability challenges, are discussed in Section 3.4. Our

main segmentation approach, algorithm description, optimal number of segments cal-

culations, and cycle detection algorithm are elaborated in Sections 3.5 & 3.6, respec-

tively. Section 3.7 provides a detailed performance evaluation of the S3 framework in

terms of graph density reduction, generation time, and cycle detection time. Finally,

we summarize some related topics that we could not address in this research work

and conclude the chapter in Section 3.8.

3.3 Related Work

3.3.1 The Scalability of Attack Graphs

The Generation of scalable attack graphs has been a popular area of research.

Amman et. al. [6] presents a scalable solution compared to prior research works
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Table 3.1: A Summary of Related Work of AG Generation Approach and Complexity.

N is the Number of AG Nodes, E is the Number of AG Edges, V is the Number of

Vulnerabilities, X is the Number of Graph Branch Points, and K is the Total Number

of Segments.

Research AG Approach Complexity

Amman et al. [6] AG Monotinicity O(N6)

Ou et al. [114]
Logic-based AG engine with

vulnerability correlation
O(N3)

Wang et al. [148] Probabilistic AG vulnerability correlation Not Reported

Hong et al. [63] Hierarchical AG Structure

Kaynar and Sivrikaya [80]
Distributed AG generation

using shared memory
O(N ∗ E)

Mjihil et al. [107] AG Decompositon O(|V |+ |E|

Cao et al. [22] Parallel AG computation Not Reported

Chen et al. [29] Process mining to find AG branches O(E(N +X))

This work DFW-based AG generation O((N
K

)2)

[137] by assuming that attack progression in a network will be monotonic. This as-

sumption allowed them to achieve scalability of O(N6) [64]. To mitigate the state

space explosion problem, most of the existing solutions try to reduce the dependen-

cies among vulnerabilities by using logical representation [115]. Hong et. al. [63]

applied a hierarchical strategy to reduce the computing and analysis complexity of

constructing and using AGs by grouping and dividing the connectivity of the system

into hierarchical architecture. The performance time is, however, ∼ 50 seconds for 50

services. Our framework generates a scalable AG of a similar scale in 2.2 seconds.

Ou et. al.[115] introduced a logic-based network security analyzer called MulVAL

22



to model the interaction of software bugs with system and network configurations. It

correlates system vulnerabilities to predict the possible threats and attacks in the net-

work. Wang et al. [148] proposes attack-graph-based on probabilistic metrics utilized

to calculate attack resistance based on probabilistic measurement obtained by com-

bining CVSS scores. They consider a fixed probability for measuring vulnerabilities

in the network where each exploits e and condition c associate with two probabilities

p(e) and p(c) for the individual score and P (e) and P (c) to calculate the cumulative

score. These scores can indicate possible exploit e being executed. However, this

work’s limitation is that the probability calculation assumes the probabilities along

multiple paths leading to a node are independent, which is not valid for attack graphs.

Kaynar and Sivrikaya [80] proposed a framework for distributed AG generation

that utilizes a shared memory approach. However, the graph generation time is of the

order 2-3 minutes for 450 hosts, which cannot be used for real-time security analysis.

Cao et al. [22] proposes an approach to compute AG in parallel. Nevertheless, the

division is based on each host’s privileges and based on the network topology, so

their approach has a different level of division and merging, which introduces greater

complexity. In contrast, we utilize connectivity information and DFW rules to split

the graph in our approach. The experimental analysis in this work shows that the

required generation time for ∼ 500 hosts is ∼ 20 seconds, while in our work, it takes

only ∼ 6.5 seconds.

Mjihil et al. [107] uses a parallel graph decomposition approach. The evaluation

in this research work tests the effects of the number of vulnerabilities on the AG

generation time, which is not reliable since it does not explain how the number of

vulnerabilities is related to each service in the system, as we do in this chapter. The

research work tested a maximum of 50 vulnerabilities in which they obtained an AG

in ∼ 10 seconds, while in our work, we obtain an AG of a similar number of vulnera-
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bilities in ∼ 2 seconds.

Hong et al. in [64] provides a comprehensive study to identify the usefulness of

Graphical Security Models (GrSMs) in the context of modern networked systems that

are typically very large and dynamic. This study is conducted based on efficiency,

application of metrics, and availability of tools. These three significant points fo-

cus on the scalability of GrSMs, distinguishing which types of security metrics can

be used, and how the user may access the GrSM in the form of tools. The au-

thors summarize the complexity of multiple GrSMs, which are generally categorized

into tree-structured, graph-structured, or hybrid-structured. This study considers

different metrics to evaluate AG’s types: (Dependent, Scalable, Heuristic, and Ex-

ponential). A summary of attack graph based works and thier complexity has been

provided in Table 3.1.

3.3.2 Attack Graph Segmentation:

The graph segmentation solutions are classified into approximate and exact al-

gorithms. The approximate algorithms are based on heuristic algorithms like ge-

netic [51], ant colony [118], spectral clustering [27, 47, 134], K-L algorithms [82], and

linear programming [90]. The exact algorithms can get an exact segmentation results

of the graph such as branch-and-cut [21]. The problem with these graph segmentation

approaches is that the time complexity increases significantly as the number of nodes

and edges increases [151]. Some researchers proposed a similar approach towards the

segmentation approach presented in this chapter. Chen et al. [29] uses a process

mining algorithm to find branches of the AG. This algorithm aims to search the en-

tire AG to find branch points where the subgraphs are split. Hence, their approach

first generates the complete AG and then they establish the segments. The algorithm

complexity is O(E(N + X)), where N is the number of vertices in the attack graph,
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Figure 3.1: Representation Of Vulnerability Information and Corresponding Attack

Graph in a Multi-tenant Data-center Network. The Absence of Distributed Firewall

(Dfw) Allows the Attacker to Compromise the First Tenant Node and Laterally Move

Towards the Second Tenant Node to Compromise and Achieve Their Attack Goal.

X represents the number of branch points and N the number of edges. Our approach

does not require generation of the entire AG. Rather, we apply the segmentation

algorithm on the extracted system information and we construct the sub-AG based

on that.

3.4 System Model and Architecture

In this section, we provide a motivating example of the benefit of using DFW to

reduce the AG scalability problem. We then describe the system architecture of S3.

Moreover, we provide a model for the Attack Graph and DFW, respectively.

We showed in Chapter 2 a motivational scenario (provided again in Figure 3.1
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for ease of readability) about how an attacker can move laterally in the system, and

how the AG can help us model this movement. We will utilize the same example to

explain the system model in this chapter. The Figure 3.1 (a) shows how the lack of

DFW rules allowed the attacker to transition between the two cloud tenant networks.

Figure 3.1 (b) shows the corresponding AG for that threat model.

3.4.1 System Architecture

We consider the cloud infrastructure shown in Figure 3.2 as the architecture for

the S3 framework, where the networking infrastructure is based on Software Defined

Networking (SDN) solution. SDN is an advanced technology aiming to enhance the

current networking protocols by separating the control plane from the data plane.

The choice of using SDN benefits the network administrator by facilitating the pro-

gramming and unifying the communication with the data plane devices. If we do not

use SDN, we will need to design a controller software that can be integrated with mul-

tiple vendor devices such as CISCO and JUNIPER. Furthermore, the SDN controller

can be integrated in a hybrid-network scenario as highlighted by [5]. The SDN can

be used to fetch the global network topology of SDN-based devices and traditional

networking devices like BGP router. The Application Plane comprises a vulnerability

scanner (Nessus) that collects vulnerability information from each network host. On

the other hand, the vulnerability scanner interacts with the individual hosts at the

data plane using API network.

The Security Policy Database (SPD), as shown in Figure 3.2, creates security

policies to define what security rules should be applied when implementing the DFW

rules. These policies dictate how segments are separated. The traffic between seg-

ments is regulated using security policies defined by SPD. The SPD interacts with the

SDN controller using northbound REST APIs to update security policy information.
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Figure 3.2: S3 System Architecture and Operating Layers.

The Attack Graph Generator module is a wrapper program we developed for the

generation of sub-attack graphs sub-AGs at the level of each segment. This module

interacts with a vulnerability scanner and SPD to create segments using an algorithm

(proposed later), where we generate a sub-AG for each segment, and finally, utilize a

merge algorithm to merge sub-AGs into fully connected AG.

S3 framework utilizes OpenFlow southbound APIs to provide flexible and pro-

grammable segmentation architecture. OpenFlow protocol is also used to commu-

nicate with the switches at the data Plane level. As shown in the Figure 3.2, the

SDN controller (control plane) collects connection information from software switches

situated at the data plane using getConnInfo() API. The security policies are imple-

mented on each switch using addFlow() API as shown in the communication channel

between controller and switch - Figure 3.2. Each OpenFlow switch has flow tables

used to store incoming/outgoing flow rules based on the packet header match. The
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Figure 3.3: S3 Data Structures Utilzed by a Control Plane Software (a), (B) and

Application Plane Rest Api Used by Network Admin (c), (d).

rules are stored in the Ternary Content Addressable Memory (TCAM) format.

The Flow Table consists of other necessary fields besides match and action fields.

Each flow entry has priority, counter, and timeout fields, as shown in the Figure 3.3

(a). The header structure - Figure 3.3 (b) of each flow is used for matching traffic

against incoming traffic. The REST API at the application plane helps in the man-

agement of the distributed control plane. For instance, if a new controller needs to be

added to the control plane, the POST API - Figure 3.3 (c) is used by the controller

in order to announce an intent to join the network. The application plane checks the

vulnerability, network topology, and reachability information periodically to update
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the network segments. Information about each segment can be obtained using GET

API as shown in Figure 3.3 (d). The network segment generated by S3 framework

in this case int-net segment, with segment ID 10 consists of services present on ports

80-40000 on all machines in the range from 192.168.1.25 to 192.168.1.89.

3.4.2 DFW System Model

Software-Defined Networking (SDN) [86] simplifies network management by de-

coupling the control plane and data plane. The SDN controller can dynamically

configure multiple physical or virtual network switches. A network should be split

into secure zones for comprehensive security coverage, each zone with its own security

requirements. These requirements should identify which traffic can access a resource

by identifying the access control list (ACL) policy.

Micro-segmentation is an approach that utilizes SDN capabilities to create security

zones in the system. This approach is primarily utilized in a cloud-based architecture

to isolate critical services and strict access to those services from unauthorized users.

This can be achieved by deploying Firewall rules at the granularity of the service

level. By using a distributed firewall (DFW) and micro-segmentation approach, we

can establish segments in the network and assign services to them. The services in

the threat model shown in Figure 3.1 is divided into two segments. The reachability

from one segment to the other is controlled by a DFW rule to limit the attacker’s

movement in the system and apply security policy at the individual service level.

This granular level of controlling reachability between vulnerable services turned out

to effectively reduce the AG generation time, which we will demonstrate in section

3.7. From Figure 3.4, using DFW will allow the system administrator to control

the reachability access from Web Server (VM1) and FTP Server (VM2) in the first

segment. Likewise, in segment 2, the DFW rule will limit the access from LDAP
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Figure 3.4: Cloud Network with Multi-tenant after Deploying DFW Rules. Network

Traffic from Tenant Node 1 to Tenant Node 2 Is Blocked Due to Enforcing DFW

Rules. The Attacker Is Now Confined to One Machine, and They Are Unable to

Move Laterally in the System.

Server (VM3) to SQL Server (VM4) that will eventually protect the database server

from the data exfiltration attack. The attacker is now unable to transition from

segment 1 to segment 2, as can be seen in Figure 3.4.

Table 3.2 shows the services in Figure 3.4, as well as the vulnerability on the

services and the attack path to compromise the service. If DFW is not deployed, the

attacker will access any service from the internet and exploit its vulnerability, as can

be seen from Figure 3.1. Figure 3.1 (b) is a simple example to illustrate how the

AG looks like and how multi-step attacks can be initiated. For large systems such

as data-center networks, the AG will be huge and will have a significant amount of
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Table 3.2: Example of Network Topology Vulnerabilities and Connectivity Informa-

tion.

Segment VM Service Vulnerability Attack Path

Segment 1
VM1 WebServer Cross-Site Scripting Internet- VM1 port 80

VM2 FTPServer Remote Code Execution VM1 - VM2 port 25

Segment 2
VM3 LDAP Server Local Buffer Overflow via Segment 1

VM4 SQL Server SQL Injection VM3 - VM4 port 3306

nodes and edges.

3.5 S3 Framework Segmentation Approach

In the previous section, we discussed the AG scalability issues in the absence of the

segmentation approach. In this section, we provide our approach on how to achieve an

efficient segmentation. This problem can be looked at as a clustering problem, where

the goal is to develop the best clustering approach and get the best K clusters that

correspond to optimal segmentation. In this proposal, we consider ‘segments’ instead

of ‘clusters.’ There are two main requirements for our proposed segmentation process;

segment compactness and segment separation. The compactness means we examine

the similarity between the vulnerable services and put similar ones together in one

segment. The separation means we aim to make the segments separated by DFW

rules without increasing them. The growth in the number of DFW rules will have

a high cost of managing the rules and will add high overhead to the administrator

to ensure conflict-free rules. However, where do these DFW rules come from? After

assigning the services to the segments, the benefits will still connect to services in

other segments. This connectivity is now being controlled by a DFW rule to limit the

attacker’s reachability to new segments. The definition of vulnerability dependency is
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given by definition 2. We show Table 3.3, which has all the used symbols throughout

the chapter to enhance the readability.

Definition 2 Vulnerability Dependency is defined by the connectivity relationship be-

tween two vulnerable services. Suppose there are two vulnerable services, vsi & vsj,

in the system. Suppose the attacker wants to exploit service vsj. In that case, they

must first exploit the vulnerable service vsi, where vsi & vsj are connected via com-

munication link C. There is no security rule to block this communication, then we

say vsi & vsj have vulnerability dependency, and exploiting vsi is a pre-condition to

exploit vsj.

Consider there are N vulnerable services V S = {vs1, ..., vsN}. There are a total

of K established segments, i.e. P = {p1, ..., pK}, such that the services are assigned

to the segments as: {vs1, .., vsi} ∈ p1, {vsi+1, ..., vsj} ∈ p2, {vsj+1, ..., vsN} ∈ pK . We

define the following segmentation properties that are used as a criteria and constrains

for the segmentation process.
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Table 3.3: Chapter 3 Table of Notations

Symbol Definition

C Communication link between services

CAG Composite attack graph

d Number of service features

DFW Distributed firewall

E Edges in CAG

i Number of iterations

K Total number of segments

µpi Centroid of segment pi

N Nodes in CAG

pi A particular segment i, i ∈ K

R The set of DFW rule

r Distributed firewall rule

s A network service

scom Segment compactness

sd Segment separation

v A vulnerability

VS All the vulnerable services

vs A vulnerable service

1. Segment Compactness: The compactness is defined as the relationship be-

tween entities, or points in the euclidean space being closed (having all limit

points) and bounded (having all its points lie within the same amount of dis-

tance from each other). The segment compactness in this proposal is defined by
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the similarity between the services in the segment, such that the distance from

one service to the center of the segment is minimum. To measure the similarity,

it is essential to note that the network services are considered categorical data,

i.e., the services are categorized into groups like the web-server group, file ex-

change group, etc. The problem of measuring the similarity between categorical

groups has been studied for a long time, according to [61]. In this research, we

rely on the Spearman’s Correlation similarity function to calculate the simi-

larity between the network services. Spearman’s Correlation is well known for

measuring non-linear data similarities by creating a mapping function between

the data and ranking the data into prospected categories. The administrator

can define the categories. However, we have provided a broad set of categories

covering the most popular types of services in networks. Our approach converts

each network service into a vector representation, which is the pre-processing

step before calculating Spearman’s similarity. The vectors act as the ranking

of every service to match it with one of the pre-defined categories. We consider

every network service belonging to one or more of the following categories:

• Web-based category such as HTTP/HTTPS.

• File exchange category such as FTP.

• Remote access category such as ssh, telnet.

• Storage category such as SQL.

• Timing category such as NTP.

• User management category such as LDAP/AD.

• Mail server category such as IMAP/POP3.

• Other service groups.
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The service is ranked from 1-8 (number of available categories) were 1 indicates

the highest-ranking and 8 is the minor ranking.

To map service to one of these categories, we should take several factors such

as the service’s properties and the network environment. If we only consider

the service’s properties, we will not have a complete understanding of how this

service is utilizing the network. To overcome this problem, we examine the

network service’s traffic to check the type of data this service provides and

exchange with other services and remote hosts. For example, a web-server is

generally used to host web applications, but it can also be used for file transfer.

Suppose an http server is used to store files primarily and host web applications.

In that case, this HTTP server will be ranked under the storage category first

and then the web categories. Table 3.4 shows an example of ranking the services

among the categories.

Table 3.4: Ranking Network Services into Different Categories.

Service Web File Transfer Storage Timing User

Manage-

ment

Mail Remote

Access

Other Port

HTTP 1 2 3 8 8 7 6 8 80

SQL 3 2 1 0 0 0 0 0 118

FTP 4 1 2 8 8 6 3 7 21

The HTTP service, for example, have the following ranking: [1, 2, 3, 8, 8, 7, 6, 8]

which indicates the service is ranked in the Web servers group firstly, and in the

file transfer group secondly, and so on. This ranking is essential for Spearman’s

correlation coefficient to compute the similarity score between the services. The

Spearman’s Correlation is defined by the following equations, where x & y are

the data input after converting them into a ranking format, x̄ & ȳ are the mean
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of x & y respectively, and n is the total number of features (categories) in the

data:

SCORR(x, y) =

∑n
i=1(x

r
i − x̄)(yri − ȳ)√∑n

i=1(xi − x̄)2
√∑n

i=1(yi − ȳ)2
(3.1)

Where:

x̄ =
1

n

n∑
i=1

xi ȳ =
1

n

n∑
i=1

yi (3.2)

The Spearman’s score is a correlation coefficient. That means if the value of the

SCORR is 1, the services have a ‘positive’ relationship, or they are positively

correlated. On the contrary, if the SCORR is -1, then the services have a

‘negative’ relationship, or they are negatively correlated. A value of zero means

the services do not correlate with them. The positive correlations mean the two

services are “ moving” in the same direction in the euclidean space. The two

services are providing the same type of traffic, according to the categorization

they fall under. The negative correlation means that the two services are moving

in the opposite direction in the euclidean space. The two services are providing

different types of network traffic according to the category they fall under. Since

this similarity measure is a correlation function and depends on the variance

between the data, equation 3.1 will not yield a number if the variance between

the data is zero (the service is equally ranked among all categories). This

will mean the service does not have a variance and cannot be measured and

compared with its mean or another service (or segment centroid, as we will see

later).

2. Segment Separation: The segment separation is defined by the set of DFW

rules (ri,j ∈ R) from pi to pj, where i, j ∈ K. |ri, j...K | is then the total number of

firewall rules specified from segment pi to all other segments pj . . . pK . Note that
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in our definition ri,j 6= rj,i and they are directional firewall rules. For example,

the firewall rule that will block the communication from the VM1 in Figure

3.4 and prevent the attacker from going to VM3, is a directional firewall rule

and we will have to add another firewall rule to block the communication from

VM3, to VM1. In our proposed framework, the segment separation between pi

and pj is defined by sd(i,j) :

sd(i,j) = |ri,j ∪ rj,i|. (3.3)

Then, the overall segment separation sd for all segments is defined as:

sd =
R∑
i 6=j

sd(i,j) (3.4)

Assuming we only have 2 DFW rules between segment 1 & segment 2 in Figure

3.4, then the value of sd(p1,p2) = 2 and the total sd value = 2.

3.5.1 Segmentation Procedure

Category Extraction:

The network traffic category extraction problem has been studied extensively before.

Our final goal of this step is to rank a particular network service into the prospective

services’ categories. For this purpose, we follow famous works in network traffic

classifications presented in [152, 157]. The details of these algorithms were skipped

due to space constraints. Once the categories are obtained, they are transferred to the

segment initialization module for the next processing step. Note that if the number of

services in the system is not large, the administrator may perform this step manually

as they know the exact usage of the service.
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Figure 3.5: The Process of Establishing and Choosing the Best Number of K Segments

Based on the Compactness Requirements.

Segments’ Establishment:

To establish the segments, we follow the famous K-Means clustering algorithm ap-

proach [48]. The goal of the process is to partition the data points into K segments

such that all points (services) in a given segment are close to the segment’s centroid

(i.e., they belong to the same segment). The algorithm keeps track of the segments’

centroids and continues the rest of the iterations as follows. Our overall segmenta-

tion process is shown in Figure 3.5. After collecting the services and extracting their

categories, the next step is to initialize the segments by setting the centroids, usually

randomly. We do not consider completely random centroids; instead, we consider the

centroids that represent each category. For example, if we pick three initial centroids,

then we may choose the centroids that correspond to the commonly used services

that exist in our system. For example, if the system has many Web,FTP, and storage

services, then the corresponding ranking of the centroids should be [1.2.3.4.5.6.7.8],
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[3, 1, 2, 4, 5, 6, 7, 8], and [3, 2, 1, 4, 5, 6, 7, 8], respectively. The choice of picking a cen-

troid depends on the type of services in the given system environment, which the

administrator determines.

Segments Compactness Measurement:

After establishing the segments, we measure the compactness between the centroids

and the services based on Spearman’s similarity measure. Find the closest centroid

with the highest similarity score for each service and associate the service with this

centroid. Each segment has a centroid represented by µpi . Equation 3.1 will calculate

the correlation coefficient. To get the distance between the centroids and the services,

the following equation is utilized:

d(vs, µpi) =
1− SCORR(vs, µpi)

2
(3.5)

The services will be assigned to the centroid with the minimum distance (minimum

distance means the highest similarity). If the services are similar to the centroid, i.e.,

the similarity score is closer to 1, then the distance will be closer to 0. Likewise, if

the similarity score is closer to -1, i.e., the services are not similar, the distance will

be closer to 1. Hence, the segmentation goal is expressed using the following formula,

which creates segments with services identical to each other:

Step 1: Iterate until convergence:

vsi = arg minpi {d(vsi, µpi)} ∀ vsi ∈ V S , pi ∈ K (3.6)

Segments Refinements:

After we establish the segments, we need to make sure that the centroids are rep-

resentative of each segment, i.e., each service in the segment belongs to the correct

segment. We complete this and re-estimating the centroids by taking the center of
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Algorithm 1 Segments’ Establishment

1: In: VS, µk

2: out: Established segments with services

3: procedure Segment Establishment

4: Choose initial number of Segments K

5: for vsj ∈ V S, µi ∈ K do

6: Compute similarity between vsj & µi...K

7: Assign vsj to nearest µ

8: Re-compute centroids µi...K

9: if Centroids µ1...K do not change: then

10: break

the mass points (services) associated with it. For every segment, we calculate the

adjusted centroid by taking the average distance between the services. Suppose the

total number of services in the segment pi is nspi , the new centroid becomes:

Step 2: Set each segment’s centroid to the mean of all assigned services:

∀pi ∈ K, µpi =
1

nspi

∑
vs∈pi

vs (3.7)

These steps are repeated until the data converge and all the similar services are

assigned to the same segment. The final output is the list of segments that contain

services with a high similarity between them.

The above algorithm spans the vulnerable services VS and tries to group them

according to the similarity measure. Assume we have a total number of d features for

the services (the number of possible categories each service may belong to), a total

number of i iterations. The output is K segments. Consequently, this algorithm’s

time complexity is bounded by O(K ∗ i ∗ d ∗ V S). In practice, the algorithm is
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fast in finding the K segments according to [8]. We show in the evaluation section

3.7.3 an experiment of how much time is required to establish the segments using the

proposed segmentation algorithm. In the next section, we will investigate when the

algorithm should stop and the criteria that we should consider when calculating the

segmentation cost.

3.5.2 Segments Analysis

In the previous section, we explained how to establish the segments and assign

services to the segments. This section analyzes the segments based on the cost func-

tion and how we choose the best K segments that yield the optimum cost function

(minimum segment’s connectivity). In the K-means clustering algorithm, the cost

function is mainly defined by the average error between the points and the centroids,

as shown in the equation. 3.8.

Cost(V S, µ) =
∑
i

||vsi − µpi||2 (3.8)

However, K-means’ standard error function (usually the Euclidean distance) does

not reflect the actual loss/gain from the segmentation approach we proposed in this

research. Also, it does not take into account the segment separation requirement

as defined in the previous section. Therefore, the cost function should consider the

penalty of adding the number of DFW rules to isolate the segments and control the

inter-segment reachability.

We utilize the Bayesian Information Criterion (BIC) function to improve the cost

function and include the penalty parameter. The BIC is an index to assist in quanti-

fying and choosing the least complex probability model among multiple options [120].

The BIC ignores the prior probability model and measures the efficiency of different

models at predicting the results. The efficiency is calculated by establishing an in-
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dex of each model’s parameters using the likelihood function and then implementing

a penalty function for models with more parameters. These parameters contribute

to the model complexity. The model complexity is used to represent the penalty

function and is composed of the segment separation parameter. Using the BIC, We

want to know which segmentation model yields the best cost function, considering

the segment separation as defined earlier. The new cost function is calculated using

the following equation:

Cost(V S, µ) = log

[
1

sdd

∑
i

||vsi − µpi ||2
]

+K
log(sd)

sd
(3.9)

where d is the number of features (services categories), K is the number of segments,

and sd is the segment separation variable.

To show an example of how the segmentation approach finds the best number of

segments, we show a case for a fixed number of services, but with randomly changing

topology and service categories. Consider we have ten services ranked into the pre-

defined categories as shown in Table 3.5:

Note the connectivity between the services in the above table. This connection

represents the actual communication between the vulnerable services. It does not

reflect the placed DFW rules that we will utilize later to limit the attacker’s reach-

ability from one node to another. Since we know the type of services in the system,

we can initialize the centroids according to the type of the available services, i.e., we

may initialize the centroids to represent http, SQL, and FTP services. This assign-

ment of K is not finalized as we will calculate the error to determine the best K

later on, according to equation 3.9. We will assume the data converges from the first

iteration for simplicity, and the average of the centroids does not change. The output

of the segmentation process and assignment of the services to the segments is shown

in Figure 3.6. This figure shows the relationship between the services in the seg-
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Table 3.5: Example of 10 Services Ranked into the Categories According to Actual

Traffic the Service Provides.

Service Connected to Ranking CVSS Score

http 1 http 3, FTP 1 {1,2,3,8,8,7,8,8} 0.75

http 2 FTP 2, SQL 2 {3,1,2,8,7,4,5,8} 0.75

http 3 http 1, Mail 1 {4,3,1,7,2,3,3,8} 0.75

http 4 SQL 1, SQL 2 {8,8,7,2,3,5,6,1} 0.75

SQL 1 FTP 2, http 4 {8,2,1,8,6,3,7,7} 0.65

SQL 2 http 2, Mail 1, LDAP 1 {8,1,2,8,3,4,5,8} 0.6

FTP 1 http 1 {3,1,2,8,8,5,4,6} 0.7

FTP 2 http 2, SQL 1 {5,3,2,6,4,1,2,8} 0.7

LDAP 1 SQL 2 {8,8,8,2,1,3,7,4} 0.7

Mail 1 SQL 2 {8,2,3,8,7,1,4,5} 0.6

ments, where the red lines represent the inter-segment connection and the blue lines

indicate the intra-segment connection. These rules reflect the original connectivity

between the services, as shown in Table 3.5. Moreover, a link from http 1 to http 3,

for example, indicates a pre-condition to exploit the service http 3 from the service

http 1. In other words, the post-condition of compromising service http 1 becomes a

pre-condition to exploit service http 3. Similarly, the pre-condition to exploit Mail 1

in segment 3 is to compromise service http 3 in segment 2. Figure 3.6 also indicates

that the segmentation process preserves the original connectivity between the services

such that the end-to-end service delivery is maintained to the users.

The next step is to calculate the error (segmentation cost) according to equation

3.9. This equation will help us calculate the optimal number of segments. To do this,
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Figure 3.6: The Output of the Segmentation Process with Dfw Rules Highlighted in

Red.

we need to examine the effect of the segment separation (DFW rules) variable that

is calculated according to equation 3.4. To get the number of optimal segments, we

test two cases as follows;

• Case 1: We perform fine-tuning of the parameters K & sd. The cost function

will result in a decreasing curve, as shown in Figure 3.7. We rely on the elbow

approach to choose the best number of segments, where the error curve starts to

take an elbow shape. This approach is well known in the literature for selecting

the best K option. Figure 3.7 shows the testing of changing the DFW rules in

the blue line, where the best number of K segments is four.

• Case 2: Let’s examine another situation where the services have different fea-
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tures (categories) from the one shown in Table 3.5. The error (distance between

the services and the centroid) is going to be changed, and we notice in the red

line in Figure 3.7 that it is increasing for a bit before it starts to decrease and

form the elbow shape. We also change the segment separation variable’s value

similarly to the first case. The best optimum number of segments here is six,

as indicated by the red line. The two cases show that the type of services, their

properties, and the DFW rules affect the number of optimal segments.
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Figure 3.7: The Segmentation Cost Drops as the Number of Segments Increases until

an Elbow Shape Is Created.

Special Cases:

The previously described example illustrates when the system is running with different

types of services, with a similarity between them. However, we may have a system

running services of the same type (all web servers, for instance) or a system running

different types as such there is no relationship between the services at all. We analyze

the two cases as follows:
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1. System running different services:

Consider we have a system running 2 services, an http server and a mail server.

The ranking values of the http server will be [1, 2, 3, 8, 8, 7, 6, 5] whereas the mail

server will be [6, 2, 2, 7, 8, 1, 2, 3]. If we extend the number of services to 100,

we will have a low similarity score (closer to -1). One solution to this case is to

adjust the segments’ initial centroids using the K-means++ algorithm [9]. The

steps to choose the centroids are:

(a) Choose one of the services at random as an initial centroid µinit.

(b) Calculate the distance d(µinit, V S), from the initial centroid to all other

services V S.

(c) Choose the next centroid from the remaining data points (services) such

that the probability of the remaining data points is proportional to d(µinit, V S)2

(d) Repeat the steps until all centroids have been assigned.

The K-means++ algorithm has been proven to have a complexity of O(logK)

[9]. This approach will solve the problem of having services of different types

and avoids creating a segment for every service individually.

2. System running similar services: Consider we have a system that runs only

Web servers. In this case, the similarity measure will be one, and the distance

between the services is zero. This scenario will make the segmentation process

difficult as all the services will be added to the same segment based on the

similarity score indicator. To overcome this issue, we can separate the connected

services by placing them into different segments to minimize the connectivity

between the services within the same segment. The purpose of separating the

connected services is to control the reachability from one service to another by
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utilizing the DFW rule functionality. The process of separating the services

into the segment should consider the optimal number of segments and the cost

of adding DFW rules as described earlier.

3.6 Scalable Attack Graph Generation

In the previous sections, we presented our approach for establishing segments and

obtaining the optimal number of segments. In this section, we show our algorithm

for generating the attack graph (AG). The process to get the scalable attack graph

includes generating a sub-AG for every segment and examining the connectivity be-

tween the segments. If two or more segments are connected through the DFW rule,

we need to merge the sub-AGs of the connected segments. The final graph is called

the Composite Attack Graph (CAG), which has segments as nodes and DFW rules as

edges connecting the segments based on the service connectivity that may lead to pre

or post-conditions to exploit the vulnerabilities. Procedure Attack Graph Generation

in Algorithm 4 shows these steps, where the input to the Algorithm is the established

segments, the vulnerable services, and the list of DFW rules (R). After analyzing this

algorithm, the complexity of generating the AG becomes O((N
K

)2) because the total

AG’s cost is divided by the total number of segments.

Definition 3 Composite Attack Graph (CAG) is a tuple CAG={K, E, N}.

• K denotes the set of all segments. Each segment has a sub attack graph (sub-

AG), i.e., sub-AG1, sub-AG2 ∈ K. The sub-AG represents the vulnerable ser-

vices (vs1 . . . vsN) and the connectivity relationship between the vulnerable ser-

vices within the same segment.

• N denotes the set of all nodes present in the CAG. A node is an individual

segment p that can be denoted by Np. The nodes can be conjunct nodes Np
C,
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disjunct node Np
D or root node Np

R. A link from segment pi to segment pj

indicates reachability to a vulnerability in the target segment pj. In other words,

this link is the result of exploiting segment pi, which we call post-condition that

is needed for the attacker to reach and exploit pj. Hence the post-condition from

pi becomes a pre-condition pj.

• E ⊆ EK
pre ∪EK

post is the edges present across all segments and corresponds to the

DFW rules. If an edge from segment pi creates a post-condition in segment pj,

we denote the post-condition edge using E
pj
post = Npi

C ×N
pj
D .

We showed how to establish the segments and how to establish an AG for each one.

Yet, there will be a connecting link from one segment to the other, as shown by the

red links in Figure 3.6. This communication link can be a directional or bi-directional

link. We need to establish the DFW rule that will prevent the attacker from exploiting

this communication link for every case. Placing a DFW rule can also be for the

directional link or bi-directional communication. For example, the administrator may

only place a DFW rule to allow communication from http 2 to SQL 2. Controlling

such reachability at the granularity of communication between services allows us to

separate the sub-AG and enhance the AG generation’s scalability. We can also add

one or multiple DFW rules for one communication link. The difference will be the

direction of the communication and the specified port number of the running services.

Note that a bi-directional communication link might create a cycle in the graph. To

break the cycle, we need to place a DFW rule that manages both communication

directions. To show the resulting AG of the example in Figure 3.6, We provide Figure

3.8 (a), which shows the AG for the system without considering any segmentation.

It is noticed that the graph is huge and complicated to analyze. The graph has more

than 40 nodes and 100 edges. To enhance the visibility of the Figure, we highlighted
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the Figure with colored boxes. Once our segmentation approach is applied, Figure 3.8

(b) below shows the resulting AG after using the segmentation approach. The red

arrows indicated the placed DFW rule that controls the reachability from one node in

one segment to the other. These firewall rules also indicate the pre-conditions for the

attack to be successful and for the attacker to transition from one segment to another.

It can be noticed that the provided Figure is cycle-free. The difference between the

two figures is the massive number of nodes present in the top Figure due to the

nodes’ available reachability. By utilizing the proposed segmentation approach in this

research, we can develop a scalable graph representing the vulnerability dependency

between the vulnerable services and showing how an attacker can exploit one node

and transition to multiple other nodes. Another advantage of reducing the AG’s size

is reducing the overall security risk. As the graph size decreases, the administrator

will be able to effectively identify the critical attack paths based on the number of

connected nodes or using other attack path identification methods and effectively

securing the attack path [110, 88].
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(a) Before Segmentation

(b) After Segmentation

Figure 3.8: The Output of the Attack Graph (a) Before & (B) After Applying The

Segmentation Approach. The Cumulative Exploitation and Risk Probability Values

Are Shown in The Graphs, Where The Segmentation Approach Reduces The Cumu-

lative Risk Value.
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3.6.1 AG Validation:

The validation of the generated AG can be achieved using a risk-based calculation

that utilizes the attack paths within the AG to measure the security state. For this

purpose, we utilize the work by Chung et al. [36] that derives probability-based

scoring to compute the cumulative risk probability of each node in the AG.

The priori risk probability for the root nodes of the graph is denoted using GV .

Usually, this probability is in assigned a high probability, e.g., from 0.7 to 1. Also, in

the segmented AG, the probability of the priori nodes from one segment to another

has the same value range due to the complexity the DFW rule adds to exploit nodes

between segments. For internal exploitation nodes, each attack-step node, e ∈ NC ,

has a probability of vulnerability exploitation denoted as GM [e] that is assigned accord-

ing to the Base Score (BS) from the Common Vulnerability Scoring System (CVSS)

that is obtained from the NVD database [109]. For the presented vulnerable services,

we provide their corresponding CVSS score in Table 3.5. The base score value ranges

from 0 to 10. In our AG, each internal node is assigned a BS value divided by 10

such that:

GM [e] = BS(e)/10, ∀e ∈ NC (3.10)

The risk probability of AG nodes are determined based on the relationships with its

predecessors. This relationship is calculated using the conditional probability. We

use the CVSS score to calculates the conditional probabilities as follows:

• For any attack-step node n ∈ NC with immediate predecessors setW = Parent(n) :

Pr(n|W ) = GM [n]× Πp∈WPr(p|W ) (3.11)

For example, nodes 2, 4 & 3 are predecessors to node 5. Hence, Pr(n|W ) for

node 5 = 0.3937.
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• For any privilege node n ∈ ND with immediate predecessors setW = Parent(n) :

Pr(n|W ) = 1− Πp∈W (1− Pr(p|W ) (3.12)

For example, nodes 7 & 8 are predecessors for node 9. Hence, Pr(n|W ) = 0.502.

After calculating the conditional probabilities for all the internal nodes in the AG and

CAG, the risk values from all the predecessors can be merged to get the cumulative

risk probability for each nodes as follows:

• For any attack-step node n ∈ NC with immediate predecessors setW = Parent(n) :

Pr(n) = Pr(n|W )× Πp∈WPr(p) (3.13)

For example, nodes 2, 4 & 3 are predecessors to node 5. Hence, Pr(n) for node

5 = 0.155.

• For any privilege node n ∈ ND with immediate predecessors setW = Parent(n) :

Pr(n) = 1− Πp∈W (1− Pr(p)) (3.14)

For example, nodes 7 & 8 are predecessors for node 9. Hence, Pr(n|W ) = 0.845.

Using these equations, we show on Figure 3.8 that the total risk value in the first case

is ∼ 0.86 and it decreases to ∼ 0.721 in the segmented graph. The reason for the

reduction is due to the fact that the segmented AG has less number of attack paths

due to the utilization of the DFW rules. The user can benefit from this approach in

order to validate the output of the AG and whether or not the segmentation approach

has benefited the risk assessment of the system.

3.6.2 AG Update:

In a large cloud system such as the data-center network, services are added and

removed rapidly. The change in the services will require reanalyzing the AG to
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ensure an accurate representation of the security state. To update the AG, we first

need to examine which segment this new service should include. According to the

compactness measurement, this process is simply ‘classifying’ the service to place it

in the most similar segment. We may do so by calculating the distance from the

new service to all existing centroids. The nearest centroid to the new service will be

chosen as a segment for the service. After classification, we examine the effects of

the service on its local segment and the other segments. If the service is connected

to a service within the same segment, we recompute the segment’s sub-AG. If the

service is connected through the DFW rule to other segments, we merge the sub-AGs

of those segments. This ensures that we account for the local and global effect of the

service on the attack graph and the system’s overall security state. Procedure Update

AG in Algorithm 4 shows how the update process occur.

AG Cycle Detection and Removal:

During AG computation and generation, a situation where a cycle appears in the

graph, where there are multiple reasons for AG cycles. One of the most popular

is the redundant post-conditions of vulnerabilities. According to [111, 28, 62], cy-

cle detection and pruning is part of minimizing the AG size (in terms of nodes and

edges) to provide a better analysis, ensure graph correctness, and most importantly,

produce more scalable AG. Because of vulnerability dependency and post-conditions

redundancy, the resulted AG may have a cycle in which the cyber adversary may

transition from the current node back to a previously exploited node. More specifi-

cally, the interconnections between an organization’s networking devices will lead to

connectivity dependency and will not treat those connections independently [62]. In

a real-life scenario, attackers will not go back to exploit a node they already visited

and exploited. This will only increase the chance of getting detected by the secu-
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rity administrator and require additional effort, which the attacker would want to

exploit other non-previously visited nodes. Consequently, the attack path that leads

to exploiting a node that has already been exploited should be removed. The cycle

detection and removal are shown in Algorithm 5. This algorithm checks the cycle’s

existence at each level of the AG generation process. Lines 31-43 check the vertices

of each segment (sub-AG, line 35). The vertex is checked for cycle using the proce-

dure isCycleUtil (line 1-19). The data structures visited[] and recStack[] check all the

children nodes of the current node using depth-first search (DFS) algorithm. If the

cycle is detected in the sub-AG, the edge causing the cycle is removed - line 13. In

connections across two segments, which can lead to a cycle, the distributed firewall

(DFW) checks the flow rules between two segments. If the rules have similar actions

(except DENY rule) - lines 23 and 24, a DENY rule - line 25 is added to prevent

such rules, creating bi-directional links, which, in effect, removes the cycles created

by such inter-segment rule dependencies.
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Algorithm 2 Segmentation and Scalable AG Generation.

1: Input: Segments, VS, R

2: Output: CAG

3: procedure Attack Graph Generation

4: for all Segments do

5: Compute sub-AG for segmenti

6: run Detect-Cycle()

7: for all subAGs do

8: if connected (subAGi, subAGj, R) then

9: merge (subAGi, subAGj)

10: procedure Update AG

11: r ← new DFW rule

12: vs← new vulnerable services

13: if (r ∩ vs = φ) then

14: continue

15: else if (vsi & vsj ∈ segmenti) then

16: new attack path(vsi, vsj, r)

17: else

18: get sub-AG of vsi & sub-AG of vsj

19: merge sub-AGs
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Algorithm 3 Attack Graph Cycle Detection and Removal

1: procedure IsCycleUtil(i, visited, recStack)

2: if (recStack[i]) then

3: return true

4: if (visited[i]) then

5: return false

6: visited[i] = true . Mark node visited

7: recStack[i] = false

8: children = getAdjList(i)

9: for c ∈ children do . Loop over adj list of node

10: if IsCycleUtil(c, visited, recStack) then

11: removeEdge(c,i) . Remove i from adjList of c

12: return true . Back edge removed

13: recStack[i] = false

14: return false . Cycle not found

15: procedure CheckCross-Edge(dfw-rules)

16: for ri ∈ dfw-rules do

17: for rj ∈ dfw-rules do . i 6= j

18: if (ri.act equals rj.act) and (ri.act=FWD or NAT) then . Checking

for cycle

19: if (ri.src ∈ rj.dst) and (rj.dst ∈ ri.src) then

20: rj.append(rj.dst, ri.src, act=DENY)
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21: procedure Detect-Cycle (Sub-AG[], dfw-rules[])

22: bool visited[]

23: bool recStack[]

24: for s ∈ Sub-AG[] do

25: while i ∈ s.V do . Loop over Sub-AG nodes

26: if IsCycleUtil(i, visited, recStack) then

27: return true . Cycle detected

28: return false

29: Check-Cross-Edge(dfw-rules) . Cross Sub-AG edges
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3.6.3 DFW Dynamic Traffic Match and Flow Update

Figure 3.9: Distributed Firewall (DFW) Security Policy Rule Match and Flow Table

Update. The Flow Table Is Dynamically Updated Based on Security Policy Present

in Security Policy Database (SPD).

The DFW utilizes OpenFlow and REST API network to match the traffic based

on five tuples, i.e., {srcip, dstip, sport, dstport, protocol}. The process of how DFW

match and rule update process is shown in Figure 3.9.

• Step 1: The end-host (192.168.1.12) from intranet-segment, attempts to send

http traffic to port 80 and ssh traffic to port 22 of host (172.16.0.14) situated

in another segment dmz-segment.
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• Step 2: Initially, when the flow table is checked using table lookup, there is

no rule present for the matching traffic rule. The flow table only has rules

with Flow ID {1-3} - Figure 3.9 (a). The packet is sent to the controller using

action=OFPP CONTROLLER.

• Step 3: The controller checks the security policies defined by the Security Policy

Database (SPD) rules present in the application plane, using northbound REST

API. The traffic pattern matches the Rule ID {3} - Figure 3.9 (b), (c). The

action defined in the SPD for this traffic is ALLOW.

• Step 4: The flow table is updated with a new OpenFlow rule - Flow ID {4}.

The fields corresponding to layers 3,4 are updated, and layer 2 fields are wild-

carded - Figure 3.9 (d). Thus, communication is enabled between two hosts. If

there is no match for the traffic in either the flow table or SPD, the traffic is

discarded based on white-listing policy.

3.6.4 Scalable Attack Graph Generation Cost Analysis

We consider the mapping between the physical network and virtual network shown

in Figure 3.10 (a). The physical topology consists of two segments, i.e., Segment 1 and

Segment 2, with VM1, V M2 ∈ Segment1 and VM3 ∈ Segment2. Each VM consists

of several services such as apache2, MySQL, etc. The connectivity relation between

the VMs is used to determine the AG for the entire network. For instance, if the

firewall rules are defined between VMs and segments in a coarse-grained manner, the

AG will be huge as shown in Before DFW case in the above Figure 3.10. According to

the white-listing policy, the traffic across each segment might be limited. Whereas,

if we enforce the white-listing policy at segment and service (SSH, MySQL) level

as shown in Figure 3.9 (c), the attack graph generated by incorporating the traffic
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can be finite for security analysis. Once the DFW is enforced at different levels of

the network, i.e., at the granularity of per-VM, per-segment, or an entire network,

we obtain a sparse AG, as shown in After DFW in Figure 3.10 (a). We define the

Incidence and Laplacian matrices for the attack graph G below:

Definition 4 Incidence Matrix: The incidence matrix In(G) of graph G{V,E} is a

|V | × |E| matrix, as shown in the Figure 3.10 (b), with one row for each node and

one column for each edge. For each edge e(i, j) ∈ E, column entry e of In(G) is zero,

except for ith and jth entries, which are +1 and -1, respectively (if there is an edge

from i to j, the value is +1, whereas it is -1 if there is an edge from j to i in the graph,

the value is zero if there is no edge e(i,j)).

Definition 5 Laplacian Matrix: The Laplacian matrix L(G) of graph G{V,E} as

shown in the Figure 3.10 (c), is a |V | × |V | symmetric matrix, with one row and

column for each node. It is defined by

• L(G) (i,i): is the degree of node I (number of incident edges).

• L(G) (i,j): -1 if i 6= j and there is an edge (i,j).

• L(G) (i,j): 0 otherwise.

The application of DFW at different levels of the physical and logical network

increases graph sparsity. The aggregated graph has reduced state space compared to

the original AG.
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3.6.5 Sparse Graph Connectivity Using DFW
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Figure 3.10: Distributed Firewall-based Multi-level AG Generation. Vulnerabilities

Have Been Color-coded Based on Their Severity. The Red Color: High-severity, Yel-

low Color: Medium Severity, Green Color: Low Severity. After DFW-based Optimal

Segmentation, High Severity Vulnerabilities Are Blocked, as Presented in the Figure.

The incidence graph In(G) and laplacian graph L(G) have the following properties.

• L(G) is symmetric, i.e., eigenvalues of L(G) are real and its eigenvectors are

real and orthogonal. For example, let e = [1, ..., 1]T be a column vector. Then

L(G)× e = 0.

• Matrices are independent of signs chosen for each column of In(G), In(G) ×

In(G)T = L(G).

• Let L(G)× v = λ× v and λ 6= 0, where v is eigenvector and λ is eigenvalue of
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L(G),

λ = ||In(G)T − v||2/||v||2

λ =

∑
e(i,j)∈E (v(i)− v(j))2∑

i v(i)2

(3.15)

• Eigenvalues of L(G) are non-negative, i.e., 0 = λ1 ≤ λ2... ≤ λn.

• The number of connected components of G is equal to number of λi equal to 0.

In particular, λ2 6= 0 if & only if G is connected.

Using the properties defined above, we check the algebraic connectivity of two graphs

G and G’, which can be compared to checking the density reduction. The graph

G′{V ′, E ′} obtained in the case of After DFW scenario, is composed of sub attack

graphs (sub-AGs), G1, G2..., Gn, i.e., G′{V ′, E ′} = ∪Ni=1Gi, as shown in Figure 3.10

(d). Since G′{V ′, E ′} is obtained from G{V,E} after collapsing vertices and edges at

different layers using a multi-level DFW, it naturally follows that G’ is a subgraph

of G, i.e., G′ ⊆ G. We utilize an important corollary from spectral bisection algo-

rithm [138], and the properties of laplacian matrix discussed in this subsection to

derive the equation λ2(L(G′)) ≤ λ2(L(G)).

Result: G′{V ′, E ′} ⊆ G{V,E} → λ2(L(G′)) ≤ λ2(L(G)), i.e., on application of

DFW, the algebraic connectivity, and in effect, density of the AG reduces. Thus, our

approach, helps in creating scalable AGs (CAG) in a multi-tenant cloud network.

Cost Analysis: Upper bound on the cost can be obtained by considering that

graph G{V,E} is fully connected, in which case, the micro-segmentation will not

be able to achieve noticeable benefits. The cost of generating the full AG in the

absence of DFW, Cost(G), is much higher than using DFW. However, the goal of

micro-segmentation is to ensure that the graph is sparsely connected based on the

white-listing approach.

62



Consequently, Cost(G′) = ∀Ni=1Cost(Gi) + Cost(DFW ) - Figure 3.10 (d) and

Cost(G′) << Cost(G) since the effort for generation of graphs G1, .., Gi is computed

in parallel with the help of SDN controller. The only additional efforts Cost(DFW )

is needed for checking DFW rules, and maintaining synchronization between different

DFW agents present on individual segments.

3.7 Experimental Results

In this chapter, we provide evidence of the viability of our approach through a

series of experiments. Our goal is to prove the scalability and effectiveness of the

proposed S3 framework. We conducted the first experiment to test the number of

vulnerabilities on the AG size (section 3.7.2). The second evaluation experiment is to

calculate the AG generation time as the number of services increases, and the number

of segments in the system also increases (Table 3.7 in section 3.7.3). As services are

added and removed to a dynamic system such as the data center network, measuring

the effect of adding new services is essential to understanding the security situation

better. We measured the impact of the services on AG generation time and updated

it according to Algorithm 4 (section 3.7.3). It is essential to check the SDN controller

overhead that is induced by the AG computing. Thus, we examined this overhead to

see how much the end-to-end throughput is affected when the AG is computed. Our

evaluation showed that the maximum overhead does not outpace 12% (section 3.7.5).

3.7.1 Experimental Setup

We created the system shown in Figure 3.2 to implement the experiments. We

utilized an OpenStack-based cloud network comprising two Dell R620 servers and

two Dell R710 servers, all hosted in the data center. Each Dell server has about 128

GB of RAM and 16 core CPUs. In addition to the components in table 3.6, we used
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the latest version of Open vSwitch (OVS 2.13.90) as OpenFlow switches, and they

are connected to containers in the data plane. The details of software components

and implementation framework used for experimental analysis have been provided in

Table 3.6.

Table 3.6: S3 Components Used in The Experimental Evaluation.

Component Version/LOC Language/Framework

SDN Controller POX controller Python 2.7

Vulnerability

Scanner

Nessus

V. 8.8.0

Attack Scripting Language

(NASL).

Attack Graph

Generator

MulVal

V. 1.1
Datalog Modeling

Security Policy

Database
500 Python & MONGO DB

Data-Plane Variable Containers

3.7.2 Attack Graph Scalability Evaluation

Besides the impact of the vulnerability dependency created due to the interconnec-

tion between the vulnerable services, it is crucial to study how many vulnerabilities

in the system affect the AG. In this experiment, we want to study the number of

vulnerabilities on the AG scalability. To show the scalability of the S3 framework, we

simulated a system with an increasing number of vulnerabilities. Figure 3.11 shows

the experimental data where we emphasize the relationship between the number of

vulnerabilities and the size of the resulted AG in terms of nodes and edges, where

the x-axis shows the total number of vulnerabilities in the entire system. The y-axis
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Figure 3.11: Comparison for the Number of Nodes (Blue) and Edges (Red) with No

Segmentation (NS) and After Using S3 Segmentation (S).

shows the number of nodes and edges in the AG. The nodes and edges without seg-

mentation (Nodes (NS), and Edges (NS)) in the AG are equivalent to MulVAL’s [115]

approach), respectively. The blue and red lines show the AG’s number of nodes and

edges respectively. The total number of nodes and edges before using S3, i.e., no-

segmentation (NS) when the system has over 1000 vulnerabilities is about 13k nodes

and 22k edges. This is due to the absence of the DFW rules affecting the reacha-

bility between the individual components in the system. After using S3, i.e., using

segmentation (S) where the DFW is enforcing the exact reachability information, the

number of nodes drops to about 5k, and the number of edges is 7k, respectively (

Figure 3.11). This is a significant reduction compared to an AG without any DFW

rules, which shows how valid the proposed micro-segmentation DFW-based approach

is, especially for large cloud systems.
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3.7.3 Attack Graph Generation Time and Automatic Graph Update Evaluation

The scalability of AG is measured by the graph size and the time required to

generate the graph. We created several test cases to test the time required to generate

the AG when we have a different number of segments and a vulnerable services in

each of those segments. The process of generating the AG has two parts: a) The

pre-processing step, where the segments need to be established and the based on

the proposed segmentation approach and Algorithm 1. b) The AG generation step:

applying the Algorithm 4 to generate the graph.

Segments Preparation and Creation

To show the effectiveness of the proposed segmentation approach, we measure the time

required to establish the segments based on multiple numbers of vulnerable network

services in the system. The services are assumed to belong to different categories.

Recall that the segmentation complexity depends on the number of services, number

of clusters, the data dimensionality (services categories), and iterations. We present

the result of our experiment in Figure 3.12, where we test the time (Y-axis) required to

establish the segments (in the X-axis) for a different number of services. The number

of services’ categories is fixed to eight, as we discussed earlier. We perform parameter

tuning on the number of segments and services to measure the segmentation time.

We notice that the time in all of the cases is not significant, which indicates the

effectiveness of the proposed segmentation approach. The number of iterations to

establish the segments ranges between 2 minimally (50-100 cases) to 11 iterations

maximally (200-300 cases), with a 0.001 tolerance rate for the centroids convergence.

We compare our approach with the work of Chen et al. [29], where they achieved a

segmentation time of 8 nodes in ∼ 12 seconds. Our approach generates 10 segments
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Figure 3.12: Segments Establishment Time (in Seconds) Using the S3 Approach for

Different Number of Network Services and Different Segments.

for 50-100 services in less than 5 seconds. Therefore, our approach is more effective

as it does not require generating an entire AG before implementing the segmentation

in [29] approach.

3.7.4 AG Generation Time

After establishing the segments and assigning the services to them, the next step

is to measure AG’s generation time in the system. In the first test case, we are testing

how much time is needed to generate an AG for a system with 50-100 services with

various vulnerabilities on those services. This resulted in 5 segments, as can be seen

in the experimental analysis. Moreover, we measure the graph density of the resulted

AG using the formula in equation 3.16:

Density =
| E |

| V | (| V | −1)
, (3.16)

where | E | is the total number of edges for the AG, and | V | is the total number of
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Table 3.7: Sub-AG Generation Time, Graph Density, and the Number of Nodes and

Edges for Each Sub-AG When the Number of Services Is Increasing.

# Services 50-100 Services 100-200 Services

#Segments 5 10 15 20 5 10 15 20

Time (seconds) 2.22 3.88 5.925 8.22 2.386 4.93 7.2112 10.229

# Edges 6552 12186 18990 27450 14400 28494 40698 52956

# Nodes 5829 10842 16895 24420 12805 25338 36191 47092

Density 19.3E-05 10.4E-05 6.6E-05 4.6E-05 8.8E-05 4.44E-05 3.1E-05 2.4E-05

# Services 200-300 Services 300-500 Services

#Segments 5 10 15 20 5 10 15 20

Time (seconds) 3.56 7.15 10.6 13.96 6.46 11.05 15.91 19.7

# Edges 18819 44100 63918 88065 34242 65922 93117 128580

# Nodes 18101 39210 57951 79668 32533 60698 85623 116304

Density 5.7E-05 2.9E-05 1.9E-05 1.4E-05 3.2E-05 1.8E-05 1.3E-05 9.5E-06

nodes or vertices in the AG. The results in the table show a scalable AG generation

time. For instance, in the last case in Table 3.7 where the system has 300-500 services,
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Table 3.8: Mean and Standard Deviation for the AG Generation Time for the Dis-

played Number of Segments in Table 3.7.

#Segments 5 10 15 20

Mean time (Seconds) 3.66 6.75 9.91 13.03

standard deviation 1.96 3.17 4.46 5.04

and it is divided based on the segmentation approach into 20 segments, the AG

generation time is about 20 seconds, which is a reasonable time for such a large

system. In Table 3.8, we show the average time for the AG generation and the

standard deviation for the 5, 10, 15, and 20 segments cases, respectively. A closer

look into the AG generation time and the segments’ establishment time indicates that

the proposed segmentation approach using the S3 framework can generate a scalable

AG within a reasonable time. Furthermore, S3 proves that dividing the services

into segments and applying the AG into those segments is much more efficient than

establishing an AG for the system when the services are not segmented, as we show

below.

AG Update Time:

To measure updating the AG when a new service is added, we implemented an ex-

periment to test this change in the system. Table 3.9 shows the number of newly

added services and the corresponding AG generation time after the update. When

ten new services are added, the AG generation time takes about 3 seconds. If the

number of new incoming services increases to 50 services, the AG time takes about

4 seconds. This experiment is implemented when the system has 50-100 services,

and these services were present amongst 10 segments. The evaluation proves that an
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update to the system configuration will not impact the AG generation time, and it

shows how S3 becomes interactive in a real-time fashion.

Table 3.9: The AG Generation Time After a Service Update

#New Services AG Update Time

10 3.02

20 3.2

30 3.5

40 3.64

50 3.88

AG Generation Time without Using S3:

To prove the effectiveness of our DFW-based segmentation approach, S3, we con-

ducted additional experiments to examine the generation time by not considering the

segmentation and using a Firewall (centralized one) and segmentation by DFW. Table

3.10 shows the AG generation time with and without segmentation for the specified

number of hosts. The vulnerable services are simulated to give the displayed number

of segments. The results when using DFW are significantly better than when not

using segmentation and using a centralized firewall. This is due to the absence of

east/west traffic among running services, which did not specify reachability informa-

tion between running services. As a result, AG is computed centrally and resulted in

significant performance improvement compared to traditional generating an AG.
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Table 3.10: Sub-AG Scalability Generation Time by Using a Firewall, and Both with

and Without Segmentation. The Segmentation Approach Proved to Be Effective in

Reducing the Generation Time of AG.

# Services # Segments

Generation Time

without Segmentation

(seconds)

Generation time

using Segmentation

(seconds)

750 5 3.51 0.872

1450 10 17.344 2.083

2490 15 4980 4.468

3360 20 6720 10.027

3.7.5 SDN Controller Overhead

It is crucial to check the communication overhead induced by using our approach

for AG generation and computation on the node that is computing the AG. We

experimented to ensure the AG module is not inundating the computing node and

to ensure the available throughput is not decreasing significantly. Our proposed

Algorithm 4 computes all sub-AGs for each generated segment, and our goal is to

test the effect of these operations on the communication throughput.

The evaluation of the controller overhead is conducted by testing a different num-

ber of services using the same number of segments and with a different number of

segments using the same number of services. Figure 3.13 shows the first case where

the system has a range of services in every case starting from 10 services to 50 services,

and the number of segments in each case is 5. The total number of vulnerabilities in

each case is ∼ 4000 vulnerabilities. We measure the throughput using the iperf tool,

which measures and weighs out the end-to-end bandwidth. A comparison between
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Figure 3.13: SDN Controller Overhead When the Number of Services is Different in

the 5 Segments Test Case.

the communication throughput is shown in the Figure before the AG computation

(the blue bar) and during the computation process (the green bar). The results are

an average of three runs. It is noticed that the worst-case overhead does not ex-

ceed ∼ 12% in the 40-50 services case. Figure 3.14 shows the experiment results

for changing the number of segments and fixing the number of services to 100. We

also note that the overhead induced by the AG computation does not exceed ∼ 12

in the 15 segments case. The throughput’s decline is justified by the overhead the

AG generation module is causing and affecting the computing node. To generate the

full AG, the following procedures will occur: AG computation, cycle-detection, and

merging of the sub-AGs for each segment into the full AG. These experiments prove

that our approach does not have a significant impact on the SDN controller in such

a large-scale system.
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Figure 3.14: SDN Controller Overhead When the Number of Segments Is Different

Using 100 Services in Each Segment.

3.7.6 Cycle Detection Time

We utilized the cycle detection and removal Algorithm 5 to experiment to check

the time required to detect and remove cycles in the system using S3. The cycle

detection time for 100 hosts is around 52 ms. The cycle detection time for 300

hosts is approximately 163 ms. As shown from Algorithm 4, after computing each

sub-AG, the procedure of Detect-Cycle() is called where it traverses the output of

the sub-AG and examines nodes and edges of the graph. The implementation of

the cycle detection and removal is done by analyzing the DFW rules present on the

OpenFlow switches and the information we have from the AG generation module. The

experimental results show that cycle detection time scales linearly with the number

of hosts. This is also in agreement with the complexity analysis for the algorithm,

as discussed in Section 3.6. Research work for cycle detection in the context of the
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Figure 3.15: S3 Cycle Detection Time With a Linear Scaling.

attack graph, conducted by Homer et al. [62] was able to identify cycles in ∼150 ms

for ten hosts and 46 vulnerabilities. In comparison, in our work, we can detect cycles

for 200 services in ∼150 ms, which reinforces the scalability of our proposed solution

is in terms of AG generation and graph correctness.

3.8 Conclusion and Discussion

The significant increase of cyber attacks and threats require robust, scalable, and

efficient security analysis approaches to help system administrators defend the system.

A fundamental approach to model the security dependencies in the system is through

attack graphs (AGs). This chapter proposed a scalable security state framework (S3)

that divides the network into smaller components and models each component’s vul-

nerabilities by enforcing granular security policies. The proposed microsegmentation

approach can establish scalable AG for an extensive system such as the data center

network. In effect, S3 reduces the number of critical security states and the AG gen-

eration time, as shown in section 3.7.3. To present an efficient approach to obtaining

the best number of segments, we proposed a segmentation algorithm derived from
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the K-means clustering approach. The algorithm divides the services into segments

according to their similarity and separates them using the DFW rules.

Furthermore, we introduce a novel cycle detection Algorithm 3.4.2, which can

identify and resolve cyclic dependencies between attack graph nodes. The resulting

loop-free attack graph allows scalable security analysis over an extensive cloud net-

work. In this work, we do not consider the case of policy conflict between the resulted

micro-segmentation approach or the security policy database that may accidentally

allow attackers to access sensitive parts of the system, even if there is no vulnerability.

Also, we did not compare our segmentation algorithm with other graph-based seg-

mentation and clustering algorithms. In the future work, we plan to investigate these

problems and examine their effects on proactive cybersecurity defense mechanisms.

Segment Validation and Segmentation Heuristics: We utilized a Segmen-

tation Index based sub-AG (segment), that has a validation heuristic approach. The

algorithm provides information about each segment’s appropriate size, such that the

complexity concerns for AG generation are addressed. Still, each segment is highly

cohesive (has the same type of services and vulnerabilities). This will help in the

application of security patches to the full segment. There are other segmentation

heuristics, classified under graph clustering algorithms, e.g., k-spanning tree, which

creates k-groups of non-overlapping vertices, shared nearest neighbor (SNN) graph.

We plan to compare the optimal segmentation heuristic discussed in Section 3.5.1

with other state-of-the-art graph segmentation heuristics in future work.

Attack Graph Evaluation: In this chapter, we discussed a scalable approach

for generating the AG. There are other applications of AG for security analysis after

it is generated. For example, AG is widely used for moving target defense (MTD)

[133], a game theory-based approach deployed by the defender to increase the benefit

of the security system and to make the defense mechanism proactive. Moreover, AG
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can be used to explore zero-day vulnerabilities if we deploy a graph neural network-

based analysis model on the graph to either perform node or link prediction or graph

ranking methods as discussed in [100, 98]. Security policy conflict [66, 124, 31, 34]

handling, however, is another area of research that will be considered as a part of

future work.

Stateful Distributed Firewall-based Segmentation: In this work, we pro-

posed the use of stateless DFW. However, it is essential to account for a stateful-based

firewall [32] for micro-segmentation-based security analysis. A stateful firewall should

provide an understanding of intent-based policies and specifying access control list

policies. Moreover, DFW scalability should be considered to achieve optimal and ef-

ficient security monitoring for system services. In the future, we plan on studying the

effect of stateful distributed firewall functionality on the AG generation and how a

better security scenario analysis can be achieved by considering the stateful capability

to enhance the large-scale data center network.
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Chapter 4

INTENT-DRIVEN SECURITY POLICY MANAGEMENT FOR

SOFTWARE-DEFINED SYSTEMS

4.1 Abstract

Different network controllers are utilized in a multi-domain software-defined sys-

tems (SDx) to manage the networking resources. However, these controllers operate

using a different high-level language (intent). Thus, the admin needs to perform

cross-layer translation from the user requirements to the underlying network con-

troller format, increasing human-in-the-loop overhead. There are two primary secu-

rity and management challenges involved in managing multi-domain controllers. The

first challenge is how to design an SDN controller language that can effectively con-

vert human-specified networking policies at the control plane into the network flow

rules level at the data plane. The second challenge is how to reduce the complexity

of network flow rules conflict checking at the data plane. To address these challenges,

This chapter present a new intent-based security policy enforcement solution called

INTPOL. First, INTPOL provides a unified intent rules that abstracts the network

admin from the underlying network controller’s format. Second, INTPOL develops

a networking service solution to use a bounded formal model for network service

compliance checking that significantly reduces the complexity of flow rules conflicts

checking at the data plane level. Finally, INTPOL is expendable from a single SDN

domain to multiple SDN domains and hybrid networks by applying network service

function chaining (SFC) for inter-domain policy management.
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4.2 Introduction

In a Software-Defined Networking (SDN) environment, the SDN control plane

manages a global network view. As pointed out in [136, 23, 60, 163, 59], in a multi-

SDN domain networking environment, policy misconfigurations in middleboxes (net-

work functions) is a common cause of middleboxes failure. The papers also provide

details that 67.3% of firewalls, 63.2% of proxies, and 54.5% of intrusion detection

systems (IDS) network functions fail due to misconfigurations. The networks’ safety

and security properties (policies) are also called Invariants [99, 93]. These network

policies need to be verified and checked for policy conflicts such as overlapping be-

tween the flow rules’ headers in a scalable fashion to ensure security, safety, and

smooth functioning of the network functions. To illustrate the described problem,

we present the existing network flow rule generation and management in Figure 4.1.

The SDN control plane is the interface between the application plane and the data

plane. The user specifies a high-level intent at the application plane that reflects their

network/security requirements. The intent is defined by the user’s desired security

goal or business requirement [117]. Our focus in this work is on application plane in-

tents translated into control plane policies. Thus, this chapter focuses on SDN-based

networks, and the proposed framework should not be considered technology-neutral.
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Figure 4.1: SDN Control Flow for multi-Tiered Network Policy Checking Using INT-

POL Framework.

This chapter covers a broader range of conflicts without increasing the policy

conflict-checking space. The reconciliation mechanism used in this research optimizes

the policy space, which leads to compact policy representation. No exiting work

provides a framework for policy checking at the application plane, i.e., analyzing

the policy requirement when the user inserts a policy at the management interface to

facilitate the data plane conflict checking. Each application plane policy can generate

multiple flow rules (at the data plane) that conflict with each other. We build an

abstracted bounded formal model and potential conflict-inducing queries to analyze

potential conflicts before inserting the user requirements in the form of OpenFlow

rules at the data plane (proactive approach of conflict checking). If the higher-level

user requirements are not checked, the conflict-checking complexity for flow rules on

the data plane will rise dramatically. For example, our evaluation of the Stanford

topology in section 4.6.3 reveals that for every 20 created intents, there are 413
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conflicting flow rules, a tenfold increase. Therefore, the fundamental issue is that if

policy conflicts exist at the application plane level and are not analyzed until they

get translated into flow rules in the data plane, the policy conflict checking and

management overhead in the data plane increases significantly.

Our goal is to address two questions in this chapter: First, how to design a human

to SDN controller language to effectively translate human-specified networking policies

into network flow-level rules. The framework can be applied to SDN and hybrid

networks that comprise SDN and traditional networking components. Second, how

to reduce the complexity of the policies and flow rules conflict checking? We propose

a novel approach to address the above problems by creating a new intent-driven

policy framework, INTPOL. This framework allows the network administrator to

express security policies at the application plane level. The policy designers can create

network management and operational policies while remaining abstracted from the

underlying SDN controller.

The security policies specified in the application plane are parsed for predicates

of the INTPOL framework. A bounded model representation of state changes of the

network packet is created using NuSMV [37] based framework, which captures the

state changes of the packet as it transitions between network functions and hosts. The

INTPOL intent rules translates the security policies into the REST API call format of

the corresponding SDN controller. Realizing network policies at the data plane level

introduces many more flow rules. Detection and resolution of conflicts amongst those

flow rules at the data plane level can impact network services’ performance. This

problem can be dramatically amplified when expanding SDN systems into multiple

SDN domains, where inter-domain networks consist of SDN and traditional routing

devices.

The key technical novelty of INTPOL lies in how to ensure consistent behavior in
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the network, which is considered a network-wide invariant verification issue [161, 20].

Existing solutions such as the work conducted by Yuan et al. [158] provides a scalable

formal solution for network policy verification using optimizations like model pre-

computation and query containment. The issue with this research work, however, is

that formal models like Linear Temporal Logic (LTL) and Computational Tree Logic

(CTL) are PSPACE complete in the worst case [12], which limit the scalability of

the model. The NetSMC approach [158] cannot express arbitrary path quantification

scenarios, e.g., a packet will be delivered in the future, whereas INTPOL handles such

policy scenarios. INTPOL models the problem of verifying network policies using a

Bounded Model Checking (BMC) [40] to check for the existence of network policy

violation within the bounds placed on the network, e.g., all paths up to length K. This

approach ensures sufficient coverage for checking policy violation issues in the network

and reduces the space complexity of network policy verification from PSPACE in the

worst case to linear time (linear in the scale of the number of network states).

4.2.1 Chapter Contributions

The contributions of this chapter are summarized as follows:

• We introduce INTPOL, a new intent-based framework for translating network

policy requirements into a unified format. The provided intent rules in INTPOL

will abstract network administrators from underlying network controllers’ pol-

icy specification semantics. The framework allows easy expression of complex

scenarios such as service function chaining (SFC) (Section 4.4.5) and hybrid

networks comprising traditional and open-flow networks (Section 4.4.5). The

INTPOL scales well compared to existing research works in terms of policy com-

position (Section 4.6.2). INTPOL also utilizes bounded model checking (BMC)

and application layer policy optimization (section 4.4.6) to achieve scalable pol-
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icy composition and conflict checking.

• We utilize two optimization approaches (section 4.4.6) to pre-compute the ap-

plication plane policies. The pre-computation of packet traversal through the

SFC paths will reduce the data plane conflict checking. We demonstrate how

the application plane verification and pre-processing using INTPOL will reduce

the data plane conflict checking time. We utilize a large-scale network dataset,

Stanford Topology [81], to show that conflict overhead at the application plane

is minimal ∼ 250-800x times lower than policy conflict checking at the data

plane as described in section 4.6.3.

The rest of the chapter is organized as follows: section 4.3 discusses the related

work to INTPOL, focusing on intent-based policy configuration and policy conflict

checking. We present INTPOL system model and the intent management of different

network functions in section 4.4. The implementation details of INTPOL are pre-

sented in section 4.5. We evaluate the INTPOL framework and conduct performance

evaluation in section 4.6. Finally, we conclude the chapter and discuss future work in

section 4.7.

4.3 Related Work

4.3.1 Intent-based Policy Configuration

Several research works introduced intent-based policy expression and management

approaches for network policy conflict. PGA [125] proposed the concept of end-

point-group (EPG) to abstract the policy specification from the underlying physical

infrastructure. A high-level tagging is used to define the endpoints instead of low-

level addresses such as IP addresses. This abstraction approach exploits the graphs

feature to resolve and detect policy conflicts. Also, PGA analyzes the Access Control
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List (ACL) policies and converts them into a graph structure to find conflicts between

ACL policies. The graph structure input is the possible communication between the

network endpoints and the required service function chain for every communication.

The policy checking method for data plane flow rules presented in this chapter covers

a broader range of conflicts. In contrast, the examples presented in the PGA paper

(the load balancer & byte counter) cover one class of conflicts, the polymorphism type

(we emphasize the different conflicts later in the chapter). Furthermore, the PGA

approach does not include cases that include security policies with the same actions

and matching packet header as we do in the presented conflict-checking approach.

The reconciliation of these redundant rules can optimize the speed of the end-to-end

packet processing, unlike PGA’s approach that increases the policy checking space.

JANUS [1] builds upon the policy graph abstraction (PGA) framework proposed

by Prakash et al. [125], which represents dynamic temporal policies and QoS policies

in an intent-based language. Janus also aims to maximize the number of configured

policies by utilizing heuristic algorithms.

Han et al. [58] presented a framework for providing an interface to add intents by

the user and translate them into network policy. The authors do not consider the

scenario of multiple controllers running in the environment, nor do they consider the

added intents’ conflicts. Jacobs et al. [72] discussed how AI can be utilized to allow

networks to be more intelligent. They showcased how intent-based networking (IBN)

can translate high-level policies without the overhead of translating them into net-

work flows. Most existing works lack a framework that can interpret diverse network

requirements and perform end-to-end network property verification using a unified

language.

We compared the scope of policy composition approach used in INTPOL with

similar network modeling research works such as Frentic [54], Pyretic [127], and Cov-
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isor [75]. These works do not efficiently model hybrid environments (mixture of SDN

and non-SDN environments). Covisor uses a clustering mechanism, which violates

the least privilege security requirement principle. The controller in one domain can

access the resources of another domain. INTPOL uses a unified model for ensuring

resource isolation in a hybrid environment (see Section 4.4.5). Furthermore, INTPOL

provides a scalable formal approach to allow network operators to specify network

intents at the application plane. This abstracts the network operator from the policy

configuration details for each network controller.

4.3.2 Network Policy Conflict Checking

Several existing solutions for network policy checking and invariant verification,

such as [84, 14, 119, 139, 72, 7]. One of the earlier research work for network invariant

verification is Veriflow [84]. Veriflow aims to check the network invariant in real-

time with the change in the network state. Thus, Veriflow only checks the packet

reachability (as one type of invariant) between two machines after the flow has been

deployed [14].

Stateful network function verification has been studied by researchers as well in

[147, 158]. The stateful network function verification goal is to enhance network

invariant property checking by incorporating stateful network functions such as the

stateful firewall. NetSMC [158] uses an existential first-order logic and query con-

tainment to provide stateful network verification. NetSMC framework uses image

pre-computation to help provide a scalable formal model. The formal model for net-

work invariant verification suffers from the number of verification states’ scalability

challenges. We utilize a bounded model checking approach to address the scalability

limitation inherent in existing research works and design INTPOL to scale linearly

in the number of model states. Additionally, the authors described how the NetSMC

84



model is limited since it cannot handle arbitrary path quantification, e.g., in some

future time packet from host h1 to h2 is delivered. As described in the next section,

we use temporal logic to quantify policies for such scenarios. The authors in Epinoia

[147] use bit-vector encoding and path segmentation for optimizing the intent check-

ing procedure. We utilized bounded model checking to optimize the network verifi-

cation. Additionally, we utilized policy conflict checking at the two-levels application

plane and data plane to optimize the performance of conflict checking. Another key

difference between INTPOL and Epinoia is that Epinoia utilized a traditional net-

work setup (Internet Topology Zoo) for evaluating its reachability. In contrast, we

have assessed a hybrid network setup containing both SDN and conventional net-

work components. In addition, INTPOL uses LTL for expressing network behavior

since complex network functions can be expressed using network invariant provided

by LTL, compared to the limited expressive capability afforded by SMT solvers used

in Epinoia. One main difference between LTL and SMT solvers is that the value of

an LTL formula at a particular time instant is logically related to previous time in-

stants [79]. This models the network behavior more closely since the network packets’

behavior is highly dependent on all the network functions that apply to incoming net-

work traffic. A recent study by Varadharajan et al. [140] proposed a new application

that handles the policies between different SDN domains to address multi-domain

SDN policy management. The paper uses a policy handle and policy token. The

handle shows the visited autonomous system (AS) by the flow and the packets. The

evaluation of the paper offers efficient network communication in terms of throughput

and delays. However, one key feature of that work is missing: verifying the policies

effectively and ensuring end-to-end reachability without conflict between the policies,

as we do in this chapter.
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4.4 INTPOL System and Model Descriptions

In this section, we first describe the design of the INTPOL framework. We then

follow with examples to cover different security policies like Firewall and SFC. Next,

we describe the INTPOL scalable policy checking framework; Furthermore, we present

the intent conflict checking at various SDN infrastructure levels, showing how the pre-

sented framework can easily be expanded to hybrid environments (containing both

SDN and traditional network elements). Finally, We discuss Service Function Chain-

ing (SFC) as an example to explain how INTPOL can handle multiple network func-

tions and complex packet processing scenarios.

4.4.1 INTPOL Framework

Intent refers to application plane policies used for expressing specific actions for a

target network. The intents can be used for expressing routing, packet forwarding, and

monitoring decisions in a network. The purpose of employing an intent is to achieve

a certain business goal that the user has expressed. The intents are compiled into

network policies, e.g., routing intent can be compiled into routing policies, endpoint

intent can be compiled into several endpoint policies, each of which covers partial

flow space of the intent [91, 99]. The intent-based networking developed primarily for

the self-driving network such as SDN networks [117]. The ONOS SDN controller is

one of the famous examples that provides intent-based networking [10].

We present Figure 4.2 that shows the end-to-end handling of network intents at

the application plane. The network operator specifies some intents at the application

plane, as can be seen from the block Network Intents in Figure 4.2.

• Traffic is allowed between hosts h2 and h3 (h2 . h3).

• Traffic is allowed between hosts h3 and h4 (h2 . h4).
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Intent Type : { Policy Intent | Query Intent } 
Policy Intent : { Network Function | SFC }

Query Intent: { Basic Reachability, Policy Conflict }

INTPOL 
Intent Specification

Network Topology

Bounded Formal Model
policy/query

2a

1

3a

s1

h1 h2

s3s2

h3 h4 h5model-
success 

counter-
example Intent 

Datastore

assert-intent
3b

model-
update

3c

SDN Controller

network-
topology 

network-intent 

2b
flow-rule 

4

5

h1 → h5

h2 → h3

h3 → h4

h2 ⇸ h4

Network Intents

Figure 4.2: Intent Specification and Formal Modeling. The Users Can Specify Policy

and Query Intents at the Application Plane.

• Traffic originating from host h2 should never reach host h4 (h2 7 h4).

On the one hand, The Policy Intent is used to perform network updates like

inserting a rule to block particular network traffic (Firewall) or inspecting suspicious

traffic (Intrusion Prevention System). On the other hand, the Query Intent can help

the network operator assert the safety, auditing access control, and service availability

in the network. When the user specifies a network intent (1), the intent is converted

into a formal logic formula (2a). The Bounded Formal Model utilizes the network

topology information extracted from the SDN controller (2b). The intents present

in the Intent Datastore are fetched to construct/update a bounded Linear Temporal

Logic (LTL) model.

The model is evaluated for some basic safety properties, such as packet reachabil-

ity, which conflicts with the existing intents in an automated fashion. Suppose the

intent violates any network safety properties. In that case, the user will respond with

a counterexample from the model to show which state(s) in the network are violating
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the network properties (3a). If the intent does not violate any network safety or

reachability properties, it is stored in the Intent Datastore (3b), and the bounded

model is updated with a new intent (3c). The intent is passed to the SDN controller

(4) to create an SDN controller-specific intent [122, 10]. The SDN controller installs

flow rule (5) to realize the user intent at the data plane level. Due to space limita-

tions, we refer the reader to the following reference for more details on how the SDN

controller establishes flow rules from the intents [126, 42, 10].

Definition 6 Security Policy is a rule from the ruleset of the entire network R,

i.e., ri ⊆ R, where R = {∀mi=1ri}. Furthermore, each rule ri, can be decomposed based

on packet match condition, and actions ri = {mi, ai}.

The match field of the packet header’s values can be further classified into individual

headers that are part of the packet. The packet match mi consists of physical port

of incoming traffic δi, source and destination hardware address, αsi, αdi, source and

destination IP address, βsi, βdi, source and destination port addresses, γsi, γdi, proto-

col δi, priority value ζi, for a given virtual network function. For instance, a stateless

Firewall (iptables) allows assignment of rule priority besides the packet header entries.

Consider the policy {h1 → h5, ALLOW} defined at the application plane. We

have the source and destination addresses βsi = h1.ip, βdi = h5.ip for the rule ri,

and ai = ALLOW . Similarly, we can use the application layer intents to define

other policies such that we specify the layers 2-4 source and destination addresses

and action to allow or deny the network traffic.

4.4.2 Policy Conflict Detection

Existing intent-based networking approaches [74, 122] require the network admin

to do a cross-layer translation from the high level-intents and network requirements

into the appropriate controller’s format. Based on the translation results, the con-
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troller can then generate the underlying network flow rules. However, the translated

intents or the generated flow rules can have policy conflict [124, 66]. The policy con-

flict can occur for different reasons, such as a) policy inconsistencies due to service

function chaining processing where multiple flow tables handling the same flow(s)

might have conflicting actions; b) SDN controllers or virtual private network (VPN)

implementations that modify header content could result in flow rules being inadver-

tently being applied to specific flows; c) flow rules injected by different applications

using the northbound APIs (between the control and application planes) can have

conflicting actions for the same flow; d) matching on different OSI layer addresses

resulting in different actions; and e) administrator error where they insert or update

a flow rule that conflict with the existing flow rules in the data plane flow table(s).

The error can be because of the address space overlap between the new and the old

flow rules, or it can be a new action for the flow rules, such as allowing access to

the database server from the public network. In contrast, the previously installed

flow rule prevents such action. While this list is not exhaustive, it demonstrates how

common policy conflicts may be in SDN-based cloud infrastructures. The current

research works [124, 66] primarily focus on flow-rule level conflict checking to ensure

that the requested network resources allocation does not compromise existing flow

and security policies. Moreover, the class of policy conflicts checked in existing re-

search works, PGA & JANUS [125, 1], only covers rules with matching header and

distinctive actions.

Policy Conflict Detection in INTPOL

We introduce two-level conflict analysis in this research work. The conflict checking

at the application plane using a bounded model checking (BMC) approach results in

a significant reduction of policy conflict detection time at the data plane. When an
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intent is added at the application plane level, and policy optimizations are performed

to eliminate redundant policies, it is translated into the controller-specific intent com-

mand. The SDN controller, e.g., ONOS [16], allows specifying a HostToHost intent,

which allows communication between network hosts, and PointToPoint intent which

allows traffic to pass through two switches’ ports. If we consider a host intent, e.g.,

add-host-intent h1 h5, based on the example network in Figure 4.2, ONOS controller

a) identifies the path between hosts, i.e., h1-s1-s2-s3-s5, and b) generates Openflow

rules to establish communication along the path. Additionally, the controller marks

appId in the flow rule as org.onos.intent to show that the flow rule was added using

the intent module. It is noteworthy that there will be five flow rules installed in Figure

4.2 for a single host intent. If there are conflicts amongst intents at the application

plane, it will, in turn, generate flow rules which will conflict with each other.

Intent−Type : : Pol icy−In tent | Query−In tent

Pol icy−In tent : : Network−Function | SFC

SFC : : Network−Function , NW−Function [ ∗ ]

Network−Function : : F i r ewa l l | IDS | Routing | LB | DPI

F i r ewa l l : : Header , Action

Header : : Hw−Src , Hw−Dst , Src−IP , Dst−IP ,

Src−Port , Dst−Port , Proto

Action : : Forward | Drop | Modify

Query−In tent : : Check−Con f l i c t | Check−Loop | Check−Reachabl i ty

Figure 4.3: INTPOL Intent Rules Describing Different Kind of Intents Where the

User Can Specify at the Application Plane.
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INTPOL Intent Rules Description

Next, we describe the intent rules for the INTPOL framework. Figure 4.11 shows

the step-wise flow for interpreting the user requirements at the application plane and

translating them to the corresponding bounded model program to check the necessary

network policies. If we consider the steps for handling the user intents in Figure 4.2,

then the steps 1-3 that is related to the application of the INTPOL framework are

implemented. If an invariant in the user’s policies are violated, the network admin

is notified as shown in step 3a. We illustrate the example process of translating the

policy and query intents into a formal model using the Firewall as a sample network

function. Consider the network topology described in Figure 4.2. In the rules example,

we have a high-level network intents for hosts, h1 → h5, h2 → h3, h3 → h4, and

rules denying traffic between hosts h2 and h4. Each network host is connected to the

network switch using a layer 2 switch port. Similarly, network switches are connected

to the network controllers (ONOS, ODL) using a layer-2 port. The bounded formal

model accepts these requirements. The network topology information fetched from

the SDN controller creates a model of packet propagation and changes in the packet

state as the packet traverses along different paths from the source to the destination in

the network. Linear Temporal Logic (LTL) [12], a form of model checking technique

provided by NuSMV [37], in particular, characterizes the linear path induced by

the Finite State Machine (FSM) of the network states [12]. The following section

showcases how our model utilizes the bounds based on the network policies and

topology to reduce the number of model checking states at the application plane.

Then, we present the overall complexity of handling policy conflicts in the data plane.
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4.4.3 Programming Network Functions (NFs)

We consider an example of programming an individual network function in the

INTPOL framework. Consider the Deep Packet Inspection (DPI) as an example,

derived from the Open source DPI tool nDPI [46]. The tool utilizes open-source

libraries to inspect the packet header and payload.

# P r o t o c o l s

# Format :

tcp : 8 1 , tcp :8181@HTTP

udp:5061−5062@SIP

tcp : 860 , udp :860 , tcp :3260 , udp :3260 @iSCSI

tcp :3000 @ntop

# S u b p r o t o c o l s

# Format :

host : ” goog l e syndacat ion . com”@Google

host : ” venere . com”@Venere

host : ”kataweb . i t ” , host : ” r epubb l i ca . i t ”

@Repubblica

Figure 4.4: Data Collected by nDPI that Identifies Main Format, Protocol, and

Information Related to Subprotocol.

The traffic collected using nDPI, shows patterns <tcp|udp>:<port>,...@<proto>,

for the main protocol. For example network traffic over ports 81, 8181 is tagged

as HTTP as shown in Figure 4.4. The host:"<value>",...,@<subproto> pattern

shows host, and subprotocol information. If the host’s DNS information is present

in the traffic, the nDPI identifies host, and subprotocol, e.g., ”venere.com”, and
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”Google”, as domain provider.

Network−Function : : DPI

DPI : : Proto , Subproto

Proto : : <tcp | udp>:<port>,

<tcp | udp>:<port> [ ∗ ] @<proto>

Subproto : : host : ” va lue ” [ ∗ ] @<subproto>

Figure 4.5: Expression of DPI Function from OpenDPI As an INTPOL Network

Function

TThe INTPOL framework can be used to express the corresponding network

function (NF) based on the ruleset of DPI (see Figure 4.5). The primary network

function of DPI can be classified into protocol and sub-protocol. The protocol and

sub-protocols can be expressed into protocol type (TCP or UDP), port, host website

accessed, and the medium through which the query took place (e.g., Google).

4.4.4 INTPOL Model Checking Framework

Bounded Model Checking

Formal models, such as LTL, suffer from scalability challenges. The total number of

model states can be as large as 1020 for some models [18]. Bounded model checking

(BMC) [40] checks the state space for a counterexample using a user-specified bound

k. BMC builds a boolean formula for each value of K that is satisfiable if a counterex-

ample of length K exists. For a given transition system with ‘s’ states, the model can

be expressed using k×s variables. Once the bounded model is created, SAT [143] is

used to check the boolean formula’s satisfiability. The bounded model checking for-

mula’s completeness is established using completeness threshold, liveliness property,
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and induction tests, as Biere et al. [18] discussed above.

Establishing Threshold for Bounded Model Checking: The bound K on a

model of the network M can be specified in terms of reachablity diameter rd(M), i.e.,

the minimum number of steps required to reach all reachable states. Another possible

mechanism is recurrence diameter rdr(M) to utilize the minimum number of steps for

reaching all reachable states. In our example 4.8, rdr(M) = 5, i.e., distance from host

h1 to h5, and rd(M) = 11, which indicates the number of steps needed to perform

breadth first search over the network. These thresholds are utilized as a baseline to

define bounds on the model during the empirical evaluation.

Formal Model for Network Verification

Network Invariants is defined as the network properties desired for optimal func-

tioning and security of the network. For instance, virtual network isolation, absence

of forwarding loops in the network, end-to-end packet reachability (absence of black

holes), etc. Network verification is achieved by expressing network invariants based on

the current topology configuration, traffic management rules, and high-level network

requirements. We use temporal logic-based (LTL) network verification [12] to check if

the underlying network meets high-level network requirements. An LTL invariant is

evaluated along the linear path. If the invariant state holds for all the paths starting

in a given state, we consider the invariant to be true.

Table 4.1 describes the formal semantics used for LTL. We can describe the net-

work invariants, such as global reachability G p, conditional packet processing p ∪ q,

and white-listing policy violations for the underlying network using the queries cre-

ated using the LTL model checking rules (invariants). The invariants serve as Query

Intent in our system. The next section discusses how service function chain intent

and network function intents are represented in the INTPOL system.
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Table 4.1: Formal Semantics of LTL, Which Is Used for Expressing Network Invariants

LTL Rule Rule Interpretation

F p (in the fu-

ture p)

Condition p holds in one of the future time

instants.

G p (globally p) A certain condition p holds globally in all

future time instants.

p U q (p until q) Condition p holds until a state is reached

where condition q holds.

X p (next p) Starting condition p is true in next state.

4.4.5 Intent Handling in INTPOL

We discuss how an intent submitted by the user, as described in Figure 4.11,

is handled by the INTPOL system. We describe scenarios - SFC Intent, Network

Function Intent such as Firewall (FW) that can be defined individually or as part

of SFC Intent. This approach allows the user to check end-to-end reachability and

policy conflict checking with the help of illustrative examples. Also, we provide a use

case that shows how multi-domain SDN scenario verification is achieved.

Service Function Chaining Intent

We consider Service Function Chain (SFC), as shown in Figure 4.6. The example

describes the traffic processing between different end-point groups (EPGs[1-4]). Also,

The network gateway (NAT) in the example acts as a traffic classifier. There are

95



EPG1

FW1

NAT

DPI

FW2

FW3

TO

EPG2

EPG3

EPG4

Figure 4.6: A Service Function Chain (SFC) Scenario with Multiple Network Func-

tions (NFs).

three separate service chains in this example. The HTTP traffic is classified at the

NAT gateway and follows the corresponding service chain path, with Deep-Packet

Inspection (DPI), i.e., SFC1: EPG1 → NAT → FW1 → DPI → EGP2. If the

traffic is meant for video streaming services, it follows an alternate path with Traffic

Optimizer (TO), i.e., SFC2: EPG1 → NAT → FW2 → TO → EGP3. All other

traffic follows SFC3: EPG1 → NAT → FW3 → EGP4. We illustrate the use of

INTPOL intent rules, as described in Figure 4.7, to represent the individual service

chains. We consider the network is following a white-listing approach for stronger

security, and the traffic is only allowed between EPG1 as the source and EPG[2-4] as

the destinations. Therefore, the traffic between EPG [2-4] is blocked as part of the

network policy.

The example in Figure 4.7 illustrates the implementation of complex network ser-

vice chains. Variables dst and sf in lines 1-2 are used to define packet destination and

service function, respectively. The formal model of the packet propagation through

a chain of different network functions is described in lines 5-14. For instance, if the

packet service function is NAT and the destination is EPG2, it indicates the packet
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MODULE main

VAR dst : {EPG1, EPG2, EPG3, EPG4}

s f : {NAT, FW1, FW2, FW3, DPI , TO}

ASSIGN

next ( s f ) := case

s f = NAT & ( dst=EPG2) : FW1;

s f = FW1 : DPI ;

s f = DPI : EPG2;

s f = NAT & ( dst=EPG3) : FW2;

s f = FW2 : TO;

s f = TO : EPG3;

s f = NAT & ( dst=EPG4) : FW3;

s f = FW3 : EPG4;

TRUE: NAT;

esac ;

next ( dst ) := dst ;

INIT s f = NAT;

Figure 4.7: Example Usage of LTL-based Model Checking Framework for Implement-

ing Three Separate Service Function Chains.

belongs to the SFC1, and the packet is forwarded to FW1, DPI, and finally, EPG2,

shown in lines 6-8. Similarly, lines 9-11 represent the implementation of SFC2, and

lines 12 and 13 are the implementation of SFC3.
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Network Function Intent

We consider an individual network function Firewall (FW) to check how the rules

of network functions can be expressed using the INTPOL framework. Consider two

invariants I1, and I2, that can be expressed using LTL equations (1) & (2) below:

I1: Traffic sent by host h1 should eventually reach host h5.

∀p ∈ Packet : G(send(h1, p) ∩ any(p))→ F (recv(h5, p)) (4.1)

I2: any traffic sent by h2 should not reach h4.

∀p ∈ Packet : G(send(h2, p) ∩ any(p))→ G(¬recv(h4, p)) (4.2)

Equation (1) checks the reachability property between h1 and h5, and equation

(2) checks the firewall rules between hosts h2 and h4. If any network state along the

patch h1-h5 violates the network invariant, it will be produced as a counterexample

of the model. Appropriately, we can verify higher-level network intents using model

checking based on the LTL formal semantics presented earlier.

98



MODULE main

VAR switch : { s1 , s2 , s3 } ;

s r c : {h1 , h2 , h3 , h4 , h5 } ;

dst : {h1 , h2 , h3 , h4 , h5 } ;

ASSIGN

next ( switch ):= case

switch = s1 & ( dst !=h1 | dst !=h2 ) : s2 ;

switch = s2 & ( dst !=h3 ) : { s1 , s3 } ;

switch = s3 & ( dst !=h4 | dst !=h5 ) : s2 ;

TRUE: s1 ;

e sac ;

next ( s r c ):= s r c ;

next ( dst ):= dst ;

INIT switch = s1 ;

check l t l bmc −k 5 ”G ( s r c=h1−>F( dst=h5 ) ) ”

check l t l bmc −k 5 ”G ( s r c=h2−>G( ! dst=h4 ) ) ”

Figure 4.8: An Example of a Bounded LTL Model Utilizes Network Topology from

the SDN Controller to Create a Model Specification. The Last Line Represents a

Query Intent to Check If Any Packet Starting from (src=h2) Can Eventually Reach

(dst=h4)

We consider an example of modeling network intents from Figure 4.2 using a

bounded LTL model. Since the intents are representative of the Firewall rules, a

type of Policy Intent, we model the packet header using the example described in
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Figure 4.8. The variables switch, src, and dst in the VAR section - lines 2-4 represent

the scope of values for switches, source, and destination addresses, respectively. We

use these variables to represent the values for this example, but depending on the

type of intent, the values can take numeric range, e.g., src=192.168.1.0/24, switch

=of:00000001. The ASSIGN section lines 5-13 check the next state transition of a

network packet. When the packet is located at switch s1, if the packet’s destination

address is not h1 or h2, i.e., (dst!=h1 — dst!=h2) is forwarded to switch s2. Alter-

natively, we can consider the next transition of state switch for this packet to be s2.

Similarly, based on the packet header match conditions, the state transition of the

packet is determined in the program. The block INIT - line 14 is used to specify the

packet’s starting state.

Case Study: Conflict Checking in Hybrid-SDN Networks

SDN domain can be combined with traditional networking such that the traditional

network functions, e.g., BGP routers, establish multi-domain communication. This

type of networking architecture is called hybrid-SDN [5, 128]. Figure 4.9 shows an

example of the hybrid-SDN networking architecture. Some components are Software-

Defined, e.g., Switches (s1-5) and (s11) are managed by ONOS-01, whereas switches

(s6-10) are controlled by ONOS-02. The hybrid environment presents challenges

such as certain parts of the network being managed using Commercial Off the Shelf

(COTS) network management applications as discussed by Vissicchio et al. [142].

It is challenging to address some research questions like a) how will route handling

decisions by BGP be in sync with sub-network managed using SDN? b) can the

disconnection between SDN and non-SDN environments introduce security loopholes?

c) How will different parts of the hybrid network ensure network sync to guarantee

flow propagation, packet delivery, and optimal network performance?
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Figure 4.9: A Hybrid Network Scenario With Network Components Based on Tradi-

tional Networking (BGP Routing) and Openflow Network (Highlighted in Blue).

We expand the INTPOL framework to provide end-to-end policy verification in

a hybrid network scenario with Border Gateway Protocol (BGP) for communication

across multiple domains, as provided in Figure 4.9. The BGP-based routing technol-

ogy role is to enable communication between the network managed by ONOS-01 and

ONOS-02. Moreover, the end hosts (h1-h100) in each network are connected to the

SDN networking using routers r1-r10. Hence, the Openflow network can only see the

packets coming from routers. This also shows the BGP router is executing control

and data plane functionality. The routers apply NAT functionality to masquerade

the local IP address into the public domain IP to enable BGP communication.

We represent the network elements in the hybrid-SDN as network functions. The

network functions are tested to verify how the rules can be expressed using the
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bounded model checking approach. For example, if we want to check for network

reachability in a hybrid environment to guarantee packet delivery, we can express

the hybrid network model using the INTPOL framework. The network reachability

invariant I3 can be expressed as:

I3: Network flow sent by host h1 should eventually reach host h100.

∀p ∈ Packet : G(send(h1, p) ∩ any(p))→ F (recv(h100, p)) (4.3)

Where the equation is used to check for reachability property between h1 and

h100. Suppose there is any network state along the path h1-h100 that violates the

network invariant. It will be produced as a counterexample of the model, and the

high-level network intent is verified using the bounded checking model.
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MODULE main

VAR NF: { s1 , s2 , sm , bgp1 , bgp2 } ;

s r c : {h1 , h20 } ;

dst : {h1 , h20 } ;

ASSIGN

next (NF):= case

NF = bgp1 & dst !=h1 : s1 ;

NF = s1 & dst !=h1 : sm ;

NF = s1 & dst =h1 : bgp1 ;

NF = sm & dst =h1 : s1 ;

NF = sm & ( dst =h1 | dst = h20 ) : { s1 , s2 } ;

NF = bgp2 & dst !=h20 : s2 ;

NF = s2 & dst =h20 : bgp2 ;

NF = s2 & dst !=h20 : sm ;

TRUE: s1 ;

e sac ;

next ( s r c ):= s r c ;

next ( dst ):= dst ;

INIT NF = s1 ;

check l t l bmc −k 5 ”G( s r c=h1−>F ( dst=h20 ) ) ”

Figure 4.10: An Example of a Bounded LTL Model Utilizes Network Topology from

the Hybrid-SDN Example in Figure 4.9 to Create a Model Specification. The Last

Line Represents a Query to Check If Any Packet Starting from (src=h1) Can Even-

tually Reach (dst=h20). The Example Is Shortened to Simplify the Presentation, but

It Can Be Extended Between Hosts h1 & h100.
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Figure 4.10 provides an example of modeling network intents that represent hybrid-

SDN connectivity. The example shows the connectivity verification between the

source host h1 under the BGP router bgp1 and the destination host h2 under BGP

router bgp2. Both routers are assumed to be connected to the management switch s11

as shown in Figure 4.9. The variables NF, src, and dst in the VAR section represent

the network function (switches and routers), the source node, and the destination

node, respectively. We used variables to represent values in this example, but nu-

merical values can also be assigned, such as an IP address. The ASSIGN section

lines 5-18 check the next state transition of a network packet. When the packet is

located at router bgp1, it will be transmitted to the switch s1 if the destination is

not h1. Similarly, based on the packet header match conditions, the state transition

of the packet is determined in the program. The section INIT (line 21) is used to

specify the packet’s starting state. In the evaluation section 4.6.1, we show the perfor-

mance of the INTPOL LTL-BMC model, checking for inter-domain and intra-domain

communication.

4.4.6 Application Layer Packet Caching and Policy Composition

The use of INTPOL intent rules creates a formal model for packet processing across

all the network functions and flow rules. We create a multi-level packet processing

model by first processing SFC dependencies and individual network function level

dependencies. As a result, it is possible to pre-compute the paths of all packets

across the network that traverses several network functions. To facilitate the two-

level checking in INTPOL, we perform two approaches at the application plane layers

1) match and action caching and 2) policy composition to reduce the conflict checking

overhead at the data plane.
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Packet Match/Action Caching

We define a few notations P - set of all packets and R - set of all rules present in

the network functions. The goal of the policy optimization at the application plane

is to pre-compute the path of the packet(s) along the SFC. When the packet arrives

at a network function, two functions are activated: cacheMatch (P) and cacheAction

(P). They check the result of the packet transition along the path in the SFC that

is defined for the packet. If a previous packet transitioned along the service function

chain, the match, action values for the packet are cached at the application plane.

For instance, if p ∈ P matches the rule of FW1 network function rFW1, we check the

result of a similar packet along the path FW1 → DPI → EPG and insert the rule

into the switch flow table at the data plane.

Policy Composition

The role of the policy composition is to check all the rules having overlapping header

space and common actions, i.e., ∀r ∈ SFC, where each rule is defined by match,

action pair, or r = {m, a}. Consider two rules ri, rj, mi ⊂ mj, and ai == aj, we can

create a new rule that combine the two rules by rk = ri ∪ rj. Many policies in the

application plane are a subset of one another, which increases the packet processing

overhead at the data plane since the SFC checks redundant policies. We can compose

such policies at the application plane, which will reduce the packet checking overhead

at the data plane. If ai 6= aj, we can create rule rk, where mk = mi ∪ mj, and

ak = {ai, aj}. This approach shows the case where packet headers (match fields)

have overlap but have different actions. Such policies can be abstracted to apply a

set of grouped actions to the packet instead of sequentially. The joint application of

actions on the packet header reduces the packet processing overhead once the policies
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Figure 4.11: Example of Network Intents Expressed at The Application Plane.

are applied to the data plane in flow rules.

4.4.7 Policy Conflict Detection

We illustrate the problem that can exist because of a mismatch between high-

level network security and orchestration requirements (intents). In the example Fig-

ure 4.11, we have high-level network intents for hosts, h2→ h3, h3→ h4. This creates

OpenFlow rules at switches s1, s2, s3. The combination of these rules can cause a

violation of security requirements. We can have h2 → h3 ∪ h3 → h4 = h2 → h4.

The problem of identifying such network anomalies can become quite involved in a

network consisting of thousands of sub-networks, hosts, and switches. Moreover, the

example above describes a case of a simple access control list (ACL) intent expressed

at the application plane. The advent of network function virtualization (NFV) [106]

has allowed the creation of network functions such as load balancer, intrusion de-

tection system (IDS), and deep-packet inspection (DPI) as part of a programmable

network. Identifying policy inconsistencies across different network protocol stack

layers and network paths becomes a challenging task. Existing rule-conflict detection

mechanisms [124, 66] focus exclusively on OpenFlow rule conflicts at the data-plane
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Figure 4.12: Example of Policy Translation and Flow Rule Insertion Using Two

Different Northbound REST-based Controller Modules (e.g., ODL, ONOS).

level. Conflict detection and resolution mechanism at the switch level can intro-

duce unnecessary read-write latency issues and interrupt the normal functioning of

the network. Symbolic model checking (SMC) can express the network properties

at a higher level of abstraction. The model checkers such as NuSMV [38] allow the

granular representation of network security and end-to-end connectivity properties.

4.4.8 Motivation

We consider the example of networking modules Forwarding present in the SDN

controller ONOS, and Access Control List (ACL), present in the SDN controller

OpenDaylight (ODL) to highlight the problem associated security and network man-

agement policies inserted in an SDN managed data-centric network. In this example

network present in the Figure 4.12, we have OpenFlow switch s1, connected to two
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SDN controllers ONOS, and OpenDaylight.

Step 1 - network admin inserts an intent to allow packet forwarding along ports of

switch s1 (s1-h1, s1-h2, s1-h3, s1-s2).

Step 2 - during a similar time frame, another network admin inserts an Access Control

List (ACL) Intent.

Step 3 - the northbound REST API present at the application plane invokes ONOS

module org.onosproject.fwd().

Step 4 - OpenDaylight module org.odl.acl() module is invoked by REST API call

from another session. Since there is no inherent mechanism present as part of Open-

Flow framework which checks the dependencies between objectives of two security

policies, we can have conflicting flow rules. As shown in table present in Figure 4.12,

the Flow ID f4b8e is inserted in switch s1 in Step 5 by ONOS controller. This flow

allows traffic entering port 1 of s1, with fields {ETH DST = *:00:00:10, ETH SRC =

*.00:00:01} to be forwarded. On the other hand the Flow ID f4b8e inserted in s1 by

ODL controller in Step 6 blocks the traffic matching the same criteria.

4.5 System Architecture and Implementation

4.5.1 Experimental Setup

We run INTPOL on an OpenStack-based (Openstack Victoria) cloud network

comprising two Dell R620 servers and two Dell R710 servers, all hosted in the data

center. Each Dell server has about 128 GB of RAM and a 16 core CPU. The SDN

controllers ONOS & Opendaylight-Carbon provided network management and orches-

tration in our framework. For the network topology, we used Open Virtual Switch

(OVS 2.13) for the data plane switches and utilized Docker container1 to add hosts

1https://www.docker.com/
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into the topology. Furthermore, we show the utilized system’s components description

in Table 4.2.

Table 4.2: INTPOL Components Used in the Implementation

Component LOC/Version Language /

Framework

SDN Controller OpenDaylight Car-

bon, ONOS

Java, REST APIs

Intent Specification 500 python with Flask

APIs

Bounded Formal

Model

2.6.0 python, NuSMV

Intent Datastore 3.30.1 SQLite

Network Topology Variable Docker Containers

4.5.2 INTPOL Implementation

We show Figure 4.13 that describes the dataflow in our INTPOL framework and its

different components. INTPOL has an INTENT checking, Policy Composition, Policy

Conflict Detection and Resolution, and Intent Processing modules. Our INTENT

Checking module is responsible for determining the intent type, i.e., a network intent

or query intent. We utilize the administrative panel’s intent to create a formal network

infrastructure and policies model. The network policies are checked for the type of

intent. If the intent is a Network Intent (network function rule or service function

chain requirement), the intent is added to the existing state transition system defined
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for the formal model. Alternatively, if the type of intent is Query Intent, it is used

to create the LTL queries for checking the network invariants. For instance, if the

query asks about the possible path between two network hosts, we create a query

to check if a packet starting from the source address finally reaches the destination,

as explained in the previous section. We also use the network topology information

to place the bounds on the formal model. The value of the bound depends on the

network diameter for our model. If the invariant results in a counterexample (violation

of network policy), the network admin is informed about the violation.

The Policy Composition module receives the high-level requirements from the ad-

ministrator and compose an appropriate policy based on the target network’s SDN

controller to account for the syntax requirements (see Figure 3). Additionally, the

SDN controller is queried to extract information about network topologies, such as

connectivity between hosts and switches. We formulate a formal model using the

transition system and the topology information. These requirements are then sub-

mitted to the INTENT Processing that will check if the intent is appropriate, send it

to the SDN controller for compilation and installation, and finally report back to the

administrator whether the intent is installed or not. Based on the Policy Composi-

tion, we check using the formal model approach (BMC model) for the conflict in the

policy, and later on in the Flow Rule Conflict Checker.

Algorithm 4 describes the processing of intents at the application plane and the

generation of the formal model. The rules are sent to REQUIREMENT-PARSER (R)

function, which parses the submitted network intents. If the type of intent is Ser-

vice Function Chain - lines 25-27, the intent passes to the SERVICE-FUNCTION-CHAIN

(SF-List) procedure. The source and destination network functions are identified -

on lines 13-14, and the model is updated with state-transition corresponding to the

path between the network functions. Similarly, if the type of intent is an individ-
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ual Network Function, then a call to NETWORK-FUNCTION (r) checks the matching

criteria for a rule (firewall rule, IDS rule) and corresponding action - lines 19-20.

The formal model is updated with the values of the header match and related ac-

tion - line 21. Suppose the type of intent is Query Intent. In that case, the call to

NETWORK INVARIANT (r) procedure is invoked for processing of the submitted query,

e.g., checking end-to-end packet reachability, application plane conflict check - lines

4-10. If the network invariant is satisfied, the rule is kept in the list of rules that

a call to RULE-CONFLICT-CHECKING (R) in algorithm 5 will further analyze. If the

invariant fails, the admin is notified - line 32, and the affected rules (formal model

states presenting counterexamples) are removed from the set of non-conflicting rules.

The implementation goal of INTPOL is to reduce the data plane conflict-checking

results. If the application plane verification procedures do not find any violations, we

introduce an approach to cash the packet traversal in the SFC path. The procedure

Packet Caching in Algorithm 4 examines the packets in the SFC path. If a packet

belongs to the matching cache, we know it has been seen before, and we obtain the

packet’s action. The traffic header of the incoming network traffic P is examined.

If there is a match, the data plane is populated with the corresponding flow rule

instead of reviewing the entire chain of network function states from the source to

destination lines 39-42. If there is no match, we check the packet processing for

the {header, action} pair along SFC link lines 42-45. This helps in faster packet

processing at the application layer.
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Algorithm 4 Model Generation and Verification

1: procedure Network-Invariant (r)

2: add-ltl-spec (r)

3: K ← network diameter

4: add-model-bounds (K)

5: if network-invariant-violation (r) then

6: return False

7: else

8: return True

9: procedure Service-Function-Chain (SF-List)

10: for i ∈ range (SF-List[1,n]) do

11: Extract-Path (nfi, nfi−1)

12: add-src (nfi), add-dst (nfi−1)

13: add-state-transition (nfi, nfi−1)

14: procedure Network-Function (r)

15: header, action ← {match, action} ∈ r

16: add-src (header.src), add-dst (header.dst)

17: add-state-transition (header, action)
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18: procedure Requirement-Parser (R)

19: for r ∈ R do

20: if r.type ∈ Service-Function-Chain then

21: SF-List ← r.extract()

22: call SFC-Create (SF-List)

23: else if r.type ∈ Network-Function then

24: call Network-Function (r)

25: else if r.type ∈ Query-Intent then

26: else if call Network-Invariant (r) == False then

27: send (rc ∈ R to admin) . Rules in violation

28: call RULE-CONFLICT-CHECKING (R)

29: procedure Packet Caching (P)

30: for p ∈ P do

31: if p[header] ∈ cacheMatch (P) then

32: p[header] ← checkMatch (P)

33: p[action] ← cacheAction (P)

34: else

35: checkLinkSFC (p[header])

36: checkLinkSFC (p[action])
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Algorithm 5 Flow Rule Conflict Checking Algorithm

1: procedure Rule-Conflict-Checking (R)

2: R← current flow rules

3: R = {match(R), A(R)}

4: C ← Conflict Set

5: for i ∈ {1,n} do

6: for j ∈ {1,n} do

7: if match(Ri) ⊆ match(Rj) OR match(Rj) ⊆ match(Ri) AND

action(Ri) == action(Rj) then

8: C.add(Inheritance)

9: else if match(Ri) ⊆ match(Rj) OR match(Rj) ⊆ match(Ri) AND

action(Ri) 6= action(Rj) then

10: C.add(Polymorphism)

11: else if match(Ri) ∩ match(Rj) 6= ∅ AND action(Ri) == action(Rj)

then

12: C.add(Aggregation)

13: else if match(Ri) ∩ match(Rj) 6= ∅ AND action(Ri) 6= action(Rj)

then

14: C.add(Composition)

In the Algorithm 5, we check the network policies for overlapping header and

action pairs. We classify policies into categories Inheritance, Polymorphism, Aggrega-

tion, and Composition. This helps in identifying conflicting policies in a service chain.

If the header of one policy is a subset of another policy, as described in Section 3.4.2,

the rules can be merged. The policy conflict cases Inheritance and Polymorphism -

lines 7-10 cover these scenarios. The policy optimization by merging such overlapping
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policies will help reduce the overhead of flow rule conflict checking at the data plane.

The conflicts Aggregation, and Composition - lines 11-15, can also pose issues such as

security violations and packet processing overhead. We use the knowledge of domain

experts to resolve conflicts of this nature and ensure there are no sub-optimal policies

or security loopholes in the application plane. Consider two rules, rule 1 - {permit

icmp}, rule 2 - {deny 10.0.0.0/8}. These rules have overlapping header space but

different actions. These rules will conflict under the class Polymorphism. Conflict

resolution can be performed using rule priority. Consider the case where 10.0.0.0/8

is a production network (security-critical). We can assign high priority to rule 2 to

resolve the policy conflict. On the contrary, if the ICMP traffic is important for the

business operation, rule 1 will be assigned a higher priority to resolve conflict. The

policy intents are compiled into a bounded formal model (Section III-B) using the

rules described in Figure 3.

4.5.3 Intent Processing Module

SDN controller’s intent framework allows the users to specify their networking and

security policies. Figure 4.13 shows INTPOL data flow to process the intents and

install the flow rules. Consider an intent that specifies the reachability requirement

between host h1 and host h5. This Intent(s) is sent asynchronously to SDN controller’s

Compiling stage. The Compiling stage performs various checks on the incoming

intent, and if the compilation is successful, a list of installable intents is returned. The

intents need to be validated for their feasibility and connectivity with regards to the

given network topology, network criteria, resource availability, etc. The compilation

process computes a primary shortest path and a backup path between the two given

hosts. Here, the shortest path from host h1 to host h5 would be h1-s1-s2-s3-h5,

given that all the links have the same weights. Suppose a node specified in the user
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Figure 4.13: INTPOL Data Flow Diagram Describing Multi-level Network Policy

Processing. The Formal Model Analyzes the Policies at the Application Plane, and

the Policy Conflict Checker Checks the Conflicting Flow Rules at the Control Plane.

intent cannot be reached by the other node specified due to lack of connectivity, link

failure, resource unavailability, or any other reason. In that case, that intent fails

the compilation. We cannot say if this failure is due to some temporary network

failure or some temporary event. Hence, the failing intent is kept in a Compiling

state. If the compilation fails, the intent’s state is assigned to a Failed state. In the

event of network topology change, or link re-association, failed intents are considered

again for compilation. In the event of topology change, if the network connectivity

is regained, then compilation may succeed. The installable intents are sent from

Compiling state to Installing state. If the installation fails for any reason, then it goes

to Recompiling state. These intents are kept in the temporary state of recompilation

for a short time before sending them to the failed state. However, the intent request
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may not necessarily fail due to the policy composition. Other external factors like

reconfiguration could also cause the intent to fail. In that case, the intent is only sent

to the failed state instead of notifying the network administrator. Once the intents

pass, the Installing state is also analyzed for Policy Conflict as described in the

following subsection, and in the event of no conflicting policies, the state transitions to

Installed Intent. These intents are installed as flow rules in the underlying OpenFlow

network. The intents that are successfully installed can be sent to the withdraw

state if the admin wishes to remove them from the system. The withdraw request

is processed, and the associated flow rules, links, and devices are unlinked from the

intent. During this stage, the intent is kept in a temporary state of ”withdrawing”

before it is withdrawn.

4.6 Performance Evaluation

This section presents the evaluation of the INTPOL framework using different ap-

plication scenarios and network setups. First, we offer a case study to show how INT-

POL performs in a service function chaining (SFC) scenario, comprising inter-domain

communication in a hybrid-SDN environment and intra-domain policies within the

same SDN domain. Second, we utilize the Stanford topology to apply the INTPOL

approach to a large network scenario [81]. The topology comprises 14 operational

zones (OZ), Cisco routers connected via 10 Ethernet switches to 2 backbone Cisco

routers. The topology has 757,000 forwarding entries, 100+ VLANs, and 1500 ACL

rules. Finally, we use policy conflict checking and the network traffic reachability as

an invariants to assess the INTPOL framework’s scalability on a large scale network

with an increase in the number of intents.
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4.6.1 Hybrid Network Scenario

Inter-Domain Communication

The overall network described in Figure 4.9 can be represented in the INTPOL frame-

work using two-level of abstractions, i.e., SFC intents and Network Function (NF)

intent. We consider the inter-domain network a special case of Service Function Chain

(SFC). The routers (r1-10) can be interpreted as NAT providers, and switches (s1-

10) perform packet switching and basic traffic filtering, which helps in reducing the

overall overhead of checking network policies. The end-hosts can be represented as an

abstracted group, i.e., {h1, .., h10} ∈ AS6501, {ONOS-01, ONOS-02} ∈ AS6500, and

so forth. We consider the reachability between the hosts and the policy conflict(s) as

the network invariant in this scenario.

The inter-domain level is the autonomous system (AS) level, which has the SDN

controllers and the edge routers r1-r10. We consider this as network function NAT

within each AS. The administrator requirements are specified such that the end-hosts

(h1-h100 ) can reach each other, or some of them should never be communicating

with any other network function. In this scenario, we note two policy checking levels:

the SDN controller level and the individual traditional routing domain’s level. On

the one hand, The SDN level domain checks for the AS and handles the OpenFlow

rules between ASes. On the other hand, each AS (r1-r10 ) checks the inter-domain

invariant. This allows the admin to ensure end-to-end packet reachability within and

between domains. Consequently, the evaluation goal of this scenario is to measure

the performance of network invariant checking between the domains.
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Figure 4.14: An Encapsulated Representation of Hybrid Network Scenario as a Special

Case of Service Function Chaining (SFC).

We performed an experimental evaluation using LTL full-scale model checking,

and LTL bounded model checking, i.e., LTL-BMC, in a multi-domain scenario de-

scribed in Figure 4.14. We observed that performing network invariant checking by

abstracting the packet processing across domains to a particular SFC case allows

inter-domain packet switching and routing policies to be analyzed quickly and effi-

ciently. Each network domain is comprised of ten hosts. We incremented the number

of domains from 2-to 10 to observe the time required for LTL and LTL-BMC model

construction and packet reachability property checking, as shown in Figure 4.15.

The value of the network bound K was selected based on the diameter of the

current network, i.e., if the maximum path length between two hosts is 10, we utilized

K=10. We can use the bounds based on the policy composition time and the number

of policies in the network. The path length for a large network can be huge, but

the network diameter-based bound helps provide appropriate coverage for the policy

composition. Our inter-domain scenario’s results are shown in Figures 4.15, 4.16.
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Figure 4.15: The Experimental Analysis of INTPOL in Inter-domain Hybrid Network.

The LTL-BMC Model Verification Time Scales Well as the Number of Domains In-

crease in the Network.

The invariant checking using BMC for #domains=2 finished in 0.048s, whereas LTL

required 0.108s. We observed a similar trend as we increased the number of domains

to 10. For #domains=10, BMC required 0.07s, whereas the LTL finished in 0.016s.

Overall, the BMC was > 2x faster invariant checking than the LTL framework. This

shows that BMC scales well in a multi-domain scenario. The INTPOL framework

is generalizable to incorporate multiple types of network setups. Furthermore, The

BMC model has a significantly less number of Binary Decision Diagram (BDD) nodes

in comparison to the LTL model (Figure 4.16). For #domains=10, the BDD has 345

nodes, whereas the LTL model has 964 nodes. The increase in the LTL nodes limits

the scalable network verification for large-scale models instead of the BDD model.
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Figure 4.16: The Experimental Analysis of INTPOL in Inter-domain Hybrid Network

Scenario. The BDD Nodes LTL-BMC Model Scales Well as the Number of Domains

Increases in the Network.

Intra-Network Communication

The hosts h1-h10 utilize the traditional routing for communicating with each other,

making the SDN network oblivious to the traffic managed by routers r1. Suppose

we have a distributed geographical network, e.g., 192.168.1.0/24 is managed locally

by r1-5. Each router connects to a switch, e.g., r1-s1, and all switches s1-10 connect

to a management switch s11, which is connected to the BGP router (s11-bgp). The

BGP router connects to ONOS-01, and similarly, 192.168.10.0/24 is managed by r6-

10, which is connected to ONOS-02. We utilize the SDNIP application [94] to allow

ONOS to run and communicate with the BGP router through iBGP protocol and

communicate with routers r1-r10 using eBGP protocol. Due to space limitations, we

refer the reader to SDNIP details in [94] for details about connecting inter-domains

with the controller. Next, we check the scalability of INTPOL by increasing the num-

ber of hosts within one domain. We consider switching and access control functions
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Figure 4.17: INTPOL Model Checking Framework Evaluation in a Single Domain

Environment. As We Increase the Number of Hosts in Domain As6501, the State

Nodes, Data Size of the Model, and Time of Model Checking Are Reduced.
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within AS6501 to be managed as part of the routing domain of router r1.

To evaluate the scalability of our proposed INTPOL framework within a single do-

main AS6501, we experimented by measuring the performance of the BMC model

compared to the LTL model. Like the inter-domain scenario, we have evaluated us-

ing the NuSMV program the number of Binary Decision Diagram (BDD) nodes, the

data size, and the time of both the LTL model and the BMC model. Figure 4.17

shows the comparison between the LTL and the BMC model in four different sce-

narios, where the number of hosts in the network initially is set to 5 and gradually

increases up to 40 hosts. The time required for checking invariant (end-to-end reach-

ability) in the case of LTL is 12 (ms) for five hosts, whereas, for LTL-BMC, it is

4(ms). The overall time of LTL-BMC is less compared to LTL as the number of hosts

is increased in the model- Figure 4.17(a). The network width is used as a model

bound for LTL-BMC; the state space for invariant checking is smaller. It can also

be noticed that the number of BDD nodes in the BMC model is much less than in

the LTL model - Figure 4.17(b). Moreover, the data size for the LTL model is more

extensive in all cases. The BMC model reduced the data size with a reduction of

37% in the five hosts case and 60% in the 40 hosts case - Figure 4.17(c). The main

reason for the reduction is that we simulate and account for all the states generated

by the model in the LTL model. In contrast, in the BMC model, we set k=10, which

means the model is simulated for several steps to find the counterexample. Therefore,

this approach helps the model scale well as the network hosts increase within a single

domain.

4.6.2 Composition Time Analysis

To show the effectiveness of INTPOL policy composition time, we compared

our approach with some related works similar to ours. In our research, we con-
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sider model generation as the composition. The analogous process in PGA [125]

is a D3 graph composition. Additionally, we also compare our composition time

against research works that conducted performance analysis for Firewall rules such

FIREMAN [156], [57]. PGA considers access control list (ACL) and service chaining

policies. FIREMAN uses ACL policies for model composition. Covisor uses state-

less applications such as routing, traffic monitoring, and load balancing. Halle et al.

[57] uses distributed firewall anomaly detection. These research works use layers 2-4

policies or service chaining policies. INTPOL provides coverage for all the scenarios

covered in these research works (see Figure 4.11). It is noticed that the LTL-based

model checking for the Firewall proposed by Halle et al. [57] conducted performance

analysis for 100-1000 Firewall rules and their algorithm used the full-scale model

checking. The runtime for the policy composition is ∼ 8s for 500 rules and nearly

1000s for 1000 rules (see Table 4.3). This abnormality omits any abstraction, whereas

the abstractions created using INTPOL intent rules and conducting the model check-

ing directly on the data plane’s Firewall rules enhance the scalability of the model

checking and reduce the policy composition time. Using the full-scale model checking

induces a high-performance penalty as the network grows. PGA [125] uses an eager

graph composition based on end-point groups (EPGs). Although it is difficult to

determine the exact number of rules, we estimate the number of rules based on the

graph edges in PGA’s graph. PGA conducted graph composition analysis for 500-

3000 rules. The composition time is ∼ 18s for 500 rules, the 30s for 1000 rules, and ∼

70s for 3000 rules. FIREMAN [156] performs symbolic model checking along all paths

of an Access Control List (ACL). The research work uses ACL rules for composition

analysis. FIREMAN conducted an empirical evaluation for 200-800 ACL rules. The

model composition takes 0.1s for 500 rules, ∼ 0.15s for 1000 rules, and 0.2s for 2000

rules. The performance is better than the LTL model checking for Firewall conducted
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Table 4.3: Policy Composition Time (s) Analysis Between INTPOL, Fireman [156],

PGA [125], Distributed LTL Approach [57] and Covisor [75].

#Policies INTPOL Fireman [156] PGA [125] Distributed LTL [57] Covisor [75]

500 0.01 0.1 18 8 0.05

1000 0.02 0.15 30 1000 0.1

1500 0.048 0.2 40 NA 0.13

2000 0.07 0.24 50 NA 0.15

2500 0.09 0.26 60 NA 0.18

3000 0.1 0.3 70 NA 0.25

by Halle et al. [57]. However, compact representation and bounded model checking

can improve the model checking procedure as introduced in INTPOL. Covisor [75]

utilizes symbolic model checking and parallel policy composition, which leads to im-

proved policy composition 0.05s for 500 rules, ∼ 0.13s for 1500 rules, and ∼ 0.25s

for 3000 rules. We observed that INTPOL performs the model generation for 500

rules in 0.02s and 1500 rules in 0.048s. The generation time for 3000 rules in the

case of INTPOL is ∼ 0.1s. Although it is difficult to have a common baseline for

comparing composition time with current research works due to a varying number

of rules. We found the model representation is compact and scales well compared to

similar research works, e.g., INTPOL takes 0.02s, compared to FIREMAN ∼ 0.15s

for 1000 rules. Thus, INTPOL scales well, and the policy space increases compared

to previous research work in policy composition.

4.6.3 Policy Conflict Checking for Large Network Scenario

In this section, our goal is to measure the scalability of INTPOL’s conflict-checking

models. For this purpose, the Stanford topology dataset [81] is utilized for the ex-

perimental analysis. The topology consists of 14 Operational Zones (OZ) routers,
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Table 4.4: INTPOL Model Checking Framework Applied to Stanford Topology [81].

The Overhead of Generating a Model Using LTL-BMC is Lower Compared to LTL

Full-Scale Framework.

#Intents Intent Gen. Time LTL Nodes LTL-BMC Nodes

20 3.42 9768 3170

40 4.33 13936 3354

60 5.91 18713 3532

80 8.525 21610 4079

100 11.29 22939 4320

ten switches, and two backbone routers connected to OZs via switches. There are

1500 ACL rules and 757k forwarding entries in the simulated network. We aim to

evaluate the performance of INTPOL in terms of policy translation scalability at

the application plane and the data plan. Specifically, we present how the proposed

BMC model will behave in a large network compared to the traditional LTL model

for checking network invariants. Also, we evaluate the data plane conflict-checking

scalability based on algorithm 5.

The Scalability of Conflict Checking at The Application Plane

Using the Stanford Topology, we start by analyzing the conflicts between the net-

work policies at the application plane. The pre-specified policies, policies that specify

reachability requirements between end-hosts and operational zones’ routers, are con-

verted into a formal model by checking the user requirements and network structure.

The formal model checking occurs by converting these policies into network intents

based on Algorithm 4. The network intents are checked for conflict, reachability,
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and end-to-end packet flow using network invariant property in the LTL & LTL-

BMC formal models. The hosts in the Stanford Topology are selected to check for

conflict-free policies between them. Each end-to-end packet reachability requirement

between two randomly chosen hosts is inserted into the formal model as a network

intent, and rules for checking conflict between user policies are added as a network

invariant. For instance, when the number of intents (#Intents) is 20, we create 20

host-to-host reachability intents between randomly selected hosts in the network and

check for a reachability conflict between them. The process we are conducting aims

to place bounds on the (LTL-BMC) model such that the network diameter limits

the conflict checking. The application plane conflict checking results are presented in

Figure 4.18, where we show the number of intents and the equivalent number of flow

rules generated by those intents in the X-axis and the conflict checking time on the

Y-axis. Although the LTL & LTL-BMC models have a similar checking time, we can

notice that when the number of intents and flow rules increases beyond a thousand,

the LTL model time starts to rise significantly. The model’s scalability can also be

provided by measuring the resulting BDD nodes of each model. Table 4.4 shows the

comparison between the nodes for the LTL & LTL-BMC models, and we notice how

the number of BDD nodes in the LTL model is way higher than in the LTL-BMC

model. The results in Table 4.4 are expected because we bound the diameter of node

expansion by using the bounded model.

The Scalability of Conflict Checking at The Data Plane

We can observe from Table 4.4 & Figure 4.18 that the overhead associated with iden-

tifying conflicts at the application plane using the bounded model provides enormous

advantages for early identification of conflicts, opportunities for traffic optimization,

and policy composition at the application plane.
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Figure 4.18: A Comparison Between The Application Plane Conflict Detection Time

Using INTPOL Approach (Blue Line) and Without Using INTPOL (Red Line).

Considering the conflict at the data plane, we assume that the application plane

does not handle conflicts (no formal model is present in the system). The intents

are inserted into OpenFlow switches using the intent processing module described in

Figure 4.6. We observe that the number of flow rules (#Flow Rules) generated for

20 intents is 413. This result is because, for realizing an intent, the SDN controller

needs to add flows along the path between two hosts. For instance, in the case of the

network example presented in Figure 4.2, if we add a host intent (add-host-intent h1

h5), we need to insert four flow rules, rule 1 (flow between h1 and s1), rule 2 (flow

between s1-s2), rule 3 (flow between s2-s3), and rule4 (flow between s3-h5). Thus in
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Figure 4.19: A Comparison Between The Flow Rule Conflict Detection Time With

and Without Using INTPOL. The Data Plane Conflict Detection Time is Significantly

Increased in The Absence of INTPOL Framework.

the case of hosts selected for a scalable topology such as described in our experiment,

there can be multiple flow rules for each intent; these flow rules, in turn, conflict with

each other.

The scalability of the INTPOL conflict checking experiment is presented in Figure

4.19. We can observe that conflict checking time is 51.68s for 413 flow rules while

it only takes less than 5s for the same number of flow rules using the INTPOL

approach. As we increase the number of intents from 20 to 100, the number of flow

rules generated increases to 1355. The time required for checking conflicts among
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flow rules is also increased to 216.01s. This result is significantly greater than the

time needed to check conflicts using the INTPOL framework because we perform

the packet caching and policy composition at the application plane. INTPOL takes

about 50s for conflict detection. Thus, if we identify and remove the conflicts between

the intents at the application plane using the bounded formal model, the number of

flow rules generated and the time needed to check the policy conflict will significantly

decrease.

4.7 Conclusion and Discussion

In this chapter, we presented a multi-level network policy checking framework

for SDN networks. INTPOL aims to reduce the complexity of network-side security

policies and mission requirements in a multi-domain cloud environments by having

a unified representation for the high-level application plane intents. Our framework

utilizes bounded model checking (BMC) to limit policy conflicts checking at the ap-

plication plane, which reduces the conflict detection time at the data plane. The

presented solution can reduce the overhead of network policy conflict-checking sig-

nificantly. We utilized case studies to show that INTPOL is generalized enough to

handle scenarios such as Service Function Chaining (SFC), multiple network func-

tions (Firewall, IDS, DPI), and hybrid networks involving traditional BGP routing

and OpenFlow components.

This chapter has not covered the cases for stateful network functions. Some recent

works such as Epinoia [147], and NetSMC [158] cover stateful network functions. The

bounded formal model can provide coverage based on the network size/diameter. We

have used popular means to establish the network bound (see Section III-D). This will

cover a large set of policies. The framework scales well on a sizeable enterprise-grade

network, as demonstrated by experiments performed on the Stanford topology, but
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fails to provide coverage for all cases of network policies. The policy composition

used in some of the related works, such as Pyretic [127] and Covisor [75] approaches,

identify parallelism opportunities that are not considered in INTPOL. We plan to ex-

plore complex network policies and network infrastructure, including stateful network

functions with different cloud providers in the future.
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Chapter 5

CONCLUSION AND FUTURE WORK

Cybersecurity is among the top concern for governments and privet sector around

the world. The increasing number of cyber attacks threats posses a huge challenge

on the IT administrators to ensure the confidentiality, integrity, and availability of

the system services. The migration into cloud-based networks and the amount of

automated services and applications makes the human-based analysis useless and

weak. As human, we understand visual communication better than any other form

of communication. Hence, the idea of Graphical Security Analysis (GrMS) and At-

tack Graph (AG) is introduced to fill the gap between human-based analysis and

automated analysis. However, the AG by itself is not efficient in analyzing the large-

scale systems such as data center networks, and it cannot provide an analysis of the

high-level security policies that are implemented by the administrator.

This dissertation present a solutions to overcome the AG scalability issue and

provide an optimization approach to solve the security policy conflict problem. Our

goal is establish the foundation for scalable security state analysis for cloud-based sys-

tems, where the services are hosted on the cloud tenants and manual or human-based

analysis is not possible. This will require the analysis approach to be fast, scalable,

and readable to the administrator. The current problems with AG is that they are

not scalable, difficult to generate, and hard to read. While AG deals with analyzing

vulnerabilities at the lower level, the security policies that specify the functioning and

security rules of the system at the high-level should also be analyzed. We explained

how the high-level security policies can have conflict among them. We provided an

approach that is based on the Intents to analyze the high-level security policies and
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detect the conflict early before it occur at the data plane level.

In Chapter 3, we presented S3, a novel framework to solve the AG scalability

problem. S3 follows the divide-and-conquer concept to divide the large networking

system into small manageable segments. Using the Spearman correlation coefficient,

we form the segments based on the networking services’ similarity and the distributed

firewall (DFW) rules that separate the segments. Finally, we generate a sub-AG for

every established segment and we merge all the sub-AGs to form the global AG.

This way, we are able to reduce the complexity of the AG generation from O(N2) to

O((N
K

)2), where N is the total number of vulnerable services and K is the total number

of established segments. Moreover, our evaluation of the S3 framework showed that

we are able to reduce the AG generation time for a system with thousand of vulnerable

services, reduce the AG density, maintain a conservative SDN controller consumption

overhead, and detect cycles in the AG in a reasonable time.

In Chapter 4, we presented INTPOL, an intent-based framework that resolves

high-level security requirements by utilizing the intents to translate the requirements

into low-level flow rules. We showed in INTPOL how we utilize the bounded model

checking (BMC) approach to confine the network verification within a certain bound.

This way we are able to limit the conflict checking based on the number of domains

or based on the maximum number a flow can traverse in the cloud system. INTPOL

is evaluated and compared to other related work, where INTPOL is able to achieve a

better composition, verification, and conflict resolution time. Furthermore, we were

able to reduce the data plane conflict checking time and the number of conflicting

rules. This resulted in helping the control plane to maintain a more stable, scalable,

and efficient network management, which was an obstacle in the current literature

that prevented the control plane from doing its main functionality and managing an
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efficient data plane.

5.1 Future Work

The work in this dissertation has paved the path for efficient and scalable cy-

bersecurity analysis and modeling. After obtaining a scalable graph that contains

a global view of the security situation, this graph can be used for further security

automation processes. To achieve the optimal cybersecurity defense mechanism, we

believe the introduction of Artificial Intelligence (AI-based) solutions are necessary

due to the complexity and advanced computing capabilities in current systems. Cy-

ber adversaries nowadays have access to super-computing and they are able to launch

an automated cyber attacks towards any target. We have seen in past couple of years

how SolarWinds, a major software provider, was hacked and the administrators did

not know about the breach for a long time before it is discovered. The automated

security analysis requires fetching the current security state in real-time in order to

make accurate decision about deploying the appropriate defense mechanism.

Proactive Security

Proactive security is the key solution to ensure safety and accurate functioning of

the system. This goal requires cyber-interaction between different system and de-

fense components. The scalable AG generation presented in S3 framework can be

utilized as an input to model a cybersecurity game between the attacker and the

defender. This concept is known as Moving Target Defense (MTD) and it involves

game-theory and AI-based planning and strategic movements. The scalable output

from the AG can be used to make assumptions about the attacker’s knowledge about

the networking system. An advanced attacker with an advanced reconnaissance can

obtain the same vulnerability information as the one obtained by the AG. Hence, the
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attacker has leverage over the defender and they may use this information to craft an

advanced, dedicated attack to help them achieve their goal. Proactive security means

the defender should predict the existence of these vulnerabilities before they occur or

explored by the vulnerability scanning. One way to do that is by using the AG to

build a new correlation models to predict Zero-Day vulnerability. Because the AG

produces all the possible attack paths, combining multiple paths can lead to violating

a security policy and result in a dangerous exploit.

Maintaining Scalable Security Analysis

The INTPOL work presented in Chapter 4 provided an approach to detect conflicts

between security policies at the application plane before they are transmitted into the

data plane. However, there is a lot of improvement opportunities in this domain with

regards to maintaining a scalable security state in the cloud network. As mentioned

earlier, considering the stateful network functions is a key to analyze the security

policies since the dynamic cloud services and application are added and removed

continuously. Also, these services are dependent upon the ‘state’ of the network

flow. Therefore, a network verification and policy checking must consider the state

of the network functions. In addition, the large cloud networks like data center

networks have several controllers in the control domain. Unifying the application

plane policy language between different cloud controllers will require involving a logic-

based algorithms to enable reasoning between the input policies and the existing

policies. This logic approach will be used next to help the network administrator find

bugs in the network, discover black-holes or infinite loops, and build security policies

that aid in achieving the proactive security objective. Because the security policies

are important in specifying the access level, protect confidentiality, integrity, and

availability of the resources, and help to enhance the system network performance.
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