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ABSTRACT    

Microfluidics has enabled many biological and biochemical applications such as high-

throughput drug testing or point-of-care diagnostics. Dielectrophoresis (DEP) has recently 

achieved prominence as a powerful microfluidic technique for nanoparticle separation. 

Novel electric field-assisted insulator-based dielectrophoresis (iDEP) microfluidic devices 

have been employed to fractionate rod-shaped nanoparticles like Single-walled carbon 

nanotubes (SWNTs) and manipulate biomolecules like Deoxyribonucleic acid (DNA) and 

proteins. This dissertation involves the development of traditional as well as 3D-printed 

iDEP devices for the manipulation of nm-to-µm scale analytes. First, novel iDEP 

microfluidic constriction-based sorting devices were developed to introduce 

inhomogeneous electric field gradients to fractionate SWNTs by length. SWNTs possess 

length-specific optical and electrical properties, expanding their potential applications for 

future nanoscale devices. Standard synthesis procedures yield SWNTs in large-length 

polydispersity and chirality. Thus, an iDEP-based fractionation tool for desired lengths of 

SWNTs may be beneficial. This dissertation presents the first study of DEP 

characterization and fractionation of SWNTs using an iDEP microfluidic device. Using 

this iDEP constriction sorter device, two different length distributions of SWNTs were 

sorted with a sorting efficiency of >90%. This study provides the fundamentals of 

fractionating SWNTs by length, which can help separate and purify SWNTs for future 

nanoscale-based applications. Manipulation of nm-scale analytes requires achieving high 

electric field gradients in an iDEP microfluidic device, posing one of the significant 

challenges for DEP applications. Introducing nm-sized constrictions in an iDEP device can 

help generate a higher electric field gradient. However, this requires cumbersome and 
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expensive fabrication methods. In recent years, 3D printing has drawn tremendous 

attention in microfluidics, alleviating complications associated with complex fabrication 

methods. A high-resolution 3D-printed iDEP device was developed and fabricated for 

iDEP-based manipulation of analytes. A completely 3D-printed device with 2 µm post-

gaps was realized, and fluorescent polystyrene (PS) beads, λ-DNA, and phycocyanin 

protein trapping were demonstrated. Furthermore, a nm-resolution 3D-printed iDEP device 

was successfully printed. In the future, these high-resolution 3D-printed devices may lead 

to exploring DEP characteristics of nanoscale analytes like single protein molecules and 

viruses. The electric field-assisted unique fractionation phenomena in microfluidic 

platforms will become a critical solution for nanoparticle separation and manipulating 

biomolecules. 
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1. INTRODUCTION 

Over the last decades, considerable progress has been made in microfluidics-based lab-on-

a-chip (LOC) devices. Microfluidics is a technology developed to engineer the behavior of 

fluids and analytes in a channel with dimensions of tens of micrometers. It is a technology 

offering numerous advantages over conventional analysis techniques and developed to 

manipulate fluids and samples in channels with dimensions of a millimeter to a micro- or 

nanometer-sized environment. The advantages include low cost, high resolution, and small 

volumes of samples required for the analytical devices.1 It has immense potential in 

biological, chemical, and medical research. Micro-electromechanical systems (MEMS) 

have offered extremely miniaturized analytical tools with high sensitivity. The operation 

of these MEMS devices can be fully automated and programmable allowing high 

throughput and reducing the requirement for manual labor.2-4  

Particle manipulation using a microfluidics device is crucial due to the broad industry and 

laboratory research applications. Generally, particle manipulation includes sorting, 

separation, fractionation, focusing, trapping, and pre-concentration. Particle separation is 

an essential sample processing step in the biological and medical fields. Current separation 

methods using a microfluidic device can be categorized as active and passive types. An 

external force is incorporated in an active separation method, whereas the passive 

separation method depends on the designed channel geometries and internal forces.5 Active 

separation methods include electrophoresis, dielectrophoresis, flow cytometry, 

acoustophoresis, and optical forces.6, 7  
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In recent years, dielectrophoresis (DEP) has become a powerful tool for nanoparticle and 

biomolecules separations. The term dielectrophoresis was coined by Pohl in 1970, which 

refers to the motion of a polarizable particle caused by a spatially non-uniform electric 

field.8 DEP has been reported to separate, pattern, manipulate, characterize, sort, and 

capture targets such as cells 9-18, biomolecules 19-25, bacteria 26, 27, proteins 28-32, viruses 33, 

etc. DEP has gained attention as a manipulation tool for SWNTs due to its potential for 

separation, purification, and non-destructive assembly of SWNTs according to their 

electrical properties.34-36The interest in SWNTs and their exploitation through various 

applications has increased in the past few decades due to their unique optical, thermal, 

chemical, and electronic properties.37-40 Carbon nanotubes are hollow cylinders formed by 

carbon atoms exhibiting lengths ranging from nanometers to several centimeters and 

diameters in the range of nanometers.41 They can be described as wrapped-up graphene 

sheets, whereas the chirality determines the wrapping direction. The optical and electrical 

properties of SWNTs are determined by their unique chirality.41-43  From the discovery of 

CNTs by Iijima and Ichihashi,44 researchers have studied this new form of carbon due to 

its excellent electrical, mechanical, optical, and thermal properties.45 Depending on their 

chirality, CNTs may be semiconducting or metallic; thus, nanometer-scale carbon 

materials have gained tremendous attraction in semiconductors.46, 47 These unique 

properties of CNTs open the door for a new composite for high-performance building 

blocks of future nanoscale devices, including field emission displays,38 biological 

transporters or sensors,48, 49 Schottky-type transistors,50 high-capacity hydrogen storage 

media,51 lithium-ion batteries, fuel cells,52 logic circuits,53 and many others. 
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Applications of SWNTs require uniform and predictable properties of SWNTs, and 

researchers have been exploring strategies for preparing CNT samples with well-defined 

lengths, chiralities, diameters, and electronic properties.41 Various techniques have been 

reported for the purification, separation, and sample preparation of CNTs.54, 55 Size-

exclusion chromatography,56 ultracentrifugations,43 electrophoresis, and ion-exchange57 

are the most popular techniques. However, some of these methods require specific 

wrapping agents to suspend the CNTs, limiting large-scale applications due to the cost, 

stability, and availability of wrapping agents.  

DEP describes the phenomenon of a force experienced by a dielectric particle when it is 

subjected to a non-uniform electric field. The DEP force scales up with particle size, the 

medium and particle conductivity ratio, and the electric field gradient. A stronger electric 

field is often required to manipulate nanoparticles or smaller biomolecules, i.e., proteins, 

DNA, or viruses, which is difficult to achieve with conventional fabrication techniques. 

Recently, 3D printing has been successfully implemented in microfluidics due to several 

advantages over conventional fabrication processes. 3D printing offers rapid prototyping, 

high reproducibility, and truly 3-dimensional geometries that cannot be realized with 

conventional fabrication techniques. There are several approaches to 3D printing, and 

among those, the two-photon polymerization (2PP) process offers unique capabilities with 

unprecedented resolution compared to a standard polymer 3D printing technology such as 

stereolithography. For various iDEP applications, higher electric field gradients are 

required, and 2PP 3D printing can be employed to create nanometer-resolution 

constrictions and gaps to achieve orders of magnitudes higher electric fields.  
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 This dissertation describes the application and development of multiple microfluidic 

devices to manipulate single-walled carbon nanotubes (SWNTs) and biomolecules using 

dielectrophoresis (DEP). The main objective of this dissertation is to address the challenges 

in fractionation and purification of SWNTs by lengths using DEP and to introduce a high-

resolution 3D-printed microfluidic device to manipulate biomolecules. The dissertation is 

organized into 7 chapters. Chapter 2 briefly discusses the fabrication methods used to make 

the microfluidic devices to fractionate and manipulate SWNTs. Also, the transport 

phenomena in a microenvironment and migration behaviors under electric fields are 

discussed. In addition, the structure, properties, and synthesis process of SWNTs are 

discussed in chapter 2.  Chapter 3 includes a detailed study of SWNTs DEP and the DEP 

applications of SWNTs. Chapter 4 explores the DEP properties of SWNTs in the low-

frequency regime (<1kHz). This study was carried out in a PDMS microfluidic device that 

contains an array of circular posts. A qualitative study using a numerical model is 

presented, confirming the trapping positions of the SWNTs in the microfluidic device. This 

was further demonstrated experimentally with SWNTs and visualized with near-infrared 

microscopy. Chapter 5 continues with the DEP-based fractionation and purification of the 

SWNTs by lengths using a PDMS microfluidic sorter device.  

Chapter 6 describes this dissertation's second major theme, the manipulation of 

biomolecules in a high-resolution 3D-printed device. Lastly, a summary and conclusion of 

the thesis are given in chapter 7.  
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2. BACKGROUND AND THEORY 

2.1 Transport Phenomena in the Microenvironment  

Microfluidics uses microscale (up to 100 µm) structures to manipulate a small amount of 

fluid (nL to pL volume).1, 58, 59 Microfluidic platforms can manipulate nano- and microscale 

particles and biomolecules e.g., DNA, RNA, proteins, and cells. Microfluidics offers 

manipulation of analytes in a microenvironment and avoids sample dilution. 

Understanding the governing physics and principles of the flow phenomena at the 

microscale is vital. This section reviews some of the physics of microfluidics and  

microfluidic flow.  

2.1.1. Navier-Stokes Equation 

The Navier-Stokes equations govern linear momentum for fluid motions of a Newtonian 

fluid, and the velocity of an incompressible fluid can be derived from the following 

equation: 

𝜌 (
𝑑𝒖

𝑑𝑡
+ (𝒖 ∙ 𝛻)𝒖) =  −𝛻𝑝 +  µ𝛻2𝒖 + 𝑭𝒗      (2.1) 

where 𝒖 is the fluid velocity vector, 𝜌 is the density, 𝑝 is the pressure, µ is the fluid dynamic 

viscosity and 𝑭𝒗 is an external acceleration force. This equation is based on the simplified 

conservation laws of momentum and mass, considering density and viscosity are constant 

over space and time. The right-hand side of Eq (2.1) includes all associated forces such as 

pressure, viscous, Brownian, gravitational, external acceleration, and electric force acting 

on the fluid.60 The left-hand side of Eq (2.1) corresponds to the inertial forces. The 

nonlinear term ((𝒖 ∙ 𝛻)𝒖 = 0) can be eliminated in the simplified shape of the fluid 

channel, and Eq (2.1) can be simplified as:61  
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𝜌 (
𝑑𝒖

𝑑𝑡
) = −𝛻𝑝 +  µ𝛻2𝒖 + 𝑭𝒗                              (2.2) 

2.1.2. Reynolds Number and Péclet Number 

The flow pattern in a microfluidic device can be predicted using the Reynolds number 

(R) .58, 62 It is a dimensionless number  representing a property of fluids indicative of their 

mechanical behavior in dynamic conditions. The Reynolds number represents the 

relationship between the inertial forces and viscous forces in a system and can be described 

as:61 

𝑅 =  
𝜌𝑢𝐿

µ
                                                                                              (2.3)   

where 𝜌 is the fluid density, 𝑢 is the fluid velocity, 𝐿 is the characteristic length, and µ is 

the viscosity. In microfluidics, most inertial effects are negligible, yielding laminar flow 

when 𝑅𝑒 is generally small (𝑅 ≤ 1). A laminar flow is a flow of liquid streamlines flowing 

parallel without perturbations. A large Reynolds (𝑅 ≥ 2000) number represents fluids with 

turbulent flow profiles that increasingly mix stochastically. In turbulent flow conditions, 

flow profiles cannot be predicted accurately.63   

In addition to the Reynolds number, the mass transport of a fluid is described by the Péclet 

number (𝑃𝑒) which can be defined as: 

    𝑃𝑒 = 
𝑢𝐿

𝐷
           (2.5)  

here, D is the diffusion coefficient. Equation 2.5 represents the diffusive transport of 

molecules in the fluid.59 Small 𝑃𝑒 defines situations where slow mixing occurs due to 

diffusion in the microsystem. Diffusion defines the migration of ions and molecules due to 

Brownian motion. The diffusion coefficient is represented by the Stokes-Einstein 

equation:64 



 

  7 

    𝐷 = (𝐾𝑏T)/(6πµr)                    (2.6) 

where 𝐾𝑏 is the Boltzmann constant, 𝑟 is the particle's radius, and  𝑇 is the temperature.  

2.2 Background on Electrokinetic Phenomena 

Reuss conducted the first observation of electrokinetic phenomena in 1809;65 however, the 

first theoretical developments of electrokinetic transport were reported by Helmholtz and 

Smoluchowski.66, 67 Dukhin and Derjaguin summarized the follow-up developments of 

these early works, and since then, considerable attention has been conferred on 

electrokinetic phenomena.68 Electrokinetics applies an electric field to induce electrostatic 

forces on polarizable or charged liquids and suspended particles. Applying this electric 

field induces the motion of the fluids and particles. The general classification of 

electrokinetic phenomena consists of electroosmosis, electrophoresis, and 

dielectrophoresis. The following sections will discuss a brief discussion and accompanying 

background on electrokinetic transport phenomena. 

2.2.1. The Electric Double Layer 

A solid surface is in contact with ionic aqueous solutions tends to gain surface charges. 

When the surface makes contact with an electrolyte solution, it attracts the opposite ions 

towards it, namely counter-ions, and repels the similar charges away from it called co-ions. 

For example, Polydimethylsiloxane (PDMS) is widely used to fabricate microfluidic 

devices. After plasma treatment, PDMS has negative charges on its surface due to the 

deprotonation of the silanol groups in an aqueous solution.69 Thus, an electric double layer 

(EDL) is formed due to the surface charge of ions near the microchannel surface.70 The 

liquid layer surrounding the channel exists in two parts: a thin layer of counter-ions tightly 

bound to the solid surface, known as the Stern layer, and an outer region where ions are 



 

  8 

less firmly attached, known as the diffuse layer. The thickness of the Stern layer is typically 

one or two times the diameter of the counter-ions, and across the Stern layer, the electric 

potential is assumed to drop linearly.71 There is a boundary within the diffuse layer, and 

any ions within the diffuse layer move with the particle in the liquid. This boundary is 

called the slipping plane. Between the particle surface and the dispersing liquid, a potential 

exists. This potential varies according to the distance from the particle surface, and the 

potential at the slipping plane is known as zeta potential (ζ). 

In summary, the EDL comprises the immobile Stern and diffuse layer. A schematic of the 

EDL is shown in Figure 2.1. It can be seen that the EDL is formed at the interface of a 

negatively charged surface and the surrounding liquid. In a plasma-treated PDMS 

microchannel, the cations in the Stern layer are immediately adjacent to the negatively 

charged wall. Cations are immobilized due to the strong electrostatic interaction with the 

wall's surface. Because the counter-ion number exceeds co-ions close to the surface of the 

microchannel, this EDL locally exhibits a net charge counteracting the surface charge. Due 

to the Boltzman distribution of counter-ions within the EDL, the net electric potential in 

the fluid is non-zero. For an infinite slab, the electrical potential 𝛹 can be defined as:72 

    𝛹(𝑥) =  𝜁𝑒
−𝑥

𝜆𝐷           (2.7) 

where 𝑥 is the coordinate normal to the plane,  𝜆𝐷 is the thickness of the EDL known as 

Debye length, 𝜆𝐷. The latter is expressed mathematically as:72 

    𝜆𝐷 = √
𝜀𝐾𝐵𝑇

2𝑧2𝑒2𝐶0𝑁𝐴
          (2.8)  

where 𝜀, 𝐾𝐵 and 𝑇 are the permittivity of fluid, Boltzman constant, and absolute 

temperature. 𝐶0 refers to the bulk counter-ion concentration and 𝑁𝐴 denotes the Avogadro’s 
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number. The valence of the counter-ions species is given by “𝑧” and 𝑒  is the charge of an 

electrode. The Debye length usually ranges from a few nanometers to a few hundred 

nanometers.72  

 

Figure 2.1: Schematic of an EDL formed adjacent to a negatively charged surface. The 

EDL is formed at the interface of the charged surface and liquid, and the grey area presents 

the negatively charged surface. The Stern layer is adjacent to the negatively charged wall, 

and due to the strong electrostatic interaction with the wall's surface, the cations are 

immobilized in the Stern layer. Just beyond the immobilized layer, the diffuse layer is 

formed.  

2.2.1. Electroosmosis 

The excessive counter-ions within the EDL migrate toward the oppositely charged 

electrode dragging the viscous fluid with them when an external field is applied.73, 74 In the 

presence of a surface charge, a flow motion is induced when an electric field is applied 

known as electroosmotic flow (EOF). This bulk fluid motion shows a uniform flow profile 

and drops to zero at the liquid-solid interface as shown in Figure 2.2. The electroosmotic 

velocity can be defined as: 

    µ𝐸𝑂𝐹 = 
𝜀𝑚𝜁

𝜂
           (2.9) 

where, 𝜀𝑚, and 𝜂 are the medium permittivity, and viscosity of the fluid, respectively. The 

electroosmotic velocity (𝒗𝐸𝑂𝐹) can be expressed as:75 
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    𝒗𝐸𝑂𝐹 = µ𝐸𝑂𝐹𝑬       (2.10) 

 

Figure 2.2: Schematic of EOF in a channel with a uniform negative surface charge. The 

velocity of EOF is uniform throughout the cross-section of the channel and drops to zero 

at the channel interface.  

 

2.2.3. Electrophoresis 

Electrophoresis (EP) refers to the movement of a charged particle in a fluid upon applying 

an electric field.76-78 Figure 2.3 represents the schematic of electrophoresis in a 

microchannel.  

The direction of particle movement or rate in the electric field depends on the electric 

charge and size of the particles. If the charge of the particle is 𝑞, the electrophoretic force 

𝐹𝑒𝑝 can be defined as: 

     𝑭𝑒𝑝 =  𝑞𝑬                   (2.11) 

The drag force, 𝐹𝐷 acting on a spherical particle based on stokes drag law is defined as:32 

    𝑭𝐷 =  6𝜋𝜂𝑟𝒖                              (2.12) 

where 𝑢 is the particle mobility, and 𝑟 is the particle radius. The EP velocity, 𝑣𝐸𝑃, can be 

derived when 𝐹𝑒𝑝 is balanced with 𝐹𝐷 and can be expressed as: 
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     6𝜋𝜂𝑟(𝒖 − 𝒗𝐸𝑃) =  𝑞𝑬        (2.13) 

The EP mobility can thus be defined as:79 

    µ𝐸𝑃 = 
𝒗𝑬𝑷

𝑬
= 

𝑞

6𝜋𝜂𝑟
        (2.14) 

 

Figure 2.3: Schematic of electrophoresis. The charged particle migrates relatively to the 

medium upon applying an electric field.  

 

2.2.4. Dielectrophoresis 

2.2.4.1. Dielectrophoresis Theory 

The term dielectrophoresis (DEP) was first introduced by Pohl in 1970 and referred to the 

motion of a polarizable particle by a spatially non-uniform electric field.80 DEP is governed 

by the difference in dielectric properties of the aqueous medium and suspended particles. 

A common approach to explaining the DEP force acting on a polarizable particle is based 

on the model of a homogeneous sphere, as shown in Figure 2.4. The DEP force depends 

on the dielectric constant of the suspended particles and their surrounding media and is 

proportional to the third power of the particle size. The DEP force acting on a spherical 

particle suspended in a medium can be expressed as follows:81 
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𝑭𝐷𝐸𝑃 =  2𝜋𝑟3𝜀𝑚𝑅𝑒(𝐶𝑀)𝜵𝑬2                                                 (2.15) 

where, 𝜀𝑚 is medium permittivity, 𝑟 is the particle's radius, and 𝜵𝑬 is the electric field 

gradient. The term 𝑅𝑒(𝐶𝑀) refers to the real part of the Clausius-Mossotti (CM) factor 

described by:82 

𝐶𝑀 = 
𝜀𝑝 
∗ − 𝜀𝑚

∗

(𝜀𝑝 
∗ +2𝜀𝑚

∗ )
                                             (2.16) 

where, 𝜀𝑝
∗  and 𝜀𝑚

∗  denote the frequency-dependent permittivity of the particle and medium, 

respectively. The complex permittivity of the medium and the particle in equation 2.16 are 

given by: 𝜀𝑝
∗ = 𝜀𝑝 − 𝑖

𝜎𝑝

𝜔
 , 𝜀𝑚

∗ = 𝜀𝑚 − 𝑖
𝜎𝑚

𝜔
, where 𝜎𝑝

, 𝜎𝑚
 and 𝜔 denote the particle 

conductivity, medium conductivity, and frequency, respectively, and 𝑖 =  √−1. Depending 

on the sign of the 𝑅𝑒(𝐶𝑀) factor, the DEP force could be positive DEP (pDEP) or negative 

DEP (nDEP). Particles move toward the regions with a higher electric field, showing pDEP 

when the particle's permittivity is higher than the medium with  𝑅𝑒(𝐶𝑀)>0. In contrast, 

particles show nDEP when the particle permittivity is lower than the suspended medium. 

In the nDEP case, particles are repulsed from the higher electric field and move toward the 

lower electric field region.  

At high frequencies (𝜔 → ∞), 𝑭𝐷𝐸𝑃 is typically governed by the permittivity of the particle 

and medium as the dielectric current dominates.21 In contrast, 𝑭𝐷𝐸𝑃 is governed by the 

conductivity of the particle and medium as the current is dominated by conduction of free 

charges at lower frequencies (𝜔 → 0), including DC conditions.21 Figure 2.4a illustrates 

the pDEP scenario when 𝜀𝑝 > 𝜀𝑚 with the particle attracted to the higher electric field. In 

contrast, Figure 2.4b shows particles moving to the lower electric field, showing nDEP 

with 𝜎𝑝 < 𝜎𝑚.  
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Figure 2.4: Schematic representation of DEP of a spherical particle in a non-uniform 

electric field. (a) The particle with higher conductivity than the medium migrates to the 

higher electric field, showing pDEP. (b) The particle moves to the lower electric field, 

showing nDEP, with εp < εm. 

 

Depending on the particle's shape and the number of shells, the DEP force acting on the 

particle could differ.83 In most cases, the biological particles are composed of multi-shell 

structures, and their DEP properties cannot be explained with the conventional 

homogeneous spherical DEP model.81 For example, typical biological species, i.e., 

exosomes, bacteria, liposomes, or endosomes, are described with a single shell model, 

where a thin membrane shell surrounds their spherical core. Due to the thin outer 

membrane with a radius 𝑟2 the DEP force is modified as follows:81 

𝑭𝐷𝐸𝑃 =  2𝜋𝑟2
3𝜀𝑚𝑅𝑒(𝐶𝑀)𝜵𝑬2                                               (2.17) 

    CM = (
ℰ𝑒𝑓𝑓

∗  − ℰ𝑚
∗

ℰ𝑒𝑓𝑓
∗ + 2ℰ𝑚

∗ )                                        (2.18)  

where ℰ𝑒𝑓𝑓
∗  is the effective complex permittivity of the particle. If the inner radius of the 

particle is 𝑟1, then  ℰ𝑒𝑓𝑓
∗  can be expressed as:81, 84 
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𝜀∗
𝑒𝑓𝑓 = 𝜀∗

𝑠

(
𝑟2
𝑟1

)
3
+2

ℰ𝑝
∗  − ℰ𝑠

∗

ℰ𝑝
∗+ 2ℰ𝑠

∗

(
𝑟2
𝑟1

)
3
−

ℰ𝑝
∗  − ℰ𝑠

∗

ℰ𝑝
∗+ 2ℰ𝑠

∗

                                                   (2.19) 

For biological species consisting of multi-shells, the DEP force can be explained with the 

multi-shell theory proposed by Irimajiri et al.85 If 𝑟1 is the radius of the core and  𝑟𝑁+1 is 

the radius of the outer shell, and 𝑁 is the number of shells, the DEP force can be expressed 

as:86, 87 

𝑭𝐷𝐸𝑃 =  2𝜋𝑟𝑁
3𝜀𝑚𝑅𝑒(𝐶𝑀)𝜵𝑬2                 (2.20) 

𝜀∗
𝑒𝑓𝑓 = 𝜀∗

𝑁+1

(
𝑟𝑁+1
𝑟𝑁

)
3

+2
ℰ𝑁−1 𝑒𝑓𝑓
∗  − ℰ𝑁+1

∗

ℰ𝑁−1 𝑒𝑓𝑓
∗  − 2ℰ𝑁+1

∗

(
𝑟𝑁+1
𝑟𝑁

)
3

−
ℰ𝑁−1 𝑒𝑓𝑓
∗  − ℰ𝑁+1

∗

ℰ𝑁−1 𝑒𝑓𝑓
∗  − 2ℰ𝑁+1

∗

     (2.21) 

Furthermore, the CM function can be expressed as:32, 86                                          

𝐶𝑀 = 
(ℰ𝑝

∗−𝜀𝑚
∗ )(𝜀𝑝𝑒𝑓𝑓

∗ +2𝜀𝑚
∗ )+

(𝜎𝑝𝑒𝑓𝑓
∗  −𝜎𝑚

∗ )(𝜎𝑝𝑒𝑓𝑓
∗ +2∗𝜎𝑚)

𝜔2

(𝜀𝑝𝑒𝑓𝑓
∗ +2𝜀𝑚

∗ )
2
+(

(𝜎𝑝𝑒𝑓𝑓
∗ −2𝜎𝑚

∗ )

𝜔
)

2                        (2.22) 

where, 𝜀𝑝𝑒𝑓𝑓
∗  and 𝜎𝑝𝑒𝑓𝑓

∗  denote the complex effective permittivity and conductivity of the 

simplified model, respectively. The DEP force acting on a particle could differ due to the 

heterogeneity in shape, size, or a combination of both.  

2.2.4.2. Dielectrophoresis of DNA 

Dielectrophoresis has been used to manipulate various biomolecules ranging from 

nanometer-sized proteins over tens to a few hundred nanometer-sized DNA molecules.24, 

88, 89 Several groups have reported the DNA polarization study, but it is still not fully 

understood.90-94 DEP has been commonly used to manipulate, concentrate, separate, and 

analyze DNA molecules.23, 93, 95, 96 The DEP force acting on a DNA molecule results from 

the electric field to the charge induced in the DNA and can be expressed as: 
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           𝐹𝐷𝐸𝑃 =  𝛼(𝑬 ∙ 𝜵)𝑬                  (2.23) 

where 𝛼 is the polarizability of the DNA fragment. In solution, the λ-DNA attracts 

counterions, as shown in Figure 2.5. The polarizability of DNA in an electrolyte solution 

can be expressed as having charges on the DNA backbone and in the double layer around 

it when an external electric field is applied. The induced dipole 𝑝 =  𝛼𝑬will be parallel to 

the electric field, assuming that the charge relaxation frequency, 𝜔𝑐 =  𝜎/𝜀 is larger than 

the frequencies of the external electric field. Moreover, under these assumptions, it can be 

assumed that the polarization process is lossless as it occurs in the phase with the external 

electric field, and 𝛼 can be modeled as a scalar, real-valued quantity.23 The electric field, 

𝑬 can be generated in various ways as discussed later of this section. For insulator-based 

DEP, 𝐸⃗  can be generated by an AC or DC signal or a combination of both. For the time-

periodic driving potential, the time-averaged DEP force is obtained by replacing the 𝐸⃗  with 

its RMS value and can be expressed as: 

           𝑭𝐷𝐸𝑃 = 𝛼(𝑬𝑟𝑚𝑠 ∙ 𝜵)𝑬𝑟𝑚𝑠                 (2.24) 
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Figure 2.5: Schematic of λ-DNA DEP. a) A negatively charged λ-DNA (not to scale) 

attracts counterions (mostly cations). b) When an electric field is applied, the cations 

shifted in the direction of the applied electric field, leaving the negative ions on the DNA 

backbone.  

 

2.2.4.3. Dielectrophoresis of Protein 

Over a few decades, a considerable amount of work on protein DEP has been 

reported.29, 97-99 However, the experimental observations for proteins disagree with the 

predicted DEP forces, and the classical theory does not apply to proteins and other 

biomolecules on the nanometer length.99-101 Microscopic details can not be ignored on the 

nanometer length scale, and the assumptions used in the classical DEP theory using  

𝑅𝑒(𝐶𝑀) factor arguably fail to describe the situation for proteins. The classical DEP theory 

fails to consider the permanent dipole moments. For example, the assumption in classical 

DEP theory based on a spherical model considers that the sphere carries no net charge. An 

additional potential term is considered if it carries a uniformly distributed surface charge, 

but the total dipole moment remains unaltered. However, macromolecules like proteins can 

not be considered colloidal or solid spherical particles. Proteins are polypeptides and form 

a particular tertiary structure. Due to the spatial arrangements of polarizable groups 
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originating from polarizable bonds in the polypeptide backbone, a dipole arises in most 

proteins. Proteins possess a permanent dipole moment that interacts with water dipoles of 

hydration and shows other physicochemical behavior at the molecular scale.98, 102, 103 

Protein dipole moment also depends on the solvent-protein interaction.104 The ion 

distribution in the EDL can influence protein DEP response polarization.86 Specific motifs 

such as α-helices, or polar groups of the amino acid side chains contribute to the overall 

protein permanent dipole with a magnitude of a few hundred Debye.105-109  

Several groups have reported the DEP manipulation of globular proteins using a 

smaller applied field gradient (within the rage of 1012 𝑉2/𝑚3 − 1014 𝑉2/𝑚3).102, 110, 111 

Sometimes, it appears too small to overcome the thermal (Brownian) force acting on 

protein molecules.102, 110, 111 To address this situation, an empirical model has been 

proposed that considers the protein's intrinsic, permanent, dipole moment.110 To amplify 

the 𝑅𝑒(𝐶𝑀) factor in the classical DEP force equation, an empirical factor (𝜅 + 2) was 

introduced, and the DEP force is then expressed as: 

𝑭𝐷𝐸𝑃 = (3/2)𝛺0𝜀𝑚(𝜅 + 2)𝜵𝑬2                                   (2.25) 

where 𝛺0 is the volume of the protein, and 𝜅 is the dielectric susceptibility. For 

macroscopic particles, 𝜅=1 is used. For molecular-(micro)-and macro scale, the empirical 

relationship was proposed as: 

𝐶𝑀𝑚𝑖𝑐𝑟𝑜 = (𝜅 + 2)𝐶𝑀𝑚𝑎𝑐𝑟𝑜                                           (2.26) 

This empirical theory represents that the macroscopic 𝑅𝑒(𝐶𝑀) factor employed in 

the current DEP theory is similar to but not the same as the molecular 𝑅𝑒(𝐶𝑀) factor 

explained by the classical DEP theory.112 Matyushov and co-workers recently reported an 

evolving theory of protein DEP in solution.98, 113 According to their study, the 



 

  18 

dielectrophoretic susceptibility (𝜅) is many orders of magnitude higher than the 𝑅𝑒(𝐶𝑀) 

factor predicted by the classical DEP theory. In the classical DEP theory, the DEP force 

scales with the 𝑅𝑒(𝐶𝑀) factor restricted to -0.5< 𝑅𝑒(𝐶𝑀)<1. In contrast, by using 

molecular dynamics (MD) simulation, Matyushov reported that for small globular proteins, 

the susceptibility value lies in the range of 103 − 104.113 By using the molecular dynamics 

(MD) simulation, the values for the dipole moment and cavity field susceptibility 𝜒𝑐 are 

derived by Matyushov and co-workers.114, 115 The molecular surface of the protein and its 

immediate waters of hydration were considered as the relevant boundary conditions in the 

MD simulation. Finally, the DEP force acting on a solvated protein derived by Matyushov 

was expressed as: 

        𝑭𝐷𝐸𝑃= 
3𝜀0𝛺0

2𝜀𝑠
𝐾𝜵𝑬2                                                           (2.27) 

 where K is the DEP constant and 𝜀𝑠 represents the dipolar response of the entire protein. 

pDEP and nDEP correspond for  𝐾 > 0 and 𝐾 < 0, respectively.    

In conclusion, the protein DEP theory is still evolving and not fully understood. 

The classical DEP theory explains that the DEP theory works well for a spherical shape 

and size particle without having a permanent dipole moment. However, this theory does 

not apply to biomolecules with a permanent dipole moment. The DEP force of globular 

protein in the solution is dominated by the protein dipole moment. It has been reported that 

the ∇𝑬2 estimated by the classical DEP theory is 3 orders of magnitude lower than the 

experimental value. An empirical theory has been introduced to address this situation, and 

a correction factor (𝜅 + 2) is introduced to amplify the classical DEP force. 

Experimentally, several groups have reported (𝜅 + 2) values for different proteins.111 In 



 

  19 

recent years, Matyushov et al., reported the evolving theory of protein in solution. By using 

MD simulations, they predicted the DEP constant for a small globular protein in the range 

of 103 − 104.  Their theoretical suggestions mirror the empirical-based findings of 

different groups, as reported previously.   

2.2.5. Technical Realization Platform for DEP  

Dielectrophoresis can be evoked once electric field inhomogeneities are apparent.  

The electric fields and gradients in the microfluidic device can be introduced with the 

fabrication of microelectrodes or with insulating geometries. With advances in 

microfabrication techniques, two major techniques have been adopted to generate high 

electric fields and gradients for dielectrophoretic applications.  The first way to generate 

these electric fields is by introducing a microelectrode in the microfluidic device, 

commonly known as electrode-based DEP (eDEP).116 In this technique, the 

microelectrodes are typically fabricated in a microfluidic platform to generate a non-

uniform electric field and positioned inside the microfluidic channels. The strength of the 

generated electric field can be tuned with different shapes and structures of the 

microelectrodes. In an eDEP system, the particles experience a large electric field near the 

microelectrode. The electrodes are positioned inside the microchannel, making direct 

contact with the medium and analytes. However, the fabrication process of the electrodes 

is complex and can be accomplished by various methods, including thin film deposition 

using different metals, photolithography, and etching techniques. eDEP allows the 

investigation of analytes in the kHz to MHz regime. Even though a high magnitude of DEP 

forces can be introduced in eDEP devices on the application of low voltages, it has several 

drawbacks, including fouling effects, Joule heating, and electrolysis. 
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The second way to introduce the electric field in a microfluidic device is by introducing 

non-conducting insulating constrictions in the microchannel. In this case, the constrictions 

are surrounded by a conductive medium, and electrical potentials are applied via electrodes 

immersed in reservoirs. This method is known as insulator-based DEP (iDEP).117 

Compared to iDEP, eDEP offers strong local electric field gradients by applying small 

potentials, but the fabrication of eDEP microdevices is often more complicated than iDEP 

devices. In addition, due to chemical reactions, eDEP devices often suffer from the 

limitation of the potential electrode fouling in the zone of particle manipulation.. Though 

iDEP offers many advantages, the main limitation of iDEP refers to challenging access to 

the high-frequency regime and much higher applied potential difference needed to achieve 

equivalent electric field magnitudes compared to eDEP. In recent years, a third way to 

generate an electric field in the microdevice has been demonstrated without contact 

between the sample fluid and the electrodes.118 This method is known as contactless DEP 

(cDEP), where the main channel is separated from the electrodes by thin insulating 

materials (e.g. PDMS). The capacitive properties of the insulating materials provide the 

non-uniform electric field required to generate the DEP force. This method eliminates the 

possibility of sample contamination, reduces fouling effects, Joule heating, and reduces gas 

bubble formation.119 The performance of cDEP depends on the thickness and capacitive 

property of membrane barrier material. Most of the iDEP and cDEP devices are fabricated 

using photolithography and soft lithography that will be discussed in the following section. 
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2.3. Photolithography and Soft Lithography 

Various methods are used to fabricate microfluidic devices and design the 

necessary channel and features.120 Photolithography is a widely used fabrication method to 

fabricate microfluidic devices. Photolithography is carried out for microscale patterns and 

structures for fabricating templates for PDMS -based devices. In this technique, a  

photoreactive polymer mix is deposited on a silicon substrate and illuminated with a UV 

light source using a photomask containing the device design. A typical wavelength between 

300 nm to 450 nm is used in optical lithography. In this section, the optical lithographic 

method will be discussed.64  

Figure 2.6 represents the significant steps included in a standard photolithography method. 

Using computer-aided design (CAD) software, an object with precision geometry is drawn. 

Next, the photomask is produced using an electron beam on a glass substrate (e.g., soda-

lime, borosilicate, or quartz). The precision of the photomask is generally on the order of 

a micrometer.64 A thin layer of photosensitive material commonly known as photoresist is 

deposited on the silicon substrate as shown in Figure 2.6a. Two types of photoresists are 

used depending on the photochemistry required: positive and negative. During the 

exposure step, the photoresist polymerizes in a negative photoresist, and a developer 

removes the unexposed photoresist. SU-8 is a commonly used negative tone photoresist 

used in a photolithography process. The thickness of the photoresist is controlled by using 

a spin coater. After the spinning step, a soft bake on a hot plate is performed to evaporate 

the moisture from the photoresist. Next, this spin-coated photoresist on the substrate is used 

for pattern transfer using mask alignment and a UV exposure system. The mask is placed 

on top of the mask holder, the substrate is aligned accordingly, and the wafer is exposed to 
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UV radiation, as shown in Figure 2.6b. After the exposure step, another baking step is 

repeated to increase the photochemical reaction rate. After baking, the undeveloped 

photoresist is removed using a commercial organic developer. Additionally, a post-

exposure bake is used to evaporate any leftover developer and helps increase the adhesion 

of polymerized photoresist on the silicon substrate.  

 

Figure 2.6: Schematic of a photolithography process. (a) coating of negative photoresist 

SU-8 on a Si wafer. (b) Exposing UV radiation through the mask to transfer the pattern to 

the photoresist on the substrate. (c) The casting of PDMS on the  Si substrate. (d) PDMS 

peeled out from the wafer. (e) Inlet/outlets are created using a hollow needle. (f) Finally, 

the PDMS device is attached to the glass substrate. 
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Soft lithography is a method to replicate the polymer-based mold for microfluidic 

devices.121 In soft lithography, the previously fabricated template transfers the device 

design to an elastomeric material like PDMS. PDMS contains an organic -(Si-O)- backbone 

and organic methyl group attached to silicon.122 The liquid mixture of PDMS with curing 

agent becomes solid by crosslinking via hydrosilylation reaction between vinyl and 

hydrosilane (Si-H) groups. A mixture of a catalyst (curing agent) and a polymer are poured 

on a mold and cured in replica modeling, as shown in Figure 2.6c. After pouring PDMS on 

the patterned substrate, PDMS is degassed and baked for 2-3 h in an oven. After baking, 

PDMS is peeled off from the substrate, as shown in Figure 2.6d. A biopsy punch is used to 

cut out the device's inlets and outlets, as shown in Figure 2.6e. Finally, the device is bonded 

with a glass slide using oxygen plasma. 

2.4. Two-photon Polymerization (2PP) 

The microfluidics community has widely exploited recent advancements in 3D printing 

techniques. The fabrication of a 3D object can be achieved in a single process from 

computer-aided design using a 3D printer. This technique offers fast prototyping, and in 

addition, true 3D structures can be realized that cannot be achieved in a conventional 

microfluidic fabrication technique. Stereolithography (SL), extrusion printing, fused 

deposition modeling (FDM), and inkjet printing are currently used in 3D printing 

techniques.123 Among the several approaches of 3D printing techniques, the two-photon 

polymerization (2PP) process offers unique capabilities with unprecedented resolution 

compared to a standard polymer 3D printing technology such as stereolithography. In 2PP, 

two photons are consecutively absorbed by a photosensitizing chromophore when an ultra-
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short pulsed near-infrared laser is closely focused on the polymer material, followed by the 

chain reaction polymerization.124  

 

Figure 2.7: Schematic of the dip-in 2PP process. In 2PP,  the first absorbed photon excites 

to a virtual intermediate state, followed by a second photon absorbed during the short 

lifetime (~10−15s) of this virtual state. The red dot in the photoresist indicates the smallest 

area where the highly confined beam meets.   

 

Figure 2.7 represents a dip-in liquid lithography 2PP mode. As shown in Figure 2.7, the 

first absorbed photon excites a single electron to a virtual state and a second photon excites 

this absorbed electron in the virtual state simultaneously during a short lifetime (10−15𝑠). 

Enough energy can be provided to reach the excitation band of the electron for a 

photochemical reaction from the 2PP absorption process.125 A 3D laser writing is 

implemented by scanning a stage, and 780 nm photons are focused using a high-density 

objective to a small focal point known as a voxel.123 In this focal point, a high probability 

of two photons being absorbed consecutively for the 2PP process, resulting in the 

photochemical reaction of the photo-initiator and photoresist at a wavelength of 390 nm. 

2PP enables high spatial resolution of complex 3D structure design since the probability of 

a low two-photon absorption outside the focused point is very low. 2PP offers a direct 
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printing method to fabricate nano- or micro-structures without a mask. In this process, 3D 

structures can be fabricated with a resolution down to 100 nm using various materials (e.g., 

ceramics, metals, polymers, and hybrid materials) in a single step. .126-128 

2.5. Structure, Properties, and Synthesis of Carbon Nanotubes 

Due to CNTs' unique chemical, optical, thermal, and electronic properties, the interest in 

CNTs and their exploitation through various applications has increased in the past few 

decades. 37-40 Carbon nanotubes are hollow cylinders formed by carbon atoms exhibiting 

diameters in the range of nanometers and lengths ranging from nanometers to several 

centimeters.41 CNTs are wrapped-up graphene sheets, whereas the wrapping direction 

determines a unique chirality. They form spontaneously and efficiently under well-defined 

conditions, either as single-walled carbon nanotubes (SWNT) or multi-walled carbon 

nanotubes (MWNT). CNTs exhibit unique optical and electrical properties of CNTs 

determined by their chirality.41-43 CNTs are considered attractive materials in various areas 

of electronics, including lithium-ion batteries, field emission displays 38, biological 

transporters or sensors 48, 49, Schottky-type transistors 50, fuel cells 52, high-capacity 

hydrogen storage media 51, logic circuits 53, and many others.  

Iijima and Ichihashi first discovered CNTs; researchers have studied this new form of 

carbon due to its excellent electrical, mechanical, optical, and thermal properties.45 CNTs 

are categorized in semiconducting or metallic types depending on their chirality, and these 

nanometer-scale carbon materials have gained tremendous attraction in semiconductors.46, 

47 The applications of CNTs often require uniform and predictable properties, and 

researchers have been exploring strategies for preparing CNT samples with well-defined 
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diameters, lengths, chiralities, and electronic properties. 41 This section will include the 

structure, characteristics, and synthesis procedures of CNTs.  

2.5.1. Structure 

In CNTs, a 2-D sheet of carbon atoms (graphene) is arranged in a hexagonal array 

where each carbon atom is bonded to three nearest neighbors.129 Depending on the 

graphene sheet's rolling process, the properties of CNTs on its atomic arrangement and 

electronic properties are determined. CNTs tend to attract each other due to strong van der 

Waals forces, providing an opportunity to develop high conductivity and ultra-high-

strength materials. MWNTs are composed of concentrically arranged SWNTs, as shown 

in Figure 2.8a. The diameter of SWNTs varies from ~0.4 nm to 3 nm, whereas for MWNTs, 

diameters can range from ~1.4 nm up to 100 nm.130, 131  

The atomic structure of CNTs is defined by the chiral angle θ and the chiral vector 𝑪𝒉. 

Figure 2.8b represents a schematic diagram showing how a sheet of carbon is rolled to 

form a cylindrically shaped SWNT. The chiral vector can be represented as: 

𝑪ℎ = 𝑛𝒂1 + 𝑚𝒂2                              (2.28) 

where, 𝒂1, 𝒂2 are unit vectors, and the indices 𝑛 and 𝑚 are integers corresponding to the 

number of unit vectors along with the two directions of the hexagonal lattice, as shown in 

Figure 2.8b. For a chiral angle of 0° and 30° are referred to as zig-zag and armchair type 

CNTs. The illustration of an armchair and zig-zag nanotube, respectively, is shown in 

Figures 2.8c and 2.8d. Figure 2.8c and 2.8d represent Armchair nanotubes with a chiral 

vector of (𝑛,𝑛), i.e., 𝑛 = 𝑚, whereas zig-zag SWNTs are rolled-up in (𝑛,0) or 𝑚=0 

configuration. The material properties of CNTs are defined by their chirality. For example, 
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zig-zag nanotubes behave as semiconductors, whereas the unique chirality of the armchair 

nanotubes determines their conducting properties.132  

 

Figure 2.8: Structure of CNTs. (a) Schematic representation of SWNT and MWNT with 

typical size scales (adapted and reprinted with permission from Ribeiro et al., copyright 

(2017), SciELO Analytics133); (b) Diagram showing how a sheet of graphene is rolled up 

to form a carbon nanotube. Here Ch and θ denote the chiral vector and chiral angle, 

respectively; (c) Illustration of the atomic structure of an armchair and (d) a zig-zag 

nanotube. Note the thick black lines in each SWNT to emphasize the difference. (adapted 

and reprinted with permission from Thostenson et al., copyright (2001), Elsevier 129). 

 

2.5.2. Properties 

2.5.2.1. Electrical properties 

CNTs can exhibit metallic or semiconducting properties due to their unique 

structure and chirality. Their electronic structure can be explained with a two-dimensional 

unrolled graphene plane where periodic boundary conditions can be applied in the 

transverse direction, and translational symmetry exists in the direction of the fiber. As 

reviewed elsewhere, within a reasonable approximation with the present tight-binding 

model in the zone folding scheme, the rolled CNTs can be studied. The electrical properties 

of CNTs can be defined based on their chirality with the zone-folding approach. The 

electronic structure of CNTs can be characterized using equation 2.23, where 𝑛  and 𝑚 

define the chiral vector of CNTs and the chiral indices. The electronic properties of CNTs 

can be defined by 𝑛 − 𝑚 = 3𝑖, where i is an integer. For 𝑛 − 𝑚 = 3𝑖, SWNTs  are defined 
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as metallic, and those for which 𝑛 − 𝑚 ≠ 3𝑖 are semiconducting.46 There is no band gap 

between conduction and valance band, which makes them metallic when 𝑛 = 𝑚  is met 

(i.e. armchair CNTs). There is a band gap on the order of few tens of meV to hundreds of 

meV between the conduction and valence band for the zigzag CNTs (𝑚 = 0), resulting in 

semiconducting properties.134-137 Additionally, the diameter of the SWNT is inversely 

proportional to the bandgap.137 SWNTs exhibit field-effect transistor (FET) behavior at 

room temperature and use nanoelectronic devices, including transistors and logic gates.136, 

138-142 Carbon nanotubes with semiconducting properties could be useful in building 

nanoscale transistors for integrated circuits in future electronic devices.37, 39, 134, 143 CVD 

techniques are used to synthesize the armchair CNTs, and they have electrical properties 

similar to metal 137 and current flows when a potential difference is applied to the two ends 

of an armchair nanotube. Armchair CNTs are often used as electrical wires and have higher 

conductivity than copper. Armchair CNTs can replace the metal for patterning narrower 

connector lines in nanoelectronic devices and integrated circuits. Theoretical calculations 

revealed that electrons in CNTs could travel micrometer range distances without scattering 

at room temperature.144  

The permittivity of the metallic SWNTs is typically assumed to be >4000145 with 

conductivities in the range of 102 to 106 S/m.146, 147 Metallic MWNTs may also exhibit 

large permittivities typically in the range of 102 to 104,148, 149 and conductivities in the order 

of 102 to 108 S/m.150-153. In contrast, semiconducting SWNTs have vastly reduced dielectric 

constants (<5, for example, estimated by their bandgap energies132), which leads to 

different dielectrophoretic behavior. Krupke et al.154 and others35, 145 reported 

semiconducting SWNT with less pronounced conducting properties without doping agents 
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or gate bias145 can acquire conductive properties governed by surface charges. 

Conductivity values reported for the surface conduction mechanism range from about 0.01 

S/m to a few S/m 145, 154-156. The conduction mechanism becomes dependent on the type of 

derivatization strategy since the suspension of SWNTs is typically achieved through 

surface derivatization. Therefore, the intrinsic and surface conduction mechanisms give 

rise to a rich, frequency-dependent dielectrophoretic response of CNTs, which will be 

described in detail in chapter 3.  

2.5.2.2. Surface Functionalization 

The chemical functionalization and modification of CNTs are essential aspects of 

the research on CNT-based materials.157 The modification of CNTs can be divided into two 

categories. The first category includes non-covalent bonding between CNT and functional 

molecules.158, 159 Such non-covalent modification may be mediated by π-stacking 

interactions and achieved by the physical adsorption of wrapping agents to the surface of 

CNTs. Examples of wrapping agents include biomolecules (such as proteins, peptides, and 

DNA),155, 160 polymers,161, 162 and surfactants.163, 164 The main advantage of non-covalent 

modification is that it typically has no influence on their intrinsic electrical properties and 

does not significantly influence the sidewall properties of CNTs. However, if charged 

species are non-covalently attached to CNTs, they may induce surface conductivity, 

significantly influencing the dielectrophoretic properties of semiconducting SWNTs.  

The second modification is the covalent bonding between CNTs and reactive molecules, 

where strong bonds are established between the CNT and functionalization agent. The 

advantage of this method includes the often high reactivity of the functionalization agents, 

which offers controllable and efficient surface modification. Several researchers have 
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reported successful functionalization of CNTs.165-168 Among the reported methods, 

esterification and amidation of nanotube-bound carboxylic acids are widely used as 

functionalization of CNTs169 Covalent attachment alters their electronic structure resulting 

change in the intrinsic conductivity of CNTs. For example, Bekyarova et al. studied 

networks of SWNTs functionalized with octadecylamine (ODA).170 The reported 

conductivity of ODA-functionalized SWNTs was two orders of magnitude lower than the 

non-functionalized SWNTs. Such changes in the intrinsic conductivity of CNTs may 

influence the DEP behavior of functionalized SWNTs.  

2.5.3. Synthesis 

High-quality nanotube materials are required for fundamental and technological 

applications. High quality refers to the absence of chemical and structural defects in CNTs. 

Various techniques have been developed in the past for producing SWNTs and MWNTs. 

Industrial applications of nanotubes still require developing synthesis techniques for the 

large-scale production of defect-free CNTs. Several synthesis techniques have been 

reported and developed for fabricating CNT structures and are further reviewed 

elsewhere.171-173 Chemical vapor deposition (CVD) techniques,174, 175 the arc-discharge,174, 

176and laser-ablation methods 174 are mostly used for synthesizing CNTs. The main 

challenge in nanotube synthesis remains the large-scale production of CNTs with selective 

production and high quality at a low cost. The following sections briefly discuss the three 

primary methods commonly used for CNT synthesis.  

2.5.3.1. Arc-discharge Method 

A new type of carbon structure consisting of hexagonal-shaped nanotubes 

synthesized with the arc discharge was first reported by Iijima in 1991.44 Two high purity 
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graphite rods as the anode and cathode are used during the synthesis procedure for 

nanotubes by arc-discharge evaporation. An electrical potential difference is applied until 

a stable arc is achieved in a helium atmosphere between these rods. The anode is consumed 

during the synthesis process, and material is deposited on the cathode. The deposited 

material forms a needle consisting of a softer fibrous inner core containing nanotubes, other 

carbon particles, and an outer shell of fused materials. The generated needles consisted of 

graphite sheet coaxial tubes revealed by transmission electron microscopy (TEM), later 

termed MWNTs. Ebbesen and Ajayan et al. reported a large-scale synthesis method of 

MWNTs by a variation of the standard arc-discharge technique.177 Under helium 

atmosphere with a sufficiently significant potential difference applied between two thin 

graphite rods and pressure of ~500 Torr, a yield of ~75% MWNTs relative to the starting 

graphite material was reported. The synthesized MWNTs had a diameter between 2-20 nm 

and lengths extending to several micrometers.   

In 1993, Iijima and Icchihashi et al.,178 and Bethune et al.179 reported the synthesis 

procedure of single-walled carbon nanotubes almost simultaneously. The electrodes are 

doped with small amounts of metallic catalysts in an arc discharge gas chamber filled with 

methane and argon gas mixture.141, 178, 180, 181  Later on, by an arc discharge technique under 

a helium atmosphere, large quantities (> 1 g) of SWNTs were generated by Journet et al.182 

The authors concluded that unique growth rendering high yields mainly depends on the 

kinetics of carbon condensation in a non-equilibrium situation.  

2.5.3.2. Laser Ablation Method 

A laser ablation technique was used to achieve the initial synthesis of fullerenes. 

This technique has also been implemented to synthesize SWNTs over the years. The 
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synthesis of SWNTs by laser ablation of graphite rods with small amounts of Ni and Co 

was first reported in 1996 by Smalley and co-workers.183, 184 Their synthesis process 

consists of a graphite rod containing a 50:50 catalyst mixture of Co and Ni yielding >70% 

SWNTs instead of fullerenes. X-ray diffraction and TEM showed that the synthesized 

nanotubes formed bundles with a length of tens to hundreds of microns and uniform in 

diameters (5-20 nm). In this method, metal catalyzes the production of SWNTs, but side 

products are formed containing a substantial fraction of nanoscale impurities which are 

difficult to separate from CNTs. Liu et al. proposed a procedure to purify the as-grown 

nanotube from the produced side products.185  The net yield of the purified CNTs based on 

this method was increased by 20% by weight. 

2.5.3.2. Catalytic Growth 

The arc-discharge and laser ablation methods are limited in the amount of sample 

they can produce in contrast to the size of the carbon source. Additionally, subsequent 

purification steps are required to separate CNTs from undesirable by-products. Due to these 

limitations, new gas-phase synthesis techniques referred to as chemical vapor deposition 

(CVD) were developed.  CNTs are formed by decomposing a carbon-containing gas in the 

reaction chamber using a mixture of nitrogen, ethylene, and acetylene. In 1993 Yacaman 

et al.186 and in1994 Ivanov et al.187, 188 first attempted synthesizing MWNTs with CVD 

techniques, which have been improved and optimized since then. The carbon source is 

continually replaced by gaseous compounds resulting in high purity nanotubes minimizing 

purification steps. Further development of this approach, the high-pressure conversion of 

carbon monoxide (HiPco), is now widely used and commercialized by Carbon 
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Nanotechnology Inc (Houston, Tx) for high-scale high-purity production. A summary of 

different synthesis 

techniques is enlisted in Table 2.1.   

Table 2.1: Summary of different synthesis processes of CNTs 

Method Arc discharge Laser ablation Catalytic growth 

Conditions Low-pressure gas (mostly 

helium) 

Argon gas at 1200°C Atmospheric pressure 

at 700-900°C 

Carbon source Graphite Graphite Hydrocarbon 

Yield 32-91% 182 >70% 183 Up to 100% 135 

SWNT Short length and diameter 

≤ 1.4 nm 182 

Short length and diameter 

1-2 nm 184 

Long SWNTs and 

diameter ≤ 4 nm 186 

MWNT Short tubes with diameters 

up to 20 nm 178 

Long tubes with a 

diameter of 5 -20 nm 184 

Long tubes with a 

diameter ≤ 240 nm 186 

Cost $$$ $$$ $ 
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3. DIELETROPHORESIS THEORY AND APPLICATIONS OF SINGLE-WALLED 

CARBON NANOTUBES 

3.1 Dielectrophoresis Theory 

  A force is induced on the particle when a dielectric particle is subjected to a non-

uniform electric field.189 This phenomenon is referred to as dielectrophoresis (DEP) force. 

The direction of this force depends on the polarizability of the surrounding medium and 

the polarizability of the particle. The DEP force is called positive DEP (pDEP) when the 

particle experiences a force and is attracted to the higher electric field. Negative DEP 

(nDEP) corresponds to the particle's movement towards the lower electric field regions. 

The DEP force experienced by the polarized particle can be expressed as: 189 

𝑭𝐷𝐸𝑃 = (𝒑 ∙ 𝜵)𝑬         (3.1) 

where 𝒑 is the induced dipole moment and E is the electric field. The polarized particles 

exhibit frequency-dependent behavior in an AC electric field. The DEP behavior of CNTs 

is determined by their permittivity and conductivity and that of the surrounding medium. 

CNTs are cylindrical-shaped particles as long, thin rods and experience a force due to the 

induced dipole moment when placed in a non-uniform electric field.190 The underlying 

DEP force exerted on the nanotube is proportional to the CNT length.191 If the viscous and 

damping force is neglected and taking into account the ohmic losses of the interface 

between the CNT and medium, the time-averaged DEP force acting on the cylindrical-

shaped nanotube aligned with the field is expressed as 189, 192: 

  𝑭𝐷𝐸𝑃 = 
𝜋𝑟2𝑙

6
𝜀𝑚𝑅𝑒(𝐶𝑀)𝜵𝑬2       (3.2) 
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where 𝑟 and 𝑙 are the radius and length of the nanotube, 𝜀𝑚 is the medium permittivity, and 

𝑅𝑒(𝐶𝑀) is the real part of the Clausius-Mossotti (CM) factor. Based on equation 3.2, the 

DEP force experienced by the CNT is proportional to the Clausius-Mossotti factor 35, 154, 

193-195. The electrical polarizability of the CNT is described by the Clausius-Mossotti factor 

and can be expressed as: 

                 𝑅𝑒(𝐶𝑀) =  
𝜀𝑝 
∗ − 𝜀𝑚

∗

𝜀𝑚
∗ +(𝜀𝑝 

∗ − 𝜀𝑚
∗ )𝐿

                                            (3.3) 

where 𝜀𝑚 
∗  and 𝜀𝑝 

∗  are defined as complex permittivity of the medium and the particle, 

respectively, as described in chapter 2, equation 2.16, section 2.2.4.. The depolarization 

factor 𝐿 is approximated by 194: 

𝐿 =  
4𝑟2∗(ln(

𝑙

𝑟
)−1)

𝑙2
                                                                (3.4) 

As 𝑅𝑒(𝐶𝑀) depends on the geometry of the particles, and because of the high 

aspect ratio and consequently very small depolarization factor of most CNTs, Dimanki et 

al. expressed their 𝑅𝑒(𝐶𝑀) as:146 

𝑅𝑒(𝐶𝑀) =  
𝜀𝑝 
∗ − 𝜀𝑚

∗

𝜀𝑚
∗

                                    (3.5) 

The DEP behavior of CNTs is frequency-dependent, allowing tuning of the DEP 

behavior based on the applied frequency. The permittivity mainly governs the DEP 

behavior of CNT at sufficiently high frequency (typically MHz and above). It was reported 

that metallic SWNT has a much larger relative permittivity of 𝜀𝑝 > 4000 while 

semiconducting SWNT exhibit a relative permittivity, 𝜀𝑝 < 5.134, 196 It has been reported 

that metallic SWNTs experience pDEP due to the large 𝜀𝑝 of metallic CNTs surmounting 

that of most suspension media.134 For semiconducting SWNTs, 𝜀𝑝 is much smaller, thus 
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both pDEP and nDEP characteristics have been observed. semiconducting SWNTs may 

show negative DEP based on their low permittivity at high frequency; however, in an 

intermediate frequency range, both conductivity and permittivity give rise to a complex 

dielectrophoretic response. The dielectrophoretic response may be governed by surface 

conduction in the case of suspended nanotubes at low frequency, as further detailed below.  

Figure 3.1a demonstrates 𝑅𝑒(𝐶𝑀) in the range 102 ≤ 𝑓 ≤ 1010 Hz to illustrate the 

frequency-dependent variation of 𝑅𝑒(𝐶𝑀) for semiconducting SWNTs. A SWNT length 

of 1 µm is assumed, resulting in a depolarization factor of 𝐿 = 10−5 and the SWNTs are 

considered to be suspended in an aqueous solution due to surfactant wrapping, which also 

induces a surface charge. The initially positive 𝑅𝑒(𝐶𝑀) decreases at above ~10 MHz and 

above a frequency of ~108 Hz, it drops beyond the crossover frequency (where 𝑅𝑒(𝐶𝑀) =

0) to negative values indicating nDEP. Note that 𝑅𝑒(𝐶𝑀) is positive in this frequency 

range resulting in pDEP due to the high permittivity of metallic SWNTs. This differing 

DEP behavior of metallic and semiconducting SWNTs at high frequency (typically > 10 

MHz) is a major tool to separate SWNTs and distinguish them, discussed below with 

various applications later in this chapter.  
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Figure 3.1: Calculated 𝑅𝑒(𝐶𝑀) in dependence of frequency, conductivity ratio, and 𝜁: (a) 

Variation of 𝑅𝑒(𝐶𝑀) with frequency for semiconducting SWNT with parameters 𝜀𝑝=5 and 

𝜎𝑝 = 2.94 S/m in a medium with 𝜎𝑚= 0.15 S/m. The particle conductivity for SWNTs 

wrapped with the surfactant NaDOC. Note that in an intermediate frequency regime, the 

initially positive 𝑅𝑒(𝐶𝑀) drops to negative values. For more details, see text; (b) 

Dependency of 𝑅𝑒(𝐶𝑀) on 𝜁 for NaDOC wrapped semiconducting SWNTs. The dashed 

line represents 𝑅𝑒(𝐶𝑀) =0. Note that 𝑅𝑒(𝐶𝑀) changes sign from positive to negative. (c) 

Calculated 𝑅𝑒(𝐶𝑀) vs conductivity ratio at 1000 Hz. The red line indicates 

semiconducting, NaDOC-wrapped SWNTs. The Black dashed line represents 𝑅𝑒(𝐶𝑀)=0 

and the inset shows that 𝑅𝑒(𝐶𝑀) is negative if the conductivity ratio is below 1 (Figure is 

adapted and reprinted with permission from Rabbani et al., copyright (2020), 

Electrophoresis.197) 

 

The frequency-dependent DEP behavior of semiconducting SWNTs is more 

complex than that of metallic SWNTs.198 Numerous experimental studies demonstrated 

that surface conductance contributions dictate the dielectrophoretic behavior at a low and 

intermediate frequency. One such detailed experimental study of SWNT DEP was reported 

by Kim et al.35 pDEP was consistently observed at 10 MHz regardless of the surfactant 

type employed for metallic SWNTs with large 𝜀𝑝. However, for semiconducting either 

pDEP or nDEP was observed for small 𝜀𝑝. Kim et al. 35 linked this to the conductivity ratio, 

𝛼 =
𝜎𝑝

𝜎𝑚
, and determined that semiconducting SWNTs exhibit pDEP for 𝛼 >1.19  and nDEP 

for 𝛼 < 1.19 at 10 MHz. They further investigated the crossover frequency for 

semiconducting SWNT and demonstrated a strong dependence on 𝛼. This study reveals 
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that whether semiconducting SWNTs demonstrate pDEP or nDEP at intermediate 

frequency is determined by the the interplay of conductivity and permittivity. 

In recent years, the low-frequency dielectrophoretic response of CNTs has been 

investigated in more detail, while the high-frequency behavior of CNTs was probed and 

experimentally demonstrated early on. In the low-frequency regime, the conductivities of 

the particle and the medium govern the DEP response of CNTs. At low frequency, equation 

3.3 can then be expressed as:  

𝑅𝑒(𝐶𝑀) =  
𝜎𝑝− 𝜎𝑚

𝜎𝑚
= −1 +  𝛼        (3.7)         

where 𝛼 is the conductivity ratio, as defined previously. Contributions from their intrinsic 

conductivity determine the conductivity of the CNTs, 𝜎𝑖𝑛𝑡, but also by the conductivity 

arising due to surface charges implied through the adsorption of highly charged wrapping 

agents or surface functionalization of the CNTs. This is particularly important for 

semiconducting SWNTs, where the intrinsic conductivity may be neglected.145 To prevent 

aggregation and allow further manipulation and specific applications, the wrapping of 

SWNTs with suitable agents is practiced to suspend them individually in a solvent. the 

solvent conductivity 𝜎𝑚
 is determined by the ionic strength and the solvent is an aqueous 

solution. As wrapping agents, detergents, polyelectrolytes, or biomolecules such as DNA 

have been employed.  Surface conductance effects can be expressed through the particle 

conductivity 𝜎𝑃 defined as:199 

𝜎𝑃 = 𝜎𝑖𝑛𝑡 + 
2 𝜆𝑠

𝑎⁄
            (3.8) 

where 𝜆𝑠 is the surface conductance and 𝑎 is the diameter of a SWNT. The total surface 

conductance can be modeled from two components: a conductance due to the movement 
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of charges in the diffuse layer, 𝜆𝑠,𝑑 , and a second due to the movement of charges in the 

Stern layer, 𝜆𝑠,𝑠. The SWNT conductivity can be tuned with the surfactants used for 

wrapping and dispersion in liquid media. The total surface conductance can be expressed 

as 193: 

 𝜆𝑠 =  𝜆𝑠,𝑑+ 𝜆𝑠,𝑠
                                             (3.9) 

with 

 𝜆𝑠,𝑑

 𝜆𝑠,𝑠
 = 0.56                                                        (3.10) 

The diffuse layer conductance is dependent on the Zeta potential (𝜁) and can be expressed 

as 193, 200:  

   𝜆𝑠,𝑑 = 
4𝑞2𝑐𝑧2

𝑘𝐵𝑇𝛽
[𝐷+ (𝑒

−𝑧𝑞𝜁

2𝑘𝐵𝑇 − 1) (1 +
3𝑚+

𝑧2 ) + 𝐷− (𝑒
𝑧𝑞𝜁

2𝑘𝐵𝑇 − 1) (1 +
3𝑚−

𝑧2 )]     (3.11) 

here, 𝑞 is the charge of an electron, 𝐷 is the diffusion constant, 𝑘𝐵 is the Boltzman constant, 

𝑚 is the ion mobility, 𝛽 is the reciprocal Debye length, 𝜂 is the viscosity of the solution, 𝑧 

is the valence of the ion, and 𝑐 is the ion concentration. 

Equations 3.8-3.11, now allow an assessment of 𝑅𝑒(𝐶𝑀) based on equation 3.7. 

The DEP behavior of semiconducting SWNTs depends mainly on the magnitude of the 

diffuse and Stern layer conductance with a given medium conductivity. As the latter two 

are governed by 𝜁 of the SWNTs, the DEP phenomenon may be predicted through the 

measurement of 𝜁 or tuned through an adequate choice of wrapping agents, wrapping 

conditions, or other surface functionalization. Figure 3.1b demonstrates how variations in 

𝜁 may affect 𝑅𝑒(𝐶𝑀). With decreasing 𝜁, 𝑅𝑒(𝐶𝑀) drops and eventually reaches negative 

values, implying a non-frequency dependent crossover from positive to negative DEP. 
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Recently Rabbani et al.155, 201 reported variations in 𝜁 for sodium deoxycholate 

(NaDOC) and ssDNA wrapped SWNTs. Using a probe sonicator, they subjected the 

SWNT with surfactant for various times. Improved wrapping of SWNT leading to a higher 

𝜁 was observed for longer sonication times. In contrast, short sonication times resulted in 

reduced 𝜁. positive DEP for the well-suspended SWNTs with as the 𝑅𝑒(𝐶𝑀) resulted in a 

positive value of 18.6. 𝑅𝑒(𝐶𝑀) of -0.8 was predicted based on the 𝜁 assessment for less 

well-suspended SWNTs. The well-suspended SWNTs demonstrated pDEP, and the 

SWNTs exhibiting small 𝜁 demonstrated nDEP, and the corresponding DEP behavior was 

confirmed with DEP trapping experiments. This low frequency-dependent DEP behavior 

is summarized in Figure 3.1c, where 𝑅𝑒(𝐶𝑀) is plotted in relation to the conductivity ratio, 

𝛼 at 1 kHz. Based on equation 3.7, a change from pDEP to nDEP occurs 𝑅𝑒(𝐶𝑀) drops 

below zero for 𝛼 < 1. Rabbani et al. 155 could confirm this behavior with their study on 

semiconducting SWNT DEP at low frequency.  

Finally, we note that the surface conductivity of semiconducting SWNTs can also 

explain their DEP properties at an intermediate frequency, where the 𝑅𝑒(𝐶𝑀) is governed 

by both permittivity and conductivity. The dependence on surface charge for metallic and 

semiconducting SWNTs was investigated by Hong et al.145 A switch from pDEP to nDEP 

was observed when the surface charge of SWNTs was considerably reduced, i.e. when 𝛼 

dropped below a critical value. The surface charge of SWNTs plays an important role in 

controlling the conductivity ratio was reported by Kang et al.202 and Krupke et al.134 which 

can switch the SWNT DEP behavior. Kang et al. 202, for example, reported that anionic 

sodium dodecyl sulfate (SDS) and cationic cetyltrimethylammonium bromide (CTAB) 

wrapped SWNTs displayed high negative (-49.8 mV) and positive (56.8 mV) 𝜁, 
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respectively, resulting in pDEP for both metallic and semiconducting SWNTs. On the other 

hand, a small 𝛼 was found for nonionic Pluronic-wrapped SWNTs exhibiting a smaller 

negative 𝜁 (-11.5 mV). A switch from pDEP to nDEP was observed for semiconducting 

SWNTs under these wrapping conditions. Notably, a switch from pDEP to nDEP for 

semiconducting SWNTs dispersed in alcohol medium was reported by Lai et al. 147. 

Semiconducting SWNT experiences nDEP when the frequency is >10 MHz and undergoes 

pDEP in the low frequency range (<1 MHz).  

 3.2. Technical Realization Platforms for DEP Manipulation of SWNTs 

Dielectrophoresis can be evoked once electric field inhomogeneities are apparent. 

Several technical platforms have been realized for the DEP manipulation of CNTs and are 

briefly discussed below. The reader is also referred to excellent comprehensive reviews 

related to the state-of-the-art dielectrophoresis techniques.15, 17, 21 DEP at high frequency 

was initially suggested as a potential sorting technique of CNTs according to their electrical 

size and properties.35, 145 Metallic CNTs were separated from the semiconducting one using 

DEP by Kang et al.198  due to their differences in DEP behavior, as outlined above. one 

needs to introduce high electric fields and gradients in the microfluidic device to 

manipulate CNTs with dielectrophoresis, which can be introduced with the fabrication of 

microelectrodes or with insulating geometries. Two primary techniques have been adopted 

to generate high gradients and electric fields for dielectrophoretic manipulation of CNTs 

with advances in microfabrication techniques.20, 119, 203 Pohl et al., introduced the first 

approach called electrode-based DEP (eDEP).204, 205 In this technique, the microelectrodes 

are positioned inside the microfluidic channels and typically fabricated in a microfluidic 

platform to generate a non-uniform electric field.206 This approach offers analytes to 
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experience high DEP forces near the microelectrodes. The electrodes make direct contact 

with the medium and analytes. However, the fabrication process of the electrodes is 

complex and can be accomplished by various methods, including photolithography, thin 

film deposition using different metals, and etching techniques.11, 207, 208 The micro-

electrodes can be pairs of electrodes at a close distance, interdigitated electrodes,209 arrays 

of electrodes, or quadruple.210 eDEP allows the investigation of CNTs in the kHz to MHz 

regime. Even though a high magnitude of DEP forces can be introduced in eDEP devices 

on the application of low voltages, it has several drawbacks including fouling effects, joule 

heating, and electrolysis. 

A newer approach to generate high electric field gradients in micro-devices is 

electrodeless DEP, also known as insulator-based DEP (iDEP). iDEP has shown potential 

in many applications, including chemical, biomedical assessments, bioanalysis, etc.211 

Dielectric obstacles are introduced in the microfluidic channel to generate the 

inhomogeneous electric field.29 The iDEP devices are fabricated with photolithography and 

soft lithography techniques offering low-cost fabrication and biocompatible platforms, an 

advantage over eDEP platforms. iDEP devices avoid chemical electrode reactions that 

often occur in eDEP.28, 212 Low-frequency DEP behavior of the analytes can be examined 

with iDEP techniques.17 Due to its transparency, flexibility, biocompatibility, and high 

insulation properties, Polydimethylsiloxane (PDMS) is widely used as the fabrication 

material of iDEP devices. Though iDEP offers many advantages, the main limitation of 

iDEP refers to challenging access to the high-frequency regime and much higher applied 

potential difference needed to achieve equivalent electric field magnitudes compared to 

eDEP.213 
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Over the past few decades, the manipulation of CNTs under non-uniform electric 

fields with DEP microdevices has been explored. Understanding the DEP behavior of 

CNTs has led to applications of DEP like fractionation, enrichment, trapping, and 

deflection using different device designs and geometries. SWNTs have been manipulated 

with iDEP and eDEP mechanisms in the past few decades and are discussed in the sections 

below.  

3.3. SWNT DEP Application 

SWNTs have gained much attention for their unique electrical, mechanical, 

conductive, optical, and dielectric properties. They can be used for biosensors, 

microelectronics, and reinforced polymer nanocomposites.157, 214, 215 Initial interest in DEP 

studies on SWNTs was mainly stimulated by the need for alignment over specific 

electrodes and geometric structures. Further studies include the demonstration of 

patterning of SWNTs on surfaces and self-assembly. Alignment of SWNTs is required in 

most sensing applications of SWNTs and is further summarized later in this section. A 

controlled self-alignment and assembly of suspended SWNT can be achieved through 

DEP, resulting in reproducible, well-defined structural arrangements of CNTs for device 

applications. The following section discusses the studies related to the sensing, self-

assembly, and purification reported in the past 15 years for SWNT applications, also 

enlisted in Table 3.1. 

 

 

 

 



 

  44 

Table 3.1: Selected SWNT DEP applications. 

Application Biological 

Applications 

Reported 

pDEP/nDEP Frequency Range References 

Alignment No pDEP 5 MHz Banerjee et al. 216 

Alignment No pDEP 3-80 MHz Blatt et al. 217 and 

Banerjee et al. 218 

Alignment No pDEP 10 MHz Li et al. 219 

Alignment No pDEP 10 MHz Makaram et al. 220 

Tunable Array No pDEP 51 kHz - 5 MHz Shekhar et al. 221 

Field-effect 

transistor  

No pDEP 1 MHz Stokes etal. 222, 223 

Field-effect 

transistor 

No pDEP 5 - 100 MHz Zhang et al. 224 

Transistors No pDEP 5 MHz Kim et al. 225 

Transistors No pDEP 300 kHz Taeger et al. 226 

Transistors No pDEP 50 kHz - 5 MHz Dong et al. 227 

Assembly No pDEP 10 MHz Makaram et al. 220 

Assembly No pDEP 10 MHz Burg et al. 228 

Assembly No pDEP 5 MHz Seo et al. 229 

Assembly No pDEP 10-70 MHz Krupke et al. 230 
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Assembly No pDEP 200 kHz - 15 

MHz 

Pathangi et al. 231 

Assembly No both 1 kHz and 5 

MHz 

Sorgenfrei et al. 232 

Assembly No pDEP 5MHz Li et al. 233 

Assembly No pDEP 100-300 kHz Vijayaraghavan et 

al. 234, 235 

Assembly No pDEP 500 kHz Zheng et al. 236 

Assembly No pDEP 10 MHz Kumatani et al. 237 

Assembly Yes pDEP 60 Hz Srivastava et al. 238 

Assembly Yes pDEP 1 MHz Kim et al. 239 

Separation No pDEP 5 MHz Chen et al. 240 

Separation No both 10kHz-10MHz Dimaki et al. 146 

Separation No both 10 - 50 MHz Shin et al. 241 

Separation No pDEP 3-50 KHz Lutz et al. 242 

Separation No Both 10 MHz Krupke et al. 134 

Separation No Both 1-3 MHz Peng et al. 55 

Separation No Both  >10 MHz Lai et al. 147  

Separation No pDEP 10 MHz Padmaraj et al. 243 

Separation No pDEP 1 MHz Mendes et al. 244 

Separation No pDEP 100 kHz Lee et al. 245 

Separation No both 1-15 MHz Mureau et al. 246 
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NO2 Gas sensor No pDEP 100 kHz Suehiro et al. 247 

H2 Gas sensor No pDEP 100 kHz Suehiro et al. 248 

NH3 gas sensor No both 1 MHz Lucci et al. 249 

pH sensor No pDEP 5 MHz Li et al. 250 

Sensor Yes both >100 kHz Zhou et al. 251 

Immunosensor Yes pDEP 200 kHz Singh et al. 252 

Deposition No pDEP 3 MHz Ericson et al. 253 

Deposition No pDEP 2 MHz Tang et al. 254 

Trapping No both 1000 Hz Rabbani et al. 155 

 

3.3.1. Alignment, Self-assembly, and Patterning 

DEP represents an excellent tool for manipulating SWNTs, aligning a single 

SWNT, and allowing accurate spatial positioning and electrode gaps. Selective patterning-

based applications and self-assembly using DEP for SWNTs have also been used. Banerjee 

et al. reported that Precise positioning and alignment of SWNTs in a device architecture 

using DEP.216, 218 The SWNTs were aligned between two electrodes without any bending 

due to local electric field hotspots induced by the metal posts in the presence of patterned 

metal post arrays. A CNT network is composed of randomly oriented semiconducting, and 

SWNTs aligned with metallic SWNTs were reported by Blatt et al.217 It was reported that 

semiconducting SWNTs are randomly oriented at high field frequency, while metallic 

SWNTs were well aligned, and their preferential direction was parallel to the electric field 

lines. A successful dispersion and large scale-parallel assembly of surface-synthesized 

SWNTs was reported by Burg et al.228 CVD synthesized SWNTs, and dielectrophoretic 
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deposition was used to bridge straight, individual, and long SWNTs between two 

electrodes as shown in Figure 3.2a. A similar approach was reported by Li et al.219, where 

SWNTs suspended in isopropyl alcohol (IPA) were deposited between two cross-

structured electrodes using DEP. Zhang et al. reported the deposition of individual 

semiconducting type SWNTs onto predefined electrodes using DEP.224 Semiconducting 

SWNTs suspended in the aqueous sodium dodecyl sulfate (SDS) solution were deposited 

onto predefined electrodes using DEP at 100 MHz. Specially designed multigap 

nanoelectrodes to separate and assemble semiconducting and metallic SWNTs were used 

by Chen et al.240 The gold electrode array exhibited excellent thermal sensitivity with low-

power consumption. The sensitivity of their device is dependent on the number of gaps: 

more gaps lead to higher sensitivity. Metallic SWNTs are subject to the most significant 

DEP force in the outermost electrode gaps, and enrichment of metallic SWNTs was 

observed. Accumulating the aligned semiconducting type SWNTs increased in the 

innermost electrodes where DEP force is lowest.  

In the past, SWNTs have also been manipulated using DEP via self-assembly and 

selective patterning-based applications. Lu et al. reported a theoretical study of the 

assembly of SWNTs using.255 The influence of electrode type, thermal noise, and electrode 

voltage on the DEP assembly of SWNTs was analyzed. They used a comb and a parallel 

electrode to assemble SWNTs using DEP forces. Simulation results showed that the 

competition decided the array distribution of SWNTs between the strength of the AC 

electric field and thermal noise. Their experimental result reveals that the comb electrode 

has a better position control of SWNTs than the parallel electrode. Makaram et al. reported 

a hybrid top-down fabrication with the bottom-up assembly of SWNTs based on three-
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dimensional interconnects.220 When a voltage was applied, SWNTs were assembled on a 

3D platform using DEP at room temperature. The scanning electron microscopy revealed 

a uniform assembly of SWNTs on the electrodes. The effect of the applied electric field 

frequency in different medium conductivities on the DEP deposition of SWNTs was 

studied by Naieni et al.256 Their study indicates that CNT deposition remained unaffected 

by frequency in high conductivity medium. However, for low conductivity media, a change 

in frequency can alter the rate of CNT deposition around the electrodes. A reproducible 

and controlled mass production of SWNT bundles using DEP was reported by Seo et al.229 

Gold electrodes were fabricated using microfabrication techniques, and SWNTs were 

aligned between two electrodes following the electric field lines. To achieve controlled 

alignment of SWNTs between a pair of electrodes using DEP, a similar concept was also 

reported by Krupke et al. 230, Pathangi et al. 231, and Dong et al.227 Similar microfluidic 

devices for well-directed and precise assembly of SWNTs via DEP were also reported by 

multiple research groups.221, 232-235, 257, 258 A self-limiting direct assembly of individual 

SWNTs using DEP on a pair of electrodes was reported recently by Zheng et al.236 DEP 

methods are unsuitable for large-scale design as disordered SWNTs usually are produced. 

They used a substrate-bent configuration to overcome this problem and introduced deep 

gaps at the center of electrode pair arrays. Their fabrication process does not require any 

chemical modifications of the substrate or SWNTs and is fully compatible with current 

microfabrication technologies. The optimum condition for deposition was found for 
𝜀𝑝

𝜀𝑚
 

=100 considering other parameters, such as frequency, electrode space, and applied 

potential difference are constant. The alignment and self-assembly of CNTs using DEP can 

be used on a laboratory scale to fabricate many devices with identical SWNT sources, 
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thereby allowing statistical studies such as on SWNT piezoelectricity or sensing 

applications.259, 260 

3.3.2. Sensing-based Applications 

Considerable attention for different SWNT-based sensor applications since they 

have higher selectivity, higher thermal and chemical stability, and faster electrical response 

for sensing applications. Suehiro et al. introduced and fabricated an SWNT gas sensor by 

DEP on metallic electrodes made of Al, Pd, or Cr.247, 261 The Al/SWNT sensor resistance 

increased and showed the highest sensitivity when exposed to NO2 gas. At room 

temperature, sub-ppm levels of NO2 gas could be detected in a few tens of seconds. Later 

on, the authors also detected H2 gas using an SWNT/Pd gas sensor.248 The sensor detected 

0.052% H2 in the air at 90°C, and DEP methods were used to fabricate the interface between 

catalytic palladium (Pd) and SWNT. Lucci et al. demonstrated an efficient gas sensor for 

NH3 detection using dielectrophoretically aligned SWNTs.249 Stokes et al. demonstrated 

the fabrication of SWNT-FETs with local Al bottom gates through DEP.222 Their method 

offers a convenient way to assemble the gated SWNT-FET devices from the solution. In 

their technique, the local-gated device offers fast switching behavior due to the channel-

controlled mechanism due to the thin local Al gate, and high-temperature growth of 

SWNTs is not required. Later on, the same group reported the improved device 

performance of individual SWNT FETs assembled from a commercial surfactant-free 

solution by DEP.223 The device showed an on-state conductance up to 6 µS and field-effect 

mobility up to 1380 cm2/V s, which was close to the theoretical limit. Kim et al. 225 and 

Taeger et al. also reported a similar approach for fabricating SWNT-FET.226 Li et al. 

characterized and developed a high-performance pH sensor using DEP-aligned SWNTs, 
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and teeth-shaped electrodes.250 A linear relationship between pH in the range of 5-9 and 

normalized resistance was observed highly repeatably. Figure 3.2b shows the SEM image 

of the aligned SWNTs via DEP and the structure of the sensor. Mureau et al. reported an 

alternative approach to study the accurate measurement of DEP collection of SWNTs using 

a combination of dielectrophoresis and impedance spectroscopy.246 Later on, an efficient 

way to fabricate SWNT-based AFM probes with controlled length and orientation using 

DEP was demonstrated by Tang et al.254 The fabricated probe could be used to image 

structures with a large aspect ratio and had a longer lifetime compared to the etched silicon 

tips. 

3.3.3. Separation and Purification 

The applicability of SWNTs is often limited due to the various sizes and types of 

SWNTs, generally synthesized in a polydisperse mixture. Purification and separation of 

SWNTs are also essential for patterning, self-assembly, and biosensor applications.262, 263 

The electrical frequency-dependent DEP characteristics of SWNTs based on their chirality 

show promising potential for sorting and separating SWNTs.264   CNTs can be of a 

semiconducting or metallic type based on chirality and structure, and different applications 

of SWNT require either semiconducting or metallic types. It is important to separate 

metallic SWNTs from the semiconducting types to improve the device performance. Thus, 

several studies have reported separating SWNTs according to their electrical properties.  

A theoretical study to separate metallic SWNTs from semiconducting types was 

reported by Baik and co-workers.265 According to their theoretical study, it was found that 

the DEP behavior of semiconducting SWNTs is primarily dependent on the conductivity 

ratio 𝜎. By using different wraping agents, the conductivity ratio can be tuned. Mendes et 
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al. reported a theoretical study to separate metallic SWNTs from semiconducting types 

using DEP.244 This study showed that 99% sorting efficiency could be achieved by 

operating in a region where the semiconducting SWNTs are only partially oriented, and 

metallic SWNTs are completely oriented with the electric field. The efficient manipulation 

of SWNTs using an optically driven platform was demonstrated by Lee et al.245 By using 

a photoconductive layer made of amorphous silicon within the developed platform, and a 

non-uniform electric field was generated. This photoconductive layer, when optically 

illuminated, spatially acted as virtual electrodes and generated an inhomogeneous electric 

field that can effectively manipulate SWNTs. The mechanism of translational motion of 

SWNTs in nematic liquid crystal medium driven by pDEP was demonstrated by Srivastava 

et al.238 His study showed the amplitude of the translational motion of CNTs inversely 

proportional to the frequency and is directly proportional to the applied electric field. 

Using DEP experimentally, Krupke et al. developed a method to separate metallic 

SWNTs from semiconducting.134 Metallic SWNTs were trapped in the microelectrode 

array, leaving semiconducting tubes in the solvent, SWNTs accumulated on the electrode 

via DEP, as shown in Figure 3.2c. The separation of metallic and semiconducting SWNTs 

was observed using dielectrophoresis field flow fractionation reported by Peng et al.55 

Additionally, the enrichment of semiconducting SWNTs with band gaps and various 

diameters was also observed. Lutz et al. reported an earlier attempt to separate metallic 

SWNTs from semiconducting SWNTs using a macroscopic electrode system.242 The 

separation of SWNTs according to their electrical properties with a similar approach using 

eDEP was recently reported by Kang et al.198 and Lai et al.147 Using nanoscale gap 

electrodes, Padmaraj et al. 243 reported selective alignment inducing separation of SWNTs. 
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CNTs were separated according to their electrical properties by selective deposition as 

metallic and semiconducting CNTs aligned parallel or orthogonal to the electric field. 

 
 

Figure 3.2: Selected DEP manipulation devices for SWNTs. (a) Example of SWNT 

patterning: (left) The electrical connection and device scheme used for the deposition of 

individual SWNTs; (right, top) The optical microscope image shows an electrode pair, and 

(right, bottom) the SEM image shows the successful DEP deposition of 2µm long SWNTs 

on the electrodes. (b) Example for dielectrophoretically assembled SWNTs: SEM image 

of the teeth like sensor structures and dielectrophoretically aligned SWNTs at 5 MHz with 

an applied voltage of 10 V. SWNTs are deposited in between electrode pairs where the 

electric field is highest. (c) Dark-field micrograph of deposited SWNTs via 

dielectrophoresis. Because of strong Rayleigh scattering in the green wavelength range, the 

deposited SWNTs appear green. The homogeneity of the nanotube alignment can be 

visualized by inserting a polarization filter. When this analyzer was placed perpendicular 

to the deposited electrodes (right) the scattered light is not visible over large area.  

(d) Selective trapping of NaDOC coated SWNTs between insulating posts in an iDEP 

device. Trapping occurred between the two posts when 1000 V/cm was applied at 1000 

Hz. Dependent on ζ of wrapped SWNTs, pDEP or nDEP can be observed. (e) SWNTs self-

assembly at microelectrodes under different frequency conditions: The left column 
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represents the assembly of SWNTs at 1 kHz, and the right column represents the assembly 

of SWNTs at 1MHz at SWNT concentration of 0.2 mg/mL. The top two frames show 

parallel electrodes with 100 µm in width with 100 µm separation. The bottom two images 

represent perpendicular electrodes of 106 µm width and 50 µm separation. At low 

frequency (1 kHz), SWNT self-assembly was confined to a thin boundary near the 

electrodes (left column). When the frequency was increased to 1 MHz, SWNTs formed 

thin uniform wires that bridged the gap (right column). (f) SEM image of E. coli attached 

SWNT films using DEP: The top left image shows the entire configuration and the left 

image is the magnified view of the gap between the two electrodes. Bacteria are trapped 

between electrodes when a frequency of 1 MHz and a voltage of 7 Vpp are applied. (Figure 

is adapted and reprinted with permission from Rabbani et al., copyright (2020), 

Electrophoresis197) 

 

According to their DEP properties, Shin et al.241 reported a continuous fractionation 

method for metallic and semiconducting SWNTs. DEP forces were generated by using an 

H-shaped microfluidic device with integrated electrodes. The metallic SWNT experienced 

a higher magnitude of DEP force than semiconducting SWNTs in the applied frequency 

range, and high purity metallic SWNTs were continuously extracted from a mixture. The 

semiconducting SWNTs remained in the original fluid stream while the higher DEP force 

deflected metallic SWNTs from the fluid stream. Dimaki and co-workers previously 

reported a similar concept of aligning SWNTs.146  This study suggests both metallic and 

semiconducting type SWNTs experience pDEP for frequency <200 MHz; however, they 

can be separated due to a difference in the magnitude of experienced DEP force. Rabbani 

et al. recently reported continuous fractionation of SWNTs by length using an insulator-

based dielectrophoresis constriction sorter.266 A sorting efficiency of up to 95% in specific 

outlets was observed for SWNTs with a length of ≥1μm and nDEP corresponding to short 

sonication times, small 𝜁. For the pDEP case, under the same flow conditions and applied 

potential differences, SWNTs with lengths of ≤300nm were sorted into the center outlet 

with an efficiency of ~90%. This study provided a numerical model and experimental 
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fundamentals of fractionating SWNTs by length, which will be useful for the separation 

and purification of SWNTs for future applications.  

3.3.4. Surface Functionalization and Biological Applications 

SWNTs can exhibit variation in their DEP properties based on the surface 

modifications. Due to van der Waals interactions, CNTs often tend to aggregate and 

bundle, which hampers the potential technological application of CNTs. The surface 

modification of CNTs can prevent such effects, as discussed in section 2.5.2.2. Briefly, the 

functionalization of SWNTs can be accomplished by the attachment of organic and 

inorganic moieties to their tubular structure. The functionalization can improve the 

chemical compatibility and suspension properties of SWNT that are required in their 

nanomaterial and technological applications. Covalent and noncovalent functionalization 

strategies are mainly used for the surface modification of SWNTs.267 To enhance the 

dispersion of SWNTs in the target medium, covalent functionalization is commonly used. 

The chemical modification with carboxylic groups on the surface of SWNTs can improve 

the adhesion or wetting characteristics and reduces agglomeration.268 The noncovalent 

functionalization of SWNTs is based on molecular interactions via different adsorption 

forces. The noncovalent functionalization by adsorption can be achieved by biopolymers 

using surfactants, small aromatic molecules, or polymer wrapping. Surfactants often 

functionalize CNTs, but biomolecules such as peptides, proteins, and nucleic acids have 

also been employed.268-270 

Baik and co-workers studied the effect of sidewall functionalization on the DEP 

mobility of SWNTs.265 a high degree of alignment was observed for both metallic and 

semiconducting SWNTs deposited across a microelectrode gap when SWNTs were 
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dispersed in an aqueous solution of 1 wt% dodecyl sulfate. When SWNTs were 

functionalized using diazonium salts, fewer nanotubes were deposited between two 

electrodes. The sidewall functionalization might sterically impede ion mobility on the 

surface and decrease the intrinsic conductivity of the metallic SWNTs, thereby reversing 

the sign of 𝑅𝑒(𝐶𝑀). Recently Rabbani et al. provided an example of low frequency DEP 

of SWNTs.155, 201 selective trapping of surfactant and ssDNA wrapped SWNTs was 

observed in a post array iDEP device. Figure 3.2d represents the pDEP or nDEP properties 

of SWNTs. The variation in DEP behavior could be linked to Zeta potential and thus 

SWNT conductivity differences of the wrapped SWNTs. 

Improved capturing of targets like bacteria, microbes, etc., has been achieved 

recently using SWNTs. Zhou et al. reported the detection of bacterial cells and 

microparticles with SWNTs.251 SWNT were self-assembled in branches at low frequency 

(< 1 kHz). Figure 3.2e represents self-assembled SWNTs to form thin uniform wires 

bridged between electrodes when the frequency increases to 1 MHz. The SWNT assembly 

was confined in a thin layer near the electrode boundary. pDEP-based trapping of the 

complexes at a high frequency (>1 MHz) has also been used to detect and capture bacteria 

and microparticles by using the high polarizability of SWNTs. Singh et al. reported the 

detection of influenza virus with a sensitive, label-free, and selective electrical 

immunosensor using dielectrophoretically deposited SWNTs.252 The immunosensor 

detected one plaque-forming unit per sample unit volume (PFU/mL) of the influenza virus 

from the mixture with MS2 bacteriophages. Kim et al. reported Immobilization of 

Escherichia coli (E. coli) cells and their DEP trapping in a microfluidic setup using 
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SWNTs.239 The captured bacteria on the formed SWNT film can be tuned by varying the 

electric field and cell density, as shown in Figure 3.2f.  
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4. SINGLE-WALLED CARBON NANOTUBES PROBED WITH INSULATOR-

BASED DIELECTROPHORESIS 

4.1 Abstract 

Single-walled carbon nanotubes (SWNTs) offer unique electrical and optical 

properties. Common synthesis processes yield SWNTs with large length polydispersity 

(several tens of nanometers up to centimeters) and heterogeneous electrical and optical 

properties. Applications often require suitable selection and purification. Dielectrophoresis 

is one manipulation method for separating SWNTs based on dielectric properties and 

geometry. Here, we present a study of surfactant and ssDNA wrapped SWNTs suspended 

in aqueous solutions manipulated by insulator-based dielectrophoresis (iDEP). This 

method allows us to manipulate SWNTs with the help of arrays of insulating posts in a 

microfluidic device around which electric field gradients are created by the application of 

an electric potential to the extremities of the device.  Semiconducting SWNTs were imaged 

during dielectrophoretic manipulation with fluorescence microscopy making use of their 

fluorescence emission in the near IR. We demonstrate SWNT trapping at low-frequency 

alternating-current (AC) electric fields with applied potentials not exceeding 1000 V. 

Interestingly, suspended SWNTs showed both positive and negative dielectrophoresis, 

which we attribute to their Zeta potential and the suspension properties. Such behavior 

agrees with common theoretical models for nanoparticle dielectrophoresis. We also show 

that the measured Zeta potential and suspension properties are in excellent agreement with 

a numerical model predicting the trapping locations in the iDEP device. This study is 

fundamental for the future application of low frequency AC iDEP for technological 

applications of SWNTs. 
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4.2. Introduction 

Single-walled carbon nanotubes (SWNTs) possess unique electronic, mechanical, 

optical and structural properties which can be exploited for future nanoscale applications.37, 

271-275 Their use in nanoscale electronics ranges from field-effect-Schottky-type 

transistors,37, 275, 276 nanometer sized semiconducting devices, probes,277 data storage or 

field emission sensors272 to biological transporters and biosensors.48 SWNTs have also 

been exploited as mechanical sensors in living cells thanks to their unique fluorescence 

properties including superb photostability278, 279 and fluorescence emission in the IR 

range280-282 where autofluorescence in biological samples is minimal.  

Typically, SWNTs are produced in processes yielding mixtures with broadly 

dispersed diameters, lengths (from 10 nm up to 1 cm)283 and chirality. Chirality is important 

to determine electrical and optical properties of SWNTs.284, 285 Producing SWNTs with 

defined lengths or chiralities has not been achieved. One of the most successful fabrication 

methods is the high-pressure carbon monoxide (HiPco) process, yielding SWNTs in 

diameters of ~ 1 nm, lengths from several tens of nm to a few micrometers and preferred, 

but not unique chirality.286, 287 In addition, SWNTs form adducts and bundles through van 

der Waals forces282 during fabrication. Applications of SWNTs thus require overcoming 

the challenges related to post-synthesis separation steps. 

Various separation methods of SWNTs have been reported according to their 

electronic type,54, 288 and these separated nanotubes can be used in future electronic device 

components.289 In applications requiring SWNTs in aqueous solutions, they must be 

suspended using a surfactant or wrapping agent, influencing their surface charge and Zeta 

potential. Sorting of suspended SWNTs has been attempted with ion-exchange 57 and size-
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exclusion chromatography.290 The combination of the two has even allowed the separation 

of similar-sized diameter SWNTs by chirality.291 The method is, however not generally 

applicable to samples with large variations in diameters or chirality. Ultracentrifugation, 

including density gradient methods, has been used for sorting, yielding small amounts that 

can be employed for selected applications.292 In addition, the unique chemical reactivity of 

ends or side walls of SWNTs has been exploited for sorting as well as to selectively break 

down non-desired species in SWNT mixtures through etching approaches.293 Sorting of 

SWNTs can also be carried out in direct current electric fields via electrophoresis 

employing sieving matrices.294, 295 

An alternative electrical separation method for SWNTs is dielectrophoresis. 

Alternating current dielectrophoresis (AC DEP) has gained attention as a potential 

technique for sorting carbon nanotubes according to their electrical properties.145, 273, 296, 297 

When a cylindrical nanotube is placed in a non-uniform electric field, it will experience a 

force due to the induced dipole moment.273, 298 Depending on the polarization properties of 

the nanoparticles and the surrounding medium, particles can be manipulated or trapped 

using DEP. Particles experiencing positive DEP (pDEP) drift towards the regions of largest 

electric field strength, while the underlying dielectrophoretic force is proportional to the 

carbon nanotube length.299 The dielectrophoretic force strongly depends on the frequency 

of the electric field and the frequency-dependent electrical properties of particles. The 

frequency dependence is manifested in the Clausius-Mossotti factor, which may have 

complex frequency behavior. Thus, the DEP behavior of SWNTs can be tuned with the 

applied frequency. It has been reported that metallic nanotubes always experience pDEP 

due to their large dielectric constant.273 Depending on the electric field frequency and 
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particle surface conductivity, semiconducting SWNTs can show either positive or negative 

DEP.145, 285, 296 Therefore, DEP has been used to separate metallic from semiconducting 

SWNTs.273, 300 The transport and trapping properties of DEP can also be employed as a 

means to control large-scale or even single SWNT deposition for electronic 

applications.301, 302Inhomogeneous electric fields for AC DEP can be generated in two 

different ways: (i) by introducing microelectrodes in a sample chamber, or (ii) by 

constructing topological structures between macroelectrodes.303 Electrode-based DEP 

(eDEP) is an established method where µm-sized electrodes are patterned on a substrate. 

These electrodes can be quadruple electrodes,304 pairs of electrodes at close distance,305 or 

interdigitated electrodes.299 With eDEP, high frequencies can be reached, and the DEP 

response of nanoparticles can be investigated in the kHz to MHz regime. The other, newer 

approach is insulator based DEP (iDEP) where different dielectric obstacles are introduced 

in a microfluidic channel producing inhomogeneous electric fields when an electrical 

potential is applied between the access ports of the microfluidic device.29 With an iDEP 

device, DC and low-frequency DEP behavior of particles can be examined.117 iDEP 

devices avoid chemical electrode reactions that can occur in eDEP applications, fabrication 

steps are facilitated and the electric field gradient can be generated along the entire depth 

of microfluidic devices.28, 306 

iDEP at low frequencies < 1kHz as an alternative approach to manipulating SWNTs 

has not been used. At low frequencies, the DEP of nanoparticles is mainly governed by 

their conductivity and that of the surrounding medium307, 308 (see theory section for more 

detail) and critically depends on the wrapping agent used to suspend the SWNTs.145 We 

here report on the DEP characteristics of SWNTs using an insulator-based microfluidic 
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system. We have studied the dielectrophoretic behavior of SWNTs wrapped with single-

stranded DNA (ssDNA) or with sodium deoxycholate (NaDOC) at frequencies up to 

1 kHz. The resultant DEP trapping behavior of semiconducting SWNTs was investigated 

by infrared fluorescence microscopy in an elastomer microfluidic channel. We correlate 

the observed dielectrophoretic behavior with differences in the Zeta potential, which, in 

turn, depends on the method used for the suspension of the investigated SWNTs. 

4.3. Materials and Methods 

4.3.1. Chemicals 

SWNTs (batch number 189.2) were obtained from Rice University (TX, USA) 

through a materials transfer agreement. Sodium hydroxide (NaOH) was purchased from 

Merck KGaA (Germany), N-(2-hydroxyethyl) piperazine-N’-2-ethanesulfonic acid 

(HEPES), single-stranded DNA composed of 30 tyrosine bases (dT30), sodium 

deoxycholate (NaDOC) and Pluronic F-108 were purchased from Sigma-Aldrich (MO, 

USA). Muscovite Mica (V-5, sheet size 50×75 mm, thickness 0.15-0.21 mm) was 

purchased from Science Service (Germany) and (3-aminopropyl) triethoxysilane (APTES) 

was obtained from Sigma-Aldrich (MO, USA). Sylgard® silicone elastomer kit for 

polydimethylsiloxane (PDMS) was obtained from Dow Corning Corporation (MI, USA). 

Glass slides (40 mm×50 mm) were from Menzel GmbH and purchased through Thermo 

Scientific (Germany). Deionized (DI) water was produced using an Arium® 611 ultrapure 

water system from Sartorius (Germany).  

4.3.2. Microchip Fabrication 

The microfluidic chip layout was designed with AutoCAD and then patterned on a 

silicon wafer by standard photolithography. From this master wafer, a PDMS mold was 
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prepared via standard soft lithography procedures.309 Briefly, liquid PDMS was mixed with 

PDMS curing agent in a ratio of 10:1 (w/w). The mixture was poured on the master wafer, 

degassed using a vacuum desiccator, and heated in an oven for 4 h at 80°C. The mold was 

subsequently removed from the master wafer, and 3 mm diameter reservoirs were punched 

manually by a puncher at the beginning and end of the post array portion of the 

corresponding microchannel. The PDMS mold was cut into slabs of appropriate size, and 

these slabs and glass slides were cleaned with isopropanol and distilled water, dried with a 

stream of nitrogen and baked on a hot plate at 90°C until completely dried. Both surfaces 

were activated with an oxygen plasma (PDC-001: Harrick Plasma cleaner/sterilizer, USA) 

at high power (18 W) for 30 s. After the plasma treatment, the PDMS slab was pressed 

against a glass slide to form a closed microchannel system and then placed on a hot plate 

at 90°C for 3-5 min. The chamber was then filled with DI water, washed several times with 

DI water by suction and then the surface was treated with Pluronic F108 (1% w/v) and 

incubated overnight prior to use as described previously.310 With surface treatment 

particles can experience strong DEP force and can be immobilized towards the dielectric 

obstacles, even at higher medium conductivity.307, 308 As F180 and SWNTs both are 

negatively charged, coating surface with F108 prevent the SWNTs sticking with surface 

during the experiment. 

The PDMS channel was 1.5 cm long with a post array section integrated over ~1 cm 

as shown in Figure 4.1c. The posts had a diameter of 10 µm, the row distance was also 10 

µm and the post to post distance in one row was 5 µm.  
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4.3.3. SWNT Sample Preparation 

SWNTs were solubilized by wrapping with either surfactant (NaDOC) or single-

stranded DNA (dT30). NaDOC (1% w/v) was dissolved in 10 mM HEPES buffer at pH 7. 

A glass scintillation vial was cleaned with ethanol and dried with a stream of nitrogen. 

Then, ~2 mg SWNTs were carefully transferred to the clean vial with a spatula, and 2 ml 

of NaDOC solution was added. The vial was placed in a bucket with ice and sonicated with 

a 2 mm Microtip sonicator (Sonics & Material INC, Danbury, CT, USA) at 20 kHz and 20 

W. Two types of NaDOC coated SWNT samples were prepared. Sample A was prepared 

by 20 min sonication, and sample B was prepared by 60 min sonication. After sonication, 

the SWNT suspension was transferred to an Eppendorf vial and centrifuged (Sigma 1-14 

centrifuge, Germany) at 14000 rpm for 15 min. After centrifugation, the pellet was 

discarded, and the supernatant was collected to be used in experiments and stored at 4°C. 

For ssDNA wrapping of SWNTs, DI water was added at a 1:1 (w/w) ratio to dry ssDNA 

to yield about 0.5 mL of 1 mg/mL concentration. The vial was centrifuged at low spin 

speed for a few seconds and vortexed for a few seconds repeatedly for approx. 5 min to 

ensure homogeneous solubilizing of ssDNA. In the next step, ~1 mg SWNTs was 

transferred to a clean glass scintillation vial, and DNA solution was added to the SWNTs. 

Then the sample was sonicated at 20 kHz and 20 W for 90 min as described above. After 

sonication, the sample was ultra-centrifuged (Optima™ Ultracentrifuge 28000 rpm, 

Beckman Coulter, Germany) for 90 min at 4°C. After centrifugation, the supernatant was 

collected and stored at 4°C prior to experiments. Surface charge was measured with a 

Zetasizer Nano ZS instrument (Malvern, USA). Five trials were made, and the average 

Zeta potential value determined. An Orion-3 Star conductivity meter from Thermo 



 

  64 

Scientific (Germany) was used to measure medium conductivity. The conductivity meter 

was calibrated with a standard NaCl solution (conductivity of 0.1413 S/cm and 692 ppm).  

4.3.4. SWNT Imaging 

SWNTs were imaged as previously reported.48 Briefly, a sample rich in fluorescent 

(6,5) carbon nanotubes with an excitation maximum of 567 nm and emission maximum of 

975 nm were used in this work. SWNTs were excited by a 561 nm DPSS laser (500 mW 

cw; Cobolt Jive™; Cobolt). A neutral density filter (NDC-50C-4M, Thorlabs) served to 

adjust the intensity of the beam. The laser beam was directed into the back aperture of a 

high-NA objective (Zeiss, alpha Plan-Apochromat, 100x, NA = 1.46). Fluorescence light 

was collected through the same objective and passed through a dichroic beam splitter (630 

DCXR; AHF Analysentechnik), further filtered using a 900 nm long-pass filter (F47-900; 

AHF Analysentechnik) and focused on a short-wave infrared (SWIR) camera with an 

InGaAs detector (XEVA-SHS-1.7-320 TE-1, Xenics). Images of SWNTs were recorded 

with 100 ms exposure times. Data analysis was performed with ImageJ software. Five 

trapping regions were chosen from a representative image in each case, and pixel intensities 

were extracted, averaged, and normalized with the largest intensity in each case. Origin 8.5 

software was used for plotting the normalized data with associated error bars at the 

different applied potentials. 

4.3.5. Atomic Force Microscopy 

Atomic force microscopy (AFM) was used to determine lengths and diameters of 

the SWNTs. The SWNT suspensions were incubated on mica surfaces (Grade V1, Ted 

Pella, Inc. USA) for 15 min, washed with DI water and dried. A Nanotec AFM instrument 
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(Nanotec, Spain) was used for imaging SWNTs in tapping mode. SWNT length was 

measured for about 100 nanotubes for each sample. 

4.3.6. Computation of Electric Field 

A section of the microfluidic device matching the post array geometry was drawn 

in COMSOL Multiphysics version 5.2a. Domains for the microchannel material and 

solvent were assigned and material properties chosen according to pre-defined parameters 

in COMSOL for PDMS and water. The electric field within the designed geometry was 

solved by choosing a stationary study with the Electric Current module. It solves 

Maxwell’s current equation with appropriate boundary selection with the posts and side 

walls considered electrical insulators. The inlet boundary was considered the input of the 

electric potential and a positive potential was applied. The outlet boundary was grounded.  

The current density was solved by calculating the electric field intensity with this module.  

4.4. Theory 

Following the literature, we briefly describe the DEP force on a single walled 

carbon nanotube. When a cylindrical solid particle is placed in a non-uniform DC electric 

field, it experiences a dielectric force as described in equation 3.2, section 3.1, chapter 3.In 

the case of a hollow tube, the geometry factor will be replaced by 𝜋𝑙𝛿(2𝑟 − 𝛿) with the 

wall thickness 𝛿. The real part of equation 3.2   can be represented as: 

𝑅𝑒(𝐶𝑀) =
−(1+𝐿)𝜎𝑚

2+𝜎𝑝𝜎𝑚+𝜀𝑚(𝜀𝑝−𝜀𝑚)𝜔2+𝐿(𝜎𝑝
2−(𝜀𝑚−𝜀𝑝)

2
𝜔2)

(1+𝐿)2𝜎𝑚
2+2𝐿(1+𝐿)𝜎𝑝𝜎𝑚+𝜀𝑚

2𝜔2+2𝜀𝑚(𝜀𝑚−𝜀𝑝)𝐿𝜔2+𝐿2(𝜎𝑝
2+(𝜀𝑚−𝜀𝑝)

2
𝜔2)

                (4.1) 

For → 0, 𝑅𝑒(𝐶𝑀) becomes: 

 
𝑅𝑒(𝐶𝑀) =

−(1 + 𝐿)𝜎𝑚
2 + 𝜎𝑝𝜎𝑚 + 𝐿𝜎𝑝

2

(1 + 𝐿)2𝜎𝑚
2 + 2𝐿(1 + 𝐿)𝜎𝑝𝜎𝑚+𝐿2𝜎𝑝

2
 

    (4.2) 
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The Clausius-Mossotti factor for SWNTs can be estimated based on intrinsic 

parameters. The relative permittivity for metallic and semiconducting SWNTs was 

reported as 4000 and 5, respectively.145, 273 For nanoparticles, it has been shown that the 

effective particle conductivity consists of the intrinsic conductivity and of surface 

conductivity near the particle. It was reported that the radius of sodium dodecyl sulfate-

suspended SWNTs is approximately 2.7 nm because a double layer is formed around the 

radial direction of the nanotubes.145 This value was used for the particle conductivity 

calculation in this study. The internal conductivity of semiconducting  SWNTs can be taken 

as approximately zero because of the large band gap.145 The surface conductance 𝜆s is the 

sum of the diffuse layer conductance, 𝜆𝑠,𝑑, and the Stern layer conductance, 𝜆𝑠,𝑠  , where 

the ratio of diffuse layer conductance and Stern layer conductance has been reported as 

0.56.311 The diffuse layer conductance can be calculated from the Zeta potential, 𝜁, of 

SWNTs and the properties of the electrolyte, using the following equations145, 312  

 
𝜆𝑠,𝑑 = 

4𝑞2𝑛𝑧2

𝑘𝐵𝑇𝛽
[𝐷+ (𝑒

−𝑧𝑞𝜁
2𝑘𝐵𝑇 − 1) (1 +

3𝑚+

𝑧2
)

+ 𝐷− (𝑒
𝑧𝑞𝜁

2𝑘𝐵𝑇 − 1) (1 +
3𝑚−

𝑧2
)] 

   (4.3) 

 

 

with 

 

𝛽 = √
2𝑞2𝑧2𝑛

𝜀𝑘𝐵𝑇
 

    (4.4) 

and 
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𝑚± = 

2

3

𝜀

𝐷±𝜂
(
𝑘𝐵𝑇

𝑞
)
2

 
    (4.5) 

here, 𝜆𝑠,𝑑 is the diffuse layer conductance, 𝑞 is the charge of an electron, 𝐷 is the diffusion 

constant, 𝑘𝐵 is the Boltzman constant, 𝑚 is the contribution from electroosmotic transport, 

𝛽 is the reciprocal Debye length, 𝜂 is the viscosity of the solution, 𝑧 is the valence of the 

ion, and 𝑛 is the ion concentration. The surface conductivity can be obtained from the Zeta 

potential, which was assessed experimentally in this study (see Table 1). The effective 

particle conductivity can then be calculated using equation 4.3-4.5, the surface conductivity 

𝜆𝑠 (= 𝜆𝑠,𝑑 + 𝜆𝑠,𝑠) and Eq. 6. Note that this calculation accounts for an ideally suspended 

SWNT with no interactions with other particles or aggregation. Parameters used were 𝑞 = 

1.60×10-19 C, 𝑛 = 2.05×1025 m-3 for NaDOC wrapped SWNTs (𝑛 = 5.5×1023 m-3 for ssDNA 

wrapped SWNTs), 𝑧 = 1, 𝑘𝐵 = 1.38×10-23 J K-1, T = 297 K, 𝐷+ = 1.334×10-9 m2 s-1, 𝐷− = 

1.334×10-9 m2 s-1, 𝜂 = 0.890×10-3 K g m-1 s-1 (for water) as well as the permittivity of water 

𝜀 = 80 𝜀0 with  𝜀0 = 8.854×10−12 F m−1. 

4.5. Results and Discussions 

For this study, SWNTs were solubilized by wrapping with the surfactant NaDOC 

or with dT30 single-stranded DNA, and their iDEP behavior was studied in a microfluidic 

device. Figure 4.1a-b shows AFM images of NaDOC- and DNA-wrapped SWNTs together 

with schematic drawings of wrapping. AFM imaging revealed a height of 1.52 ± 0.6 nm 

for NaDOC-coated SWNTs and an average length of 1050 ± 610 nm. For SWNTs wrapped 

with ssDNA, an average height of 1.33 ± 0.64 nm was found as well as an average length 

of 1100 ± 550 nm. A PDMS microfluidic chip was used to test the DEP behavior in trapping 

experiments as shown in Figure 4.1c. Figure 4.1d represents the numerically calculated 
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electric field in the circular post array in a representative section of the device. We present 

iDEP trapping results for two NaDOC-wrapped SWNT samples differing in the sonication 

time during suspension and one ssDNA-wrapped SWNT sample, as listed in Table 4.1. All 

results presented below relate to semiconducting SWNTs observed through their infrared 

fluorescence upon excitation with a 561nm laser. Metallic SWNTs do not fluoresce and 

are not probed with our method. 

 

Figure 4.1: SWNT characterization and microfluidic device scheme: a) Schematic drawing 

of ssDNA-wrapped SWNT and AFM image of ssDNA-suspended single SWNTs. b) 

Schematic drawing of NaDOC-wrapped SWNT and AFM image of NaDOC-suspended 

single SWNTs. c) Schematic of microfluidic device employed for iDEP and bright field 

microscopy image of a section of the post array. d) Electric field distribution as obtained 

from a COMSOL model in a section of the post array at an applied electric potential of 

1000V across the 1.5cm long microchannel. The green arrow (small) points towards the 

region with the lowest electric field and the red arrow (large) points at the region with the 

highest electric field. (Figure is adapted and reprinted with permission from Rabbani et al., 

copyright (2017), Anal. Chem.355) 
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4.5.1. Prediction of iDEP Trapping Regions for SWNTs 

Depending on the sign of 𝑅𝑒(𝐶𝑀), nDEP or pDEP particle trapping may occur. 

Since SWNT DEP trapping behavior at low frequency has not been reported previously, 

we developed a numerical model to predict the trapping locations of SWNTs in an iDEP 

microfluidic device with COMSOL Multiphysics 5.2a. The model accounts for the device 

geometry, applied potentials scaled to the device section modeled, resulting electric field 

as well as electric field gradients, and diffusion properties of the particles and allows to 

track the particle positions due to DEP forces in a time dependent study. Particles are 

released at specific positions within a post array section and their migration can be traced 

over time. Figure 4.2a shows the result of a study for the nDEP and pDEP case. SWNTs 

released in between two post rows and subject to DEP forces according to a negative 

𝑅𝑒(𝐶𝑀) accumulate in the regions between two post rows of different rows, as shown in 

Figure 4.2a. These locations correspond to the lowest electric field regions, as indicated by 

the gray scale surface plot in Figure 4.2a. In contrast, Figure 4.2b represents the pDEP 

trapping behavior of SWNTs when a positive 𝑅𝑒(𝐶𝑀)  is assumed. In this case, SWNTs 

are trapped between the two posts in the same row, where the strength of electric field is 

highest. Thus, the pDEP trapping regions differ distinctively from the nDEP trapping 

regions. Note that the model parameters were adapted to reflect the case of sample A 

(nDEP) and sample B (pDEP) for NaDOC-wrapped SWNTs, as experimentally 

investigated below. Details of the numerical model and supplementary movies showing the 

migration of SWNTs to the final trapping positions are available as supplementary 

information. 
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Figure 4.2: Predicted trapping positions of SWNTs subject to iDEP: a) SWNT trapping 

position predicted with the numerical model for 𝑅𝑒(𝐶𝑀) > 0. The applied potential to this 

200µm long channel section was adapted reflecting the case of 1000V applied over a 

1.5cm. The image shows the end position of xxx SWNTs (shown as red dots) released from 

each vertical line. SWNTs experienced pDEP and accumulated between two posts in the 

same raw where the highest electric field strength was. b) SWNT (shown as blue dots) 

trapping position predicted with the numerical model for 𝑅𝑒(𝐶𝑀) < 0. The applied 

potential is same as in a). The image shows the end position of xxx SWNTs released from 

each vertical line. SWNTs experienced nDEP and accumulate between two rows, where 

the electric field strength is lowest. The grey scale surface plot in a) and b) indicated electric 

field strength. (Figure is adapted and reprinted with permission from Rabbani et al., 

copyright (2017), Anal. Chem.355) 

 

4.5.2. Experimental Observation of SWNT iDEP 

Next, the iDEP trapping behavior of two NaDOC-wrapped SWNT samples was 

studied. Applied frequencies ranged between 0 and 1000 Hz and potentials between 0 and 

1000 V across a channel of 1.5cm length. Figure 4.3a shows an image of a microchannel 

filled with NaDOC-suspended SWNTs without an externally applied potential. SWNTs 

were evenly distributed around the posts in the channel. Figure 4.3b-c represents Sample 

A's trapping behaviorA probed at frequencies of 70 Hz and 700 Hz with an applied 

potential of 1000 V over the 1.5cm ong microfluidic channel. Figure 4.3b shows that 

NaDOC-wrapped SWNTs were trapped at the left and right side of a post at 70 Hz in x-
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direction. These positions correspond to the lowest electric field strength in the post array 

as apparent from comparing with Figure 4.1d and the electric field suface plot also shown 

in Figure 4.2a. It is also apparent that the trapping positions correspond to those resultant 

from the numerical model assuming nDEP for SWNTs as demonstrated in Figure 4.2a 

indicating excellent agreement between experiment and numerical model. The observed 

trapping positions also correspond to those previously observed for polystyrene beads 

exhibiting nDEP.46 At 700 Hz, NaDOC-suspended SWNTs showed the same nDEP 

trapping behavior (Figure 4.3c). The trapping behavior was investigated at frequencies up 

to 1000 Hz (data not shown), with the trapping positions not changing in the post array. 

This indicates that the DEP behavior is not frequency dependent in the range tested. 

We also note that some nanotubes were not trapped. We attribute this to the large length 

distribution (approx. 400-1600 nm) of suspended SWNTs after the sonication process. 

Smaller SWNTs do not experience large enough DEP forces to be trapped. In addition, a 

residual flow can be caused by hydrostatic pressure differences or electroosmotic forces 

due to a DC voltage offset preventing smaller SWNTs from being trapped.  

Next, the DEP behavior of Sample B was investigated (Figure 4.3d) which was 

prepared with 60 min sonication time. We note that the location of DEP trapping in the 

post array changed and was now consistent with pDEP, i.e. SWNTs accumulated at the 

regions with the highest field strength. These trapping regions coincide well with the 

regions predicted by the numerical model, indicating excellent agreement between 

experiment and model. However, the change from nDEP for Sample A to pDEP for Sample 

B is unexpected and will be further examined below.  
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In addition, the iDEP trapping behavior was studied for various applied potentials by 

analyzing the fluorescence intensity in the corresponding trapping regions. The 

fluorescence intensity is indicative of SWNT concentration due to iDEP trapping. As 

shown in Figure 4.3e-f, for both Sample A and Sample B, above a threshold potential of 

300 V accumulation in the pDEP or nDEP trapping regions occurs. In addition, a plateau 

is reached in both cases upon which no significant increase in the concentration of SWNTs 

in the trapping regions is observed. This can be explained by the accumulation of all 

SWNTs experiencing a sufficiently large DEP force.  
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Figure 4.3: DEP trapping of NaDOC-wrapped SWNTs: IR fluorescence imaging of 

NaDOC-wrapped SWNTs subject to DEP trapping: a) Without potential, no trapping was 

observed. b) A potential of 1000 V was applied over the entire microchannel of 1.5 cm 

length at 70 Hz (external field direction horizontal) for  Sample A (20 min sonication). 

SWNTs accumulated in the regions of lowest electric field strength consistent with nDEP. 

c) Same as b) but at 700 Hz and Sample A. SWNTs still accumulate in the regions of lowest 

electric field strength consistent with nDEP. d) For Sample B, SWNTs (60 min sonication) 

accumulated in the regions of highest electric field strength consistent with pDEP. Scale 

bar: 20 µm for a)-d). e) Normalized fluorescence intensity indicative of DEP trapping vs 

applied electric potential for sample A in the regions where nDEP occurs. f) similar to e) 

but with sample B for pDEP trapping regions. (Figure is adapted and reprinted with 

permission from Rabbani et al., copyright (2017), Anal. Chem.355) 

 



 

  74 

Figure 4.4a shows the trapping behavior of ssDNA-wrapped SWNTs, which were 

suspended similarly to Sample B by tip sonication for 90 min. At 700 Hz and 1000V 

applied over the 1.5cm long channel, the SWNTs accumulated in the regions of highest 

electric field strength in between posts, consistent with pDEP. We note that, similarly to 

the NaDOC-wrapped SWNTs, some ssDNA-wrapped SWNTs were not trapped. The 

pDEP trapping behavior for ssDNA wrapped SWNTs coincides with Sample B of the 

NaDOC wrapped SWNTs. The potential origin for the variations in DEP behavior of 

SWNTs at low frequencies probed in this study will be given in the next section. Figure 

4.4b shows the trapping behavior of ssDNA wrapped SWNTs at varying applied potentials 

from 0V to 1200V. No trapping was observed below 300V. Above this potential, SWNTs 

accumulate due to iDEP trapping, whereas a plateau is reached above 600V. We also 

attribute this to trapping of all available SWNTs for which the DEP trapping force is large 

enough. Other smaller SWNTs for which the trapping threshold is not reached, are not 

trapped and are still observed in regions of lower electric fields.  

 

Figure 4.4: DEP trapping of ssDNA-wrapped SWNTs: IR fluorescence imaging of ssDNA-

wrapped SWNTs subject to DEP trapping: At 700 Hz and 1000V applied over the entire 

microchannel of 1.5 cm length, ssDNA-wrapped SWNTs accumulated in the regions of 

highest electric field strength, consistent with pDEP. Scale bar: 20 µm, external field 
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direction horizontal, along the x-direction. b) Normalized fluorescence intensity indicative 

of DEP trapping vs applied electric potential for ssDNA-wrapped SWNTs in the regions 

where pDEP occurs. The onset of trapping is observed around 300V and above 600V the 

fluorescence intensity plateaus. (Figure is adapted and reprinted with permission from 

Rabbani et al., copyright (2017), Anal. Chem.355) 

 

4.6. Origin of Low-Frequency DEP Behavior of Suspended SWNT Species 

In the low-frequency regime, the DEP behavior of nanoparticles is governed by 

their conductivities and that of the medium. The magnitude of 𝑅𝑒(𝐶𝑀) is thus expected to 

be independent of the applied frequency in the range investigated in this work. Our 

experimental observations are in agreement, since all SWNT preparations tested showed 

frequency-independent iDEP trapping behavior in the range probed (0-1000 Hz). 

Moreover, we observed nDEP or pDEP behavior dependent on how samples were 

suspended. For NaDOC-suspended SWNTs, the type of DEP behavior was dependent on 

the sonication time (Samples A and B). In the following we discuss possible factors giving 

rise to this difference in DEP behavior. 

According to established models, 𝑅𝑒(𝐶𝑀) of semiconducting SWNTs is governed 

by the effective particle conductivity, which is dominantly determined by the double layer 

contributions arising from Stern layer and diffuse layer conductance. The latter depend on 

the Zeta potential of the charged nanoparticle suspended in an electrolyte. It is well 

documented in the literature, that the Zeta potential of SWNTs varies for different 

surfactants and surfactant concentrations. 313, 314 We thus independently measured the Zeta 

potential of the SWNTs prepared in the different manners . Table 4.1 lists the 

experimentally determined Zeta potentials for all samples for which the DEP behavior was 

studied as well as some cases at even lower sonication time.  
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Sample B, subjected to a longer sonication time, showed a Zeta potential of ζ = -58.6±1.8 

mV, which is in reasonable agreement with the literature, considering variations in 

sonication time and power as well as aqueous solution additives (in our case HEPES 

buffer).314 Sample A with a shorter sonication duration resulted in ζ = -20.2±1.1 mV, about 

one third of the value of Sample B. Moreover, shorter sonication times of 5 and 10 min 

resulted in Zeta potentials slightly lower than -20.2 mV. We attribute this large difference 

in Zeta potential to a less dense wrapping of the SWNTs with the surfactant in Sample A, 

C and D. High Zeta potentials typically indicate a good stability of dispersed particles due 

to electrostatic repulsion between suspended particles whereas lower Zeta potentials are 

typically an indication for a higher tendency of aggregation of dispersed particles.314 A 

Zeta potential of only -20 mV could therefore signify lower stability of the nanotube 

suspension and a tendency to aggregate. Our findings are consistent with a report by 

Mahbubul et al.315 who have shown a direct correlation of the Zeta potential with sonication 

time for aluminum oxide nanoparticles suspended in aqueous solutions and the observation 

by Zaib et al.,316 where carbon nanotubes increase their electrophoretic mobility and thus 

Zeta potential with longer sonication times.  
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Table 4.1: Zeta potential, 𝜎𝑚 , 𝜎𝑝, conductivity ratio and Clausius Mossotti factor for 

suspended SWNTs.  

Sample 

Sonication 

Time (min) 

Zeta 

potential 

(mV) 

𝝈𝒑 

(S/m) 

𝝈𝒎 

(S/m) 

Conductivity 

ratio (𝛄) 

𝑹𝒆(𝑪𝑴) 

NaDOC 

(Sample C) 

5 -18.6±1.7 0.03 0.15 0.2 -0.8 

NaDOC 

(Sample D) 

10 -19.4±1.4 0.12 0.15 0.8 -0.2 

NaDOC 

(Sample A) 

20 -20.2±1.1 0.14 0.15 0.93 -0.07 

NaDOC 

(Sample B) 

60 -58.6±1.8 2.94 0.15 19.6 18.6 

ssDNA  90 -60.7±2.0 0.53 0.04 13.25 12.3 

 

The measured Zeta potentials can now be linked to the observed DEP trapping. In 

the low-frequency regime, the 𝑅𝑒(𝐶𝑀) can be simplified as a conductivity ratio of the 

medium and particle as mentioned in equation .3.7 in chapter 3. We define the conductivity 

ratio γ as 
𝜎𝑝

𝜎𝑚
. For γ < 1, nDEP is prevalent since 𝑅𝑒(𝐶𝑀) < 0, whereas for γ > 1, 𝑅𝑒(𝐶𝑀) 

is positive resulting in pDEP. Figure 4.4a shows the dependence of 𝑅𝑒(𝐶𝑀) on γ indicating 

that the sign of the Clausius-Mossotti factor critically depends on the medium used to 

suspend the SWNTs and the nanotube’s surface conductivity.  
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Figure 4.5: Calculated Re(CM) in dependence of γ and Zeta potential: a) Calculated 

Re(CM) vs. γ(=
σp

σm
) in the low-frequency regime, calculated for a frequency of 700 Hz. 

The red lines show curves for semiconducting NaDOC-wrapped SWNT and the (blue) 

dashed line for semiconducting ssDNA-wrapped SWNTs. Note that both curves coincide 

in the low frequency regime as Re(CM) is only governed by the conductivity ratios. The 

black dashed line indicates Re(CM) = 0. The black triangle, blue square and red circle 

indicate the values for sample A, sample B, and ssDNA-wrapped SWNTs, respectively. 

The inset in a) corresponds to a zoom in for low values of γ < 1, where negative Re(CM) 

prevails. b) Dependency of Re(CM)  on Zeta potential for NaDOC suspended SWNTs. The 

dashed line indicates Re(CM) = 0. It is apparent that Re(CM) changes sign from positive 

to negative at low Zeta potential (< 21 mV). (Figure is adapted and reprinted with 

permission from Rabbani et al., copyright (2017), Anal. Chem.355) 

 

Next, we examine the conductivity ratio γ in the different experimental conditions. 

For a given SWNT suspension, 𝜎𝑚 is defined by the solution employed during the 

suspension process and can be assessed experimentally through conductivity measurement. 

The particle conductivity is governed by the surface conductivity, which in turn is defined 

via the diffuse layer and Stern layer conductance as described in the Theory section. Based 

on the experimentally determined Zeta potentials, the diffuse layer conductance 𝜆𝑠,𝑑 can 

be calculated, yielding 𝜎𝑝 according to equation 4.3. Table 1 lists the calculated 

conductivity ratio for the SWNT samples. The calculated particle conductivity was 0.14 

S/m for NaDOC wrapped SWNTs for Sample A, 2.94 S/m for Sample B, and 0.53 S/m for 
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DNA wrapped SWNTs. The medium conductivity was also determined experimentally and 

found to be 0.15 S/m for both NaDOC-wrapped samples and 0.04 S/m for ssDNA-wrapped 

SWNTs, respectively.  

Figure 4.5a shows the dependence of 𝑅𝑒(𝐶𝑀)  on the conductivity ratio 𝛾 and the 

Zeta potential, with the symbols corresponding to SWNT samples studied experimentally. 

For NaDOC-wrapped Sample B, 𝑅𝑒(𝐶𝑀)  is positive with a value of 18.6 corresponding 

to 𝛾 of 19.6. For DNA-wrapped SWNTs, 𝛾  is 13.25 with a corresponding 𝑅𝑒(𝐶𝑀) of 12.3. 

This calculation matches the experimentally observed trapping behavior of NaDOC-coated 

SWNTs (Sample B) and ssDNA-wrapped SWNTs where pDEP was observed. The 

numerical study underlines this experimental observation since the trapping regions match 

in both model and experiment.  

We further examined the relationship between Zeta potential and 𝑅𝑒(𝐶𝑀) for the 

NaDOC-wrapped SWNTs. When 𝜁 drops, the Clausius-Mossotti factor decreases and 

eventually becomes negative, leading to nDEP (Figure 5b). This occurs below a value 

of -21 mV. Note that the measured Zeta potential of Sample A is within the region where 

the 𝑅𝑒(𝐶𝑀) drops below zero (corresponding to ζ < -21 mV) and that of Sample B in the 

range where a positive 𝑅𝑒(𝐶𝑀) is expected according to Figure 5b. We thus conclude that 

the SWNT dielectrophoretic behavior is dependent on the Zeta potential, which in turn is 

determined by the suspension quality, i.e. sonication duration. This conclusion is in 

agreement with reports by Kang et al. who observed a relation between the 

dielectrophoretic behavior of surfactant suspended SWNTs with the type of surfactant and 

concomitant changes in the Zeta potential.202 Similar observations were also recently made 

with biological cells. Tang et al. reported that the dielectrophoretic behavior of yeast cells 
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changes through the surface interaction with surfactants such as sodium dodecyl sulfate.317 

Our observations for the SWNT samples subject to short sonication times (20 min and 

below) also agree with the commonly accepted “zipping mechanism” responsible for 

SWNT suspension with surfactants.318, 319 Sonication is needed to “unzip” bundle ends of 

SWNTs followed by adsorption of the charged surfactant and eventually leads to full 

unzipping and release of individual SWNTs. At small sonication times, this process is not 

fully finalized leading to a large distribution of species, including a variation of large 

bundles, individual long SWNTs as well as smaller individual SWNTs. Based on this 

mechanism we can also explain why sample A exhibiting a small negative Zeta potential 

leading to a very small negative 𝑅𝑒(𝐶𝑀) can be trapped at similar potentials as compared 

to sample B. Since bundles and long SWNTs are predominant in sample A, trapping occurs 

above 300V similar to shorter well dispersed SWNTs exhibiting a larger Zeta potential 

since the DEP forces are increased due to an overall larger geometry. In summary, the 

observed pDEP trapping of NaDOC-suspended (Sample B) and ssDNA-wrapped SWNTs 

is in agreement with the observed Zeta potentials, dielectrophohoretic models relating the 

Zeta potential of nanoparticles to the Clausius–Mossotti factor and suspension behavior of 

individual SWNTs. The nDEP behavior observed in experiments for NaDOC-suspended 

SWNTs prepared with shorter sonication time coincides with a smaller Zeta potential of 

not ideally suspended SWNTs and correspondingly negative 𝑅𝑒(𝐶𝑀). 

4.7. Conclusion 

We have studied the DEP properties of semiconducting SWNTs in the low 

frequency regime (<1 kHz) with insulator-based dielectrophoresis, a frequency range not 

previously investigated with SWNTs. The study was carried out in PDMS microfluidic 
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devices where the semiconducting SWNTs could be visualized with near infrared 

microscopy. As predicted by established models, the observed DEP trapping behavior was 

frequency independent. We could show, however, that the sign of the Clausius-Mossotti 

factor can switch, depending on the Zeta potential and the corresponding suspension 

properties of the nanotubes. Well suspended NaDOC-and ssDNA-wrapped SWNTs 

exhibited pDEP, which is in accordance with the measured Zeta potential and related 

positive 𝑅𝑒(𝐶𝑀). In contrast, less densely NaDOC-wrapped SWNTs exhibited lower Zeta 

potential and demonstrated nDEP. The experimental observations were in excellent 

agreement to a numerical study. Our work shows that carbon nanotubes can be effectively 

manipulated and even trapped with iDEP in low frequency AC electric fields and suggests 

that poorly suspended constituents may be effectively removed in DEP sorters exploiting 

the variations in pDEP and nDEP. Moreover, the DEP response can be tuned by the 

surfactant properties and suspension quality, which may in turn be exploited for 

optimization of purification and separation of carbon nanotubes based on DEP or alignment 

and positioning of SWNTs.52 In addition, the near IR microscopy imaging of DEP of 

semiconducting SWNT allows the observation of DEP trapping and migration directly in 

a microfluidic device without the need for post-DEP analysis involving Raman 

spectroscopy or nanoscale imaging techniques following tedious recovery procedures. 
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5. LENGTH-SELECTIVE DIELETROPHORETIC MANIPULATION OF SINGLE-

WALLED CARBON NANOTUBES 

5.1. Abstract 

Single-walled carbon nanotubes (SWNTs) possess unique physical, optical, and 

electrical properties with great potential for future nanoscale device applications. Common 

synthesis procedures yield SWNTs with large length polydispersity and varying chirality. 

Electrical and optical applications of SWNTs often require specific lengths, but the 

preparation of SWNTs with the desired length is still challenging. Insulator-based 

dielectrophoresis (iDEP) integrated into a microfluidic device has the potential to separate 

SWNTs by length. Semiconducting SWNTs of varying length suspended with sodium 

deoxycholate (NaDOC) show unique dielectrophoretic properties at low-frequencies 

(<1 kHz) that were exploited here using an iDEP-based microfluidic constriction sorter 

device for length-based sorting. Specific migration directions in the constriction sorter 

were induced for long SWNTs (≥1000 nm) with negative dielectrophoretic properties 

compared to short (≤300 nm) SWNTs with positive dielectrophoretic properties. We report 

continuous fractionation conditions for length-based iDEP migration of SWNTs, and we 

characterize the dynamics of migration of SWNTs in the microdevice using a finite element 

model. Based on the length and dielectrophoretic characteristics, sorting efficiencies for 

long and short SWNTs recovered from separate channels of the constriction sorter 

amounted to >90% and were in excellent agreement with a numerical model for the sorting 

process.   
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5.2. Introduction 

Applications of single-walled carbon nanotubes (SWNTs) in nanotechnology 

require the understanding of their unique mechanical, electrical, optical, and structural 

properties.37, 39, 40, 134, 320, 321 Metallic SWNTs are promising for the field of nanoscale 

electronics37, 50, 289, 321, while semiconducting SWNTs can open the door for field-effect 

Schottky-type transistor applications,48, 50 nanometer size devices,322 biological 

transporters, and biosensors.37, 322 Due to their high photostability323, 324 and unique 

fluorescence emission in the IR range,280, 325, 326 where autofluorescence in a biological 

sample is minimal, SWNTs are also employed as mechanical sensors in living cells. Their 

structural and chemical properties have also led to applications as atomic force microscopy 

(AFM) probes.327-329  

An important factor for SWNT applications is their length. For example, Wang et 

al. demonstrated the direct correlation of SWNT and multi-wall carbon nanotube (MWNT) 

length with electrical and thermal conductivities.330 In addition, SWNT-based field-effect 

transistors have the potential to replace silicon technologies. The length of SWNTs has a 

strong impact on the performance of such transistors.331 Recent studies also show that the 

mechanical, thermal, electrical and electromagnetic properties of MWNT-based epoxy 

resins depend on carbon nanotube length.332 Wan et al. demonstrated that SWNT length is 

important for reinforcing nano-composites, since their length both affects the Young’s 

modulus as well as the load transfer between SWNTs and matrix.333 Similarly, a study by 

Shokreich et al.334 revealed that the improvement in the Young’s modulus of SWNT-

composites is negligible for SWNT length smaller than 100 nm and that only SWNTs with 

lengths above 1000 nm reinforce the polymer matrix significantly. Furthermore, Wang et 
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al. used CNTs as an electrode material in Li-ion batteries and catalyst support in fuel 

cells.335 Their study revealed the short CNTs (<300 nm) provide better electrochemical 

performance during charging and discharging than longer CNTs. It was also reported that 

the reversible capacities of long CNTs were half of those of short carbon nanotubes.336 In 

addition, the charge-transfer resistance of long CNTs was much higher than those of short 

carbon nanotubes. 336 Furthermore, Cheng et al. demonstrated that the toxicity of 

functionalized MWNTs in zebrafish embryos in vivo is influenced by nanotube length.337  

SWNT cytotoxicity studies revealed that the degree of functionalization is responsible for 

the cytotoxic response of cells in a cell culture which also depends on the length of 

SWNTs.338 Therefore, depending on the particular nanotube-based application and to 

achieve green chemistry with SWNTs, length characterization and control is required.  

Despite the importance of length in SWNT applications, current synthesis methods cannot 

control length. The most common synthesis processes produce mixtures of both metallic 

and semiconducting SWNTs with varying chirality, a range of diameters (from ~1 nm to 

~2 nm),339, 340 and large variations in length (from 10 nm up to >1 cm). 41, 285, 288 The high-

pressure carbon monoxide (HiPCO) process for example is a common fabrication method 

yielding SWNTs in diameters of ~1 nm and lengths from several nanometers to several 

micrometers, containing more than 50 chirality types.285, 286, 288, 341 The samples may thus 

show broadly varying electrical and optical properties, determined by the variations in 

chirality.42, 265 In addition, SWNTs also form adducts and bundles held together by van der 

Waals forces, leading to a large variety of adduct species.326 An alternative synthesis 

strategy uses a focused ion beam, but this approach is expensive and has small 

throughput.342 Producing SWNTs with specific lengths or chirality at high yield is still 
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challenging. Post-synthesis processing methods are therefore required to yield pure SWNT 

fractions. 

Several separation methods of SWNTs have been reported in recent years that take 

advantage of distinct electronic properties.54, 288 Ultracentrifugation using density gradient 

methods has been developed to purify SWNTs and sort them by size.43 This method, 

however, is based on specific DNA oligomers used to wrap the SWNTs. This limits large 

scale applications due to cost and oligomer availability.43 Furthermore, DNA-wrapped 

SWNTs have limited stability in aqueous density gradients, and stripping the DNA 

wrapping agent after separation could not be achieved. Ion exchange57 and size-exclusion 

chromatography56 have also been used as length sorting tools, and a combination of these 

two has been reported for separation of SWNTs by chirality with similar diameters.343 

These separation techniques also require wrapping SWNTs with DNA with similar 

problems with stability, cost, and unwrapping. Electrophoresis using DC electric fields has 

also been used as a separation tool for SWNTs based on their diameter. This is more a 

diagnostic than a production method since recovery from gels is cumbersome.258, 294 

Importantly, all these methods do not offer separation of SWNTs in a continuous manner. 

Thus, a versatile fractionation or separation approach for SWNTs by length is still lacking.  

Dielectrophoresis (DEP) has in recent years achieved prominence as a powerful tool for 

nanoparticle separation.21, 31, 263, 344, 345 DEP has been used to capture proteins,346 nucleic 

acids,347 as well as other biomolecules,10, 33, 116, 119, 348-354 and also carbon nanotubes as we 

355 and others reported previously41, 54, 55, 117, 134, 145, 202, 356, 357. Dielectrophoresis has also 

been employed to sort SWNTs according to their dielectric properties.145 Insulator-based 

DEP (iDEP) has garnered attention due to several advantages among the devices that can 
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produce inhomogeneous electric field gradients.358-360 In an iDEP-based microfluidic 

system, when an electrical potential is applied across the channel, inhomogeneous electric 

field gradients are produced by the insulating geometries or constrictions introduced in the 

channel.29 iDEP offers several advantages such as simple fabrication and low cost using 

well established soft lithography techniques, avoiding electrode reactions within the 

devices.  The electric field gradient can be generated along with the entire depth of the 

device. Typically, iDEP is used to examine DC and low-frequency DEP behavior of 

particles.28, 117, 306  

Studying single SWNT properties requires suspending them in solvents and in 

many cases, aqueous media are preferred. However, due to strong van der Waals 

interactions SWNTs often aggregate in aqueous solutions. Thus, SWNTs must be 

suspended using surfactants or biomolecular wrapping agents. Successful suspension of 

SWNTs was reported with anionic surfactants such as sodium deoxycholate (NaDOC) or 

sodium dodecyl sulfate (SDS), cationic surfactants such as cetyltrimethylammonium 

bromide (CTAB), ssDNA, among others.35, 202, 355 The suspension of SWNTs with different 

surfactants or biomolecules will eventually influence their surface charge and Zeta 

potential (ζ).145, 202, 258, 296, 355 Previously, we reported that at low frequencies (<1 kHz), the 

DEP behavior of NaDOC suspended SWNTs mainly depends on the conductivity of the 

particle and the surrounding medium which, in turn, is determined by the Zeta potential 

induced by surfactant wrapping. In this low-frequency regime, 𝑅𝑒(𝐶𝑀) reduces to an 

expression for the particle and medium conductivity, 𝜎𝑝 and 𝜎𝑚 respectively, such that 

𝑅𝑒(𝐶𝑀) =  −1 +
𝜎𝑝

𝜎𝑚
.201, 285, 355 Here, we exploit this unique DEP behavior at low 
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frequencies to induce size-selective iDEP migration of SWNTs and exploit it for 

fractionation of SWNTs by length.  

5.3. Materials and Methods 

5.3.1. Chemicals 

SWNTs were obtained from Rice University (Houston, TX, USA) through a 

materials transfer agreement (MTA). Sodium deoxycholate (NaDOC) for the suspension 

of SWNTs, N-(2-hydroxyethyl) piperazine-N’-2-ethanesulfonic acid (HEPES) and 

Pluronic F-108 were purchased from Sigma-Aldrich (MO, USA), sodium hydroxide 

(NaOH) was purchased from Merck KGaA (Darmstadt, Germany). The SYLGARD 184 

silicone elastomer kit for polydimethylsiloxane (PDMS) for microdevice fabrication was 

obtained from Dow Corning Corporation (Midland, MI, USA). Glass slides 

(48mm×60mm) for device assembly were purchased from Electron Microscopy Sciences 

(Hatfield, PA, USA). Deionized (DI) water was produced with an Arium 611 ultrapure 

water system from Sartorius (Göttingen, Germany). For atomic force microscopy imaging, 

Muscovite Mica (V-1, sheet size 25×25mm, thickness 0.15-0.21mm) was purchased from 

Ted Pella, Inc (Redding, CA, USA) and (3-aminopropyl) triethoxysilane (APTES) was 

obtained from Sigma-Aldrich (Hamburg, Germany). A MalvernZetasizer Nano ZS 

instrument (Westborough, MA, USA) was used for surface charge measurements. 

Medium conductivity was measured by a Thermo Scientific Orion 3-star conductivity 

meter (Waltham, MA, USA).  

5.3.2. Microdevice Fabrication 

Microfluidic constriction sorter devices were fabricated with soft lithography 

techniques as previously reported.361 Briefly, the microfluidic chip layout and channel 
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structures were designed using AutoCAD software (Autodesk, San Rafael, CA, USA) 

which was used to construct a chrome photomask (Photo Sciences, Inc.,  Torrance, CA, 

USA). The pattern was transferred to a 4-inch silicon master wafer using SU-8 negative 

photoresist (Microchem, Westborough, MA, USA). Then, the PDMS elastomer base was 

mixed with curing agent at a 10:1 ratio (w/w), poured over the master wafer, degassed for 

30 min and the PDMS cast was cured in an oven for 4h at 80°C. The cast was subsequently 

peeled off the master wafer, reservoirs were punched manually with a punch, with a 1.5 

mm diameter at the inlets and 3 mm diameter at the outlets for fluidic access. The PDMS 

cast was cut into appropriate pieces, and these slabs and microscope glass slides were 

cleaned with isopropanol and distilled water in an ultrasonic bath for 2 min, dried with 

nitrogen, and baked on a hot plate for 30 s at 90 °C. The PDMS slab and glass slides were 

then treated with oxygen plasma in a plasma cleaner oven (PDC-001: Harrick Plasma 

cleaner/sterilizer, USA) at high RF (18 W) for 30 s. Both surfaces were then brought into 

contact, and the device was irreversibly bonded with the glass slide to create fluid channels. 

The channels were washed several times with distilled water, and then the surface was 

treated with Pluronic F-108 (1% w/v) and incubated overnight, as previously described.310 

The assembled PDMS microfluidic chip had an overall length of 5 mm with a 30 µm wide 

constriction region; the inlet channel was 100 µm wide and all outlets were 20 µm wide as 

shown in Figure 5.1. All channels were ⁓20 µm high. 

5.3.3. SWNT Sample Preparation 

SWNTs used for the experiments were suspended with the surfactant NaDOC. 

NaDOC was dissolved at a concentration of 1% (w/v) in 10 mM HEPES buffer (pH 7.2) 

containing 1% (w/v) F108. About 1 mg of SWNTs were carefully transferred into a clean 
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glass scintillation vial with a spatula and 1 mL NaDOC solution was added. To wrap and 

solubilize SWNTs, they were sonicated at 20 kHz at 10W using a 2 mm microtip sonicator 

(Sonics & Material INC, Danbury, CT, USA). Two types of NaDOC-coated samples were 

prepared with different sonication times. To obtain short SWNTs (sample A), the solution 

was sonicated for 60 min. After sonication, the sample was centrifuged for 10 min at 14800 

rpm. After centrifugation, the supernatant was collected for the experiments. This sample 

was diluted at a ratio of 10:1 with HEPES buffer containing F108. To obtain long SWNTs 

(sample B), the solution was sonicated for 10 s. After sonication, the SWNT suspension 

was transferred to an Eppendorf cup and centrifuged (Sigma 1-14 centrifuge, Germany) at 

2000 rpm for 10 min. All samples were stored at 4°C prior to the experiments.  

5.3.4. Detection of SWNTs 

The imaging setup for the SWNTs of (6,5) chirality used for this experiment was 

described previously.355 SWNT fluorescence was excited with a 561 nm solid-state laser 

(500 mW cw, Cobolt Jive, Cobolt) coupled through a neutral density filter (NDC-50C-4M, 

Thorlabs) which was used to adjust the intensity of the laser. The laser beam was directed 

into a high-NA objective (CFI plan-Apo IR, 60X, Nikon, Japan) and the same objective 

was used to collect the fluorescence light through a dichroic beam splitter (630 DCXR; 

AHF Analysentechnik). After the beam splitter, the fluorescence light was further filtered 

through a 900 nm long-pass filter (F47-900; AHF, Analysentechnik). SWNTs were imaged 

with an InGaAs infrared camera (XEVS-SHS-1.7-320 TE-1, Xenics). Images were 

captured at a 100 ms frame rate, and data analysis was performed with Micromanager 

software (ImageJ, version 1.52a, NIH, USA).  
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5.3.5. SWNT Sorting and Size Characterization 

To characterize length distributions of SWNTs in samples A and B and in the 

fractionated samples, dynamic light scattering (DLS) was carried out with a Zetasizer Nano 

ZS instrument (Malvern, USA). During the sorting experiments, flow rates were 

maintained at 25 µL/h with a syringe pump (HA1100, Instech, USA), while a potential of 

350V was applied at a frequency of 1000 Hz. After ~3 h of sorting at optimized potential 

and frequency, ~20 µL SWNT sample was accumulated from the center outlet and then 

diluted to 1 mL with sample buffer for DLS. In addition, atomic force microscopy (AFM) 

was used to image SWNTs. Briefly, mica (Grade V1, 25 mm*25 mm, Tedpella, USA) was 

treated with APTES and a drop of the respective SWNT sample was incubated on the mica 

surface for 5 min. After incubation, the mica surface was cleaned with DI water and dried 

for the AFM measurements. A Cypher S AFM (Asylum Research, USA) was used for 

SWNT imaging using tapping mode in the air  with a Si tip with spring constant 42 N/m 

and a resonance frequency of 300 kHz (AC160 TS C2, Olympus, Düsseldorf, Germany). 

About 35-40 nanotubes were measured for each sample to determine the average length.  

Further, sample A and B were mixed and a similar fractionation experiment performed as 

described above. The mixed SWNT sample was prepared by adding 500 µL each of sample 

A and sample B in an Eppendorf tube. The mixed sample was introduced into the 

microdevice through the inlet reservoir with a flow rate of 25 µL/h and subjected to 

fractionation at 1000 Hz and with an applied potential of 350 V. To determine the 

separation resolution 𝑅, we quantified the fluorescence intensity along a curved line 

spanning the start of the outlet channels with Image G (version 1.52a, fit the data with a 

Gaussian in Origin software (OriginPro 2017version 94E) and calculated 𝑅 according to 
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𝑅 = 1.18 ∗
𝑥𝐴−𝑥𝐵

𝑤𝐴+𝑤𝐵
, where 𝑥𝐴 and 𝑥𝐵 are the peak maxima and 𝑤𝐴 and 𝑤𝐵 correspond to 

the full width at half maximum, respectively.362  

5.4. Results and Discussion 

We studied the migration of SWNTs wrapped with sodium deoxycholate (NaDOC) in a 

continuous-flow iDEP microfluidic constriction sorter. Figure 5.1a depicts the microfluidic 

sorter consisting of an inlet channel, a constriction, and five outlet channels (with 2 denoted 

S1 and 2 denoted  S2 for sides, and one denoted C for center). Bulk fluid transport through 

the sorter was induced by external pressure. The unique geometry of the constriction was 

responsible for creating localized electric field nonuniformities near the constriction and 

the outlet channels via the electrical potential applied between the inlet and outlet 

reservoirs. Due to the non-uniform electric field, the resulting DEP forces deflect particles 

based on their length and surfactant wrapping properties into different outlets (see Figure 

5.1b,c). The electric field maximum is located in the center outlet channel and the minimum 

in the side outlet channels. The migration behavior of semiconducting SWNTs was 

experimentally investigated by infrared fluorescence microscopy as detailed in the methods 

section and numerically modeled as outlined in the supporting information. 

5.4.1. SWNT Sample Characterization 

As previously shown,355 SWNT suspensions prepared with long sonication times (> 60 

min) contained short SWNTs with high Zeta potential, exhibiting pDEP (𝑅𝑒(𝐶𝑀) > 0). In 

contrast, short sonication times resulted in SWNTs with lower Zeta potential but increased 

lengths displaying nDEP (𝑅𝑒(𝐶𝑀) < 0). Two samples were prepared accordingly using 

different sonication times, primarily containing short (sample A) and long (sample B) 

SWNTs. The length distribution of samples A and B, as well as the Zeta potential, was 
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investigated with dynamic light scattering (DLS) and atomic force microscopy (AFM) 

imaging as summarized in Table 1. AFM and DLS measurements showed the average 

SWNT length in sample A to be 366.9±16.8 and 324.5±16.6 nm, respectively. For sample 

B, the average length was determined as 1145.7±435.0 nm with AFM and 932.3±34.0 nm 

with DLS.  

Table 5.1. ζ and average lengths data for sample A and sample B 

Separation type Parameter 

Measuring 

modality 

Sample A Sample B 

Before 

fractionation 

ζ (mV) 

Length (nm) 

Length (nm) 

DLS 

DLS 

AFM 

-49.7±1.3 

324.5±16.6 

366.9±16.8 

-19.8±1.7 

932.3±34.0 

1145.7±435.0 

After 

fractionation 

(side outlets) 

ζ (mV) 

Length (nm) 

Length(nm) 

DLS 

DLS 

AFM 

-23.6±4.5 

506.2±26.3 

581.0±253.0 

-10.7±1.7 

1245.3±239.1 

1462.2±412.8 

After 

fractionation 

(center outlet) 

ζ (mV) 

Length (nm) 

Length (nm) 

DLS 

DLS 

AFM 

-51.3±0.7 

278.8±4.5 

288.8±139.3 

-51.8±4.0 

309.0±24.8 

449.2±139.3 

 

5.4.2. Prediction of iDEP Separation of SWNTs 

Based on the size distribution in the two samples and varying Zeta potentials, the 

expected migration behavior of SWNTs is non-trivial. We therefore first conducted a 

numerical study to predict the SWNT migration in the constriction sorter (as detailed in the 
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supplementary information). SWNT lengths from 50-2000 nm were studied with the 

numerical model, spanning the size range explored experimentally in samples A and B. 

Figure 5.1b shows a snapshot image obtained from the numerical simulation after passage 

through the constriction for ~300 nm long SWNTs with pDEP properties (𝑅𝑒(𝐶𝑀) = 

13.44). From the inlet, 100 particles were released, and a majority of them were found in 

the center channel (see Table SB_1 for details). Figure 5.1c shows the migration of 

1000 nm long SWNTs with 𝑅𝑒(𝐶𝑀) = -1.18. In this case, SWNTs were sorted with a 

preference into the side outlets where the electric field strength is lowest, which is expected 

for nanotubes with nDEP (𝑅𝑒(𝐶𝑀) < 0). This example demonstrates that short SWNTs 

with pDEP properties can be sorted from large SWNTs with nDEP into different outlets.  

Figure 5.1b (higher particle count in the center channel) and Figure 5.1c (higher 

particle count in side channel) show distinct migration preference into different outlets for 

the two selected SWNT species exhibiting variations in length and DEP properties. To 

quantify the preference of migration, the recovery efficiency, %𝐸𝑆, was calculated based 

on particle counts found in each outlet channel: 

%𝐸𝑆1 = 
𝑁𝑆1

𝑁𝑆1+𝑁𝑆2+𝑁𝐶
             (5.1) 

where, 𝑁𝑆1, 𝑁𝑆2 and 𝑁𝐶 are the number of particles found in the two side 1 outlets, two side 

2 outlets, and the center outlet. Similarly, the efficiencies of side outlet 2 (%ES2) and center 

(%EC) outlets were obtained. For the two cases shown in Figure 5.1 b and 5.1c, the recovery 

efficiency resulted in 83.9% in the case of 1000 nm SWNTs with nDEP for the sum of S1 

and S2 outlets, and in 83.1% for the 300nm SWNTs exhibiting pDEP in the center outlet 

(see Supporting InformationTable S1). 
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The numerical model allows to investigate %𝐸 for monodisperse SWNTs. To 

carefully map the migration behavior over a broad range of length distribution of surfactant 

wrapped SWNTs originating from the suspension and wrapping process, 355, 363 we studied 

%𝐸 of various SWNT lengths ranging from 50 nm up to 2000 nm with the numerical 

model, as summarized in the supporting information and Table SB_1. We studied both 

nDEP and pDEP properties for each SWNT length to account for well-wrapped (pDEP and 

high ζ) as well as such SWNT species exhibiting nDEP resulting from uncomplete 

wrapping and low ζ. The numerical study revealed that the sorting efficiencies in the center 

outlet increased for decreasing the length of SWNTs in the case of pDEP. For long SWNTs 

with nDEP properties, this trend is significantly different. The longer the SWNT species 

the stronger their preferred migration to the side outlets (with preference in the S2 side 

outlets).  

 

Figure 5.1: Design and basic operation of the iDEP sorting device: (a) Schematics of the 

iDEP sorter: The suspended SWNT sample was introduced via the inlet reservoir and 

channel. The sample flowed through the channel toward a constriction region leading to 

five outlet branches which are labeled as S1 and S2 for the two side outlets and C for the 

center outlet. (b) Representative snapshot of particle position obtained from the numerical 

study as outlined in the supplementary information showing that small (300nm) SWNT 

particles exhibiting pDEP migrate to the center outlet after migrating through the 
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constriction and when released in the inlet channel (see also supporting movie SB_1). (c) 

Similarly to b), long (1000 nm) SWNTs exhibiting nDEP migrate preferentially to the side 

outlets (see also supporting movie SB_2). This behavior indicates that smaller SWNTs can 

be collected in the center channel (C) and long SWNTs in the side channels (S1 and S2). 

(Figure is adapted and reprinted with permission from Rabbani et al., copyright (2020), 

Anal. Chem.266) 

 

5.4.3. Prediction of iDEP Separation of SWNTs 

Based on this analysis, a recovery efficiency ~90.2% can theoretically be achieved 

for SWNT of 50 nm length with pDEP causing preferred migration into the center outlet. 

SWNTs of the same size with nDEP properties, however, did not show a preferential 

sorting efficiency. In contrast, for 2000 nm long SWNT with nDEP properties, a %𝐸 of 

~92.9% can be achieved due to preferred migration into the four side channels combined. 

Table SB_1 demonstrates the general trend, in which longer SWNTs with nDEP properties 

(resultant from lower ζ) preferentially migrate into the side channels and can be sorted from 

larger SWNTs with pDEP properties (resultant from higher ζ). Note that experimentally, 

we expect improved wrapping properties, higher Zeta potentials and therefore pDEP for 

the shorter SWNTs, since shorter SWNTs result from longer sonication and suspension 

times, as further detailed below. The converse holds for longer SWNTs. 355    

To test this length-dependent migration behavior experimentally, a microfluidic 

constriction sorter was employed using a sample with a majority of short SWNTs (sample 

A) and one with longer SWNTs (sample B). SWNTs were introduced into the microdevice 

through the inlet reservoir with a syringe pump at a flow rate of 25 µL/h. Figure B.1 in the 

Appendix B, shows an image of a microchannel filled with NaDOC wrapped SWNTs 

without an externally applied potential. In this case, SWNTs were distributed evenly in the 

microchannel. Next, DEP-based migration was induced by varying the applied potentials 
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at a flow rate of 25 µL/h. No preferred migration into any outlet channel was observed 

below 300 V, in agreement with previous studies.355  Fractionation behavior was 

investigated with a frequency of 1000 Hz and an applied potential of 350 V where DEP 

forces were sufficiently high.  

To characterize the length distribution in samples A and B, AFM imaging and DLS 

were used before and after the DEP migration experiments. We also characterized ζ for 

each sample before and after the sorting experiment. At low frequencies, the sign of 

𝑅𝑒(𝐶𝑀) of semiconducting SWNTs is governed by the conductivity of the medium and 

the particle. While the particle conductivity is dominantly determined by the double layer 

contributions arising from the Stern layer and diffuse layer conductance,202 it is also 

dependent on the Zeta potential of the charged particle suspended in an electrolyte. 

Therefore, the Zeta potential has an impact on the Clausius Mossotti factor and DEP 

properties of SWNTs, as shown previously.145, 202, 355 For sample A (short SWNTs), the 

Zeta potential was measured to be -49.7±1.3 mV prior to sorting, which is in agreement 

with the previous reports.355, 364 For sample B (long SWNTs), the Zeta potential was 

measured as -19.8±1.7 mV (see also Table 1). 

Both samples were subjected to fractionation in the constriction sorter, while the 

sorting behavior was monitored with near-infrared fluorescence microscopy. Figure 5.2a 

shows the fractionation behavior of sample A as observed during the sorting experiment, 

demonstrating that the majority of SWNTs migrated to the center channel, where the 

electric field strength was highest. This migration behavior corresponds to that predicted 

by the numerical model for the pDEP case for SWNT lengths ≤300 nm as demonstrated in 

Figure 5.1b. Figure 5.2b represents the normalized intensity in the different outlets, 
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demonstrating that maximum intensity was observed in the center outlet and that the short 

SWNTs migrated into the center outlet. Figure 5.2c shows an AFM image of NaDOC-

wrapped SWNTs collected from the center outlet after 3 h of fractionation. AFM imaging 

revealed an average length of 288.8±139.3 nm. Consistent with this result, the DLS 

measurement gave an average SWNT length of 278.8±4.5 nm and ζ  of -51.3±0.7 mV for 

the center outlet fraction. The average length after fractionation is thus slightly reduced 

compared to sample A before fractionation, and the Zeta potential is slightly increased. The 

side outlet fractions from the same fractionation experiment were combined and analyzed. 

Both AFM (581.0±253.0 nm) and DLS (506.2±26.3 nm) indicated a larger average length 

than the starting sample A, and the Zeta potential of -23.6±4.5 mV was considerably 

reduced. We attribute this outcome to the fact that the sorter was capable of fractionating 

the somewhat polydisperse sample A. In addition we note, that this sorting behavior is in 

excellent agreement with the numerical results. Table 1 lists average lengths and ζ values 

for the original and fractionated samples. We note that length distributions of SWNTs 

analyzed by AFM and DLS are in good agreement with, although slightly higher average 

lengths are obtained with AFM measurements. We attribute this difference to the length 

weighting inherent to the DLS technique and to a systematic bias in the SWNT length 

determination via AFM, which was also reported by Fagan et al.365 The latter may result 

from undercounting of overlapped SWNTs and preferential deposition on the surface prior 

to AFM imaging. However, a significance test confirmed that the two methods do not differ 

(p = 0.05).  
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Figure 5.2: DEP fractionation of NaDOC wrapped SWNTs and characterization. a) NIR 

fluorescence image of short SWNTs in the constriction sorter (at 1kHz Hz and 350 V). 

Short SWNTs concentrate in the regions of highest electric field strength located in the 

center outlet channel indicative of pDEP. The red line indicates the location at which the 

SWNT fluorescence intensity was analyzed for determining the separation resolution as 

further outlined in Figure a. b) Normalized fluorescence intensity of (a) for all outlet 

channels demonstrating higher analyte concentration in the center outlet. c) Representative 

AFM image of fractionated NaDOC wrapped SWNTs collected from the center outlet after 

sorting sample A. d) NIR fluorescence image of sample B (at 1kHz Hz and 350 V) during 

sorting. Long SWNTs concentrate in the regions of lowest electric field strength in the side 

outlets indictive of nDEP. e) Normalized fluorescence intensity of (d) for all outlet 

channels demonstrating higher analyte concentration in the side outlets. f) Representative 

AFM image of fractionated NaDOC wrapped SWNTs collected from the side outlet after 

sorting sample B. (Figure is adapted and reprinted with permission from Rabbani et al., 

copyright (2020), Anal. Chem.266) 

 

Next, the fractionation behavior of sample B (long SWNTs) prepared with shorter 

sonication time was investigated. Long SWNTs suspended by 10s sonication have a lower 

Zeta potential and showed nDEP characteristics in agreement with previous reports.355 In 

the sorting experiment, they preferably migrated to the low electric field regions in the side 
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outlets, shown in Figure 5.2d. This observation was confirmed by the fluorescence intensity 

quantification, where the most intensity was found in the side outlets as shown in Figure 

5.2e. In agreement with the preferred migration of longer SWNTs with nDEP behavior into 

the side outlets, AFM analysis resulted in an average length of 1462.2±412.8 nm. DLS 

characterization confirmed the preferred migration of long SWNTs into the side outlets 

and showed an average length of 1245.3±239.1 nm and ζ of -10.7±1.2 mV. The much 

smaller fluorescence intensity observed in the center outlet channel is attributed to smaller 

SWNTs with pDEP behavior migrating to the center channel, which was also confirmed 

by the length analysis of the fraction collected in the center outlet after sorting. Both DLS 

and AFM characterization revealed a shorter average length (see Table 1). This result is 

again in agreement with the numerical model for SWNTs ≥1000 nm and nDEP. 

The dependence of the DEP response on ζ can be explained with the variations in 

surface conductance induced through the quality of the surfactant wrapping. While longer 

SWNTs exhibit smaller ζ, the shorter SWNTs, subjected to more rigorous sonication and 

longer wrapping times show high ζ. As previously outlined by us and others,201, 202, 265, 355 

the Zeta potential influences the SWNT surface conduction, since it determines the 

magnitude of the diffuse layer conductance, 𝜆𝑠,𝑑, as well as the Stern layer 

conductance, 𝜆𝑠,𝑠, which both sum up to the surface conductance, 𝜆𝑠. The surface 

conductance can be used to describe the SWNT conductivity, via 𝜎𝑃 =  2 𝜆𝑠𝑎
−1,366 where 

𝑎 is the radius, and intrinsic conductivity is neglected.145, 202, 355, 357 A lower Zeta potential 

then leads to lower  𝜆𝑠 and consequently lower 𝜎𝑃. Since 𝜎𝑃 governs the dielectrophoretic 

response of SWNTs at a given 𝜎𝑚 via the 𝑅𝑒(𝐶𝑀) =  −1 +
𝜎𝑝

𝜎𝑚
. 
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To further characterize the resolution of the SWNT separation, we analyzed the intensity 

of SWNTs from samples A and B at a location close to the constriction, right before the 

start of the three types of outlet channels. For this purpose, we conducted a spatial intensity 

analysis along the line indicated in red in Figure 5.2a. The intensity distributions along this 

line are shown in Figure 5.3, which allow for the calculation of 𝑅 between sample A and 

B. From this analysis, the spatial separation resolution along this line resulted in 1.39. 

Finally, we conducted a fractionation experiment of the entire size range, by combining 

sample A and B. Figure B.2a-c in the Appendix B, show representative AFM images of 

SWNTs for the mixture, and the fractions pertaining to side outlets and center outlet. The 

AFM analysis revealed an average length of 1372.3±251.6 nm in the side outlets and an 

average length of 366.2±221.2 nm in the center outlet. This is in very good agreement with 

the migration experiments carried out for the individual samples A and B, as demonstrated 

in Table 1 and confirmed the working principle of the SWNT fractionation approach based 

on DEP at low frequency.  
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Figure 5.3: Fluorescence intensity of SWNTs for sample A (black) and B (blue) as obtained 

experimentally by analyzing the intensity along the line indicated in Figure 5.2a. The red 

curve indicates the Gaussian fit for each peak, resulting in R = 1.39. (Figure is adapted and 

reprinted with permission from Rabbani et al., copyright (2020), Anal. Chem.266) 

 

5.5. Conclusion 

In summary, we conducted a study of SWNT fractionation based on the length and 

DEP properties using an insulator-based dielectrophoresis constriction sorter. We present 

a numerical model that predicts recovery efficiencies up to ~90% in selected outlets of a 

constriction sorter based on SWNT length and DEP properties. Experimentally, two 

samples differing in lengths and DEP properties showed migration behavior matching the 

numerical model. Long SWNTs with small Zeta potentials exhibited nDEP and migrated 

preferably into the side outlets of the sorter. In contrast, small SWNTs with high negative 

Zeta potentials were fractionated into the center channel. We demonstrate that the 

variations in Zeta potential caused by surfactant wrapping and sonication time can be 

conveniently exploited to fractionate SWNTs by DEP. The resultant resolution for the two 
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length distributions assessed experimentally was almost at baseline resolution 

demonstrating a good separation quality. We note that a similar iDEP constriction sorter 

was previously used for size-based fractionation of protein crystals367, 368, organelles369, 

and nucleic acids306, demonstrating that this fractionation concept has a broad application 

range for various analytes. In addition, the employed constriction sorter is capable of 

sorting SWNTs in continuous mode which is advantageous for technological applications 

in which larger quantities of SWNTs are required. Future optimization of the geometry of 

the device as well as the electrical driving parameters could further improve the length 

selectivity of this fractionation approach. 
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6. HIGH-RESOLUTION 3D-PRINTED INSULATOR-BASED 

DIELECTROPHORESIS DEVICES FOR BIOMOLECULAR MANIPULATION 

6.1. Abstract 

The advancement of Microfluidics has enabled a wide range of biochemical and biological 

applications, such as high-throughput drug testing or point-of-care diagnostics, to name a 

few. Implementing insulator-based dielectrophoresis (iDEP) in microfluidic systems has 

provided a new dimension for the precise manipulation of biomolecules. DEP is based on 

the movement of polarizable particles in a non-uniform electric field. Despite the 

advancements in iDEP, it has been hampered due to often cumbersome and expensive 

fabrication methods. However, in recent years, 3D printing has drawn tremendous attention 

in microfluidics, alleviating several issues with cleanroom-based fabrication. Two-photon 

polymerization (2PP) is a novel 3D printing technique that offers unique capabilities with 

unprecedented resolution compared to standard polymer 3D printing technologies such as 

stereolithography. This technique can create nanometer-resolution gaps that induce high 

electric field gradients required for various iDEP applications. Here, we report the first 

iDEP-based manipulation of biomolecules, namely λ-DNA and phycocyanin, with high-

resolution 3D-printed microfluidic devices. iDEP microfluidic devices with different post 

geometries were printed and developed with a gap resolution down to 2 µm. For λ-DNA 

and phycocyanin, positive DEP (pDEP)-based trapping was observed. A numerical model 

was developed to estimate the DEP trapping force and polarizability of protein. Our 

numerical models were in excellent agreement with experimentally observed trapping 

conditions. Furthermore, sub-micron spatial resolution was achieved down to 800 nm. This 

3D printing technology may offer great potential for prototyping novel iDEP microdevices 
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due to its greater adaptability for design upgrades, with scope for further improvement in 

resolution down to a few hundred nanometers, opening the opportunity to explore iDEP-

based applications for various biomolecules in the future. 

6.2. Introduction 

Microfluidics is a science that offers precise fluid control and rapid sample 

processing due to the high surface-to-volume ratio.2, 3 Microfluidics offers superior 

advantages over conventional macro-scale platforms, e.g., flow cytometry, centrifugation, 

etc.370 Several technologies have already been proposed and developed to manipulate 

particles in microfluidic systems. In recent years, insulator-based dielectrophoresis (iDEP) 

has gained attraction due to the precise manipulation of biomolecules and nanoparticles. In 

an iDEP-based microfluidic device, insulating geometries of constrictions are introduced 

in the channel to generate the inhomogeneous electric field gradients in the device.29  

The DEP force scales with 𝜵𝑬2 and the volume of the particles. Thus, to manipulate 

the smaller size particles, i.e., nanoparticles, proteins, or viruses, higher 𝜵𝑬2 is often 

required. In recent years, iDEP microfluidics has provided a new dimension for precisely 

manipulating bioparticles and biomolecules. Using iDEP includes less fouling of 

electrodes, minimal gas formation due to less electrolysis, and simpler device fabrication.  

In the presence of electric field gradients, DEP's selectivity stems from the 

biomolecules' polarizability. A theoretical framework to describe the polarizability 

mechanism has been reported previously for biological particles such as cells, viruses, and 

organelles.194 For example, DEP responses for cells can be described with a shell model, 

which assigns different permittivities in each layer of the shell structures.20, 21, 116 However, 

theoretical models for DNA and proteins are comparatively less developed and still under 
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debate. The polarizability of biomolecules is not easily accessible, and various strategies 

have been reported to determine it. For DNA, the polarization is mainly caused by the 

surrounding ion cloud on the negatively charged backbone.371 For proteins, the polarization 

mechanism for DEP transport is still not fully understood. Since extremely high electric 

field gradients are required to manipulate nm-sized proteins, the DEP manipulation of 

proteins has posed many challenges for microfluidic devices. Researchers have reported a 

variety of formats and conditions to manipulate proteins using DEP with 𝜵𝑬2 ranging from 

1012𝑣2/𝑚3 1021𝑣2/𝑚3.31, 97, 102, 113, 372, 373 One way to generate high  𝜵𝑬2 is by applying 

higher electrical potentials, which can induce Joule heating and instability of the sample 

mixture. Another way to increase to 𝜵𝑬2 is by creating nm-sized gaps/constrictions in the 

microfluidic device. Several groups have reported smaller constrictions in the past to 

generate high electric fields using electron beam lithography or focused ion beam 

milling.99, 374-376 However, these fabrication procedures are not often suitable due to 

cumbersome and expensive fabrication methods, requiring highly skilled personnel and 

sophisticated instruments in cleanroom facilities.   

 In recent years, three-dimensional printing (3D printing) has gained attention in the 

field of microfluidics for its rapid prototyping capabilities.377 3D printing is also known as 

additive manufacturing or a layer-by-layer manufacturing method. 3D printing has several 

advantages over conventional microfluidic devices.378-380 Conventional microfluidic 

devices are commonly fabricated using thermoplastics,381, 382 elastomers,383, 384 paper,385, 

386 etc.  Polydimethylsiloxane (PDMS) is one of the most commonly used fabrication 

materials for iDEP devices due to its elastic and insulating properties.15, 20, 387 Creating nm-

sized features using photolithography often requires more cumbersome fabrication steps 



 

  106 

than traditional µm-resolution rapid prototyping.  3D printing alleviates several issues with 

cleanroom-based fabrication and offers rapid prototyping. Due to advances in the field, 

3D-printed microfluidic devices have been widely used in several areas such as 

chemistry,388 biology,389 organ printing,390, 391 immuno-affinity, and solid-phase 

extraction,392 among others. Depending on the printing principles, the commercial 3D 

printing methods are classified into different categories, including extrusion-based,393, 394 

paper cutting,395 photo-curing,396-398 photo-melting,399, 400 and inkjet-based 3D printing.401, 

402 Recently, an alternative 3D printing approach named two-photon polymerization (2PP 

gained attention due to its high-resolution printing capability.403 In a typical 2PP fabrication 

process, a photosensitive material absorbs two photons consecutively to initiate a 

polymerization reaction. The photosensitive materials are mostly negative-tone 

photoresists, and the polymerization occurs from the crosslinking of soluble monomers in 

the photoresist. Due to the high spatial resolution enabled by the 2PP technique nm-gap 

constrictions and posts can be successfully integrated with such 3D-printed devices to 

exhibit high electric field density required to manipulate nm-scale analytes.  

   Here, to the best of our knowledge, we present the first report on using a high-

resolution iDEP microfluidic device fabricated by a 2PP polymerization technique to 

dielectrophoretically manipulate biomolecules in a low-frequency regime. The iDEP 

characteristics of model polystyrene beads were studied using the 3D-printed device 

matching the same post geometries and gaps reported previously.203 The iDEP 

characterization of PS beads using the 3D-printed device was cross-matched with previous 

studies. Furthermore, the iDEP characterization of λ-DNA and phycocyanin protein were 

studied using the assembled 3D-printed microdevice.   
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6.3. Experimental Section 

6.3.1. Material and Chemicals 

0.87-μm-diameter (FP-0852-2) polystyrene beads exhibiting negative surface 

charges were purchased from Spherotech (Lake Forest, IL, USA). Genomic Lambda phage 

dsDNA (λ-DNA, 48.5 kbp) and microscope glass slides  (Cover glass, No.1 Thickness, 35 

x 50 mm and 24 x 40 mm) were purchased from Thermo Fisher Scientific (Waltham, MA, 

USA). BOBO-3 intercalating dye for fluorescent labeling of λ-DNA was obtained from 

Life Technologies  (Carlsbad,  CA,  USA). SYLGARD® 184 silicone elastomer kit for 

polydimethylsiloxane (PDMS) was obtained from Dow Corning Corporation (Midland, 

MI, USA). 4-(2-hydroxyethyl)piperazine-1-ethanesulfonic acid (HEPES), poly(ethylene 

glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) (Pluronic® F108), 

sodium hydroxide (NaOH), Dimethyl sulfoxide  (DMSO),  and sucrose were purchased 

from Sigma-Aldrich (St. Louis, MO, USA). Deionized (DI) water was obtained from an 

Elga water purification system (Woodridge, USA). Platinum wire was purchased from Alfa 

Aesar (Ward Hill, MA, USA). 

6.3.2. 3D-printed Device Fabrication 

The device layout and channel structure were designed in AutoCAD software 

(Autodesk, San Rafael, CA, USA) and imported into the DeScribe software of the 

Nanoscribe GT instrument (Nanoscribe GmbH, Germany). Meso Scale protocol was used 

to print sub 5µm resolution iDEP device structures with IP-S photoresist (Nanoscribe 

GmbH, Germany) using a 25x objective. A small drop of IP-S was deposited on the indium 

tin oxide-coated boroaluminosilicate glass slide, and the designed 3D structure was printed 

using two-photon polymerization of IP-S. The initial device design consisted of an array 
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with circular post arrays, and the final length was ⁓4.8 mm; the reservoir diameter was 900 

µm with a height of 400 µm. The post array channel length was 2.6 mm with a height of 

100 µm resulting in a total fluid volume of ⁓75 µL. The horizontal post-gaps were kept at 

5 µm, whereas the vertical post gaps varied from 5 µm down to 2 µm. The sub-µm 

resolution was achieved using an IP-Dip photoresist404, 405 (Nanoscribe GmbH, Germany) 

in Dip-in Liquid mode with a 63x objective. After printing, the devices were developed by 

one or more cycles of 5 min sonication followed by 1h on a shaker in SU-8 developer 

(Microchem, USA). The developed devices were rinsed with isopropyl alcohol until 

complete development was observed by visual inspection with an optical 

stereomicroscope. The devices were flood exposed for 30 min with UV radiation using a 

Thor Labs UV curing system before fluorescence imaging experiments to improve device 

robustness and decrease background fluorescence. A thin layer of PDMS slab was prepared 

by mixing PDMS elastomer with curing agent at a 10:1 ratio (w/w), poured on a Petri dish, 

and degassed for 30 min. The PDMS was cured in an oven for 2h at ~80° C, and the cured 

cast was subsequently peeled off the Petri dish and cut into small pieces. The PDMS slab 

and No.1 thickness glass slides were treated with oxygen plasma in a plasma cleaner oven 

(PDC-001, Harrick Plasma cleaner/sterilizer, USA) at high RF (18 W) for 2 min. The 

PDMS slab was irreversibly bonded with the glass slide by bringing them into contact. 

Finally, the developed 3D-printed device was glued using epoxy glue to the PDMS slab 

(as shown in Figure 6.1a). After assembly, the device was filled with buffer solution (1 

mM F108, 10 mM HEPES, pH adjusted to 7.4 by NaOH) by capillary action, and the device 

was stored in a 100% humid environment for overnight coating of the surface with F108. 

Finally, Pt electrodes were inserted in the inlet and outlets, and an AC potential was applied 
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through the electrodes using a high voltage amplifier (AMT 3B20, Matsusada Precision, 

Inc.) during experiments.  

6.3.3. Experimental Setup, Imaging, and Data Analysis 

All experiments were performed using the final iteration of the 3D-printed 

microfluidic device schematically shown in Figure 6.1b. The printed microdevices were 

secured on the stage, and fluorescence images were acquired with an inverted microscope 

(IX71, Olympus, Center Valley, PA, USA) equipped with a 100 W mercury burner (U-

RFL-T, Olympus, Center Valley, PA, 54 USA). The images were viewed with 20x 

objectives. For the 0.87 µm bead sample, fluorescence was collected with a filter set 

containing a 470/40 nm excitation filter, dichroic T495LP, and 525/50 emission filter from 

Semrock (Henrietta, NY, USA). For the λ-DNA sample, fluorescence was collected with 

a filter set containing a 607/36 nm excitation filter and a 670/30 nm emission filter from 

Semrock (Henrietta, NY, USA). A filter set containing 470/40 nm excitation filter and 

525/50 nm emission filters (Semrock, USA) was used to capture the fluorescence of the 

polystyrene beads and phycocyanin sample. Images were captured using a monochromatic 

QuantEM:512SC CCD camera (Photometrics, Tucson, AZ, USA) and Micro-Manager 

software (version 1.4.9, Vale Lab, UCSF, CA, USA). Exposure time was set to either 10 

ms or 50 ms for these experiments. Pt electrodes were inserted into the inlet and outlet 

reservoirs and connected to an AC power supply using a high voltage amplifier (AMT-

3B20, Matsusada Precision Inc.) via micro clamps (Labsmith, Livermore, CA, USA). The 

AC signal was produced using a USB 6343 DAQ device (USB X series, National 

instrument, Tx, USA) and programmed by LabVIEW 2014, version 14.0. Recorded videos 

and images were processed by ImageJ software (version  1.53,  NIH).406  
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6.3.4. Sample Preparation 

The bead suspension was prepared by diluting 1µL stock bead suspension from the 

manufacturer in 100µL DI water. The sample was sonicated for 15 mins, and then 10 µL 

bead solution was diluted in 500µL sample buffer (1 mM F108, 10 mM HEPES, pH 

adjusted to 7.4 by NaOH). λ-DNA was diluted to 2.1 ng/µL in 5 mM phosphate buffer at 

pH 7.6, corresponding to the final DNA concentration of 600 pM. The λ-DNA analytes 

were labeled with BOBO-3 intercalating dye at a 1:10 molar ratio of dye molecules to DNA 

base pairs. The recovered labeled DNA was added to a 100 µL buffer. The final buffer 

contained 10 mM HEPES at pH 7.4, 1 mM Pluronic F108 block copolymer, 100 mM 

sucrose and 0.2% v/v β-mercaptoethanol.  To prepare the protein sample, a 10µL C-

phycocyanin protein sample (Mw 242 kDa) was diluted with 100µL buffer solution 10 mM 

HEPES at pH 7.4, and 1 mM Pluronic F108 block copolymer corresponding final protein 

concentration to 5 mg/mL. The protein sample was sonicated for 5 mins before the 

experiment.  

6.4. Numerical Modeling 

Numerical modeling was performed with COMSOL Multiphysics 6.0 to predict the 

trapping regions for the pDEP and nDEP cases. A section of the printed microfluidic device 

matching the post array geometry was drawn in COMSOL. The material properties were 

chosen according to pre-defined parameters for water as a medium, and medium 

conductivity was adjusted to 0.03 S/m. A potential was applied matching the electric field 

in the experiment scaled to the channel section at the extremities of the channel section. 

The Electric Current module was used to compute the electric field distribution within the 
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section. Maxwell’s current equation was used to study the electric field distribution, which 

was defined as: 

𝐽 =  𝜎𝐸           (6.1) 

           𝐸 =  −𝛻𝑉                                                                (6.2) 

 

Where 𝐽 is the current density, 𝜎 is the medium conductivity, 𝐸 is the electric field, and 𝑉 

is the potential. The post walls and side walls were selected as an insulator. The potential 

was applied to the inlet boundary, and the outlet was kept grounded. Next, the Particle 

Tracing for Fluid Flow module was used with a time-dependent solver to trace trajectories 

and trapping behavior of the analytes. In this module, the Brownian force (𝐹𝑏), drag force 

(𝐹𝐷), and DEP (𝐹𝐷𝐸𝑃) force accounted for the total force acting on the analytes. The 

electrophoretic force (𝐹𝐸𝑃) and electroosmotic flow (EOF) was neglected in this model as 

they do not contribute considerably to particle transport in the low-frequency regime. With 

the time-dependent solver, the particle trajectories were computed with the following 

equation: 

        
𝑑(𝑚𝑝𝒗)

𝑑𝑡
= 𝑭𝑡                                                    (6.3)   

where 𝐹𝑡 is defined as the total force, 𝑚𝑝, and 𝑣 are the mass and velocity of the analyte, 

respectively, which can also be expressed as:   

     𝑭𝑡 = 𝑭𝑏 + 𝑭𝐷 + 𝑭𝑑𝑒𝑝        (6.4) 

The Brownian force is defined as: 

𝑭𝑏 = √
12𝜋𝑘𝐵µ𝑇𝑟𝑝

𝛥𝑡
                                                (6.5) 

where  𝑟𝑝 is the radius of the analyte, µ is the viscosity, 𝑇 is temperature and 𝑘𝐵 is the 

Boltzman constant. In this model, the drag force was computed with the following 

equations: 
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𝑭𝐷 = 
1

𝛽
𝑚𝑝(𝒖 − 𝒗)                   (6.6) 

𝛽 =  
𝜌𝑝𝑑𝑝

2

18µ
                                                         (6.7) 

where 𝑚𝑝, 𝜌𝑝 and 𝑑𝑝 are the mass, density, and diameter of the particle, 𝛽 is the velocity 

response time, and µ is the viscosity. 𝑢 and 𝑣 are fluid velocity and particle velocity, 

respectively. The DEP force acting on a biomolecule can be expressed by its polarizability. 

In COMSOL, this DEP force acting on a biomolecule was coupled using a user-defined 

force function. Furthermore, the DEP force was defined as: 

𝑭𝐷𝐸𝑃 = 
1

2
𝛼𝜵𝑬2                                                                              (6.8) 

where α is defined as the polarizability of biomolecules.  

In this simulation, for PS beads, 𝑭𝑏, 𝑭𝐷 and 𝑭𝐷𝐸𝑃 were considered. Considering PS beads 

as spherical particles, the DEP force equation of PS beads was expressed with equation 

2.15, as mentioned in section 2.2.4.1 in chapter 2, with 𝑅𝑒(𝐶𝑀) = -0.5. For λ-DNA and 

phycocyanin, only 𝑭𝑏, and 𝑭𝐷𝐸𝑃 were considered during the simulation. For λ-DNA and 

phycocyanin, 𝑭𝑏 was estimated by COMSOL using equation 6.5. Using DLS, the radius 

of the λ-DNA and phycocyanin was approximated as 720 nm and 3.5 nm, respectively, 

based on the hydrodynamic diameter measured. An α = 3.3 ∗ 10−29 𝐹𝑚2 was used for λ-

DNA in the numerical model, as reported previously, to account for 𝑭𝐷𝐸𝑃.89 The α  of a 

protein was unknown and estimated using the numerical model. 

At first, experimentally, the minimum potentials required to trap the biomolecules with 

DEP were determined. Based on these experimental observations, the 𝜵𝑬2 was calculated 

using the numerical model. Next, the α value was varied until trapping was observed in the 

numerical model.  Different α values of proteins were used in the simulation as mentioned 
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in Table 6.1 as indicated by α1 to α5. Finally, DEP trapping was observed for a value of 

α𝑝ℎ𝑦𝑐𝑜𝑐𝑦𝑎𝑛𝑖𝑛 = 3.5 ∗ 10−31Fm2. The radius of PS beads, λ-DNA, and phycocyanin, the 

diffusion coefficient of phycocyanin, the polarizability value of λ-DNA, and phycocyanin 

used in this numerical model also can be found in Table 6.1, listed below. 

 Table 6.1: Parameters used in the numerical modeling 

Variable Value Unit 

Temperature 298 K 

Density of water 997 kg/m3 

Dynamic viscosity of water 0.89 cP 

PS conductivity (εPS bedas) 0 S/m 

Re(CMPS) -0.5 N/A 

Radius of PS beads 0.87 µm 

Radius of λ-DNA  720 nm 

Radius of phycocyanin  3.5 nm 

Diffusion coefficient of phycocyanin 6.9 ∗ 10−11 m2/s 

Polarizability of phycocyanin (α1) 2.0 ∗ 10−34 Fm2 

Polarizability of phycocyanin (α2) 4.0 ∗ 10−32 Fm2 

Polarizability of phycocyanin (α3) 1.0 ∗ 10−31 Fm2 

Polarizability of phycocyanin (α4) 2.0 ∗ 10−31 Fm2 

Polarizability of phycocyanin (α5) 3.0 ∗ 10−31 Fm2 

Polarizability (α_λDNA) 3.3 ∗ 10−29 Fm2 

Polarizability (α_phycocyanin) 3.5 ∗ 10−31 Fm2 

 

6.5. Results and Discussion 

iDEP-based separation devices use the insulating nature of the fabrication material 

to generate non-uniformity in the electric fields required for inducing a DEP force. Here, 

we use 3D printing to exploit the insulating nature of cured photoresists to enable iDEP-

based particle manipulation. Additionally, this study was designed to characterize high-

resolution 3D-printed devices with nm to low µm post-gaps enabling high electric field 

gradients required for iDEP-based manipulation of nm-scale bioanalytics, especially 

proteins.  Briefly, high-resolution 3D printing enabled by 2PP was used to print devices 
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with arrays of different post-shape and gaps to generate large electric fields and allow the 

manipulation of PS beads, DNA, and proteins were demonstrated.   

Figure 6.1a represents the schematic of the experimental setup showing the printed device 

mounted on a thin layer of a PDMS slab attached to a glass slide for fluorescence imaging. 

Figure 6.1b represents a schematic of the designed iDEP device. The zoomed-in image of 

Figure 6.1b shows a scanning electron microscopy (SEM) image of the printed post area. 

The SEM image revealed that the posts area was well developed with a gap resolution 

down to 2 µm. 

 

Figure 6.1: Experimental setup and device design: a) Schematic of the experimental setup 

of the 3D-DEP experiment. The device was printed with an IP-S photoresist with a 2PP 

technique, and the final length of the device is ⁓4.8mm. The 3D-printed device was 

mounted on a thin layer of PDMS slab attached to a glass slide. b) a) Schematic (top) of 

3D-printed microfluidic device employed for iDEP studies of biomolecules. The zoomed-

in image (bottom) represents the scanning electron micrograph of the post region. The 

maximum resolution was achieved down to 2 μm. 

 

Previously, several research groups have reported an increase 𝜵𝑬2  with decreasing the 

gap size between two constrictions.374, 407, 408 Here, we further explore the improvement in 

electric field magnitude based on defined post gaps ranging from 5 µm down to 500 nm 

using a numerical model. Figure 6.2 represents the numerically calculated 𝜵𝑬2 in the 

circular post array in a representative section of the device. Figure 6.2a represents the 
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distribution of 𝜵𝑬2 in a post array with a horizontal and vertical post-gap of 5 µm. For an 

applied electric field of 500 V/cm, 𝜵𝑬2 = 3.8 ∗ 1015 V2/m3 was computed. The 𝜵𝑬2 

increased by ⁓10 folds when the post-gap decreased from 5 µm to 500 nm, as represented 

in Figure 6.2b. Figure 6.2c represents the variation in 𝜵𝑬2 with incremental post-gaps up 

to 5 µm. From the figure, it was shown that the 𝜵𝑬2 increased when the gap between the 

two posts decreased.  

 

Figure 6.2: Variation in 𝜵𝑬𝟐 with different post gaps. a) Computed distribution of gradient 

of 𝜵𝑬𝟐 in a post array at an applied electric field of 700 V/cm. The gap between the two 

circular posts is 5 µm resulted 𝜵𝑬𝟐 = 3.8 ∗ 1015 V2/m3 b) Computed distribution of 

gradient of 𝜵𝑬𝟐in a post array at an applied electric field of 700 V/cm. 𝜵𝑬𝟐 increased by 

~10 folds when the post gaps are 500 nm. c) Electric field gradients predicted for various 

post-gap sizes ranging from 5 µm to 500 nm. 

 

6.5.1. iDEP Trapping Observations by Numerical Modelling 

Depending on the sign of the 𝑅𝑒(𝐶𝑀), two major types of DEP-based analyte trapping 

phenomena (nDEP and pDEP) may occur. We developed a numerical model using a user-

defined DEP force function to predict the α of a protein using COMSOL Multiphysics 6.0. 

The developed model includes the device geometry, material properties, applied potential 

scaled to the printed device section, the resulting electric field, electric field gradients, and 

boundary conditions, allowing one to track the analytes' positions in the microdevice due 

to the DEP force in a time-dependent manner. The migration of the analytes was traced 
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over time after releasing from the horizontal lines between the two post rows, as shown in 

Figure 6.3, and their migration was traced over time. Figure 6.3 represents the pDEP and 

nDEP trapping for PS beads, λ-DNA, and phycocyanin. PS beads were released between 

the two post rows and experienced nDEP forces consistent with 𝑅𝑒(𝐶𝑀) = -0.5, as reported 

previously.203 Figure 6.3a represents the nDEP trapping of the PS beads, which was 

expected as 𝑅𝑒(𝐶𝑀) = -0.5 was used in the simulation. Upon application of the electric 

field at 700 V/cm, PS beads migrate to the region where the electric field is lowest, 

confirming the nDEP characteristics of PS beads. Figure 6.3a shows an accumulation in 

the region between the two posts where the electric field is lowest. These trapping 

conditions are in agreement with previous reports.203, 409 

Figure 6.3b represents the pDEP trapping behavior of the λ-DNA. A user-defined DEP 

force function was introduced in the model allowing to employ of the polarizability,  α, to 

account for their DEP force, see also equation 6.8. An α value of 3.3 ∗ 10−29 𝐹𝑚2 was 

used for λ-DNA in the numerical model, as reported previously.89  With an application of 

600 V/cm, the λ-DNA is trapped between the two posts of the same row where the strength 

of the electric field is highest. By using the numerical model, the estimated DEP force has 

a magnitude of 10−13𝑁.  Previously, Yokokawa et al. reported DEP trapping of λ-DNA 

(48.5 kbp) using a quadrupole electrode-based microfluidic device.410 Experimentally, they 

reported a DEP force of 10−13𝑁 is required to trap the λ-DNA with an applied potential of 

2.5 V and a frequency of 1 kHz. Using a theoretical model, they also estimated the DEP 

force on the order of 10−12𝑁. Regtmeier et al., also reported pDEP trapping of λ-DNA 

(48.5 kbp) using an iDEP device with rectangular posts with a post-gap of 2.3 µm. Their 

experimental result reveals that pDEP trapping was for λ-DNA over a frequency range of 
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30 Hz- 200 Hz. Their result matches with the frequency range of 50 Hz - 1 kHz, for which 

trapping was observed as reported by Chou et al.89 Our experimental observation was in 

excellent agreement with the observation reported previously.  

The DEP force of a protein depends on its polarizability. However, the 

polarizability of proteins is not easily accessible. If the DEP trapping force for a protein 

and 𝜵𝑬2 is known, a protein's polarizability can be estimated using equation 6.8.  

Previously, Hölzel et al. reported pDEP trapping of R-phycoerythrin.209 The size and 

molecular weight of R-phycoerythrin (240 kDa) is similar to phycocyanin (242 kDa). By 

using a pair of nanoelectrodes with an electrode gap of 500 nm, pDEP trapping was 

observed. Experimentally, with a frequency of 0.1 MHz and an applied potential of 10 V, 

the DEP trapping force was estimated as 0.1 pN.  An α value of 2.0 ∗ 10−34 𝐹𝑚2 was 

estimated from the reported DEP force and 𝜵𝑬2 reported by Hölzel et al.  Experimentally, 

pDEP of phycocyanin was observed using the 3D-printed device as described in section 

6.4.2. An electric field of 450 V/cm was applied, and proteins accumulated between the 

two horizontal posts (2 µm gap), showing pDEP where the electric field strength was 

maximum. By using the numerical model, 𝜵𝑬2 was calculated when 450 V/cm was applied 

in the iDEP device. The DEP force equation for biomolecules as stated in the equation 6.8 

was used as a user-defined force equation in COMSOL and α was varied until DEP trapping 

was observed. From the numerical model, the polarizability and DEP trapping force were 

estimated as  3.5 ∗ 10−31 𝐹𝑚2 and 0.012 pN, respectively. The estimated DEP trapping 

force was 1 order of magnitude lower than the estimated value by Hölzel et al. Our 

simulation observation and DEP trapping conditions of proteins were similar but not the 
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same as previous reports.111, 209, 411 Several factors could potentially be responsible for this 

and will be discussed in the next section. 

 

Figure 6.3. Numerical Modeling of DEP behavior for multiple analytes. a) Confirmation 

of trapping positions of Polystyrene beads subjected to iDEP trapping in two different post 

geometries. An nDEP response was predicted by the model. b) Prediction of trapping 

positions of λ-DNA subjected to iDEP trapping in two different post geometries. Trapping 

positions predicted by numerical modeling for α = 3.33 ∗ 10−29 Fm2. 100 particles were 

released from the horizontal lines drawn between the column of posts, and λ-DNA 

experienced pDEP and accumulated between two columns of posts where the electric field 

strength is highest, also represented by the color bar. c) pDEP trapping of phycocyanin 

protein using α = 3.5 ∗ 10−31 Fm2. 

 

6.5.2. Experimental Observation of iDEP Characteristics 

The iDEP trapping of PS beads, λ-DNA, and phycocyanin was also studied 

experimentally using the 3D-printed microdevice. The applied potentials ranged between 

0 and 1000 V/cm across the device was studied during the experiment. To show the 

potential of 3D-printed iDEP devices, a variety of post-array geometries and gaps were 

realized and DEP manipulation was demonstrated for analytes previously characterized 

using traditional iDEP devices. First, an iDEP ratchet post array device was printed 

matching the same post geometries and post gaps as reported previously.203 With this 

particular geometry, a ratchet-based migration mechanism of 0.87 µm PS beads using a 

PDMS iDEP ratchet device was reported by Kim et al.203  The mechanism involves nDEP 

trapping of the PS beads which was observed when 800V was applied over 1 cm of the 
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channel with a frequency of 10 kHz. Similar experiments were conducted here with the 

3D-printed ratchet device using the same buffer and DEP conditions. Figure C.1 in 

Appendix C, shows an image of nDEP trapping of PS beads trapped in the microdevice (y-

direction) associated with elliptical post arrays with an applied potential of 800 V/cm and 

a frequency of 10 kHz.  These positions correspond to the lowest electric field region 

compared to Figure C.1. The nDEP trapping observation shows an excellent agreement 

matching the trapping conditions with those reported previously by Kim et al.203  

Next, the DEP behavior of λ-DNA was investigated experimentally in a 3D-printed 

microdevice with an array of circular posts. With a minimum applied potential of 600 V/cm 

and 1000 Hz, λ-DNA was trapped in the regions with higher electric field strength, as 

shown in Figure 6.4a. We note that the location of DEP trapping in the post array changed 

from what was observed for the PS bead trapping locations, indicating pDEP trapping of 

the λ-DNA. These trapping regions coincide well with the regions predicted by the 

numerical model. The iDEP trapping behavior for λ-DNA was studied under various 

applied potentials, and Figure 6.4b indicates the fluorescent intensity at a different applied 

potential. Above a threshold potential of 300V/cm, the accumulation of λ-DNA starts to 

occur in the pDEP trapping regions. A plateau was reached with an applied potential of 

600 V/cm or above. The experimentally observed pDEP trapping for λ-DNA is in excellent 

agreement with the numerical model (Figure 6.3b).   

Next, iDEP manipulation of phycocyanin protein was studied with the 3D-printed device. 

Figure 6.4c shows the trapping behavior of phycocyanin. At 1000Hz and 450 V/cm applied 

on the entire device, the phycocyanin accumulated in the highest electric field regions, 

exhibiting pDEP. By adjusting the estimated α value in the numerical model, our 
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experimental observation of pDEP trapping of phycocyanin shows an excellent agreement 

with the numerical model, as shown in Figure 6.3c. Figure 6.4d shows the trapping 

behavior of phycocyanin protein at varying applied potentials from 0 to 900 V/cm in the 

device. No trapping was observed below 150 V/cm. Above 150 V/cm, the phycocyanin 

starts to accumulate, showing pDEP trapping behavior, and a plateau was reached above 

400 V/cm. Previously, Hölzel et al. reported pDEP trapping of R-phycoerythrin requiring 

a trapping force of 0.1 pN.  

Using a numerical model and the iDEP trapping conditions of phycocyanin, we estimated 

that a trapping force of 0.012 pN is required to trap the protein in the printed iDEP device. 

Our estimated DEP force is 1 order magnitude lower than the trapping force estimated by 

Hölzel et al. Several experimental factors could potentially contribute to the overall DEP 

force during the experiments. R-phycoerythrin was considered for the numerical model due 

to its size and molecular weight proximity to phycocyanin. These two proteins could 

potentially have different permanent dipole moment and dielectric susceptibilities that can 

influence the overall required DEP trapping force. Additionally, A hydrodynamic flow in 

the printed device was noticed, potentially contributing to the overall DEP force or may 

result in inconsistent trapping around the posts. Second, we attribute that the proteins might 

be aggregated, and instead of trapping a single protein molecule between the posts, we 

might have manipulated the aggregated protein samples. These aggregated proteins may 

exhibit a larger effective radius than a single protein. Since the DEP force depends on the 

particle radius, a lower DEP force would be required to trap these aggregated protein 

molecules.  Furthermore, the protein DEP is dominated by the permanent dipole of the 

protein and the solvent-protein interaction.104 The DEP response of the protein is also 
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influenced by the ion distribution in the EDL. As reported previously, the dielectrophoretic 

susceptibility of proteins also differs for different proteins.111 In conclusion, as two 

different proteins are being compared here and considering experimental errors, the 

required DEP trapping force of phycocyanin potentially could be different from the DEP 

trapping forces to trap proteins with similar sizes as reported previously.209 

 

Figure 6.4: Experimental results: (a) At 500Hz (700V/cm), λ-DNA (48.5 kbp) labeled with 

BOBO-3 (100 pM) shows pDEP as trapping occurs in the regions of the high electric field 

gradient. (b) Normalized fluorescence intensity is indicative of iDEP trapping vs applied 

electric potential for λ-DNA. (c) At 100Hz and 600V/cm, Phycocyanin experiences pDEP 

as trapping occurs in the high electric field gradient regions. (d) Normalized fluorescence 

intensity is indicative of iDEP trapping vs applied electric potential for phycocyanin. 

Above 550 V/cm, fluorescence intensity reaches a plateau. 
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6.5.3. Nanometer-Resolution 3D-Printed Devices for Nano-Scale Analytes 

To expand the analyte profile that can be manipulated on such devices in the future, the 

post gaps are required to be in the nanometer range to produce the required high electric 

field gradients. Therefore, our next attempts were towards increasing the resolution of these 

devices. We employed the IP-Dip photoresist and small-feature printing protocols to 

achieve such spatial resolution.404, 405  Due to this design's micrometer-sized channels and 

nano-scale gaps, the development step (removal of unpolymerized photoresist) poses a 

challenge. Therefore, we designed an open face post array device to assess printing 

parameters and resolution. After optimizing printing parameters such as laser power, scan 

speed, etc., an open face post-array device with post gaps down to 800 nm was successfully 

printed and developed as shown in Figure 6.5. These devices can be covered with a PDMS 

slab to enclose a channel for DEP applications. Further design and printing parameter 

characterization are underway to improve the post-gap resolution and develop a completely 

enclosed 3D-printed device to manipulate nano-scale analytes in the future. 

 

 

Figure 6.5: Nanometer resolution 3D-printed iDEP devices using IP-Dip photoresist for 

manipulation of nano-scale analytes.   
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6.6. Conclusion 

3D printing technologies have been widely accepted and employed in many areas of 

biological and analytical applications. The field of microfluidics has also been impacted 

by 3D printing due to its rapid prototyping abilities. New iterations of microfluidic devices 

and applications involving 3D printing are being reported every year, especially in the field 

of microfluidics. Here, to the best of our knowledge, we report the first completely 3D-

printed devices for iDEP based manipulation of analytes. As discussed above, we 

successfully 3D printed devices with post gaps down to 2 µm and demonstrated the first-

ever reported412 iDEP-based pDEP and nDEP trapping for PS beads, phycocyanin, and λ-

DNA in a completely 3D printed microfluidic device.  Various post geometries were 3D 

printed in an enclosed device to reproducibly trap PS beads and biomolecules (phycocyanin 

and λ-DNA). Additionally, numerical models were developed and studied to predict 

electric field gradients (𝜵𝑬2) for various post-gaps. The numerical model predicted a ~10 

fold increase in 𝜵𝑬2 when the post-gap was reduced from 5 µm to 500 nm. Furthermore, 

trapping behavior for different analytes like PS beads, λ-DNA, and phycocyanin was also 

predicted and verified experimentally. The experimental observations for the trapping 

behavior of the above-mentioned analytes were found to be in excellent agreement with 

the numerical model. Currently, nanometer resolution devices are being developed that 

may lead to exploring DEP characteristics of nanoscale analytes like single protein 

molecules and viruses in the future.  
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7. SUMMARY AND CONCLUSION 

Throughout this dissertation, several microfluidic platforms were demonstrated 

using the electric field-driven migration behavior of the polarizable particle. This 

dissertation focuses on two main objectives: Fractionating SWNTs by length using an 

iDEP microfluidic device and introducing a high-resolution 3D printed iDEP microfluidic 

device to manipulate biomolecules.  

In the first part of the work, a novel fractionation and purification of SWNTs by 

length was demonstrated using an iDEP microfluidic sorter device. The DEP properties of 

semiconducting type SWNTs were studied in the low-frequency regime (<1 kHz) that has 

not been previously investigated. A PDMS microfluidic device consisting of circular post 

arrays was used for this study. Due to the excellent fluorescence properties of 

semiconducting (6,5)  SWNTs in the IR range, near-infrared microscopy was used to 

visualize the SWNTs. Two different wrapping agents were used during this study named 

NaDOC and ssDNA, to prevent the aggregation of SWNTs in the aqueous media. 

According to this study, the DEP properties of SWNTs strongly depend on the ζ and the 

corresponding suspension properties of the SWNTs. The estimated ζ for well-suspended 

SWNTs was higher, yielding shorter SWNTs, whereas less densely wrapped SWNTs 

yielded a longer length with a lower ζ. The conductivity of the medium and SWNTs was 

estimated to predict the sign of 𝑅𝑒(𝐶𝑀). According to this study, well suspended NaDOC 

and ssDNA-wrapped SWNTs exhibited pDEP. In contrast, less densely NaDOC and 

ssDNA-wrapped SWNTs showed nDEP. A numerical model was developed to predict the 

trapping location of SWNTs in the iDEP device. Experimentally, the well-suspended 

SWNTs accumulated in the post array device showed pDEP, where electric field strength 
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was highest. Less densely wrapped SWNTs showed nDEP and accumulated in the region 

where electric field strength was lowest. The experimental observations were in excellent 

agreement with the numerical modeling. Both numerical modeling and experimental study 

indicated that the DEP characteristics of SWNTs were frequency independent within the 

range of 0-1000 Hz.  This work suggested that SWNTs can be effectively manipulated in 

the low-frequency AC electric field and indicated that SWNTs could be fractionated using 

their different characteristics.  

Next, in chapter 5, SWNTs fractionation based on the length and DEP properties 

experiments was conducted using an iDEP constriction sorter device. First, a numerical 

model was developed to predict the recovery efficiencies of various lengths of SWNTs 

based on their DEP properties. The numerical model revealed that a recovery efficiency of 

up to ⁓90% in selected outlets of the sorter device could be achieved. Experimentally, two 

samples differing in length and DEP properties showed different migration behavior.  Long 

SWNTs with small ζ, experienced nDEP and migrated in the side outlets where electric 

field strength was lowest. In contrast, short SWNTs with high ζ experienced pDEP and 

migrated to the center channel. This migration behavior was in excellent agreement with 

the numerical model. The resultant resolutions for the two different length distribution were 

almost at baseline resolution and showed a good separation quality. The fabricated iDEP 

constriction sorter device could sort SWNTs in continuous mode, which is advantageous 

for technological applications where purified and larger quantities of SWNTs are required. 

The second theme of the dissertation was to develop and fabricate a high-resolution 

3D printed iDEP microfluidic device to manipulate biomolecules, as discussed in chapter 

6. Insulator-based dielectrophoresis (iDEP) is a non-destructive approach to manipulating 
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biomolecules in a non-uniform electric field that has provided a new dimension for 

precisely manipulating biomolecules. The implementation of iDEP in microfluidic systems 

has provided a new dimension for the precise manipulation of biomolecules. A higher DEP 

force is often required to manipulate smaller biomolecules or nanoparticles. One way to 

achieve this high DEP force is by generating a higher electric field, which is often not easy 

to access using the standard fabrication procedures. However, in recent years, 3D printing 

has drawn tremendous attention in microfluidics, alleviating complications associated with 

cleanroom-based device fabrication. 2PP polymerization is a novel 3D printing technique 

that allows printing nanometer resolution to generate high electric fields in iDEP 

applications. In this work, two high-resolution 3D printed iDEP devices were printed using 

2PP techniques to manipulate biomolecules. The printed iDEP device includes an array of 

posts with different geometries. The first device was printed with a photoresist named IP-

S, and a resolution down to 2 µm was achieved. iDEP trapping of biomolecules, namely 

phycocyanin protein and λ-DNA, was successfully achieved and agreed with theoretical 

predictions. Using a user-defined DEP force equation, a numerical model was developed 

to confirm the trapping location in the iDEP device. The numerical model was in excellent 

agreement with the experimental observation. The second iDEP microfluidic device was 

printed in Dip-in Liquid mode using a photoresist named as IP-Dip. A resolution down to 

800 nm was achieved and confirmed with the SEM imaging. This study provides insight 

into a novel approach to high-resolution 3D printed microfluidic devices that generate 

higher electric fields to manipulate smaller biomolecules and nanoparticles.  

In conclusion, various microfluidic devices were successfully designed, fabricated, 

and demonstrated experimentally to fractionate and manipulate analytes such as SWNTs, 
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protein, and λ-DNA with the aid of electric fields. The fabricated iDEP devices coupled 

with electric fields can fractionate and purify SWNTs in a continuous manner. The high-

resolution 3D printed device creates nanometer-resolution constrictions that can induce 

higher electric field gradients required for iDEP applications of nanoscale analytes. This 

3D printing technology may offer great potential for prototyping novel iDEP microdevices 

due to its greater adaptability for design upgrades compared to conventionally 

microfabricated iDEP devices.  
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This document contains supplementary information describing the numerical 

model employed in this study, the resulting movies and additional model results for 

100 nm long SWNTs.  

Numerical model for positive and negative dielectrophoresis trapping of SWNTs: 

A numerical model was established with COMSOL 5.2a to study the trapping 

regions for the positive dielectrophoresis (pDEP) and the negative dielectrophoresis 

(nDEP) case. A 200 µm long channel with integrated post array was drawn to scale with 

post diameters of 10 µm and inter-post distances matching those of the experimental device 

(see main manuscript Figure 4.1).  

The Electric Current module was used in a stationary study to compute the electric field 

distribution in the device. In this module, the electric field distribution was studied by 

solving the following Maxwell’s equations: 

        ∇. J =  Q          (A.1) 

         J =  σE          (A.2) 

        E =  -∇V                                                     (A.3) 

where, J is the current density, E is electric field, V is the potential and Q is the total charge. 

In the Electric Currents model, the posts walls and the side walls of the channel were 

selected as insulators. An applied potential of 13.3V (scaled according to 1000V applied 

across the 1.5 cm long microfluidic device) was applied to the inlet boundary and the outlet 

boundary was grounded.  

Next, the Particle Tracing module was used with a time dependent solver to trace 

the trajectories of the particles. In this model, the drag force and Brownian force were 

computed with the following equations: 
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FD = 
1

β
mp(u-v)                  (A.4) 

β =  
ρpdp

2

18µ
                                                           (A.5) 

Fb =  α√
12πkBµTrp

Δt
                                                 (A.6) 

where FD and Fb are the drag force and Brownian force, mp, rp, ρp and dp are the mass, 

radius, density and diameter of the particle, β is the velocity response time, µ is the 

viscosity, T is temperature and kB is the Boltzman constant. u and v are fluid velocity and 

particle velocity, respectively. Note that the fluid was considered stationary in this study. 

The dielectrophoretic force F⃗ dep was also coupled with this model via equation A.9 and 

A.10 as described below. With the time dependent solver, the particle trajectories were 

computed with the following equation: 

        
d(mpv)

dt
= Ft                                                     (A.7)   

where   

     Ft = Fdep + FD + Fb       (A.8) 

The DEP force for a spherical particle in a non-uniform electric field can be expressed as:  

    Fdep_sphere =  2πrs
3εmRe(CM)∇E2     (A.9) 

where 

               Re(CM) =  
εp - εm

εp + 2εm
                                      (A.10) 

Where  rs is the radius of the spherical particle, εm is the medium permittivity, εp is the 

particle permittivity and Re(CM) is the real part of the Clausius-Mossotti factor.  
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COMSOL only allows entries for spherical particles in the Particle Tracing module. 

Therefore, we used an equivalent radius rs_eq for SWNTs assuming that a spherical particle 

experiences the same DEP force that acts on a rod like SWNT: 

Fdep_SWNT = Fdep_shpere     (A.11) 

where F⃗ dep_SWNT corresponds to equation 3.2 of the main manuscript. Solving for the 

radius of the sphere renders rs_eq: 

rs_eq = √
1

6
*(rSWNT

2 *l)
3

     (A.12) 

where rSWNT and l are the radius and length of SWNTs. We further assume that Re(CM) 

is the same for the SWNTs and  the equivalent spherical particles used in the model and 

obtain: 

    εp_s= 
εm*(1+2*Re(CM))

1-Re(CM)
                                                  (A.13) 

where εp_s  is the corrected equivalent particle permittivity, entered in the COMSOL model 

to compute F⃗ dep_shpere with the same Re(CM). 

In addition, E was coupled via the result of the Electric Current module altering it 

with a sine wave function with a frequency of 1000 Hz and corresponding amplitude. 

For the pDEP case, rSWNT and l of the SWNTs was used as 0.76 nm and 1000 nm 

respectively, based on the values obtained through AFM measurements (see main 

manuscript). With equation A.12, rs_eq was found as 7.5 nm. For the nDEP case, we 

assumed a rSWNT of 0.76 nm and l of 10 µm considering the shorter sonication time, 

rendering longer SWNT species. A rs_eq of 10 nm was found and used in the model. 
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According to equation A.13, for Re(CM)= 18.6 (pDEP) εp_s resulted in -174.07 and for 

nDEP, εp resulted in -130.25. These values were accordingly entered as model parameters.  

The model was solved time dependently for 1000 particles released at the vertical release 

lines at the middle positions between two rows of posts. Figure 4.2 of the main manuscript 

shows the end position after 3 seconds of migration. All parameters used for the numerical 

model are listed in the Table at the end of this document. 

Numerical modeling results for non-trapping conditions 

We also computed the numerical model for shorter lengths of SWNTs. We 

considered a length of 100 nm for the pDEP case and 1000 nm length for the nDEP case, 

which results in rs_eq of 2 nm and 5 nm, respectively. From Figure A.1 it can be observed 

that DEP trapping did not occur in these two cases. The DEP force is not strong enough to 

trap the particles for these two cases, and characteristic trapping regions can not be 

observed.  

 

Figure A.1: a) Position of SWNT (shown as blue dots) with a length of 100 nm predicted 

with the numerical model for Re(CM) > 0. The image shows the end position of 1000 

SWNTs released from each vertical line. SWNTs were not trapped by DEP in the post 

array. b) Similar to a) but for the nDEP case with Re(CM)<0. SWNTs of 100 nm length 
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did also not trap in the post array. The grey scale surface plot in a) and b) indicates electric 

field strength. 

 

Numerical modeling results for trapping conditions (nDEP case only) 

We further studied the nDEP case of the SWNTs with the numerical model 

inducing larger DEP forces. Longer SWNTs of l = 100 µm with rSWNT = 0.76 nm were 

considered, and we obtained rs_eq of 21 nm from equation A.12. From Figure A.2 it can be 

observed that SWNTs trapped closer to the circular posts compared to Figure 4.2a of the 

main manuscript. 

 

Figure A.2: a) SWNT (shown as blue dots) with length of 100 µm position predicted with 

the numerical model for Re(CM)< 0. The image shows the end position of 1000 SWNTs 

released from each vertical line. SWNTs were trapped by DEP in the post array. 
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Supplementary Table A1: Parameters used for numerical modeling 

Variable Value Unit 

Applied potential 13.3 V 

Temperature 298 K 

Density of water 997.0479 kg/m3 

Density of SWNT 1600 kg/m3 

Frequency 1000 Hz 

Viscosity of water 0.00089 Pa s 

Particle permittivity (εp_s), for pDEP -174.07 n.a. 

Particle permittivity (εp_s), for nDEP -130.25 n.a. 
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APPENDIX B 

SUPPLEMENTAL MATERIAL FOR CHAPTER 5 
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The supporting information document contains details on the numerical model, 

Table B.1 and Figure B.1. 

Numerical Model  

A numerical model was set up in COMSOL Multiphysics version 5.4. First, a 5.5 

mm long channel matching the device dimensions including a 25 µm wide constriction was 

drawn in COMSOL, the potential was applied to the inlet and the center outlet was set to 

ground. The electric current module was used in a stationary study to compute the electric 

field distribution in the microdevice as described previously. The Creeping Flow Module 

was used to compute the velocity and pressure fields due to the laminar flow created by the 

pump. The Stokes equation for conservation of momentum and the continuity equation for 

conservation of mass were solved. Fluid density and viscosity for water were used and flow 

rates were set according to the experimental conditions (25 µL/h). The inlet and outlets 

were set to open boundaries with initial pressure set to zero. 

The Particle Tracing and Fluid Flow Module was used to trace the sorting 

trajectories of the particles with a time-dependent solver. In this model, drag force and DEP 

force were computed as reported previously. Based on the Zeta potentials listed in Table 1 

(main text), Re(CM) was calculated as 13.44 for sample A and -1.18 for sample B, similar 

to previous reports. Briefely, the Zeta potential was used to determine surface conductance, 

λs, by determining the diffuse layer conductance, λs,d, and the Stern layer 

conductance, λs,s,. Then, the particle conductivity was determined via σP =  2 λsa
-1, as 

outlined in the main manuscript, which resulted in 2.12 S/m. The Clausius Mossotti factor 

resulted from the relation Re(CM) =  -1 +
σp

σm
, wich a measured medium conductivity of 

0.15 S/m as outlined in the methods section of the main manuscript. The obtained Re(CM) 
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was used to set up a user defined DEP force according to Equation 3.2 (main text). 

Furthermore, the stochastic motion due to the Brownian force, Fb, for SWNTs was also 

accounted for in the numerical model with : 

      Fb = Grand√
2KBTβ

ΔT
                                                                       (B.1) 

where Grand refers to the non-zero mean Gaussian random number, and ΔT to the mean 

distance. KB (1.38*1023 J/K) and T are the Boltzmann constant and temperature, 

respectively. The friction coefficient, β, for a small particle surrounded by fluidic 

medium can be expressed as: 

     β =
KBT

D
                                                                     (B.2) 

To obtain β,  the diffusion coefficient of SWNTs was determined as previously reported 

by Nair et al.: 

              D =  
KBT

3πηL
(ln(L/d) + 0.32)                    (B.3) 

where η is the viscosity of the medium (0.89 Pa s),  L the SWNT length and d (=1 nm) 

denotes the diameter of SWNTs. Next, the drag force was computed with the following 

equation: 

                                                 Fd = 
1

ζ
mp (u-v)                                                          (B.4) 

                                                 ζ =  
ρpdp

2

18η
                                                                      (B.5) 

where mp, and ρp are the mass and density of an individual SWNT. With the time 

dependent solver, the particle trajectories were computed with the following equation: 

                                             Ft = Fdep + Fb + Fd                                                      (B.6) 
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where Ft is the total force acting on the SWNT. 1000 particles were released from the inlet 

and the recovery efficiency was calculated based on the number of particles present in each 

outlet at the end of the simulation using Equation 5.1 as described in the main text. Table 

B.1 summarizes the results of the numerical model for SWNT fractionation ranging from 

50 – 2000 nm with a flow rate of 25µL/h and a potential of 350 V. The relevant particle 

parameters used in the model is listed in table B.1. 

Table B.1: Sorting efficiencies (as defined in the main text) in different outlets from the 

numerical model.  

 pDEP condition nDEP condition  

Length (nm) %ES1 %ES2 %EC %ES1 %ES2 %EC 

2000 26.2 9.5 64.3 70.6 22.3 7.1 

1500 24.3 8.2 67.5 68.3 20.5 11.2 

1000 22.2 7.5 70.3 64.1 19.8 16.1 

750 19.9 6.3 73.8 57.7 17.9 24.4 

500 14.6 5.7 79.7 53.8 16.1 30.1 

400 12.4 5.3 82.3 51.6 15.3 33.1 

300 12.2 4.7 83.1 50.3 14.5 35.2 

250 10.8 4.4 84.8 48.6 14.1 37.3 

200 10.5 3.9 85.6 46.9 13.2 39.9 

100 8.2 3.5 88.3 43.7 12.1 44.2 

50 6.6 3.2 90.2 40.6 11.5 47.9 
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Table B.2. 

Relevant particle parameters used in the model. 

Length (nm) D (m2/s) β (kg/s) 

2000 2.07 * 10-15 1.95 * 10-6 

1500 2.67 * 10-15 1.51 * 10-6 

1000 3.81 * 10-15 1.06 * 10-6 

750 4.90 * 10-15 8.24 * 10-7 

500 6.96 * 10-15 5.80 * 10-7 

400 8.43 * 10-15 4.79 * 10-7 

300 1.08 * 10-15 3.75 * 10-7 

250 1.26 * 10-15 3.21 * 10-7 

200 1.52 * 10-14 2.66 * 10-7 

100 2.71 * 10-14 1.49 * 10-7 

50 4.74 * 10-14 8.52 * 10-7 

 

SWNT imaging in the constriction sorter without applied potential 

Figure B.1 shows an image of the microfluidic chamber filled with NaDOC-wrapped 

SWNTs without an externally applied potential. Without an applied potential, SWNTs 

were evenly distributed in the sorter device.  
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Figure B.1: NaDOC wrapped SWNTs in DEP fractionation device without electric field. 

IR fluorescence imaging of NaDOC wrapped SWNTs subject to pressure driven flow (left 

to right) without an applied potential. (Figure is adapted and reprinted with permission 

from Rabbani et al., copyright (2020), Anal. Chem.266) 

 

Experimental Observation of iDEP Separation of mixed SWNT 

 

Figure B.2: AFM imaging of DEP fractionation of NaDOC wrapped SWNT. (a) 

Representative AFM image of NaDOC wrapped SWNT mixture of sample A and B 

introduced into the inlet. (b) Representative AFM image of fractionated NaDOC wrapped 

SWNTs collected from the side outlet after sorting of the mixed sample. (c) Representative 

AFM image of fractionated NaDOC wrapped SWNTs collected from the center outlet after 

sorting of the mixed sample. (Figure is adapted and reprinted with permission from 

Rabbani et al., copyright (2020), Anal. Chem.266) 
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APPENDIX C 

SUPPLEMENTAL MATERIAL FOR CHAPTER 6 
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The supporting document contains details on the trapping experiments of PS beads, 

Figure C.1. 

nDEP trapping of PS beads 

Figure C.1 shows an image of the 3D-printed elliptical post array device. The PS beads 

were trapped in the region of the lower electric field, showing nDEP with an application of 

an electric field of 700 V/cm with a frequency of 10 kHz 

  

Figure C.1: nDEP trapping of PS beads. At 10 kHz (700V/cm), PS beads show nDEP 

corresponding to accumulation in the lowest electric field gradient regions in an elliptical 

post geometry. 

 

 

 

 

 

 

 

 

 



 

  178 

APPENDIX D 

CO-FLOW INJECTION FOR SERIAL CRYSTALLOGRAPHY AT X-RAY FREE-

ELECTRON LASERS 
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