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ABSTRACT
Microfluidics has enabled many biological and biochemical applications such as high-
throughput drug testing or point-of-care diagnostics. Dielectrophoresis (DEP) has recently
achieved prominence as a powerful microfluidic technique for nanoparticle separation.
Novel electric field-assisted insulator-based dielectrophoresis (iDEP) microfluidic devices
have been employed to fractionate rod-shaped nanoparticles like Single-walled carbon
nanotubes (SWNTSs) and manipulate biomolecules like Deoxyribonucleic acid (DNA) and
proteins. This dissertation involves the development of traditional as well as 3D-printed
iDEP devices for the manipulation of nm-to-um scale analytes. First, novel iDEP
microfluidic constriction-based sorting devices were developed to introduce
inhomogeneous electric field gradients to fractionate SWNTSs by length. SWNTSs possess
length-specific optical and electrical properties, expanding their potential applications for
future nanoscale devices. Standard synthesis procedures yield SWNTs in large-length
polydispersity and chirality. Thus, an iDEP-based fractionation tool for desired lengths of
SWNTs may be beneficial. This dissertation presents the first study of DEP
characterization and fractionation of SWNTs using an iDEP microfluidic device. Using
this iIDEP constriction sorter device, two different length distributions of SWNTs were
sorted with a sorting efficiency of >90%. This study provides the fundamentals of
fractionating SWNTs by length, which can help separate and purify SWNTs for future
nanoscale-based applications. Manipulation of nm-scale analytes requires achieving high
electric field gradients in an iDEP microfluidic device, posing one of the significant
challenges for DEP applications. Introducing nm-sized constrictions in an iDEP device can
help generate a higher electric field gradient. However, this requires cumbersome and



expensive fabrication methods. In recent years, 3D printing has drawn tremendous
attention in microfluidics, alleviating complications associated with complex fabrication
methods. A high-resolution 3D-printed iDEP device was developed and fabricated for
iDEP-based manipulation of analytes. A completely 3D-printed device with 2 um post-
gaps was realized, and fluorescent polystyrene (PS) beads, A-DNA, and phycocyanin
protein trapping were demonstrated. Furthermore, a nm-resolution 3D-printed iDEP device
was successfully printed. In the future, these high-resolution 3D-printed devices may lead
to exploring DEP characteristics of nanoscale analytes like single protein molecules and
viruses. The electric field-assisted unique fractionation phenomena in microfluidic
platforms will become a critical solution for nanoparticle separation and manipulating

biomolecules.



DEDICATION

To my mother (Jahanara Begum) and my wife (Jumana Hoque), without their

sacrifice and support, it would not be possible for me to come this far.



ACKNOWLEDGMENTS

First, 1 would like to express my gratitude to my mentor, Dr. Alexandra Ros, for
her guidance and support throughout my Ph.D. period. Thanks for putting her faith in me
and giving me the various research opportunities in the lab that encouraged me to be a
better scientist. The guidance and wisdom she has provided me over the last six years have
motivated me to think scientifically and push further than my limit. Additionally, 1 would
like to thank my oral exam and graduate advisory committee members, Dr. Daniel Buttry,
Dr. Nicholas Stephanopoulos, and Dr. Mark Hayes, for their excellent advice about
graduate research and being a professional.

| am very grateful to all of my collaborators who enormously contributed to
developing my projects during my Ph.D. | thank Dr. Christoph Schmidt for allowing me to
work in his lab in Gottingen, Germany, and his constructive research idea helped me to
finish my single-walled carbon nanotube dielectrophoresis project in time. | want to thank
the following researchers for their priceless contributions to various projects: Dr. Rober
Ros for allowing me to use the atomic force microscope, Dr. Mukul Sonker for providing
the design idea of the 3D-DEP project and all of the experimental support, Dr. Jorvani Cruz
for helping me to design the 3D-printed devices, Diandra Doppler for collaborating with
me in the co-flow project and all of the experimental help, and all of BioXFEL team
members for their support during the experiments. | thank all the collaborators | worked
with for the thoughtful discussions and the learning | got from each of you.
Special thank goes to my family for supporting me through all these years apart. | want to
express my gratitude to my mother, who lived 8000 miles away from me but still
encouraged me all these years. | feel deeply grateful to my wife for her sacrifice and

iv



unconditional support; without her, 1 would not be able to overcome my difficult times
during my Ph.D. Also, thank you to all my friends for supporting and motivating me. | also
want to thank all my lab mates. | appreciate the friendly and supportive environment
created in and outside the lab.

This thesis is an outcome not just of my work but contributions of the many people
without whom it would not be possible for me to come this far. Finally, 1 would like to

thank everyone who helped me finish my dissertation on time.



TABLE OF CONTENTS

Page

LIST OF TABLES ...t Vi

LIST OF FIGURES ... .o vii
CHAPTER

1 INTRODUCTION ..ot s 1

2 BACKGROUND AND THEORY ...ccooiiiiiiiiere e 5

2.1 Transport Phenomena in the Microenvironment.............ccccoceevveveiesesiennnen, 5

2.1.1 Navier-Stokes EQUALION...........cccccvveiiiiiciescce e 5

2.1.2 Reynolds Number and Péclet NUMDEr ...........cccevveiieiiicceccceee, 6

2.2 Background on Electrokinetic Phenomena............ccccccvvevveeieresesicescseeees 7

2.2.1 The Electric DOUDIE LAYEN .......c.coviveieiieeeseiee e 7

2.2.2 EIECEIO0SMOSIS .....c.ciieeeieteieieesisis ettt 9

2.2.3 EICIrOPNOIESIS ......cvveviieececee e 10

2.2.4 DIeleCtrOPNOrESIS. .....c.viveicieceeeceiee e 11

2.2.4.1 Dielectrophoresis ThEOIY ........cccceeeiieieeiiceseee e 11

2.2.4.2 Dielectrophoresis 0Of DNA ... 14

2.2.4.3 Electrophoresis of Protein...........ccccccvevieicieiesce e 16

2.2.5 Technical Realization Platforms for DEP...........ccccocoiiiiiiiciininee 19

2.3 Photolithography and Soft Lithography ..o, 21

2.4 Two-photon Polymerization (2PP) ..o 23

2.5 Structure, Properties, and Synthesis of Carbon Nanotubes............c..ccc.c...... 25

2.5. 1 SITUCKUIE......oiiieiiice e 26



CHAPTER Page

2.5.2 PIOPEITIES ...ttt ne e 27
2.5.2.1 EleCtrical Properties ..........cccoeovvereeseiieeseesesee s 27
2.5.2.2 Surface FUNCtioNaliZation..............cceeiininnnnecceees e 29

2.5.3 SYNENESIS ...ttt 30
2.5.3.1 Arc-discharge Method............cccocereiieiinieicceee e 30
2.5.2.2 Laser Ablation Method .........ccooieeeiiiniiieccees s 31
2.5.2.3 CatalytiCc GrOWLN ........ceiviiciccece e 32

3 DIELETROPHORESIS THEORY AND APPLICATIONS OF SINGLE-

WALLED CARBON NANOTUBES .......ccoooiiiereee s 34
3.1 DielectrophoresisS TREOIY .......ccoieveiiieiieiee e 34
3.2 Technical Realization Platforms for DEP Manipulation of SWNTSs........... 41
3.3 SWNT DEP APPIICALION .....c.ocuiiieiciicieisee e 43

3.3.1 Alignment, Self-assembly, and Patterning ...........cccccovevevveeseiescsieneen, 46
3.3.2 Sensing-based APPHCAtIONS .........cccvceveieiirieeseee e 49
3.3.3 Separation and PUrification ............ccccccevverciicieceeee e 50
3.3.4 Surface Functionalization and Biological Applications......................... 54

4  SINGLE-WALLED CARBON NANOTUBES PROBED WITH INSULATOR-

BASED DIELECTROPHORESIS ..ot 57
4.1 ADSIIACE ...ttt 57
4.2 INEFOAUCTION. ...ttt 58
4.3 Materials and Methods ..........coeiiiciiicic e 61

vii



CHAPTER Page

4.3.1 CREMICAIS ...ttt 61
4.3.2 Microchip Fabrication ..........cccccoveiiceieiescseesee e 61
4.3.3 SWNT Sample Preparation..........ccccceveierereeieieresiesee e 63
4.3.4 SWNT IMAGING ..ocviveieeicieeee e 64
4.3.5 AtOMIC FOrce MICIOSCOPY.....ccvcuiireieriiieisieieesieee e 64
4.3.6 Computation of Electric Field...........ccccooveriiiciiecce e 65
O I 1o YRS RS 65
4.5 ReSUItS aNd DISCUSSIONS ......cvvirieeieieiiiirisisisie e 67
4.5.1 Prediction of iDEP Trapping Regions for SWNTS.........ccccecevvveviennnne, 69
4.5.2 Experimental Observation of SWNT IDEP...........cccccocooeviivcinieice, 70

4.6 Origin of Low-Frequency DEP Behavior of Suspended SWNT Species ...75
A7 CONCIUSION. ...ttt it se e see e seeseesre e e snnesne e S0

5 LENGTH-SELECTIVE DIELETROPHORETIC MANIPULATION OF

SINGLE-WALLED CARBON NANOTUBES. ..o 82
5.1 ADSIIACT.....ceceeeetes e 82
5.2 INFOTUCTION. ....ceteiiie ettt 83
5.3 Materials and Methods ..o 87

5.3.1 CREMICAIS ..ot 87
5.3.2 Microdevice FabriCation ...........cccoveirnicieninieissicesiee e 87
5.3.3 SWNT Sample Preparation...........ccccccevveveiieiiiesesesese s 88
5.3.4 DeteCtion OF SWINTS ..o 89
5.3.5 SWNT Sorting and Size Characterization ..............cccceevvviviiesesiesieceennnn, 90

viii



CHAPTER Page

5.4 ReSUILS aNd DISCUSSION ......cuviiirieieieieiiiisesisisie e 91
5.4.1 SWNT Sample CharaCterization............cccceevevvreresesieieseresesee e 91
5.4.2 Prediction of iDEP Separation of SWNTS .......ccccccvveivveiniiseeseeeee 92
5.4.3 Prediction of iDEP Separation of SWNTS ........ccccovveivveinieneieceeeee 95
5.4 CONCIUSIONS. ...ttt 101

6 HIGH-RESOLUTION 3D-PRINTED INSULATOR-BASED

DIELECTROPHORESIS (IDEP) DEVICES FOR BIOMOLECULAR

MANIPULATION ...t 103
8.1 ADSIIACE ...ttt 103
8.2 INEFOTUCTION. ...t 104
6.3 Experimental SECHION ........cccovciiiccee e 107

6.3.1 Materials and ChemiCalS ..........ccovrrreiiceiiiisee e 107
6.3.2 3D-Printed Device Fabrication ...........ccccoeeoirinnnnsccecenesesseseeinas 107
6.3.3 Experimental Setup, Imaging, and Data Analysis...........cc.ccccevvrverennee. 109
6.3.4 Sample Preparation...........ccccceeeieeericesesiee s 110
6.4 Numerical MOAEIING.........ccovciieieiece e 110
6.5 RESUILS AN DISCUSSION ........vviiiiiiisisieieteeee e 113
6.5.1 iDEP Characteristics Confirmation by Numerical Model ................... 115
6.5.2 Experimental Observation of IDEP Characteristics............ccccevvrvrunnne. 118

6.5.3 Nanometer-resolution 3D-Printed Devices for Nano-scale Analysis...122
6.6 CONCIUSION ...t 123

7 SUMMARY AND CONCLUSION......cccoiiiiiiriiinieise s 124



CHAPTER Page

REFERENCES ..o 128
APPENDIX
A. SUPPLEMENTAL MATERIAL FOR CHAPTER 4........ccccoiiiiiiiie 163
B. SUPPLEMENTAL MATERIAL FOR CHAPTER 5., 170
C. SUPPLEMENTAL MATERIAL FOR CHAPTER 6.......ccccvviviiniiiiciins 176

FREE-ELECTRON LASERS ... 178

E. COPYRIGHT PERMISSION......cccoeiiiiiiiiiiiicc 199



Table

2.1

3.1

4.1

5.1

Al

B.1

B.2

Cl

LIST OF TABLES

Page
Summary of Different Synthesis Processes of CNTS........cccocvvvereeieneieseneeennn, 33
Selected SWNT DEP APPlICAtIONS.........cccviieieerieesesiee e 43

Zeta potential, Conductivity Ratio, and CM Factor For Suspended SWNTs ...77

(-Potential and Average Lengths Data For Sample A and Sample B................. 92
Parameter Used For Numerical Modeling..........cccevveviienciieicescc e 169
Sorting Efficiency In Different Outlets From The Numerical Model.............. 173
Relevant Particle Parameters Used In The Model............coooeviiinnnncccnns 174
Parameter Used In The Numerical Modeling........c.cccoevvevenevcinseiccceee 176

Xi



Figure
2.1
2.2
2.3
24
2.5
2.6
2.7
2.8
3.1
3.2
4.1
4.2
4.3
4.4
4.5
5.1
5.2
5.3

6.1

LIST OF FIGURES

Page
Schematic of an EDL Formed Adjacent to a Negatively Charged Surface............ 9
Schematic of EOF in a Channel with a Uniform Negative Surface Charge......... 10
Schematic of EIeCtrOphOresis. ........ccovieiiiiciseeecs e 11
Schematic Representation of DEP of a Spherical Particle............ccccooooevievennne. 13
Schematic Of A-DNA DEP ......oooviiiii e 16
Schematic of a Photolithography ProCess..........cccovveivierceieiesescie e 22
Schematic of the Dip-iN 2PP PrOCESS ........ccccovierieerieireriee e sreesre e 24
SETUCTUIE OF CINTS .ottt 27
Calculated Re(CM) in Dependence of Frequency, Conductivity Ratio................ 37
Selected DEP Manipulation Devices for SWNTS........cccccvvevnercieiesee e 52
SWNT Characterization and Microfluidic Device Scheme............ccccooinncnnees 68
Predicted Trapping Positions of SWNTSs Subject to iDEP ........c.ccccccevveviveernennes 70
DEP Trapping of NaDOC-wrapped SWNTS .......cccoceivveiiieieieseeee e 73
DEP Trapping of SSDNA-Wrapped SWNTS.......ccccovveivieieeeseesesee e 74
Calculated Re(CM) in Dependence of y and Zeta potential ..............ccccccveveinenees 78
Design and Basic Operation of the iDEP Sorting Device........c.cccccevvvevvcerieennene. 94
DEP Fractionation of NaDOC-wrapped SWNTs and Characterization............... 98
Fluorescence Intensity of SWNTSs for Different Samples............ccccevvvvivinnnene. 101
Experimental Setup and Device DeSign .........cccccvviiiieiineceseseeeeese e 114

Xii



Figure
6.2
6.3
6.4
6.5
Al
A2
B.1
B.2

Ci1

Page

Variation in VE? with Different POSt Gaps ..........c.ccoevveeeevevseeeeeesiieesessesesessnenes 115
Numerical Modeling of DEP Behavior for Multiple Analytes...........c.ccccoovvuenee. 118
Experimental Results for iDEP Trapping of Biomolecules.............c.cccconnuenene. 121
Nanometer Resolution 3D-printed iDEP Devices using IP-Dip Photoresist......122
Prediction of SWNT Trapping .......cccoveerieirinieeisieeesesiee e 167
NDEP Trapping Of SWINT ..o 168
NaDOC-wrapped SWNTSs in Fractionation Device Without Electric Field........ 175
AFM Imaging of DEP Fractionation of NaDOC-wrapped SWNT ..........cccooou... 175
nDEP Trapping of PS Beads Using the 3D-printed Device..........ccccvvevnrevnnnes 177

Xiii



1. INTRODUCTION

Over the last decades, considerable progress has been made in microfluidics-based lab-on-
a-chip (LOC) devices. Microfluidics is a technology developed to engineer the behavior of
fluids and analytes in a channel with dimensions of tens of micrometers. It is a technology
offering numerous advantages over conventional analysis techniques and developed to
manipulate fluids and samples in channels with dimensions of a millimeter to a micro- or
nanometer-sized environment. The advantages include low cost, high resolution, and small
volumes of samples required for the analytical devices.! It has immense potential in
biological, chemical, and medical research. Micro-electromechanical systems (MEMS)
have offered extremely miniaturized analytical tools with high sensitivity. The operation
of these MEMS devices can be fully automated and programmable allowing high
throughput and reducing the requirement for manual labor.?

Particle manipulation using a microfluidics device is crucial due to the broad industry and
laboratory research applications. Generally, particle manipulation includes sorting,
separation, fractionation, focusing, trapping, and pre-concentration. Particle separation is
an essential sample processing step in the biological and medical fields. Current separation
methods using a microfluidic device can be categorized as active and passive types. An
external force is incorporated in an active separation method, whereas the passive
separation method depends on the designed channel geometries and internal forces.® Active
separation methods include electrophoresis, dielectrophoresis, flow cytometry,

acoustophoresis, and optical forces.®



In recent years, dielectrophoresis (DEP) has become a powerful tool for nanoparticle and
biomolecules separations. The term dielectrophoresis was coined by Pohl in 1970, which
refers to the motion of a polarizable particle caused by a spatially non-uniform electric
field.® DEP has been reported to separate, pattern, manipulate, characterize, sort, and
capture targets such as cells ®8 biomolecules 1*%°, bacteria 2 27, proteins 2-%2, viruses %,
etc. DEP has gained attention as a manipulation tool for SWNTSs due to its potential for
separation, purification, and non-destructive assembly of SWNTs according to their
electrical properties.®**The interest in SWNTs and their exploitation through various
applications has increased in the past few decades due to their unique optical, thermal,
chemical, and electronic properties.>’*° Carbon nanotubes are hollow cylinders formed by
carbon atoms exhibiting lengths ranging from nanometers to several centimeters and
diameters in the range of nanometers.** They can be described as wrapped-up graphene
sheets, whereas the chirality determines the wrapping direction. The optical and electrical
properties of SWNTSs are determined by their unique chirality.**** From the discovery of
CNTs by lijima and Ichihashi,** researchers have studied this new form of carbon due to
its excellent electrical, mechanical, optical, and thermal properties.*® Depending on their
chirality, CNTs may be semiconducting or metallic; thus, nanometer-scale carbon
materials have gained tremendous attraction in semiconductors.*® 4" These unique
properties of CNTs open the door for a new composite for high-performance building
blocks of future nanoscale devices, including field emission displays,® biological
transporters or sensors,*® 4° Schottky-type transistors,> high-capacity hydrogen storage

media,? lithium-ion batteries, fuel cells,® logic circuits,>® and many others.



Applications of SWNTs require uniform and predictable properties of SWNTs, and
researchers have been exploring strategies for preparing CNT samples with well-defined
lengths, chiralities, diameters, and electronic properties.*! Various techniques have been
reported for the purification, separation, and sample preparation of CNTs.>* > Size-
exclusion chromatography,®® ultracentrifugations,*® electrophoresis, and ion-exchange®’
are the most popular techniques. However, some of these methods require specific
wrapping agents to suspend the CNTSs, limiting large-scale applications due to the cost,
stability, and availability of wrapping agents.

DEP describes the phenomenon of a force experienced by a dielectric particle when it is
subjected to a non-uniform electric field. The DEP force scales up with particle size, the
medium and particle conductivity ratio, and the electric field gradient. A stronger electric
field is often required to manipulate nanoparticles or smaller biomolecules, i.e., proteins,
DNA, or viruses, which is difficult to achieve with conventional fabrication techniques.
Recently, 3D printing has been successfully implemented in microfluidics due to several
advantages over conventional fabrication processes. 3D printing offers rapid prototyping,
high reproducibility, and truly 3-dimensional geometries that cannot be realized with
conventional fabrication techniques. There are several approaches to 3D printing, and
among those, the two-photon polymerization (2PP) process offers unique capabilities with
unprecedented resolution compared to a standard polymer 3D printing technology such as
stereolithography. For various iDEP applications, higher electric field gradients are
required, and 2PP 3D printing can be employed to create nanometer-resolution

constrictions and gaps to achieve orders of magnitudes higher electric fields.



This dissertation describes the application and development of multiple microfluidic
devices to manipulate single-walled carbon nanotubes (SWNTSs) and biomolecules using
dielectrophoresis (DEP). The main objective of this dissertation is to address the challenges
in fractionation and purification of SWNTs by lengths using DEP and to introduce a high-
resolution 3D-printed microfluidic device to manipulate biomolecules. The dissertation is
organized into 7 chapters. Chapter 2 briefly discusses the fabrication methods used to make
the microfluidic devices to fractionate and manipulate SWNTs. Also, the transport
phenomena in a microenvironment and migration behaviors under electric fields are
discussed. In addition, the structure, properties, and synthesis process of SWNTs are
discussed in chapter 2. Chapter 3 includes a detailed study of SWNTs DEP and the DEP
applications of SWNTs. Chapter 4 explores the DEP properties of SWNTSs in the low-
frequency regime (<1kHz). This study was carried out in a PDMS microfluidic device that
contains an array of circular posts. A qualitative study using a numerical model is
presented, confirming the trapping positions of the SWNTs in the microfluidic device. This
was further demonstrated experimentally with SWNTs and visualized with near-infrared
microscopy. Chapter 5 continues with the DEP-based fractionation and purification of the
SWNTs by lengths using a PDMS microfluidic sorter device.

Chapter 6 describes this dissertation's second major theme, the manipulation of
biomolecules in a high-resolution 3D-printed device. Lastly, a summary and conclusion of

the thesis are given in chapter 7.



2. BACKGROUND AND THEORY

2.1 Transport Phenomena in the Microenvironment
Microfluidics uses microscale (up to 100 um) structures to manipulate a small amount of
fluid (nL to pL volume).t %8 % Microfluidic platforms can manipulate nano- and microscale
particles and biomolecules e.g., DNA, RNA, proteins, and cells. Microfluidics offers
manipulation of analytes in a microenvironment and avoids sample dilution.
Understanding the governing physics and principles of the flow phenomena at the
microscale is vital. This section reviews some of the physics of microfluidics and
microfluidic flow.
2.1.1. Navier-Stokes Equation

The Navier-Stokes equations govern linear momentum for fluid motions of a Newtonian
fluid, and the velocity of an incompressible fluid can be derived from the following
equation:

p(S+ -Vu)= —Vp+ pr?u+F, (2.1)
where u is the fluid velocity vector, p is the density, p is the pressure, [ is the fluid dynamic
viscosity and F,, is an external acceleration force. This equation is based on the simplified
conservation laws of momentum and mass, considering density and viscosity are constant
over space and time. The right-hand side of Eq (2.1) includes all associated forces such as
pressure, viscous, Brownian, gravitational, external acceleration, and electric force acting
on the fluid.®® The left-hand side of Eq (2.1) corresponds to the inertial forces. The
nonlinear term ((u-V)u = 0) can be eliminated in the simplified shape of the fluid

channel, and Eq (2.1) can be simplified as:®*



d
p (d—Lt’) =-Vp+ ul?u+F, (2.2)

2.1.2. Reynolds Number and Péclet Number
The flow pattern in a microfluidic device can be predicted using the Reynolds number
(R) .58 %2 |t is a dimensionless number representing a property of fluids indicative of their
mechanical behavior in dynamic conditions. The Reynolds number represents the
relationship between the inertial forces and viscous forces in a system and can be described

as:%1

R = % (2.3)

where p is the fluid density, u is the fluid velocity, L is the characteristic length, and p is
the viscosity. In microfluidics, most inertial effects are negligible, yielding laminar flow
when Re is generally small (R < 1). A laminar flow is a flow of liquid streamlines flowing
parallel without perturbations. A large Reynolds (R >2000) number represents fluids with
turbulent flow profiles that increasingly mix stochastically. In turbulent flow conditions,
flow profiles cannot be predicted accurately.®

In addition to the Reynolds number, the mass transport of a fluid is described by the Péclet
number (P,) which can be defined as:

P=% (2.5)
here, D is the diffusion coefficient. Equation 2.5 represents the diffusive transport of
molecules in the fluid.>® Small P, defines situations where slow mixing occurs due to
diffusion in the microsystem. Diffusion defines the migration of ions and molecules due to

Brownian motion. The diffusion coefficient is represented by the Stokes-Einstein

equation:54



D = (K, T)/(6mur) (2.6)

where K, is the Boltzmann constant, r is the particle's radius, and T is the temperature.
2.2 Background on Electrokinetic Phenomena

Reuss conducted the first observation of electrokinetic phenomena in 1809;% however, the
first theoretical developments of electrokinetic transport were reported by Helmholtz and
Smoluchowski.®® ¢” Dukhin and Derjaguin summarized the follow-up developments of
these early works, and since then, considerable attention has been conferred on
electrokinetic phenomena.®® Electrokinetics applies an electric field to induce electrostatic
forces on polarizable or charged liquids and suspended particles. Applying this electric
field induces the motion of the fluids and particles. The general classification of
electrokinetic phenomena consists of electroosmosis, electrophoresis, and
dielectrophoresis. The following sections will discuss a brief discussion and accompanying

background on electrokinetic transport phenomena.

2.2.1. The Electric Double Layer
A solid surface is in contact with ionic aqueous solutions tends to gain surface charges.
When the surface makes contact with an electrolyte solution, it attracts the opposite ions
towards it, namely counter-ions, and repels the similar charges away from it called co-ions.
For example, Polydimethylsiloxane (PDMS) is widely used to fabricate microfluidic
devices. After plasma treatment, PDMS has negative charges on its surface due to the
deprotonation of the silanol groups in an aqueous solution.® Thus, an electric double layer
(EDL) is formed due to the surface charge of ions near the microchannel surface.”® The
liquid layer surrounding the channel exists in two parts: a thin layer of counter-ions tightly

bound to the solid surface, known as the Stern layer, and an outer region where ions are
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less firmly attached, known as the diffuse layer. The thickness of the Stern layer is typically
one or two times the diameter of the counter-ions, and across the Stern layer, the electric
potential is assumed to drop linearly.”* There is a boundary within the diffuse layer, and
any ions within the diffuse layer move with the particle in the liquid. This boundary is
called the slipping plane. Between the particle surface and the dispersing liquid, a potential
exists. This potential varies according to the distance from the particle surface, and the
potential at the slipping plane is known as zeta potential ().

In summary, the EDL comprises the immobile Stern and diffuse layer. A schematic of the
EDL is shown in Figure 2.1. It can be seen that the EDL is formed at the interface of a
negatively charged surface and the surrounding liquid. In a plasma-treated PDMS
microchannel, the cations in the Stern layer are immediately adjacent to the negatively
charged wall. Cations are immobilized due to the strong electrostatic interaction with the
wall's surface. Because the counter-ion number exceeds co-ions close to the surface of the
microchannel, this EDL locally exhibits a net charge counteracting the surface charge. Due
to the Boltzman distribution of counter-ions within the EDL, the net electric potential in

the fluid is non-zero. For an infinite slab, the electrical potential ¥ can be defined as:"?

X

¥(x) = getn (2.7)
where x is the coordinate normal to the plane, A is the thickness of the EDL known as

Debye length, A,. The latter is expressed mathematically as:’2

_ EKBT
Ap = \IZZZeZCONA (28)

where ¢, Kgand T are the permittivity of fluid, Boltzman constant, and absolute
temperature. C, refers to the bulk counter-ion concentration and N, denotes the Avogadro’s

8



number. The valence of the counter-ions species is given by “z” and e is the charge of an
electrode. The Debye length usually ranges from a few nanometers to a few hundred

nanometers.’?

Bulk liquid

Diffuse layer

Stern layer

Distance from the surface

__________ Channelwall ! W (X)

Figure 2.1: Schematic of an EDL formed adjacent to a negatively charged surface. The
EDL is formed at the interface of the charged surface and liquid, and the grey area presents
the negatively charged surface. The Stern layer is adjacent to the negatively charged wall,
and due to the strong electrostatic interaction with the wall's surface, the cations are
immobilized in the Stern layer. Just beyond the immobilized layer, the diffuse layer is
formed.

2.2.1. Electroosmosis
The excessive counter-ions within the EDL migrate toward the oppositely charged
electrode dragging the viscous fluid with them when an external field is applied.” 7 In the
presence of a surface charge, a flow motion is induced when an electric field is applied
known as electroosmotic flow (EOF). This bulk fluid motion shows a uniform flow profile
and drops to zero at the liquid-solid interface as shown in Figure 2.2. The electroosmotic

velocity can be defined as:

Ugor = Er;;_g (2.9)

where, &,,,, and n are the medium permittivity, and viscosity of the fluid, respectively. The

electroosmotic velocity (vgor) can be expressed as:’

9



Vgor = MWgorE (2.10)

p— N
4' EOF Ii\ Electric double layer

Figure 2.2: Schematic of EOF in a channel with a uniform negative surface charge. The
velocity of EOF is uniform throughout the cross-section of the channel and drops to zero
at the channel interface.

2.2.3. Electrophoresis
Electrophoresis (EP) refers to the movement of a charged particle in a fluid upon applying
an electric field.”*"® Figure 2.3 represents the schematic of electrophoresis in a
microchannel.
The direction of particle movement or rate in the electric field depends on the electric
charge and size of the particles. If the charge of the particle is g, the electrophoretic force
F,,, can be defined as:
F., = qE (2.11)
The drag force, F, acting on a spherical particle based on stokes drag law is defined as:*2
Fp, = 6mnru (2.12)
where u is the particle mobility, and r is the particle radius. The EP velocity, vgp, can be
derived when F,,, is balanced with F;, and can be expressed as:
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6mnr(u —vgp) = qE (2.13)

The EP mobility can thus be defined as:"®

Hep = v% = 67fnr (2.14)

Charged particle

Medium

Figure 2.3: Schematic of electrophoresis. The charged particle migrates relatively to the
medium upon applying an electric field.

2.2.4. Dielectrophoresis

2.2.4.1. Dielectrophoresis Theory
The term dielectrophoresis (DEP) was first introduced by Pohl in 1970 and referred to the
motion of a polarizable particle by a spatially non-uniform electric field.2° DEP is governed
by the difference in dielectric properties of the aqueous medium and suspended particles.
A common approach to explaining the DEP force acting on a polarizable particle is based
on the model of a homogeneous sphere, as shown in Figure 2.4. The DEP force depends
on the dielectric constant of the suspended particles and their surrounding media and is
proportional to the third power of the particle size. The DEP force acting on a spherical

particle suspended in a medium can be expressed as follows:®*
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Fpgp = 2nr3e,Re(CM)VE? (2.15)
where, &, is medium permittivity, r is the particle's radius, and VE is the electric field
gradient. The term Re(CM) refers to the real part of the Clausius-Mossotti (CM) factor

described by:®?

* *
&~ &m

CM =

- (ep +2&m)

(2.16)

where, &, and &y, denote the frequency-dependent permittivity of the particle and medium,

respectively. The complex permittivity of the medium and the particle in equation 2.16 are
given by: &, = ¢, — i% JEM = Em — i%”* where o, o, and w denote the particle

conductivity, medium conductivity, and frequency, respectively, and i = +/—1. Depending
on the sign of the Re(CM) factor, the DEP force could be positive DEP (pDEP) or negative
DEP (nDEP). Particles move toward the regions with a higher electric field, showing pDEP
when the particle's permittivity is higher than the medium with Re(CM)>0. In contrast,
particles show nDEP when the particle permittivity is lower than the suspended medium.
In the nDEP case, particles are repulsed from the higher electric field and move toward the
lower electric field region.

At high frequencies (w — ), Fpgp is typically governed by the permittivity of the particle
and medium as the dielectric current dominates.?* In contrast, Fpgp is governed by the
conductivity of the particle and medium as the current is dominated by conduction of free
charges at lower frequencies (w — 0), including DC conditions.?! Figure 2.4a illustrates
the pDEP scenario when &, > &, with the particle attracted to the higher electric field. In
contrast, Figure 2.4b shows particles moving to the lower electric field, showing nDEP
with o, < gyp.
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Figure 2.4: Schematic representation of DEP of a spherical particle in a non-uniform
electric field. (a) The particle with higher conductivity than the medium migrates to the
higher electric field, showing pDEP. (b) The particle moves to the lower electric field,
showing nDEP, with g, < gp,.

Depending on the particle's shape and the number of shells, the DEP force acting on the
particle could differ.3 In most cases, the biological particles are composed of multi-shell
structures, and their DEP properties cannot be explained with the conventional
homogeneous spherical DEP model.8* For example, typical biological species, i.e.,
exosomes, bacteria, liposomes, or endosomes, are described with a single shell model,

where a thin membrane shell surrounds their spherical core. Due to the thin outer

membrane with a radius r, the DEP force is modified as follows:®!

FDEP - 27TT'238mRe(CM)|7E2 (217)
_ (Eesr—Em
CM = (‘g;ﬁ+ 28%) (2.18)

where £, is the effective complex permittivity of the particle. If the inner radius of the

particle is 7, then &, can be expressed as:®" 5
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(@) e

1 s;,+ 28§

(r_2>3_ Ep—£3
r1)  Ep+2&§

*

E*eff = & (219)

For biological species consisting of multi-shells, the DEP force can be explained with the
multi-shell theory proposed by Irimajiri et al.® If r; is the radius of the core and 7y, is
the radius of the outer shell, and N is the number of shells, the DEP force can be expressed

as:86' 87

FDEP = 27TT'N3€mRe(CM)VE2 (220)

* *

(rN+1)3+2 EN-1eff ~EN+1
* *

N EN-1eff " 26N+1 291
3 &* —cx ( . )

(TN+1) N-leff °N+1
* *

N EN-1eff ~26N+1

* ok
€ eff = € N+1

Furthermore, the CM function can be expressed as:* 8

(U*peff _U%)(U*peff"'z*am)
Z
W (2.22)

. 2 (CPeps2om)
(speff+2£m) +< o )

_ (S;‘,—s;‘n)(s;‘,eff+2£¢n) }

CM =

where, &, fr and oy, fr denote the complex effective permittivity and conductivity of the

simplified model, respectively. The DEP force acting on a particle could differ due to the
heterogeneity in shape, size, or a combination of both.

2.2.4.2. Dielectrophoresis of DNA

Dielectrophoresis has been used to manipulate various biomolecules ranging from
nanometer-sized proteins over tens to a few hundred nanometer-sized DNA molecules.?*
8. 8 Several groups have reported the DNA polarization study, but it is still not fully
understood.®>% DEP has been commonly used to manipulate, concentrate, separate, and
analyze DNA molecules.?® % %% The DEP force acting on a DNA molecule results from

the electric field to the charge induced in the DNA and can be expressed as:
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Fpep = a(E-V)E (2.23)
where a is the polarizability of the DNA fragment. In solution, the A-DNA attracts
counterions, as shown in Figure 2.5. The polarizability of DNA in an electrolyte solution
can be expressed as having charges on the DNA backbone and in the double layer around
it when an external electric field is applied. The induced dipole p = aEwill be parallel to
the electric field, assuming that the charge relaxation frequency, w. = o/« is larger than
the frequencies of the external electric field. Moreover, under these assumptions, it can be
assumed that the polarization process is lossless as it occurs in the phase with the external
electric field, and & can be modeled as a scalar, real-valued quantity.?® The electric field,

E can be generated in various ways as discussed later of this section. For insulator-based
DEP, E can be generated by an AC or DC signal or a combination of both. For the time-

periodic driving potential, the time-averaged DEP force is obtained by replacing the E with

its RMS value and can be expressed as:

Fpgp = a(Erms ' V)Erms (2-24)
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(b)

Figure 2.5: Schematic of A-DNA DEP. a) A negatively charged A-DNA (not to scale)
attracts counterions (mostly cations). b) When an electric field is applied, the cations
shifted in the direction of the applied electric field, leaving the negative ions on the DNA
backbone.

2.2.4.3. Dielectrophoresis of Protein

Over a few decades, a considerable amount of work on protein DEP has been
reported.?® °"%° However, the experimental observations for proteins disagree with the
predicted DEP forces, and the classical theory does not apply to proteins and other
biomolecules on the nanometer length.®-1%* Microscopic details can not be ignored on the
nanometer length scale, and the assumptions used in the classical DEP theory using
Re(CM) factor arguably fail to describe the situation for proteins. The classical DEP theory
fails to consider the permanent dipole moments. For example, the assumption in classical
DEP theory based on a spherical model considers that the sphere carries no net charge. An
additional potential term is considered if it carries a uniformly distributed surface charge,
but the total dipole moment remains unaltered. However, macromolecules like proteins can
not be considered colloidal or solid spherical particles. Proteins are polypeptides and form

a particular tertiary structure. Due to the spatial arrangements of polarizable groups
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originating from polarizable bonds in the polypeptide backbone, a dipole arises in most
proteins. Proteins possess a permanent dipole moment that interacts with water dipoles of
hydration and shows other physicochemical behavior at the molecular scale.% 102 103
Protein dipole moment also depends on the solvent-protein interaction.'®* The ion
distribution in the EDL can influence protein DEP response polarization.® Specific motifs
such as a-helices, or polar groups of the amino acid side chains contribute to the overall
protein permanent dipole with a magnitude of a few hundred Debye, %510

Several groups have reported the DEP manipulation of globular proteins using a
smaller applied field gradient (within the rage of 10'? V2/m3 — 10'* V2 /m3).102 110, 111
Sometimes, it appears too small to overcome the thermal (Brownian) force acting on
protein molecules.!% 19 111 To address this situation, an empirical model has been
proposed that considers the protein's intrinsic, permanent, dipole moment.!'° To amplify
the Re(CM) factor in the classical DEP force equation, an empirical factor (x + 2) was
introduced, and the DEP force is then expressed as:

Fpep = (3/2)2pem(k + 2)VE? (2.25)
where ), is the volume of the protein, and x is the dielectric susceptibility. For
macroscopic particles, k=1 is used. For molecular-(micro)-and macro scale, the empirical
relationship was proposed as:

CMpicro = (K + 2)CMumgero (2.26)

This empirical theory represents that the macroscopic Re(CM) factor employed in
the current DEP theory is similar to but not the same as the molecular Re(CM) factor

explained by the classical DEP theory.*'? Matyushov and co-workers recently reported an

evolving theory of protein DEP in solution.®® 3 According to their study, the
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dielectrophoretic susceptibility (k) is many orders of magnitude higher than the Re(CM)
factor predicted by the classical DEP theory. In the classical DEP theory, the DEP force
scales with the Re(CM) factor restricted to -0.5< Re(CM)<L1. In contrast, by using
molecular dynamics (MD) simulation, Matyushov reported that for small globular proteins,
the susceptibility value lies in the range of 103 — 10*.113 By using the molecular dynamics
(MD) simulation, the values for the dipole moment and cavity field susceptibility y. are
derived by Matyushov and co-workers.!** 11° The molecular surface of the protein and its
immediate waters of hydration were considered as the relevant boundary conditions in the
MD simulation. Finally, the DEP force acting on a solvated protein derived by Matyushov

was expressed as:

3e

oo gy 2 (2.27)
2&g

Fpep=
where K is the DEP constant and & represents the dipolar response of the entire protein.
pDEP and nDEP correspond for K > 0 and K < 0, respectively.

In conclusion, the protein DEP theory is still evolving and not fully understood.
The classical DEP theory explains that the DEP theory works well for a spherical shape
and size particle without having a permanent dipole moment. However, this theory does
not apply to biomolecules with a permanent dipole moment. The DEP force of globular
protein in the solution is dominated by the protein dipole moment. It has been reported that
the VE? estimated by the classical DEP theory is 3 orders of magnitude lower than the
experimental value. An empirical theory has been introduced to address this situation, and
a correction factor (k+ 2) is introduced to amplify the classical DEP force.

Experimentally, several groups have reported (x + 2) values for different proteins.!'! In
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recent years, Matyushov et al., reported the evolving theory of protein in solution. By using
MD simulations, they predicted the DEP constant for a small globular protein in the range
of 103 —10*. Their theoretical suggestions mirror the empirical-based findings of

different groups, as reported previously.

2.2.5. Technical Realization Platform for DEP

Dielectrophoresis can be evoked once electric field inhomogeneities are apparent.
The electric fields and gradients in the microfluidic device can be introduced with the
fabrication of microelectrodes or with insulating geometries. With advances in
microfabrication techniques, two major techniques have been adopted to generate high
electric fields and gradients for dielectrophoretic applications. The first way to generate
these electric fields is by introducing a microelectrode in the microfluidic device,
commonly known as electrode-based DEP (eDEP).!® In this technique, the
microelectrodes are typically fabricated in a microfluidic platform to generate a non-
uniform electric field and positioned inside the microfluidic channels. The strength of the
generated electric field can be tuned with different shapes and structures of the
microelectrodes. In an eDEP system, the particles experience a large electric field near the
microelectrode. The electrodes are positioned inside the microchannel, making direct
contact with the medium and analytes. However, the fabrication process of the electrodes
is complex and can be accomplished by various methods, including thin film deposition
using different metals, photolithography, and etching techniques. eDEP allows the
investigation of analytes in the kHz to MHz regime. Even though a high magnitude of DEP
forces can be introduced in eDEP devices on the application of low voltages, it has several

drawbacks, including fouling effects, Joule heating, and electrolysis.
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The second way to introduce the electric field in a microfluidic device is by introducing
non-conducting insulating constrictions in the microchannel. In this case, the constrictions
are surrounded by a conductive medium, and electrical potentials are applied via electrodes
immersed in reservoirs. This method is known as insulator-based DEP (iDEP).!
Compared to iDEP, eDEP offers strong local electric field gradients by applying small
potentials, but the fabrication of eDEP microdevices is often more complicated than iDEP
devices. In addition, due to chemical reactions, eDEP devices often suffer from the
limitation of the potential electrode fouling in the zone of particle manipulation.. Though
iDEP offers many advantages, the main limitation of iDEP refers to challenging access to
the high-frequency regime and much higher applied potential difference needed to achieve
equivalent electric field magnitudes compared to eDEP. In recent years, a third way to
generate an electric field in the microdevice has been demonstrated without contact
between the sample fluid and the electrodes.'® This method is known as contactless DEP
(cDEP), where the main channel is separated from the electrodes by thin insulating
materials (e.g. PDMS). The capacitive properties of the insulating materials provide the
non-uniform electric field required to generate the DEP force. This method eliminates the
possibility of sample contamination, reduces fouling effects, Joule heating, and reduces gas
bubble formation.*® The performance of cDEP depends on the thickness and capacitive
property of membrane barrier material. Most of the iDEP and cDEP devices are fabricated

using photolithography and soft lithography that will be discussed in the following section.
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2.3. Photolithography and Soft Lithography

Various methods are used to fabricate microfluidic devices and design the
necessary channel and features.'?° Photolithography is a widely used fabrication method to
fabricate microfluidic devices. Photolithography is carried out for microscale patterns and
structures for fabricating templates for PDMS -based devices. In this technique, a
photoreactive polymer mix is deposited on a silicon substrate and illuminated with a UV
light source using a photomask containing the device design. A typical wavelength between
300 nm to 450 nm is used in optical lithography. In this section, the optical lithographic
method will be discussed.®*
Figure 2.6 represents the significant steps included in a standard photolithography method.
Using computer-aided design (CAD) software, an object with precision geometry is drawn.
Next, the photomask is produced using an electron beam on a glass substrate (e.g., soda-
lime, borosilicate, or quartz). The precision of the photomask is generally on the order of
a micrometer.5* A thin layer of photosensitive material commonly known as photoresist is
deposited on the silicon substrate as shown in Figure 2.6a. Two types of photoresists are
used depending on the photochemistry required: positive and negative. During the
exposure step, the photoresist polymerizes in a negative photoresist, and a developer
removes the unexposed photoresist. SU-8 is a commonly used negative tone photoresist
used in a photolithography process. The thickness of the photoresist is controlled by using
a spin coater. After the spinning step, a soft bake on a hot plate is performed to evaporate
the moisture from the photoresist. Next, this spin-coated photoresist on the substrate is used
for pattern transfer using mask alignment and a UV exposure system. The mask is placed
on top of the mask holder, the substrate is aligned accordingly, and the wafer is exposed to

21



UV radiation, as shown in Figure 2.6b. After the exposure step, another baking step is
repeated to increase the photochemical reaction rate. After baking, the undeveloped
photoresist is removed using a commercial organic developer. Additionally, a post-
exposure bake is used to evaporate any leftover developer and helps increase the adhesion
of polymerized photoresist on the silicon substrate.

SU-8
a) Si

LILLl | | LLlL

b) Si
c) si

) PE—
+ | —
T — 4

| Glasssubstrate |

Glass Substrate

Figure 2.6: Schematic of a photolithography process. (a) coating of negative photoresist
SU-8 on a Si wafer. (b) Exposing UV radiation through the mask to transfer the pattern to
the photoresist on the substrate. (c) The casting of PDMS on the Si substrate. (d) PDMS
peeled out from the wafer. (e) Inlet/outlets are created using a hollow needle. (f) Finally,
the PDMS device is attached to the glass substrate.
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Soft lithography is a method to replicate the polymer-based mold for microfluidic
devices.'?! In soft lithography, the previously fabricated template transfers the device
design to an elastomeric material like PDMS. PDMS contains an organic -(Si-O)- backbone
and organic methyl group attached to silicon.*?? The liquid mixture of PDMS with curing
agent becomes solid by crosslinking via hydrosilylation reaction between vinyl and
hydrosilane (Si-H) groups. A mixture of a catalyst (curing agent) and a polymer are poured
on a mold and cured in replica modeling, as shown in Figure 2.6¢. After pouring PDMS on
the patterned substrate, PDMS is degassed and baked for 2-3 h in an oven. After baking,
PDMS is peeled off from the substrate, as shown in Figure 2.6d. A biopsy punch is used to
cut out the device's inlets and outlets, as shown in Figure 2.6e. Finally, the device is bonded
with a glass slide using oxygen plasma.
2.4. Two-photon Polymerization (2PP)

The microfluidics community has widely exploited recent advancements in 3D printing
techniques. The fabrication of a 3D object can be achieved in a single process from
computer-aided design using a 3D printer. This technique offers fast prototyping, and in
addition, true 3D structures can be realized that cannot be achieved in a conventional
microfluidic fabrication technique. Stereolithography (SL), extrusion printing, fused
deposition modeling (FDM), and inkjet printing are currently used in 3D printing
techniques.*®> Among the several approaches of 3D printing techniques, the two-photon
polymerization (2PP) process offers unique capabilities with unprecedented resolution
compared to a standard polymer 3D printing technology such as stereolithography. In 2PP,

two photons are consecutively absorbed by a photosensitizing chromophore when an ultra-
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short pulsed near-infrared laser is closely focused on the polymer material, followed by the

chain reaction polymerization.'?*

ITO glass T pp—— -

Focused IR Laser
Photoresist

Figure 2.7: Schematic of the dip-in 2PP process. In 2PP, the first absorbed photon excites
to a virtual intermediate state, followed by a second photon absorbed during the short
lifetime (~10715s) of this virtual state. The red dot in the photoresist indicates the smallest
area where the highly confined beam meets.

Figure 2.7 represents a dip-in liquid lithography 2PP mode. As shown in Figure 2.7, the
first absorbed photon excites a single electron to a virtual state and a second photon excites
this absorbed electron in the virtual state simultaneously during a short lifetime (10~15s).
Enough energy can be provided to reach the excitation band of the electron for a
photochemical reaction from the 2PP absorption process.!?® A 3D laser writing is
implemented by scanning a stage, and 780 nm photons are focused using a high-density
objective to a small focal point known as a voxel.*?® In this focal point, a high probability
of two photons being absorbed consecutively for the 2PP process, resulting in the
photochemical reaction of the photo-initiator and photoresist at a wavelength of 390 nm.

2PP enables high spatial resolution of complex 3D structure design since the probability of

a low two-photon absorption outside the focused point is very low. 2PP offers a direct
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printing method to fabricate nano- or micro-structures without a mask. In this process, 3D
structures can be fabricated with a resolution down to 100 nm using various materials (e.g.,

ceramics, metals, polymers, and hybrid materials) in a single step. .126-128

2.5. Structure, Properties, and Synthesis of Carbon Nanotubes
Due to CNTs' unique chemical, optical, thermal, and electronic properties, the interest in
CNTs and their exploitation through various applications has increased in the past few
decades. 3% Carbon nanotubes are hollow cylinders formed by carbon atoms exhibiting
diameters in the range of nanometers and lengths ranging from nanometers to several
centimeters.*! CNTs are wrapped-up graphene sheets, whereas the wrapping direction
determines a unique chirality. They form spontaneously and efficiently under well-defined
conditions, either as single-walled carbon nanotubes (SWNT) or multi-walled carbon
nanotubes (MWNT). CNTs exhibit unique optical and electrical properties of CNTs
determined by their chirality.***® CNTs are considered attractive materials in various areas

of electronics, including lithium-ion batteries, field emission displays

, biological
transporters or sensors “® 4%, Schottky-type transistors %°, fuel cells 52, high-capacity
hydrogen storage media %%, logic circuits %3, and many others.

lijima and Ichihashi first discovered CNTSs; researchers have studied this new form of
carbon due to its excellent electrical, mechanical, optical, and thermal properties.*® CNTs
are categorized in semiconducting or metallic types depending on their chirality, and these
nanometer-scale carbon materials have gained tremendous attraction in semiconductors.*®:

47 The applications of CNTs often require uniform and predictable properties, and

researchers have been exploring strategies for preparing CNT samples with well-defined
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diameters, lengths, chiralities, and electronic properties. #* This section will include the

structure, characteristics, and synthesis procedures of CNTSs.

2.5.1. Structure

In CNTSs, a 2-D sheet of carbon atoms (graphene) is arranged in a hexagonal array
where each carbon atom is bonded to three nearest neighbors.’?® Depending on the
graphene sheet's rolling process, the properties of CNTs on its atomic arrangement and
electronic properties are determined. CNTs tend to attract each other due to strong van der
Waals forces, providing an opportunity to develop high conductivity and ultra-high-
strength materials. MWNTSs are composed of concentrically arranged SWNTS, as shown
in Figure 2.8a. The diameter of SWNTSs varies from ~0.4 nm to 3 nm, whereas for MWNTS,
diameters can range from ~1.4 nm up to 100 nm. 30 13
The atomic structure of CNTs is defined by the chiral angle # and the chiral vector Cj,.
Figure 2.8b represents a schematic diagram showing how a sheet of carbon is rolled to
form a cylindrically shaped SWNT. The chiral vector can be represented as:

C, = na, + ma, (2.28)
where, a;, a, are unit vectors, and the indices n and m are integers corresponding to the
number of unit vectors along with the two directions of the hexagonal lattice, as shown in
Figure 2.8b. For a chiral angle of 0" and 30" are referred to as zig-zag and armchair type
CNTs. The illustration of an armchair and zig-zag nanotube, respectively, is shown in
Figures 2.8c and 2.8d. Figure 2.8c and 2.8d represent Armchair nanotubes with a chiral
vector of (n,n), i.e., n=m, whereas zig-zag SWNTs are rolled-up in (n,0) or m=0

configuration. The material properties of CNTSs are defined by their chirality. For example,
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zig-zag nanotubes behave as semiconductors, whereas the unique chirality of the armchair

nanotubes determines their conducting properties.t3?
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Figure 2.8: Structure of CNTSs. (a) Schematic representation of SWNT and MWNT with
typical size scales (adapted and reprinted with permission from Ribeiro et al., copyright
(2017), SCiELO Analytics®3); (b) Diagram showing how a sheet of graphene is rolled up
to form a carbon nanotube. Here C;, and 6 denote the chiral vector and chiral angle,
respectively; (c) Illustration of the atomic structure of an armchair and (d) a zig-zag
nanotube. Note the thick black lines in each SWNT to emphasize the difference. (adapted
and reprinted with permission from Thostenson et al., copyright (2001), Elsevier 1?°).

2.5.2. Properties

2.5.2.1. Electrical properties

CNTs can exhibit metallic or semiconducting properties due to their unique
structure and chirality. Their electronic structure can be explained with a two-dimensional
unrolled graphene plane where periodic boundary conditions can be applied in the
transverse direction, and translational symmetry exists in the direction of the fiber. As
reviewed elsewhere, within a reasonable approximation with the present tight-binding
model in the zone folding scheme, the rolled CNTs can be studied. The electrical properties
of CNTs can be defined based on their chirality with the zone-folding approach. The
electronic structure of CNTs can be characterized using equation 2.23, where n and m
define the chiral vector of CNTs and the chiral indices. The electronic properties of CNTs

can be defined by n — m = 3i, where i is an integer. For n — m = 3i, SWNTSs are defined
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as metallic, and those for which n — m # 3i are semiconducting.*® There is no band gap
between conduction and valance band, which makes them metallic when n = m is met
(i.e. armchair CNTSs). There is a band gap on the order of few tens of meV to hundreds of
meV between the conduction and valence band for the zigzag CNTs (m = 0), resulting in
semiconducting properties.’**3" Additionally, the diameter of the SWNT is inversely
proportional to the bandgap.®” SWNTs exhibit field-effect transistor (FET) behavior at
room temperature and use nanoelectronic devices, including transistors and logic gates.'3
138142 Carbon nanotubes with semiconducting properties could be useful in building
nanoscale transistors for integrated circuits in future electronic devices.3' 3% 134 143 CyvD
techniques are used to synthesize the armchair CNTSs, and they have electrical properties
similar to metal " and current flows when a potential difference is applied to the two ends
of an armchair nanotube. Armchair CNTSs are often used as electrical wires and have higher
conductivity than copper. Armchair CNTs can replace the metal for patterning narrower
connector lines in nanoelectronic devices and integrated circuits. Theoretical calculations
revealed that electrons in CNTs could travel micrometer range distances without scattering
at room temperature. 4

The permittivity of the metallic SWNTs is typically assumed to be >4000'* with
conductivities in the range of 10% to 10° S/m.46 147 Metallic MWNTSs may also exhibit
large permittivities typically in the range of 10% to 10*,48149 and conductivities in the order
of 107 to 108 S/m.20-153_ In contrast, semiconducting SWNTSs have vastly reduced dielectric
constants (<5, for example, estimated by their bandgap energies'®?), which leads to
different dielectrophoretic behavior. Krupke et al.™® and others®® % reported

semiconducting SWNT with less pronounced conducting properties without doping agents
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or gate bias'® can acquire conductive properties governed by surface charges.
Conductivity values reported for the surface conduction mechanism range from about 0.01
S/m to a few S/m 145154156 The conduction mechanism becomes dependent on the type of
derivatization strategy since the suspension of SWNTSs is typically achieved through
surface derivatization. Therefore, the intrinsic and surface conduction mechanisms give
rise to a rich, frequency-dependent dielectrophoretic response of CNTs, which will be

described in detail in chapter 3.

2.5.2.2. Surface Functionalization

The chemical functionalization and modification of CNTs are essential aspects of
the research on CNT-based materials.®>” The modification of CNTs can be divided into two
categories. The first category includes non-covalent bonding between CNT and functional
molecules.’™® 1 Such non-covalent modification may be mediated by m-stacking
interactions and achieved by the physical adsorption of wrapping agents to the surface of
CNTs. Examples of wrapping agents include biomolecules (such as proteins, peptides, and
DNA),5% 180 nolymers, 6 162 and surfactants.'®® 164 The main advantage of non-covalent
modification is that it typically has no influence on their intrinsic electrical properties and
does not significantly influence the sidewall properties of CNTs. However, if charged
species are non-covalently attached to CNTs, they may induce surface conductivity,
significantly influencing the dielectrophoretic properties of semiconducting SWNTS.
The second modification is the covalent bonding between CNTs and reactive molecules,
where strong bonds are established between the CNT and functionalization agent. The
advantage of this method includes the often high reactivity of the functionalization agents,

which offers controllable and efficient surface modification. Several researchers have
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reported successful functionalization of CNTs.1%1%8 Among the reported methods,
esterification and amidation of nanotube-bound carboxylic acids are widely used as
functionalization of CNTs!®® Covalent attachment alters their electronic structure resulting
change in the intrinsic conductivity of CNTs. For example, Bekyarova et al. studied
networks of SWNTs functionalized with octadecylamine (ODA).}® The reported
conductivity of ODA-functionalized SWNTs was two orders of magnitude lower than the
non-functionalized SWNTSs. Such changes in the intrinsic conductivity of CNTs may
influence the DEP behavior of functionalized SWNTSs.

2.5.3. Synthesis

High-quality nanotube materials are required for fundamental and technological
applications. High quality refers to the absence of chemical and structural defects in CNTs.
Various techniques have been developed in the past for producing SWNTs and MWNTSs.
Industrial applications of nanotubes still require developing synthesis techniques for the
large-scale production of defect-free CNTs. Several synthesis techniques have been
reported and developed for fabricating CNT structures and are further reviewed
elsewhere.’*173 Chemical vapor deposition (CVD) techniques,'’* 1’ the arc-discharge,'’*
6and laser-ablation methods 1™ are mostly used for synthesizing CNTs. The main
challenge in nanotube synthesis remains the large-scale production of CNTs with selective
production and high quality at a low cost. The following sections briefly discuss the three
primary methods commonly used for CNT synthesis.

2.5.3.1. Arc-discharge Method

A new type of carbon structure consisting of hexagonal-shaped nanotubes

synthesized with the arc discharge was first reported by lijima in 1991.* Two high purity
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graphite rods as the anode and cathode are used during the synthesis procedure for
nanotubes by arc-discharge evaporation. An electrical potential difference is applied until
a stable arc is achieved in a helium atmosphere between these rods. The anode is consumed
during the synthesis process, and material is deposited on the cathode. The deposited
material forms a needle consisting of a softer fibrous inner core containing nanotubes, other
carbon particles, and an outer shell of fused materials. The generated needles consisted of
graphite sheet coaxial tubes revealed by transmission electron microscopy (TEM), later
termed MWNTSs. Ebbesen and Ajayan et al. reported a large-scale synthesis method of
MWNTs by a variation of the standard arc-discharge technique.!’” Under helium
atmosphere with a sufficiently significant potential difference applied between two thin
graphite rods and pressure of ~500 Torr, a yield of ~75% MWNTSs relative to the starting
graphite material was reported. The synthesized MWNTSs had a diameter between 2-20 nm
and lengths extending to several micrometers.

In 1993, lijima and Icchihashi et al.,'"® and Bethune et al.”® reported the synthesis
procedure of single-walled carbon nanotubes almost simultaneously. The electrodes are
doped with small amounts of metallic catalysts in an arc discharge gas chamber filled with
methane and argon gas mixture. 41178180181 | ater on, by an arc discharge technique under
a helium atmosphere, large quantities (> 1 g) of SWNTs were generated by Journet et al.*8?
The authors concluded that unique growth rendering high yields mainly depends on the
Kinetics of carbon condensation in a non-equilibrium situation.

2.5.3.2. Laser Ablation Method

A laser ablation technique was used to achieve the initial synthesis of fullerenes.

This technique has also been implemented to synthesize SWNTs over the years. The
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synthesis of SWNTSs by laser ablation of graphite rods with small amounts of Ni and Co
was first reported in 1996 by Smalley and co-workers.'8 18 Their synthesis process
consists of a graphite rod containing a 50:50 catalyst mixture of Co and Ni yielding >70%
SWNTs instead of fullerenes. X-ray diffraction and TEM showed that the synthesized
nanotubes formed bundles with a length of tens to hundreds of microns and uniform in
diameters (5-20 nm). In this method, metal catalyzes the production of SWNTSs, but side
products are formed containing a substantial fraction of nanoscale impurities which are
difficult to separate from CNTSs. Liu et al. proposed a procedure to purify the as-grown
nanotube from the produced side products.'® The net yield of the purified CNTs based on

this method was increased by 20% by weight.

2.5.3.2. Catalytic Growth

The arc-discharge and laser ablation methods are limited in the amount of sample
they can produce in contrast to the size of the carbon source. Additionally, subsequent
purification steps are required to separate CNTs from undesirable by-products. Due to these
limitations, new gas-phase synthesis techniques referred to as chemical vapor deposition
(CVD) were developed. CNTs are formed by decomposing a carbon-containing gas in the
reaction chamber using a mixture of nitrogen, ethylene, and acetylene. In 1993 Yacaman
et al.'® and in1994 Ivanov et al.*®” 18 first attempted synthesizing MWNTs with CVD
techniques, which have been improved and optimized since then. The carbon source is
continually replaced by gaseous compounds resulting in high purity nanotubes minimizing
purification steps. Further development of this approach, the high-pressure conversion of

carbon monoxide (HiPco), is now widely used and commercialized by Carbon
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Nanotechnology Inc (Houston, Tx) for high-scale high-purity production. A summary of

different synthesis

techniques is enlisted in Table 2.1.

Table 2.1: Summary of different synthesis processes of CNTs

Method

Arc discharge

Laser ablation

Catalytic growth

Conditions

Carbon source

Yield

SWNT

MWNT

Cost

Low-pressure gas (mostly Argon gas at 1200°C

helium)
Graphite

32-91% 182

Short length and diameter

< 1.4 nm 18

Short tubes with diameters

up to 20 nm 78

$$$

Graphite

>70% 183

Short length and diameter

1-2 nm 184

Long tubes with

diameter of 5 -20 nm 4

$$$

a

Atmospheric  pressure
at 700-900°C
Hydrocarbon

Up to 100% *°

Long SWNTs and

diameter < 4 nm 186
Long tubes with a
diameter < 240 nm 18

$
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3. DIELETROPHORESIS THEORY AND APPLICATIONS OF SINGLE-WALLED

CARBON NANOTUBES

3.1 Dielectrophoresis Theory

A force is induced on the particle when a dielectric particle is subjected to a non-
uniform electric field.*® This phenomenon is referred to as dielectrophoresis (DEP) force.
The direction of this force depends on the polarizability of the surrounding medium and
the polarizability of the particle. The DEP force is called positive DEP (pDEP) when the
particle experiences a force and is attracted to the higher electric field. Negative DEP
(nDEP) corresponds to the particle's movement towards the lower electric field regions.
The DEP force experienced by the polarized particle can be expressed as: 18

Fpep = (p-V)E (3.1)
where p is the induced dipole moment and E is the electric field. The polarized particles
exhibit frequency-dependent behavior in an AC electric field. The DEP behavior of CNTs
is determined by their permittivity and conductivity and that of the surrounding medium.
CNTs are cylindrical-shaped particles as long, thin rods and experience a force due to the
induced dipole moment when placed in a non-uniform electric field.**® The underlying
DEP force exerted on the nanotube is proportional to the CNT length.? If the viscous and
damping force is neglected and taking into account the ohmic losses of the interface
between the CNT and medium, the time-averaged DEP force acting on the cylindrical-

shaped nanotube aligned with the field is expressed as 18 1%2:

Tl.'Tzl 2
FDEP = Tnge(CM)VE (32)
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where r and [ are the radius and length of the nanotube, &, is the medium permittivity, and
Re(CM) is the real part of the Clausius-Mossotti (CM) factor. Based on equation 3.2, the
DEP force experienced by the CNT is proportional to the Clausius-Mossotti factor 3 154
193195 The electrical polarizability of the CNT is described by the Clausius-Mossotti factor

and can be expressed as:

Re(CM) = —2—5m__ (3.3)

em+(ep — gL
where &5, and g, are defined as complex permittivity of the medium and the particle,
respectively, as described in chapter 2, equation 2.16, section 2.2.4.. The depolarization

factor L is approximated by %

4r2x(In % -1)
L= —12() (3.4)
As Re(CM) depends on the geometry of the particles, and because of the high
aspect ratio and consequently very small depolarization factor of most CNTs, Dimanki et

al. expressed their Re(CM) as:14

Re(CM) = 2= (3.5)

m

The DEP behavior of CNTs is frequency-dependent, allowing tuning of the DEP
behavior based on the applied frequency. The permittivity mainly governs the DEP
behavior of CNT at sufficiently high frequency (typically MHz and above). It was reported
that metallic SWNT has a much larger relative permittivity of &, > 4000 while
semiconducting SWNT exhibit a relative permittivity, &, < 5.1* % It has been reported
that metallic SWNTSs experience pDEP due to the large &, of metallic CNTs surmounting

that of most suspension media.** For semiconducting SWNTs, ¢, is much smaller, thus
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both pDEP and nDEP characteristics have been observed. semiconducting SWNTs may
show negative DEP based on their low permittivity at high frequency; however, in an
intermediate frequency range, both conductivity and permittivity give rise to a complex
dielectrophoretic response. The dielectrophoretic response may be governed by surface
conduction in the case of suspended nanotubes at low frequency, as further detailed below.
Figure 3.1a demonstrates Re(CM) in the range 10% < f < 101° Hz to illustrate the
frequency-dependent variation of Re(CM) for semiconducting SWNTs. A SWNT length
of 1 um is assumed, resulting in a depolarization factor of L = 10~5 and the SWNTSs are
considered to be suspended in an aqueous solution due to surfactant wrapping, which also
induces a surface charge. The initially positive Re(CM) decreases at above ~10 MHz and
above a frequency of ~108 Hz, it drops beyond the crossover frequency (where Re(CM) =
0) to negative values indicating nDEP. Note that Re(CM) is positive in this frequency
range resulting in pDEP due to the high permittivity of metallic SWNTSs. This differing
DEP behavior of metallic and semiconducting SWNTSs at high frequency (typically > 10
MHz) is a major tool to separate SWNTs and distinguish them, discussed below with

various applications later in this chapter.
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Figure 3.1: Calculated Re(CM) in dependence of frequency, conductivity ratio, and {: (a)
Variation of Re(CM) with frequency for semiconducting SWNT with parameters £,=5 and
0p = 2.94S/m in a medium with g,,= 0.15 S/m. The particle conductivity for SWNTs
wrapped with the surfactant NaDOC. Note that in an intermediate frequency regime, the
initially positive Re(CM) drops to negative values. For more details, see text; (b)
Dependency of Re(CM) on ¢ for NaDOC wrapped semiconducting SWNTSs. The dashed
line represents Re(CM) =0. Note that Re(CM) changes sign from positive to negative. (c)
Calculated Re(CM) vs conductivity ratio at 1000 Hz. The red line indicates
semiconducting, NaDOC-wrapped SWNTSs. The Black dashed line represents Re(CM)=0
and the inset shows that Re(CM) is negative if the conductivity ratio is below 1 (Figure is
adapted and reprinted with permission from Rabbani et al., copyright (2020),
Electrophoresis.*®")

The frequency-dependent DEP behavior of semiconducting SWNTs is more
complex than that of metallic SWNTSs.1® Numerous experimental studies demonstrated
that surface conductance contributions dictate the dielectrophoretic behavior at a low and
intermediate frequency. One such detailed experimental study of SWNT DEP was reported
by Kim et al.* pDEP was consistently observed at 10 MHz regardless of the surfactant
type employed for metallic SWNTs with large ,. However, for semiconducting either

pDEP or nDEP was observed for small &,. Kim et al. * linked this to the conductivity ratio,

a= ::—” and determined that semiconducting SWNTSs exhibit pDEP for « >1.19 and nDEP

for a < 1.19 at 10 MHz. They further investigated the crossover frequency for

semiconducting SWNT and demonstrated a strong dependence on a. This study reveals
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that whether semiconducting SWNTs demonstrate pDEP or nDEP at intermediate
frequency is determined by the the interplay of conductivity and permittivity.

In recent years, the low-frequency dielectrophoretic response of CNTs has been
investigated in more detail, while the high-frequency behavior of CNTs was probed and
experimentally demonstrated early on. In the low-frequency regime, the conductivities of
the particle and the medium govern the DEP response of CNTs. At low frequency, equation

3.3 can then be expressed as:

Re(CM) = "P;;‘"e ~1+ a (3.7)

m

where « is the conductivity ratio, as defined previously. Contributions from their intrinsic
conductivity determine the conductivity of the CNTSs, g;,, but also by the conductivity
arising due to surface charges implied through the adsorption of highly charged wrapping
agents or surface functionalization of the CNTs. This is particularly important for
semiconducting SWNTSs, where the intrinsic conductivity may be neglected.'* To prevent
aggregation and allow further manipulation and specific applications, the wrapping of
SWNTs with suitable agents is practiced to suspend them individually in a solvent. the
solvent conductivity o, is determined by the ionic strength and the solvent is an aqueous
solution. As wrapping agents, detergents, polyelectrolytes, or biomolecules such as DNA
have been employed. Surface conductance effects can be expressed through the particle

conductivity op defined as:*%

Op = Oipe T 2 As/a (3.8)
where A is the surface conductance and a is the diameter of a SWNT. The total surface

conductance can be modeled from two components: a conductance due to the movement
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of charges in the diffuse layer, 454, and a second due to the movement of charges in the
Stern layer, ;5. The SWNT conductivity can be tuned with the surfactants used for

wrapping and dispersion in liquid media. The total surface conductance can be expressed

as 1%:

As = As,d+ As,s (3-9)
with

)Lsd

~2420.56 (3.10)

The diffuse layer conductance is dependent on the Zeta potential ({) and can be expressed

as 193, 200:

zq¢

2.2 —zq§
As,d = 4: ;z, [D+ (eZkBT - 1) (1 + 3:1;) +D_ (eszT _ 1) (1 n 3;112_
B

)] (3.11)
here, q is the charge of an electron, D is the diffusion constant, kj is the Boltzman constant,
m is the ion mobility, g is the reciprocal Debye length, 7 is the viscosity of the solution, z
is the valence of the ion, and c is the ion concentration.

Equations 3.8-3.11, now allow an assessment of Re(CM) based on equation 3.7.
The DEP behavior of semiconducting SWNTs depends mainly on the magnitude of the
diffuse and Stern layer conductance with a given medium conductivity. As the latter two
are governed by ¢ of the SWNTSs, the DEP phenomenon may be predicted through the
measurement of ¢ or tuned through an adequate choice of wrapping agents, wrapping
conditions, or other surface functionalization. Figure 3.1b demonstrates how variations in
¢ may affect Re(CM). With decreasing ¢, Re(CM) drops and eventually reaches negative

values, implying a non-frequency dependent crossover from positive to negative DEP.
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Recently Rabbani et al.*®> 20! reported variations in ¢ for sodium deoxycholate
(NaDOC) and ssDNA wrapped SWNTs. Using a probe sonicator, they subjected the
SWNT with surfactant for various times. Improved wrapping of SWNT leading to a higher
¢ was observed for longer sonication times. In contrast, short sonication times resulted in
reduced ¢. positive DEP for the well-suspended SWNTSs with as the Re(CM) resulted in a
positive value of 18.6. Re(CM) of -0.8 was predicted based on the ¢ assessment for less
well-suspended SWNTs. The well-suspended SWNTs demonstrated pDEP, and the
SWNTs exhibiting small ¢ demonstrated nDEP, and the corresponding DEP behavior was
confirmed with DEP trapping experiments. This low frequency-dependent DEP behavior
is summarized in Figure 3.1c, where Re(CM) is plotted in relation to the conductivity ratio,
a at 1 kHz. Based on equation 3.7, a change from pDEP to nDEP occurs Re(CM) drops
below zero for @ < 1. Rabbani et al. ¥ could confirm this behavior with their study on
semiconducting SWNT DEP at low frequency.

Finally, we note that the surface conductivity of semiconducting SWNTSs can also
explain their DEP properties at an intermediate frequency, where the Re(CM) is governed
by both permittivity and conductivity. The dependence on surface charge for metallic and
semiconducting SWNTSs was investigated by Hong et al.1*> A switch from pDEP to nDEP
was observed when the surface charge of SWNTs was considerably reduced, i.e. when a
dropped below a critical value. The surface charge of SWNTSs plays an important role in
controlling the conductivity ratio was reported by Kang et al.?% and Krupke et al.*** which
can switch the SWNT DEP behavior. Kang et al. 22, for example, reported that anionic
sodium dodecyl sulfate (SDS) and cationic cetyltrimethylammonium bromide (CTAB)

wrapped SWNTs displayed high negative (-49.8 mV) and positive (56.8 mV) ¢,
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respectively, resulting in pDEP for both metallic and semiconducting SWNTSs. On the other
hand, a small a was found for nonionic Pluronic-wrapped SWNTSs exhibiting a smaller
negative ¢ (-11.5 mV). A switch from pDEP to nDEP was observed for semiconducting
SWNTs under these wrapping conditions. Notably, a switch from pDEP to nDEP for
semiconducting SWNTs dispersed in alcohol medium was reported by Lai et al. 4.
Semiconducting SWNT experiences nDEP when the frequency is >10 MHz and undergoes
pDEP in the low frequency range (<1 MHz).

3.2. Technical Realization Platforms for DEP Manipulation of SWNTs

Dielectrophoresis can be evoked once electric field inhomogeneities are apparent.
Several technical platforms have been realized for the DEP manipulation of CNTs and are
briefly discussed below. The reader is also referred to excellent comprehensive reviews
related to the state-of-the-art dielectrophoresis techniques.t> "2 DEP at high frequency
was initially suggested as a potential sorting technique of CNTs according to their electrical
size and properties.®> 145 Metallic CNTs were separated from the semiconducting one using
DEP by Kang et al.!® due to their differences in DEP behavior, as outlined above. one
needs to introduce high electric fields and gradients in the microfluidic device to
manipulate CNTs with dielectrophoresis, which can be introduced with the fabrication of
microelectrodes or with insulating geometries. Two primary techniques have been adopted
to generate high gradients and electric fields for dielectrophoretic manipulation of CNTs
with advances in microfabrication techniques.?® 11% 293 poh] et al., introduced the first
approach called electrode-based DEP (eDEP).2%4 205 |n this technique, the microelectrodes
are positioned inside the microfluidic channels and typically fabricated in a microfluidic

platform to generate a non-uniform electric field.?°® This approach offers analytes to
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experience high DEP forces near the microelectrodes. The electrodes make direct contact
with the medium and analytes. However, the fabrication process of the electrodes is
complex and can be accomplished by various methods, including photolithography, thin
film deposition using different metals, and etching techniques.t® 29 28 The micro-

electrodes can be pairs of electrodes at a close distance, interdigitated electrodes,?%

arrays
of electrodes, or quadruple.?'® eDEP allows the investigation of CNTs in the kHz to MHz
regime. Even though a high magnitude of DEP forces can be introduced in eDEP devices
on the application of low voltages, it has several drawbacks including fouling effects, joule
heating, and electrolysis.

A newer approach to generate high electric field gradients in micro-devices is
electrodeless DEP, also known as insulator-based DEP (iDEP). iDEP has shown potential
in many applications, including chemical, biomedical assessments, bioanalysis, etc.?!
Dielectric obstacles are introduced in the microfluidic channel to generate the
inhomogeneous electric field.?® The iDEP devices are fabricated with photolithography and
soft lithography techniques offering low-cost fabrication and biocompatible platforms, an
advantage over eDEP platforms. iDEP devices avoid chemical electrode reactions that
often occur in eDEP.?% 212 |_ow-frequency DEP behavior of the analytes can be examined
with iDEP techniques.!” Due to its transparency, flexibility, biocompatibility, and high
insulation properties, Polydimethylsiloxane (PDMS) is widely used as the fabrication
material of iDEP devices. Though iDEP offers many advantages, the main limitation of
IDEP refers to challenging access to the high-frequency regime and much higher applied
potential difference needed to achieve equivalent electric field magnitudes compared to
eDEP.213
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Over the past few decades, the manipulation of CNTs under non-uniform electric
fields with DEP microdevices has been explored. Understanding the DEP behavior of
CNTs has led to applications of DEP like fractionation, enrichment, trapping, and
deflection using different device designs and geometries. SWNTSs have been manipulated
with iDEP and eDEP mechanisms in the past few decades and are discussed in the sections

below.

3.3. SWNT DEP Application

SWNTs have gained much attention for their unique electrical, mechanical,
conductive, optical, and dielectric properties. They can be used for biosensors,
microelectronics, and reinforced polymer nanocomposites.>” 214215 |nitial interest in DEP
studies on SWNTs was mainly stimulated by the need for alignment over specific
electrodes and geometric structures. Further studies include the demonstration of
patterning of SWNTSs on surfaces and self-assembly. Alignment of SWNTSs is required in
most sensing applications of SWNTSs and is further summarized later in this section. A
controlled self-alignment and assembly of suspended SWNT can be achieved through
DEP, resulting in reproducible, well-defined structural arrangements of CNTs for device
applications. The following section discusses the studies related to the sensing, self-
assembly, and purification reported in the past 15 years for SWNT applications, also

enlisted in Table 3.1.
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Table 3.1: Selected SWNT DEP applications.

Application Biological pDEP/NnDEP  Frequency Range References
Applications
Reported
Alignment No pDEP 5 MHz Banerjee et al. 2
Alignment No pDEP 3-80 MHz Blatt et al. " and
Banerjee et al. %8
Alignment No pDEP 10 MHz Li et al. 29
Alignment No pDEP 10 MHz Makaram et al. 22
Tunable Array ~ No pDEP 51kHz-5MHz Shekhar et al.
Field-effect No pDEP 1 MHz Stokes etal. 222223
transistor
Field-effect No pDEP 5-100 MHz  Zhangetal. 22
transistor
Transistors No pDEP 5 MHz Kim et al. 2%
Transistors No pDEP 300 kHz Taeger et al. 2%
Transistors No pDEP 50kHz-5MHz Dong et al. 2%
Assembly No pDEP 10 MHz Makaram et al. 2%
Assembly No pDEP 10 MHz Burg et al. 28
Assembly No pDEP 5 MHz Seo et al. 22
Assembly No pDEP 10-70 MHz Krupke et al. 2
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Assembly

Assembly

Assembly

Assembly

Assembly
Assembly
Assembly
Assembly
Separation
Separation
Separation
Separation
Separation
Separation
Separation
Separation
Separation
Separation

Separation

No

No

No

No

No

No

Yes

Yes

No

No

No

No

No

No

No

No

No

No

No

pDEP

both

pDEP

pDEP

pDEP
pDEP
pDEP
pDEP
pDEP
both
both
pDEP
Both
Both
Both
pDEP
pDEP
pDEP

both
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200 kHz - 15 Pathangi et al. %!

MHz

1 kHz and 5 Sorgenfrei et al. 2%

MHz

SMHz

100-300 kHz

500 kHz

10 MHz

60 Hz

1 MHz

5 MHz

10kHz-10MHz

10 - 50 MHz

3-50 KHz

10 MHz

1-3 MHz

>10 MHz

10 MHz

1 MHz

100 kHz

1-15 MHz

Lietal. 2
Vijayaraghavan et
al. 234,235

Zheng et al. 2%
Kumatani et al. 2%
Srivastava et al. 238
Kim et al. 2%

Chen et al. 240
Dimaki et al. 14
Shin et al. 24

Lutz et al. 242
Krupke et al. 1%
Peng et al. >®

Lai et al. 27
Padmaraj et al. 243
Mendes et al. 244
Lee et al. 2%

Mureau et al. 246



NO, Gas sensor No pDEP 100 kHz Suehiro et al. 27

Hz Gas sensor ~ No pDEP 100 kHz Suehiro et al. 2%
NHs gas sensor  No both 1 MHz Lucci et al. 249
pH sensor No pDEP 5 MHz Li et al. #°
Sensor Yes both >100 kHz Zhou et al. #*
Immunosensor  Yes pDEP 200 kHz Singh et al. %2
Deposition No pDEP 3 MHz Ericson et al. 2
Deposition No pDEP 2 MHz Tang et al. %
Trapping No both 1000 Hz Rabbani et al. 1%

3.3.1. Alignment, Self-assembly, and Patterning

DEP represents an excellent tool for manipulating SWNTs, aligning a single
SWNT, and allowing accurate spatial positioning and electrode gaps. Selective patterning-
based applications and self-assembly using DEP for SWNTSs have also been used. Banerjee
et al. reported that Precise positioning and alignment of SWNTSs in a device architecture
using DEP.?%6: 218 The SWNTSs were aligned between two electrodes without any bending
due to local electric field hotspots induced by the metal posts in the presence of patterned
metal post arrays. A CNT network is composed of randomly oriented semiconducting, and
SWNTs aligned with metallic SWNTSs were reported by Blatt et al.?!” It was reported that
semiconducting SWNTs are randomly oriented at high field frequency, while metallic
SWNTs were well aligned, and their preferential direction was parallel to the electric field
lines. A successful dispersion and large scale-parallel assembly of surface-synthesized

SWNTSs was reported by Burg et al.??® CVD synthesized SWNTSs, and dielectrophoretic
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deposition was used to bridge straight, individual, and long SWNTs between two
electrodes as shown in Figure 3.2a. A similar approach was reported by Li et al.?*®, where
SWNTs suspended in isopropyl alcohol (IPA) were deposited between two cross-
structured electrodes using DEP. Zhang et al. reported the deposition of individual
semiconducting type SWNTSs onto predefined electrodes using DEP.??* Semiconducting
SWNTs suspended in the aqueous sodium dodecyl sulfate (SDS) solution were deposited
onto predefined electrodes using DEP at 100 MHz. Specially designed multigap
nanoelectrodes to separate and assemble semiconducting and metallic SWNTs were used
by Chen et al.?° The gold electrode array exhibited excellent thermal sensitivity with low-
power consumption. The sensitivity of their device is dependent on the number of gaps:
more gaps lead to higher sensitivity. Metallic SWNTs are subject to the most significant
DEP force in the outermost electrode gaps, and enrichment of metallic SWNTs was
observed. Accumulating the aligned semiconducting type SWNTSs increased in the
innermost electrodes where DEP force is lowest.

In the past, SWNTSs have also been manipulated using DEP via self-assembly and
selective patterning-based applications. Lu et al. reported a theoretical study of the
assembly of SWNTs using.?>® The influence of electrode type, thermal noise, and electrode
voltage on the DEP assembly of SWNTs was analyzed. They used a comb and a parallel
electrode to assemble SWNTs using DEP forces. Simulation results showed that the
competition decided the array distribution of SWNTSs between the strength of the AC
electric field and thermal noise. Their experimental result reveals that the comb electrode
has a better position control of SWNTSs than the parallel electrode. Makaram et al. reported
a hybrid top-down fabrication with the bottom-up assembly of SWNTs based on three-
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dimensional interconnects.??® When a voltage was applied, SWNTs were assembled on a
3D platform using DEP at room temperature. The scanning electron microscopy revealed
a uniform assembly of SWNTSs on the electrodes. The effect of the applied electric field
frequency in different medium conductivities on the DEP deposition of SWNTs was
studied by Naieni et al.?>® Their study indicates that CNT deposition remained unaffected
by frequency in high conductivity medium. However, for low conductivity media, a change
in frequency can alter the rate of CNT deposition around the electrodes. A reproducible
and controlled mass production of SWNT bundles using DEP was reported by Seo et al.??®
Gold electrodes were fabricated using microfabrication techniques, and SWNTs were
aligned between two electrodes following the electric field lines. To achieve controlled
alignment of SWNTSs between a pair of electrodes using DEP, a similar concept was also
reported by Krupke et al. 2%, Pathangi et al. 2%, and Dong et al.??” Similar microfluidic
devices for well-directed and precise assembly of SWNTSs via DEP were also reported by
multiple research groups.??% 232235 257, 258 A sg|f-limiting direct assembly of individual
SWNTs using DEP on a pair of electrodes was reported recently by Zheng et al.?*® DEP
methods are unsuitable for large-scale design as disordered SWNTs usually are produced.
They used a substrate-bent configuration to overcome this problem and introduced deep
gaps at the center of electrode pair arrays. Their fabrication process does not require any

chemical modifications of the substrate or SWNTSs and is fully compatible with current

microfabrication technologies. The optimum condition for deposition was found for )

Em
=100 considering other parameters, such as frequency, electrode space, and applied
potential difference are constant. The alignment and self-assembly of CNTs using DEP can

be used on a laboratory scale to fabricate many devices with identical SWNT sources,
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thereby allowing statistical studies such as on SWNT piezoelectricity or sensing

applications.?°% 260

3.3.2. Sensing-based Applications

Considerable attention for different SWNT-based sensor applications since they
have higher selectivity, higher thermal and chemical stability, and faster electrical response
for sensing applications. Suehiro et al. introduced and fabricated an SWNT gas sensor by
DEP on metallic electrodes made of Al, Pd, or Cr.?*"- %! The AI/SWNT sensor resistance
increased and showed the highest sensitivity when exposed to NO: gas. At room
temperature, sub-ppm levels of NO2 gas could be detected in a few tens of seconds. Later
on, the authors also detected H2 gas using an SWNT/Pd gas sensor.?*® The sensor detected
0.052% H:in the air at 90°C, and DEP methods were used to fabricate the interface between
catalytic palladium (Pd) and SWNT. Lucci et al. demonstrated an efficient gas sensor for
NHj3 detection using dielectrophoretically aligned SWNTs.2%° Stokes et al. demonstrated
the fabrication of SWNT-FETSs with local Al bottom gates through DEP.??? Their method
offers a convenient way to assemble the gated SWNT-FET devices from the solution. In
their technique, the local-gated device offers fast switching behavior due to the channel-
controlled mechanism due to the thin local Al gate, and high-temperature growth of
SWNTs is not required. Later on, the same group reported the improved device
performance of individual SWNT FETs assembled from a commercial surfactant-free
solution by DEP.? The device showed an on-state conductance up to 6 uS and field-effect
mobility up to 1380 cm?/V s, which was close to the theoretical limit. Kim et al. ??° and
Taeger et al. also reported a similar approach for fabricating SWNT-FET.??® Li et al.

characterized and developed a high-performance pH sensor using DEP-aligned SWNTSs,
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and teeth-shaped electrodes.?®® A linear relationship between pH in the range of 5-9 and
normalized resistance was observed highly repeatably. Figure 3.2b shows the SEM image
of the aligned SWNTSs via DEP and the structure of the sensor. Mureau et al. reported an
alternative approach to study the accurate measurement of DEP collection of SWNTSs using
a combination of dielectrophoresis and impedance spectroscopy.?*® Later on, an efficient
way to fabricate SWNT-based AFM probes with controlled length and orientation using
DEP was demonstrated by Tang et al.>>* The fabricated probe could be used to image
structures with a large aspect ratio and had a longer lifetime compared to the etched silicon
tips.

3.3.3. Separation and Purification

The applicability of SWNTs is often limited due to the various sizes and types of
SWNTSs, generally synthesized in a polydisperse mixture. Purification and separation of
SWNTSs are also essential for patterning, self-assembly, and biosensor applications.?% 263
The electrical frequency-dependent DEP characteristics of SWNTSs based on their chirality
show promising potential for sorting and separating SWNTs.2%4 CNTs can be of a
semiconducting or metallic type based on chirality and structure, and different applications
of SWNT require either semiconducting or metallic types. It is important to separate
metallic SWNTSs from the semiconducting types to improve the device performance. Thus,
several studies have reported separating SWNTs according to their electrical properties.

A theoretical study to separate metallic SWNTs from semiconducting types was
reported by Baik and co-workers.?%®> According to their theoretical study, it was found that
the DEP behavior of semiconducting SWNTSs is primarily dependent on the conductivity

ratio o. By using different wraping agents, the conductivity ratio can be tuned. Mendes et
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al. reported a theoretical study to separate metallic SWNTs from semiconducting types
using DEP.?* This study showed that 99% sorting efficiency could be achieved by
operating in a region where the semiconducting SWNTSs are only partially oriented, and
metallic SWNTSs are completely oriented with the electric field. The efficient manipulation
of SWNTSs using an optically driven platform was demonstrated by Lee et al.?*® By using
a photoconductive layer made of amorphous silicon within the developed platform, and a
non-uniform electric field was generated. This photoconductive layer, when optically
illuminated, spatially acted as virtual electrodes and generated an inhomogeneous electric
field that can effectively manipulate SWNTs. The mechanism of translational motion of
SWNTs in nematic liquid crystal medium driven by pDEP was demonstrated by Srivastava
et al.?®® His study showed the amplitude of the translational motion of CNTs inversely
proportional to the frequency and is directly proportional to the applied electric field.
Using DEP experimentally, Krupke et al. developed a method to separate metallic
SWNTs from semiconducting.** Metallic SWNTSs were trapped in the microelectrode
array, leaving semiconducting tubes in the solvent, SWNTs accumulated on the electrode
via DEP, as shown in Figure 3.2c. The separation of metallic and semiconducting SWNTSs
was observed using dielectrophoresis field flow fractionation reported by Peng et al.>®
Additionally, the enrichment of semiconducting SWNTs with band gaps and various
diameters was also observed. Lutz et al. reported an earlier attempt to separate metallic
SWNTs from semiconducting SWNTs using a macroscopic electrode system.?*? The
separation of SWNTSs according to their electrical properties with a similar approach using
eDEP was recently reported by Kang et al.*®® and Lai et al.!4” Using nanoscale gap
electrodes, Padmaraj et al. 2* reported selective alignment inducing separation of SWNTSs.
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CNTs were separated according to their electrical properties by selective deposition as

metallic and semiconducting CNTs aligned parallel or orthogonal to the electric field.
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Figure 3.2: Selected DEP manipulation devices for SWNTs. (a) Example of SWNT
patterning: (left) The electrical connection and device scheme used for the deposition of
individual SWNTSs; (right, top) The optical microscope image shows an electrode pair, and
(right, bottom) the SEM image shows the successful DEP deposition of 2um long SWNTSs
on the electrodes. (b) Example for dielectrophoretically assembled SWNTs: SEM image
of the teeth like sensor structures and dielectrophoretically aligned SWNTs at 5 MHz with
an applied voltage of 10 V. SWNTs are deposited in between electrode pairs where the
electric field is highest. (c) Dark-field micrograph of deposited SWNTs via
dielectrophoresis. Because of strong Rayleigh scattering in the green wavelength range, the
deposited SWNTs appear green. The homogeneity of the nanotube alignment can be
visualized by inserting a polarization filter. When this analyzer was placed perpendicular
to the deposited electrodes (right) the scattered light is not visible over large area.

(d) Selective trapping of NaDOC coated SWNTs between insulating posts in an iDEP
device. Trapping occurred between the two posts when 1000 V/cm was applied at 1000
Hz. Dependent on ¢ of wrapped SWNTSs, pDEP or nDEP can be observed. (¢) SWNTs self-
assembly at microelectrodes under different frequency conditions: The left column
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represents the assembly of SWNTSs at 1 kHz, and the right column represents the assembly
of SWNTs at 1IMHz at SWNT concentration of 0.2 mg/mL. The top two frames show
parallel electrodes with 100 pum in width with 100 um separation. The bottom two images
represent perpendicular electrodes of 106 pm width and 50 pm separation. At low
frequency (1 kHz), SWNT self-assembly was confined to a thin boundary near the
electrodes (left column). When the frequency was increased to 1 MHz, SWNTs formed
thin uniform wires that bridged the gap (right column). (f) SEM image of E. coli attached
SWNT films using DEP: The top left image shows the entire configuration and the left
image is the magnified view of the gap between the two electrodes. Bacteria are trapped
between electrodes when a frequency of 1 MHz and a voltage of 7 VVpp are applied. (Figure
is adapted and reprinted with permission from Rabbani et al., copyright (2020),
Electrophoresis®’)

According to their DEP properties, Shin et al.?** reported a continuous fractionation
method for metallic and semiconducting SWNTSs. DEP forces were generated by using an
H-shaped microfluidic device with integrated electrodes. The metallic SWNT experienced
a higher magnitude of DEP force than semiconducting SWNTs in the applied frequency
range, and high purity metallic SWNTs were continuously extracted from a mixture. The
semiconducting SWNTSs remained in the original fluid stream while the higher DEP force
deflected metallic SWNTs from the fluid stream. Dimaki and co-workers previously
reported a similar concept of aligning SWNTSs.1#6 This study suggests both metallic and
semiconducting type SWNTSs experience pDEP for frequency <200 MHz; however, they
can be separated due to a difference in the magnitude of experienced DEP force. Rabbani
et al. recently reported continuous fractionation of SWNTSs by length using an insulator-
based dielectrophoresis constriction sorter.2%® A sorting efficiency of up to 95% in specific
outlets was observed for SWNTs with a length of >1pum and nDEP corresponding to short
sonication times, small {. For the pDEP case, under the same flow conditions and applied

potential differences, SWNTSs with lengths of <300nm were sorted into the center outlet

with an efficiency of ~90%. This study provided a numerical model and experimental
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fundamentals of fractionating SWNTSs by length, which will be useful for the separation
and purification of SWNTs for future applications.

3.3.4. Surface Functionalization and Biological Applications

SWNTs can exhibit variation in their DEP properties based on the surface
modifications. Due to van der Waals interactions, CNTs often tend to aggregate and
bundle, which hampers the potential technological application of CNTs. The surface
modification of CNTSs can prevent such effects, as discussed in section 2.5.2.2. Briefly, the
functionalization of SWNTs can be accomplished by the attachment of organic and
inorganic moieties to their tubular structure. The functionalization can improve the
chemical compatibility and suspension properties of SWNT that are required in their
nanomaterial and technological applications. Covalent and noncovalent functionalization
strategies are mainly used for the surface modification of SWNTs.?” To enhance the
dispersion of SWNTSs in the target medium, covalent functionalization is commonly used.
The chemical modification with carboxylic groups on the surface of SWNTSs can improve
the adhesion or wetting characteristics and reduces agglomeration.?®® The noncovalent
functionalization of SWNTs is based on molecular interactions via different adsorption
forces. The noncovalent functionalization by adsorption can be achieved by biopolymers
using surfactants, small aromatic molecules, or polymer wrapping. Surfactants often
functionalize CNTSs, but biomolecules such as peptides, proteins, and nucleic acids have
also been employed.268-270

Baik and co-workers studied the effect of sidewall functionalization on the DEP
mobility of SWNTs.?%® a high degree of alignment was observed for both metallic and

semiconducting SWNTs deposited across a microelectrode gap when SWNTs were
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dispersed in an aqueous solution of 1 wt% dodecyl sulfate. When SWNTs were
functionalized using diazonium salts, fewer nanotubes were deposited between two
electrodes. The sidewall functionalization might sterically impede ion mobility on the
surface and decrease the intrinsic conductivity of the metallic SWNTSs, thereby reversing
the sign of Re(CM). Recently Rabbani et al. provided an example of low frequency DEP
of SWNTs.?% 201 selective trapping of surfactant and ssDNA wrapped SWNTs was
observed in a post array iDEP device. Figure 3.2d represents the pDEP or nDEP properties
of SWNTSs. The variation in DEP behavior could be linked to Zeta potential and thus
SWNT conductivity differences of the wrapped SWNTSs.

Improved capturing of targets like bacteria, microbes, etc., has been achieved
recently using SWNTs. Zhou et al. reported the detection of bacterial cells and
microparticles with SWNTs.2>! SWNT were self-assembled in branches at low frequency
(< 1 kHz). Figure 3.2e represents self-assembled SWNTs to form thin uniform wires
bridged between electrodes when the frequency increases to 1 MHz. The SWNT assembly
was confined in a thin layer near the electrode boundary. pDEP-based trapping of the
complexes at a high frequency (>1 MHz) has also been used to detect and capture bacteria
and microparticles by using the high polarizability of SWNTSs. Singh et al. reported the
detection of influenza virus with a sensitive, label-free, and selective electrical
immunosensor using dielectrophoretically deposited SWNTs.?®2 The immunosensor
detected one plaque-forming unit per sample unit volume (PFU/mL) of the influenza virus
from the mixture with MS2 bacteriophages. Kim et al. reported Immobilization of

Escherichia coli (E. coli) cells and their DEP trapping in a microfluidic setup using
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SWNTSs.? The captured bacteria on the formed SWNT film can be tuned by varying the

electric field and cell density, as shown in Figure 3.2f.
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4. SINGLE-WALLED CARBON NANOTUBES PROBED WITH INSULATOR-

BASED DIELECTROPHORESIS

4.1 Abstract

Single-walled carbon nanotubes (SWNTs) offer unique electrical and optical
properties. Common synthesis processes yield SWNTs with large length polydispersity
(several tens of nanometers up to centimeters) and heterogeneous electrical and optical
properties. Applications often require suitable selection and purification. Dielectrophoresis
is one manipulation method for separating SWNTs based on dielectric properties and
geometry. Here, we present a study of surfactant and ssDNA wrapped SWNTSs suspended
in aqueous solutions manipulated by insulator-based dielectrophoresis (iDEP). This
method allows us to manipulate SWNTs with the help of arrays of insulating posts in a
microfluidic device around which electric field gradients are created by the application of
an electric potential to the extremities of the device. Semiconducting SWNTSs were imaged
during dielectrophoretic manipulation with fluorescence microscopy making use of their
fluorescence emission in the near IR. We demonstrate SWNT trapping at low-frequency
alternating-current (AC) electric fields with applied potentials not exceeding 1000 V.
Interestingly, suspended SWNTs showed both positive and negative dielectrophoresis,
which we attribute to their Zeta potential and the suspension properties. Such behavior
agrees with common theoretical models for nanoparticle dielectrophoresis. We also show
that the measured Zeta potential and suspension properties are in excellent agreement with
a numerical model predicting the trapping locations in the iDEP device. This study is
fundamental for the future application of low frequency AC iDEP for technological

applications of SWNTSs.
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4.2. Introduction

Single-walled carbon nanotubes (SWNTSs) possess unique electronic, mechanical,
optical and structural properties which can be exploited for future nanoscale applications.®"
211215 Their use in nanoscale electronics ranges from field-effect-Schottky-type
transistors,3” 2> 276 nanometer sized semiconducting devices, probes,?’’ data storage or
field emission sensors?’2 to biological transporters and biosensors.*® SWNTs have also
been exploited as mechanical sensors in living cells thanks to their unique fluorescence
properties including superb photostability?’® 2° and fluorescence emission in the IR
range?8°-262 where autofluorescence in biological samples is minimal.

Typically, SWNTs are produced in processes yielding mixtures with broadly
dispersed diameters, lengths (from 10 nm up to 1 cm)?® and chirality. Chirality is important
to determine electrical and optical properties of SWNTs.?®4 285 Producing SWNTs with
defined lengths or chiralities has not been achieved. One of the most successful fabrication
methods is the high-pressure carbon monoxide (HiPco) process, yielding SWNTSs in
diameters of ~ 1 nm, lengths from several tens of nm to a few micrometers and preferred,
but not unique chirality.?®® 287 In addition, SWNTSs form adducts and bundles through van
der Waals forces?®? during fabrication. Applications of SWNTSs thus require overcoming
the challenges related to post-synthesis separation steps.

Various separation methods of SWNTs have been reported according to their
electronic type,>* 28 and these separated nanotubes can be used in future electronic device
components.?® In applications requiring SWNTs in aqueous solutions, they must be
suspended using a surfactant or wrapping agent, influencing their surface charge and Zeta
potential. Sorting of suspended SWNTSs has been attempted with ion-exchange ° and size-
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exclusion chromatography.?®® The combination of the two has even allowed the separation
of similar-sized diameter SWNTSs by chirality.?®* The method is, however not generally
applicable to samples with large variations in diameters or chirality. Ultracentrifugation,
including density gradient methods, has been used for sorting, yielding small amounts that
can be employed for selected applications.?%? In addition, the unique chemical reactivity of
ends or side walls of SWNTSs has been exploited for sorting as well as to selectively break
down non-desired species in SWNT mixtures through etching approaches.?®® Sorting of
SWNTs can also be carried out in direct current electric fields via electrophoresis
employing sieving matrices.?% 2%

An alternative electrical separation method for SWNTs is dielectrophoresis.
Alternating current dielectrophoresis (AC DEP) has gained attention as a potential
technique for sorting carbon nanotubes according to their electrical properties,14% 273 2%. 297
When a cylindrical nanotube is placed in a non-uniform electric field, it will experience a
force due to the induced dipole moment.?”® 2% Depending on the polarization properties of
the nanoparticles and the surrounding medium, particles can be manipulated or trapped
using DEP. Particles experiencing positive DEP (pDEP) drift towards the regions of largest
electric field strength, while the underlying dielectrophoretic force is proportional to the
carbon nanotube length.?®® The dielectrophoretic force strongly depends on the frequency
of the electric field and the frequency-dependent electrical properties of particles. The
frequency dependence is manifested in the Clausius-Mossotti factor, which may have
complex frequency behavior. Thus, the DEP behavior of SWNTSs can be tuned with the
applied frequency. It has been reported that metallic nanotubes always experience pDEP
due to their large dielectric constant.?”® Depending on the electric field frequency and
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particle surface conductivity, semiconducting SWNTSs can show either positive or negative
DEP.14% 285.2% Therefore, DEP has been used to separate metallic from semiconducting
SWNTSs.2" 3% The transport and trapping properties of DEP can also be employed as a
means to control large-scale or even single SWNT deposition for electronic
applications.®*: 3%2Inhomogeneous electric fields for AC DEP can be generated in two
different ways: (i) by introducing microelectrodes in a sample chamber, or (ii) by
constructing topological structures between macroelectrodes.®®® Electrode-based DEP
(eDEP) is an established method where pum-sized electrodes are patterned on a substrate.
These electrodes can be quadruple electrodes,* pairs of electrodes at close distance,*® or
interdigitated electrodes.?®® With eDEP, high frequencies can be reached, and the DEP
response of nanoparticles can be investigated in the kHz to MHz regime. The other, newer
approach is insulator based DEP (iDEP) where different dielectric obstacles are introduced
in a microfluidic channel producing inhomogeneous electric fields when an electrical
potential is applied between the access ports of the microfluidic device.?® With an iDEP
device, DC and low-frequency DEP behavior of particles can be examined.'’ iDEP
devices avoid chemical electrode reactions that can occur in eDEP applications, fabrication
steps are facilitated and the electric field gradient can be generated along the entire depth
of microfluidic devices.?® 30

iDEP at low frequencies < 1kHz as an alternative approach to manipulating SWNTSs
has not been used. At low frequencies, the DEP of nanoparticles is mainly governed by
their conductivity and that of the surrounding medium?3": 3% (see theory section for more
detail) and critically depends on the wrapping agent used to suspend the SWNTs.14 We
here report on the DEP characteristics of SWNTs using an insulator-based microfluidic
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system. We have studied the dielectrophoretic behavior of SWNTs wrapped with single-
stranded DNA (ssDNA) or with sodium deoxycholate (NaDOC) at frequencies up to
1 kHz. The resultant DEP trapping behavior of semiconducting SWNTs was investigated
by infrared fluorescence microscopy in an elastomer microfluidic channel. We correlate
the observed dielectrophoretic behavior with differences in the Zeta potential, which, in
turn, depends on the method used for the suspension of the investigated SWNTSs.

4.3. Materials and Methods

4.3.1. Chemicals

SWNTSs (batch number 189.2) were obtained from Rice University (TX, USA)
through a materials transfer agreement. Sodium hydroxide (NaOH) was purchased from
Merck KGaA (Germany), N-(2-hydroxyethyl) piperazine-N’-2-ethanesulfonic acid
(HEPES), single-stranded DNA composed of 30 tyrosine bases (dT30), sodium
deoxycholate (NaDOC) and Pluronic F-108 were purchased from Sigma-Aldrich (MO,
USA). Muscovite Mica (V-5, sheet size 50x75 mm, thickness 0.15-0.21 mm) was
purchased from Science Service (Germany) and (3-aminopropyl) triethoxysilane (APTES)
was obtained from Sigma-Aldrich (MO, USA). Sylgard® silicone elastomer kit for
polydimethylsiloxane (PDMS) was obtained from Dow Corning Corporation (Ml, USA).
Glass slides (40 mmx50 mm) were from Menzel GmbH and purchased through Thermo
Scientific (Germany). Deionized (DI) water was produced using an Arium® 611 ultrapure

water system from Sartorius (Germany).

4.3.2. Microchip Fabrication
The microfluidic chip layout was designed with AutoCAD and then patterned on a

silicon wafer by standard photolithography. From this master wafer, a PDMS mold was
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prepared via standard soft lithography procedures.3 Briefly, liquid PDMS was mixed with
PDMS curing agent in a ratio of 10:1 (w/w). The mixture was poured on the master wafer,
degassed using a vacuum desiccator, and heated in an oven for 4 h at 80°C. The mold was
subsequently removed from the master wafer, and 3 mm diameter reservoirs were punched
manually by a puncher at the beginning and end of the post array portion of the
corresponding microchannel. The PDMS mold was cut into slabs of appropriate size, and
these slabs and glass slides were cleaned with isopropanol and distilled water, dried with a
stream of nitrogen and baked on a hot plate at 90°C until completely dried. Both surfaces
were activated with an oxygen plasma (PDC-001: Harrick Plasma cleaner/sterilizer, USA)
at high power (18 W) for 30 s. After the plasma treatment, the PDMS slab was pressed
against a glass slide to form a closed microchannel system and then placed on a hot plate
at 90°C for 3-5 min. The chamber was then filled with DI water, washed several times with
DI water by suction and then the surface was treated with Pluronic F108 (1% wi/v) and
incubated overnight prior to use as described previously.®® With surface treatment
particles can experience strong DEP force and can be immobilized towards the dielectric
obstacles, even at higher medium conductivity.>*” 3® As F180 and SWNTs both are
negatively charged, coating surface with F108 prevent the SWNTSs sticking with surface
during the experiment.

The PDMS channel was 1.5 cm long with a post array section integrated over ~1 cm
as shown in Figure 4.1c. The posts had a diameter of 10 pum, the row distance was also 10

pm and the post to post distance in one row was 5 pm.
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4.3.3. SWNT Sample Preparation

SWNTs were solubilized by wrapping with either surfactant (NaDOC) or single-
stranded DNA (dT30). NaDOC (1% w/v) was dissolved in 10 mM HEPES buffer at pH 7.
A glass scintillation vial was cleaned with ethanol and dried with a stream of nitrogen.
Then, ~2 mg SWNTSs were carefully transferred to the clean vial with a spatula, and 2 ml
of NaDOC solution was added. The vial was placed in a bucket with ice and sonicated with
a 2 mm Microtip sonicator (Sonics & Material INC, Danbury, CT, USA) at 20 kHz and 20
W. Two types of NaDOC coated SWNT samples were prepared. Sample A was prepared
by 20 min sonication, and sample B was prepared by 60 min sonication. After sonication,
the SWNT suspension was transferred to an Eppendorf vial and centrifuged (Sigma 1-14
centrifuge, Germany) at 14000 rpm for 15 min. After centrifugation, the pellet was
discarded, and the supernatant was collected to be used in experiments and stored at 4°C.
For ssDNA wrapping of SWNTs, DI water was added at a 1:1 (w/w) ratio to dry ssDNA
to yield about 0.5 mL of 1 mg/mL concentration. The vial was centrifuged at low spin
speed for a few seconds and vortexed for a few seconds repeatedly for approx. 5 min to
ensure homogeneous solubilizing of ssDNA. In the next step, ~1 mg SWNTs was
transferred to a clean glass scintillation vial, and DNA solution was added to the SWNTSs.
Then the sample was sonicated at 20 kHz and 20 W for 90 min as described above. After
sonication, the sample was ultra-centrifuged (Optima™ Ultracentrifuge 28000 rpm,
Beckman Coulter, Germany) for 90 min at 4°C. After centrifugation, the supernatant was
collected and stored at 4°C prior to experiments. Surface charge was measured with a
Zetasizer Nano ZS instrument (Malvern, USA). Five trials were made, and the average
Zeta potential value determined. An Orion-3 Star conductivity meter from Thermo
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Scientific (Germany) was used to measure medium conductivity. The conductivity meter

was calibrated with a standard NaCl solution (conductivity of 0.1413 S/cm and 692 ppm).

4.3.4. SWNT Imaging

SWNTs were imaged as previously reported.*® Briefly, a sample rich in fluorescent
(6,5) carbon nanotubes with an excitation maximum of 567 nm and emission maximum of
975 nm were used in this work. SWNTSs were excited by a 561 nm DPSS laser (500 mW
cw; Cobolt Jive™; Cobolt). A neutral density filter (NDC-50C-4M, Thorlabs) served to
adjust the intensity of the beam. The laser beam was directed into the back aperture of a
high-NA objective (Zeiss, alpha Plan-Apochromat, 100x, NA = 1.46). Fluorescence light
was collected through the same objective and passed through a dichroic beam splitter (630
DCXR; AHF Analysentechnik), further filtered using a 900 nm long-pass filter (F47-900;
AHF Analysentechnik) and focused on a short-wave infrared (SWIR) camera with an
InGaAs detector (XEVA-SHS-1.7-320 TE-1, Xenics). Images of SWNTs were recorded
with 100 ms exposure times. Data analysis was performed with ImageJ software. Five
trapping regions were chosen from a representative image in each case, and pixel intensities
were extracted, averaged, and normalized with the largest intensity in each case. Origin 8.5
software was used for plotting the normalized data with associated error bars at the
different applied potentials.

4.3.5. Atomic Force Microscopy

Atomic force microscopy (AFM) was used to determine lengths and diameters of
the SWNTs. The SWNT suspensions were incubated on mica surfaces (Grade V1, Ted

Pella, Inc. USA) for 15 min, washed with DI water and dried. A Nanotec AFM instrument
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(Nanotec, Spain) was used for imaging SWNTs in tapping mode. SWNT length was

measured for about 100 nanotubes for each sample.

4.3.6. Computation of Electric Field

A section of the microfluidic device matching the post array geometry was drawn
in COMSOL Multiphysics version 5.2a. Domains for the microchannel material and
solvent were assigned and material properties chosen according to pre-defined parameters
in COMSOL for PDMS and water. The electric field within the designed geometry was
solved by choosing a stationary study with the Electric Current module. It solves
Maxwell’s current equation with appropriate boundary selection with the posts and side
walls considered electrical insulators. The inlet boundary was considered the input of the
electric potential and a positive potential was applied. The outlet boundary was grounded.
The current density was solved by calculating the electric field intensity with this module.

4.4. Theory

Following the literature, we briefly describe the DEP force on a single walled
carbon nanotube. When a cylindrical solid particle is placed in a non-uniform DC electric
field, it experiences a dielectric force as described in equation 3.2, section 3.1, chapter 3.In
the case of a hollow tube, the geometry factor will be replaced by wld(2r — §) with the
wall thickness &. The real part of equation 3.2 can be represented as:

—(1+L)cfm2+apcfm+sm(sp—sm)w2+L(0p2—(Sm—sp)zwz)

Re(CM) =

(4.1)

(1+L)20m2+2L(1+L)0pom+em? w2 +2em (em—¢p ) Lw 2 +L2 (crp2+(£m—£p)2w2)
For - 0, Re(CM) becomes:

—(1+ L)op?* + 0,01, + Lo,? (4.2)
(1+ L)?0y,% + 2L(1 + L)o,0m+L?0,>

Re(CM) =
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The Clausius-Mossotti factor for SWNTs can be estimated based on intrinsic
parameters. The relative permittivity for metallic and semiconducting SWNTs was
reported as 4000 and 5, respectively.'*® 27 For nanoparticles, it has been shown that the
effective particle conductivity consists of the intrinsic conductivity and of surface
conductivity near the particle. It was reported that the radius of sodium dodecyl sulfate-
suspended SWNTSs is approximately 2.7 nm because a double layer is formed around the
radial direction of the nanotubes.’*® This value was used for the particle conductivity
calculation in this study. The internal conductivity of semiconducting SWNTS can be taken
as approximately zero because of the large band gap.**® The surface conductance Aq is the
sum of the diffuse layer conductance, A4, and the Stern layer conductance, A, , where
the ratio of diffuse layer conductance and Stern layer conductance has been reported as
0.56.3!! The diffuse layer conductance can be calculated from the Zeta potential, ¢, of

SWNTs and the properties of the electrolyte, using the following equations4®: 312

3 4q*nz*? b (4 ) (1 N 3m+) (4.3)
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£ (kBT>2 (4.5)

here, A, 4 is the diffuse layer conductance, q is the charge of an electron, D is the diffusion
constant, kg is the Boltzman constant, m is the contribution from electroosmotic transport,
p is the reciprocal Debye length, 7 is the viscosity of the solution, z is the valence of the
ion, and n is the ion concentration. The surface conductivity can be obtained from the Zeta
potential, which was assessed experimentally in this study (see Table 1). The effective
particle conductivity can then be calculated using equation 4.3-4.5, the surface conductivity
As (= 454 + A55) and Eq. 6. Note that this calculation accounts for an ideally suspended
SWNT with no interactions with other particles or aggregation. Parameters used were q =
1.60x10°C, n = 2.05x10% m for NaDOC wrapped SWNTSs (n = 5.5%10% m™ for ssDNA
wrapped SWNTSs), z =1, kg = 1.38x10 2 J K, T =297 K, D, =1.334x10° m2s?, D_ =
1.334x10°m? s, 7 =0.890x10° K g m s (for water) as well as the permittivity of water
£ =80 ¢, With &, = 8.854x10 2 Fm..

4.5. Results and Discussions

For this study, SWNTSs were solubilized by wrapping with the surfactant NaDOC
or with dT30 single-stranded DNA, and their iDEP behavior was studied in a microfluidic
device. Figure 4.1a-b shows AFM images of NaDOC- and DNA-wrapped SWNTSs together
with schematic drawings of wrapping. AFM imaging revealed a height of 1.52 + 0.6 nm
for NaDOC-coated SWNTSs and an average length of 1050 + 610 nm. For SWNTs wrapped
with sSDNA, an average height of 1.33 = 0.64 nm was found as well as an average length
0f 1100 + 550 nm. A PDMS microfluidic chip was used to test the DEP behavior in trapping

experiments as shown in Figure 4.1c. Figure 4.1d represents the numerically calculated
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electric field in the circular post array in a representative section of the device. We present
iDEP trapping results for two NaDOC-wrapped SWNT samples differing in the sonication
time during suspension and one ssDNA-wrapped SWNT sample, as listed in Table 4.1. All
results presented below relate to semiconducting SWNTSs observed through their infrared
fluorescence upon excitation with a 561nm laser. Metallic SWNTs do not fluoresce and

are not probed with our method.
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Figure 4.1: SWNT characterization and microfluidic device scheme: a) Schematic drawing
of ssDNA-wrapped SWNT and AFM image of ssDNA-suspended single SWNTSs. b)
Schematic drawing of NaDOC-wrapped SWNT and AFM image of NaDOC-suspended
single SWNTSs. c¢) Schematic of microfluidic device employed for iDEP and bright field
microscopy image of a section of the post array. d) Electric field distribution as obtained
from a COMSOL model in a section of the post array at an applied electric potential of
1000V across the 1.5cm long microchannel. The green arrow (small) points towards the
region with the lowest electric field and the red arrow (large) points at the region with the
highest electric field. (Figure is adapted and reprinted with permission from Rabbani et al.,
copyright (2017), Anal. Chem.3%)
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4.5.1. Prediction of iDEP Trapping Regions for SWNTSs

Depending on the sign of Re(CM), nDEP or pDEP particle trapping may occur.
Since SWNT DEP trapping behavior at low frequency has not been reported previously,
we developed a numerical model to predict the trapping locations of SWNTSs in an iDEP
microfluidic device with COMSOL Multiphysics 5.2a. The model accounts for the device
geometry, applied potentials scaled to the device section modeled, resulting electric field
as well as electric field gradients, and diffusion properties of the particles and allows to
track the particle positions due to DEP forces in a time dependent study. Particles are
released at specific positions within a post array section and their migration can be traced
over time. Figure 4.2a shows the result of a study for the nDEP and pDEP case. SWNTSs
released in between two post rows and subject to DEP forces according to a negative
Re(CM) accumulate in the regions between two post rows of different rows, as shown in
Figure 4.2a. These locations correspond to the lowest electric field regions, as indicated by
the gray scale surface plot in Figure 4.2a. In contrast, Figure 4.2b represents the pDEP
trapping behavior of SWNTs when a positive Re(CM) is assumed. In this case, SWNTSs
are trapped between the two posts in the same row, where the strength of electric field is
highest. Thus, the pDEP trapping regions differ distinctively from the nDEP trapping
regions. Note that the model parameters were adapted to reflect the case of sample A
(nDEP) and sample B (pDEP) for NaDOC-wrapped SWNTSs, as experimentally
investigated below. Details of the numerical model and supplementary movies showing the
migration of SWNTs to the final trapping positions are available as supplementary

information.
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Figure 4.2: Predicted trapping positions of SWNTSs subject to iDEP: a) SWNT trapping
position predicted with the numerical model for Re(CM) > 0. The applied potential to this
200um long channel section was adapted reflecting the case of 1000V applied over a
1.5cm. The image shows the end position of xxx SWNTSs (shown as red dots) released from
each vertical line. SWNTSs experienced pDEP and accumulated between two posts in the
same raw where the highest electric field strength was. b) SWNT (shown as blue dots)
trapping position predicted with the numerical model for Re(CM) < 0. The applied
potential is same as in a). The image shows the end position of xxx SWNTSs released from
each vertical line. SWNTSs experienced nDEP and accumulate between two rows, where
the electric field strength is lowest. The grey scale surface plot in a) and b) indicated electric
field strength. (Figure is adapted and reprinted with permission from Rabbani et al.,
copyright (2017), Anal. Chem.3%)

4.5.2. Experimental Observation of SWNT iDEP

Next, the iDEP trapping behavior of two NaDOC-wrapped SWNT samples was
studied. Applied frequencies ranged between 0 and 1000 Hz and potentials between 0 and
1000 V across a channel of 1.5cm length. Figure 4.3a shows an image of a microchannel
filled with NaDOC-suspended SWNTs without an externally applied potential. SWNTs
were evenly distributed around the posts in the channel. Figure 4.3b-c represents Sample
A's trapping behaviorA probed at frequencies of 70 Hz and 700 Hz with an applied
potential of 1000 V over the 1.5cm ong microfluidic channel. Figure 4.3b shows that
NaDOC-wrapped SWNTs were trapped at the left and right side of a post at 70 Hz in x-
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direction. These positions correspond to the lowest electric field strength in the post array
as apparent from comparing with Figure 4.1d and the electric field suface plot also shown
in Figure 4.2a. It is also apparent that the trapping positions correspond to those resultant
from the numerical model assuming nDEP for SWNTs as demonstrated in Figure 4.2a
indicating excellent agreement between experiment and numerical model. The observed
trapping positions also correspond to those previously observed for polystyrene beads
exhibiting nDEP.*® At 700 Hz, NaDOC-suspended SWNTs showed the same nDEP
trapping behavior (Figure 4.3c). The trapping behavior was investigated at frequencies up
to 1000 Hz (data not shown), with the trapping positions not changing in the post array.
This indicates that the DEP behavior is not frequency dependent in the range tested.

We also note that some nanotubes were not trapped. We attribute this to the large length
distribution (approx. 400-1600 nm) of suspended SWNTs after the sonication process.
Smaller SWNTSs do not experience large enough DEP forces to be trapped. In addition, a
residual flow can be caused by hydrostatic pressure differences or electroosmotic forces
due to a DC voltage offset preventing smaller SWNTs from being trapped.

Next, the DEP behavior of Sample B was investigated (Figure 4.3d) which was
prepared with 60 min sonication time. We note that the location of DEP trapping in the
post array changed and was now consistent with pDEP, i.e. SWNTs accumulated at the
regions with the highest field strength. These trapping regions coincide well with the
regions predicted by the numerical model, indicating excellent agreement between
experiment and model. However, the change from nDEP for Sample A to pDEP for Sample

B is unexpected and will be further examined below.
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In addition, the iDEP trapping behavior was studied for various applied potentials by
analyzing the fluorescence intensity in the corresponding trapping regions. The
fluorescence intensity is indicative of SWNT concentration due to iDEP trapping. As
shown in Figure 4.3e-f, for both Sample A and Sample B, above a threshold potential of
300 V accumulation in the pDEP or nDEP trapping regions occurs. In addition, a plateau
is reached in both cases upon which no significant increase in the concentration of SWNTs
in the trapping regions is observed. This can be explained by the accumulation of all

SWNTs experiencing a sufficiently large DEP force.
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Figure 4.3: DEP trapping of NaDOC-wrapped SWNTSs: IR fluorescence imaging of
NaDOC-wrapped SWNTSs subject to DEP trapping: a) Without potential, no trapping was
observed. b) A potential of 1000 V was applied over the entire microchannel of 1.5 cm
length at 70 Hz (external field direction horizontal) for Sample A (20 min sonication).
SWNTs accumulated in the regions of lowest electric field strength consistent with nDEP.
c) Same as b) but at 700 Hz and Sample A. SWNTs still accumulate in the regions of lowest
electric field strength consistent with nDEP. d) For Sample B, SWNTSs (60 min sonication)
accumulated in the regions of highest electric field strength consistent with pDEP. Scale
bar: 20 um for a)-d). e) Normalized fluorescence intensity indicative of DEP trapping vs
applied electric potential for sample A in the regions where nDEP occurs. f) similar to e)
but with sample B for pDEP trapping regions. (Figure is adapted and reprinted with
permission from Rabbani et al., copyright (2017), Anal. Chem.3%)

73



Figure 4.4a shows the trapping behavior of ssSDNA-wrapped SWNTs, which were
suspended similarly to Sample B by tip sonication for 90 min. At 700 Hz and 1000V
applied over the 1.5cm long channel, the SWNTs accumulated in the regions of highest
electric field strength in between posts, consistent with pDEP. We note that, similarly to
the NaDOC-wrapped SWNTs, some ssDNA-wrapped SWNTs were not trapped. The
pDEP trapping behavior for ssSDNA wrapped SWNTs coincides with Sample B of the
NaDOC wrapped SWNTs. The potential origin for the variations in DEP behavior of
SWNTSs at low frequencies probed in this study will be given in the next section. Figure
4.4b shows the trapping behavior of ssDNA wrapped SWNTSs at varying applied potentials
from OV to 1200V. No trapping was observed below 300V. Above this potential, SWNTSs
accumulate due to iDEP trapping, whereas a plateau is reached above 600V. We also
attribute this to trapping of all available SWNTSs for which the DEP trapping force is large
enough. Other smaller SWNTs for which the trapping threshold is not reached, are not

trapped and are still observed in regions of lower electric fields.
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Figure 4.4: DEP trapping of ssDNA-wrapped SWNTSs: IR fluorescence imaging of sSDNA-
wrapped SWNTSs subject to DEP trapping: At 700 Hz and 1000V applied over the entire
microchannel of 1.5 cm length, sSDNA-wrapped SWNTs accumulated in the regions of
highest electric field strength, consistent with pDEP. Scale bar: 20 um, external field
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direction horizontal, along the x-direction. b) Normalized fluorescence intensity indicative
of DEP trapping vs applied electric potential for ssSDNA-wrapped SWNTSs in the regions
where pDEP occurs. The onset of trapping is observed around 300V and above 600V the
fluorescence intensity plateaus. (Figure is adapted and reprinted with permission from
Rabbani et al., copyright (2017), Anal. Chem.3%)

4.6. Origin of Low-Frequency DEP Behavior of Suspended SWNT Species

In the low-frequency regime, the DEP behavior of nanoparticles is governed by
their conductivities and that of the medium. The magnitude of Re(CM) is thus expected to
be independent of the applied frequency in the range investigated in this work. Our
experimental observations are in agreement, since all SWNT preparations tested showed
frequency-independent iDEP trapping behavior in the range probed (0-1000 Hz).
Moreover, we observed nDEP or pDEP behavior dependent on how samples were
suspended. For NaDOC-suspended SWNTSs, the type of DEP behavior was dependent on
the sonication time (Samples A and B). In the following we discuss possible factors giving
rise to this difference in DEP behavior.

According to established models, Re(CM) of semiconducting SWNTSs is governed
by the effective particle conductivity, which is dominantly determined by the double layer
contributions arising from Stern layer and diffuse layer conductance. The latter depend on
the Zeta potential of the charged nanoparticle suspended in an electrolyte. It is well
documented in the literature, that the Zeta potential of SWNTs varies for different
surfactants and surfactant concentrations. 33 3% We thus independently measured the Zeta
potential of the SWNTs prepared in the different manners. Table 4.1 lists the
experimentally determined Zeta potentials for all samples for which the DEP behavior was

studied as well as some cases at even lower sonication time.
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Sample B, subjected to a longer sonication time, showed a Zeta potential of ¢ = -58.6+1.8
mV, which is in reasonable agreement with the literature, considering variations in
sonication time and power as well as aqueous solution additives (in our case HEPES
buffer).3* Sample A with a shorter sonication duration resulted in ¢ = -20.2+1.1 mV, about
one third of the value of Sample B. Moreover, shorter sonication times of 5 and 10 min
resulted in Zeta potentials slightly lower than -20.2 mV. We attribute this large difference
in Zeta potential to a less dense wrapping of the SWNTSs with the surfactant in Sample A,
C and D. High Zeta potentials typically indicate a good stability of dispersed particles due
to electrostatic repulsion between suspended particles whereas lower Zeta potentials are
typically an indication for a higher tendency of aggregation of dispersed particles.3** A
Zeta potential of only -20 mV could therefore signify lower stability of the nanotube
suspension and a tendency to aggregate. Our findings are consistent with a report by
Mahbubul et al.3* who have shown a direct correlation of the Zeta potential with sonication
time for aluminum oxide nanoparticles suspended in aqueous solutions and the observation
by Zaib et al.,*'® where carbon nanotubes increase their electrophoretic mobility and thus

Zeta potential with longer sonication times.
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Table 4.1: Zeta potential, o,, , g,, conductivity ratio and Clausius Mossotti factor for

suspended SWNTS.

Zeta
Sonication oy o, Conductivity
Sample potential Re(CM)
Time (min) (S/m) (S/m) ratio (y)
(mV)
NaDOC
5 -18.6x1.7 003 015 0.2 -0.8
(Sample C)
NaDOC
10 -19.4+1.4 012 015 08 -0.2
(Sample D)
NaDOC
20 -20.2+1.1 014 015 0.93 -0.07
(Sample A)
NaDOC
60 -58.6+1.8 294 015 196 18.6
(Sample B)
ssSDNA 90 -60.7£2.0 053 004 1325 12.3

The measured Zeta potentials can now be linked to the observed DEP trapping. In
the low-frequency regime, the Re(CM) can be simplified as a conductivity ratio of the

medium and particle as mentioned in equation .3.7 in chapter 3. We define the conductivity

ratioy as :—” Fory < 1,nDEP is prevalent since Re(CM) < 0, whereas fory > 1, Re(CM)

is positive resulting in pDEP. Figure 4.4a shows the dependence of Re(CM) on y indicating
that the sign of the Clausius-Mossotti factor critically depends on the medium used to

suspend the SWNTs and the nanotube’s surface conductivity.
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Figure 4.5: Calculated Re(CM) in dependence of y and Zeta potential: a) Calculated
Re(CM) vs. y(= ::—p) in the low-frequency regime, calculated for a frequency of 700 Hz.

The red lines show curves for semiconducting NaDOC-wrapped SWNT and the (blue)
dashed line for semiconducting ssDNA-wrapped SWNTSs. Note that both curves coincide
in the low frequency regime as Re(CM) is only governed by the conductivity ratios. The
black dashed line indicates Re(CM) = 0. The black triangle, blue square and red circle
indicate the values for sample A, sample B, and ssDNA-wrapped SWNTS, respectively.
The inset in a) corresponds to a zoom in for low values of y < 1, where negative Re(CM)
prevails. b) Dependency of Re(CM) on Zeta potential for NaDOC suspended SWNTSs. The
dashed line indicates Re(CM) = 0. It is apparent that Re(CM) changes sign from positive
to negative at low Zeta potential (<21 mV). (Figure is adapted and reprinted with
permission from Rabbani et al., copyright (2017), Anal. Chem.3%®)

Next, we examine the conductivity ratio y in the different experimental conditions.
For a given SWNT suspension, a,, is defined by the solution employed during the
suspension process and can be assessed experimentally through conductivity measurement.
The particle conductivity is governed by the surface conductivity, which in turn is defined
via the diffuse layer and Stern layer conductance as described in the Theory section. Based
on the experimentally determined Zeta potentials, the diffuse layer conductance A5, can

be calculated, yielding o, according to equation 4.3. Table 1 lists the calculated

conductivity ratio for the SWNT samples. The calculated particle conductivity was 0.14

S/m for NaDOC wrapped SWNTSs for Sample A, 2.94 S/m for Sample B, and 0.53 S/m for
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DNA wrapped SWNTSs. The medium conductivity was also determined experimentally and
found to be 0.15 S/m for both NaDOC-wrapped samples and 0.04 S/m for ssDNA-wrapped
SWNTSs, respectively.

Figure 4.5a shows the dependence of Re(CM) on the conductivity ratio y and the
Zeta potential, with the symbols corresponding to SWNT samples studied experimentally.
For NaDOC-wrapped Sample B, Re(CM) is positive with a value of 18.6 corresponding
to y of 19.6. For DNA-wrapped SWNTS, y is 13.25 with a corresponding Re(CM) of 12.3.
This calculation matches the experimentally observed trapping behavior of NaDOC-coated
SWNTs (Sample B) and ssDNA-wrapped SWNTs where pDEP was observed. The
numerical study underlines this experimental observation since the trapping regions match
in both model and experiment.

We further examined the relationship between Zeta potential and Re(CM) for the
NaDOC-wrapped SWNTs. When ¢ drops, the Clausius-Mossotti factor decreases and
eventually becomes negative, leading to nDEP (Figure 5b). This occurs below a value
of -21 mV. Note that the measured Zeta potential of Sample A is within the region where
the Re(CM) drops below zero (corresponding to ¢ < -21 mV) and that of Sample B in the
range where a positive Re(CM) is expected according to Figure 5b. We thus conclude that
the SWNT dielectrophoretic behavior is dependent on the Zeta potential, which in turn is
determined by the suspension quality, i.e. sonication duration. This conclusion is in
agreement with reports by Kang et al. who observed a relation between the
dielectrophoretic behavior of surfactant suspended SWNTs with the type of surfactant and
concomitant changes in the Zeta potential 2% Similar observations were also recently made

with biological cells. Tang et al. reported that the dielectrophoretic behavior of yeast cells
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changes through the surface interaction with surfactants such as sodium dodecyl sulfate.3’

Our observations for the SWNT samples subject to short sonication times (20 min and
below) also agree with the commonly accepted “zipping mechanism” responsible for
SWNT suspension with surfactants.3!® 31 Sonication is needed to “unzip” bundle ends of
SWNTs followed by adsorption of the charged surfactant and eventually leads to full
unzipping and release of individual SWNTs. At small sonication times, this process is not
fully finalized leading to a large distribution of species, including a variation of large
bundles, individual long SWNTs as well as smaller individual SWNTSs. Based on this
mechanism we can also explain why sample A exhibiting a small negative Zeta potential
leading to a very small negative Re(CM) can be trapped at similar potentials as compared
to sample B. Since bundles and long SWNTs are predominant in sample A, trapping occurs
above 300V similar to shorter well dispersed SWNTSs exhibiting a larger Zeta potential
since the DEP forces are increased due to an overall larger geometry. In summary, the
observed pDEP trapping of NaDOC-suspended (Sample B) and ssDNA-wrapped SWNTSs
is in agreement with the observed Zeta potentials, dielectrophohoretic models relating the
Zeta potential of nanoparticles to the Clausius—Mossotti factor and suspension behavior of
individual SWNTSs. The nDEP behavior observed in experiments for NaDOC-suspended
SWNTs prepared with shorter sonication time coincides with a smaller Zeta potential of

not ideally suspended SWNTSs and correspondingly negative Re(CM).

4.7. Conclusion
We have studied the DEP properties of semiconducting SWNTs in the low
frequency regime (<1 kHz) with insulator-based dielectrophoresis, a frequency range not

previously investigated with SWNTSs. The study was carried out in PDMS microfluidic
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devices where the semiconducting SWNTs could be visualized with near infrared
microscopy. As predicted by established models, the observed DEP trapping behavior was
frequency independent. We could show, however, that the sign of the Clausius-Mossotti
factor can switch, depending on the Zeta potential and the corresponding suspension
properties of the nanotubes. Well suspended NaDOC-and ssDNA-wrapped SWNTSs
exhibited pDEP, which is in accordance with the measured Zeta potential and related
positive Re(CM). In contrast, less densely NaDOC-wrapped SWNTs exhibited lower Zeta
potential and demonstrated nDEP. The experimental observations were in excellent
agreement to a numerical study. Our work shows that carbon nanotubes can be effectively
manipulated and even trapped with iDEP in low frequency AC electric fields and suggests
that poorly suspended constituents may be effectively removed in DEP sorters exploiting
the variations in pDEP and nDEP. Moreover, the DEP response can be tuned by the
surfactant properties and suspension quality, which may in turn be exploited for
optimization of purification and separation of carbon nanotubes based on DEP or alignment
and positioning of SWNTSs.5? In addition, the near IR microscopy imaging of DEP of
semiconducting SWNT allows the observation of DEP trapping and migration directly in
a microfluidic device without the need for post-DEP analysis involving Raman

spectroscopy or nanoscale imaging techniques following tedious recovery procedures.
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5. LENGTH-SELECTIVE DIELETROPHORETIC MANIPULATION OF SINGLE-

WALLED CARBON NANOTUBES

5.1. Abstract

Single-walled carbon nanotubes (SWNTS) possess unique physical, optical, and
electrical properties with great potential for future nanoscale device applications. Common
synthesis procedures yield SWNTs with large length polydispersity and varying chirality.
Electrical and optical applications of SWNTs often require specific lengths, but the
preparation of SWNTs with the desired length is still challenging. Insulator-based
dielectrophoresis (iDEP) integrated into a microfluidic device has the potential to separate
SWNTs by length. Semiconducting SWNTSs of varying length suspended with sodium
deoxycholate (NaDOC) show unique dielectrophoretic properties at low-frequencies
(<1 kHz) that were exploited here using an iDEP-based microfluidic constriction sorter
device for length-based sorting. Specific migration directions in the constriction sorter
were induced for long SWNTs (>1000 nm) with negative dielectrophoretic properties
compared to short (<300 nm) SWNTs with positive dielectrophoretic properties. We report
continuous fractionation conditions for length-based iDEP migration of SWNTSs, and we
characterize the dynamics of migration of SWNTSs in the microdevice using a finite element
model. Based on the length and dielectrophoretic characteristics, sorting efficiencies for
long and short SWNTs recovered from separate channels of the constriction sorter
amounted to >90% and were in excellent agreement with a numerical model for the sorting

process.
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5.2. Introduction

Applications of single-walled carbon nanotubes (SWNTSs) in nanotechnology
require the understanding of their unique mechanical, electrical, optical, and structural
properties,”: 3% 40, 134,320, 321 Metallic SWNTSs are promising for the field of nanoscale

electronics®” %% 289321 "while semiconducting SWNTSs can open the door for field-effect

50 322

Schottky-type transistor applications,*® nanometer size devices, biological
transporters, and biosensors.®” 322 Due to their high photostability®?® 3% and unique
fluorescence emission in the IR range,?®® 325 326 where autofluorescence in a biological
sample is minimal, SWNTSs are also employed as mechanical sensors in living cells. Their
structural and chemical properties have also led to applications as atomic force microscopy
(AFM) probes. 327329

An important factor for SWNT applications is their length. For example, Wang et
al. demonstrated the direct correlation of SWNT and multi-wall carbon nanotube (MWNT)
length with electrical and thermal conductivities.>* In addition, SWNT-based field-effect
transistors have the potential to replace silicon technologies. The length of SWNTSs has a
strong impact on the performance of such transistors.33! Recent studies also show that the
mechanical, thermal, electrical and electromagnetic properties of MWNT-based epoxy
resins depend on carbon nanotube length.332 Wan et al. demonstrated that SWNT length is
important for reinforcing nano-composites, since their length both affects the Young’s
modulus as well as the load transfer between SWNTs and matrix.2* Similarly, a study by
Shokreich et al.3* revealed that the improvement in the Young’s modulus of SWNT-
composites is negligible for SWNT length smaller than 100 nm and that only SWNTSs with

lengths above 1000 nm reinforce the polymer matrix significantly. Furthermore, Wang et
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al. used CNTs as an electrode material in Li-ion batteries and catalyst support in fuel
cells.®*® Their study revealed the short CNTs (<300 nm) provide better electrochemical
performance during charging and discharging than longer CNTs. It was also reported that
the reversible capacities of long CNTs were half of those of short carbon nanotubes.>* In
addition, the charge-transfer resistance of long CNTs was much higher than those of short
carbon nanotubes. 3*¢ Furthermore, Cheng et al. demonstrated that the toxicity of
functionalized MWNTSs in zebrafish embryos in vivo is influenced by nanotube length.¥’
SWNT cytotoxicity studies revealed that the degree of functionalization is responsible for
the cytotoxic response of cells in a cell culture which also depends on the length of
SWNTSs.3® Therefore, depending on the particular nanotube-based application and to
achieve green chemistry with SWNTSs, length characterization and control is required.

Despite the importance of length in SWNT applications, current synthesis methods cannot
control length. The most common synthesis processes produce mixtures of both metallic
and semiconducting SWNTSs with varying chirality, a range of diameters (from ~1 nm to
~2 nm),*3:340 and large variations in length (from 10 nm up to >1 cm). 41285288 The high-
pressure carbon monoxide (HiPCO) process for example is a common fabrication method
yielding SWNTs in diameters of ~1 nm and lengths from several nanometers to several
micrometers, containing more than 50 chirality types.?8 286. 288,341 The samples may thus
show broadly varying electrical and optical properties, determined by the variations in
chirality.*? 2%° In addition, SWNTs also form adducts and bundles held together by van der
Waals forces, leading to a large variety of adduct species.®?® An alternative synthesis
strategy uses a focused ion beam, but this approach is expensive and has small
throughput.®*? Producing SWNTs with specific lengths or chirality at high yield is still
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challenging. Post-synthesis processing methods are therefore required to yield pure SWNT
fractions.

Several separation methods of SWNTSs have been reported in recent years that take
advantage of distinct electronic properties.>* 2% Ultracentrifugation using density gradient
methods has been developed to purify SWNTs and sort them by size.** This method,
however, is based on specific DNA oligomers used to wrap the SWNTSs. This limits large
scale applications due to cost and oligomer availability.** Furthermore, DNA-wrapped
SWNTs have limited stability in aqueous density gradients, and stripping the DNA
wrapping agent after separation could not be achieved. lon exchange®’ and size-exclusion
chromatography®® have also been used as length sorting tools, and a combination of these
two has been reported for separation of SWNTs by chirality with similar diameters.34®
These separation techniques also require wrapping SWNTs with DNA with similar
problems with stability, cost, and unwrapping. Electrophoresis using DC electric fields has
also been used as a separation tool for SWNTSs based on their diameter. This is more a
diagnostic than a production method since recovery from gels is cumbersome.?8 2%
Importantly, all these methods do not offer separation of SWNTSs in a continuous manner.
Thus, a versatile fractionation or separation approach for SWNTSs by length is still lacking.
Dielectrophoresis (DEP) has in recent years achieved prominence as a powerful tool for
nanoparticle separation.?l: 31263, 344,345 DEP has been used to capture proteins,3*® nucleic
acids, " as well as other biomolecules, 0 33 116, 119, 348-354 5 also carbon nanotubes as we
3% and others reported previously* 54 55 117,134, 145,202, 356, 357 ' pyjelectrophoresis has also
been employed to sort SWNTSs according to their dielectric properties.}* Insulator-based
DEP (iDEP) has garnered attention due to several advantages among the devices that can
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produce inhomogeneous electric field gradients.®*8-3% |n an iDEP-based microfluidic
system, when an electrical potential is applied across the channel, inhomogeneous electric
field gradients are produced by the insulating geometries or constrictions introduced in the
channel.?® iDEP offers several advantages such as simple fabrication and low cost using
well established soft lithography techniques, avoiding electrode reactions within the
devices. The electric field gradient can be generated along with the entire depth of the
device. Typically, iDEP is used to examine DC and low-frequency DEP behavior of
particles,2® 117,306

Studying single SWNT properties requires suspending them in solvents and in
many cases, aqueous media are preferred. However, due to strong van der Waals
interactions SWNTs often aggregate in aqueous solutions. Thus, SWNTs must be
suspended using surfactants or biomolecular wrapping agents. Successful suspension of
SWNTSs was reported with anionic surfactants such as sodium deoxycholate (NaDOC) or
sodium dodecyl sulfate (SDS), cationic surfactants such as cetyltrimethylammonium
bromide (CTAB), ssDNA, among others.3292 35 The suspension of SWNTSs with different
surfactants or biomolecules will eventually influence their surface charge and Zeta
potential (¢).14% 202 258.2%. 355 preyijously, we reported that at low frequencies (<1 kHz), the
DEP behavior of NaDOC suspended SWNTs mainly depends on the conductivity of the
particle and the surrounding medium which, in turn, is determined by the Zeta potential
induced by surfactant wrapping. In this low-frequency regime, Re(CM) reduces to an

expression for the particle and medium conductivity, o,, and o, respectively, such that

Re(CM) = —1+::—”.2°1' 285, 355 Here, we exploit this unique DEP behavior at low

m
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frequencies to induce size-selective iDEP migration of SWNTs and exploit it for
fractionation of SWNTSs by length.

5.3. Materials and Methods

5.3.1. Chemicals

SWNTs were obtained from Rice University (Houston, TX, USA) through a
materials transfer agreement (MTA). Sodium deoxycholate (NaDOC) for the suspension
of SWNTs, N-(2-hydroxyethyl) piperazine-N’-2-ethanesulfonic acid (HEPES) and
Pluronic F-108 were purchased from Sigma-Aldrich (MO, USA), sodium hydroxide
(NaOH) was purchased from Merck KGaA (Darmstadt, Germany). The SYLGARD 184
silicone elastomer kit for polydimethylsiloxane (PDMS) for microdevice fabrication was
obtained from Dow Corning Corporation (Midland, MI, USA). Glass slides
(48mmx60mm) for device assembly were purchased from Electron Microscopy Sciences
(Hatfield, PA, USA). Deionized (DI) water was produced with an Arium 611 ultrapure
water system from Sartorius (Gottingen, Germany). For atomic force microscopy imaging,
Muscovite Mica (V-1, sheet size 25x25mm, thickness 0.15-0.21mm) was purchased from
Ted Pella, Inc (Redding, CA, USA) and (3-aminopropyl) triethoxysilane (APTES) was
obtained from Sigma-Aldrich (Hamburg, Germany). A MalvernZetasizer Nano ZS
instrument (Westborough, MA, USA) was used for surface charge measurements.
Medium conductivity was measured by a Thermo Scientific Orion 3-star conductivity
meter (Waltham, MA, USA).

5.3.2. Microdevice Fabrication

Microfluidic constriction sorter devices were fabricated with soft lithography

techniques as previously reported.®! Briefly, the microfluidic chip layout and channel
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structures were designed using AutoCAD software (Autodesk, San Rafael, CA, USA)
which was used to construct a chrome photomask (Photo Sciences, Inc., Torrance, CA,
USA). The pattern was transferred to a 4-inch silicon master wafer using SU-8 negative
photoresist (Microchem, Westborough, MA, USA). Then, the PDMS elastomer base was
mixed with curing agent at a 10:1 ratio (w/w), poured over the master wafer, degassed for
30 min and the PDMS cast was cured in an oven for 4h at 80°C. The cast was subsequently
peeled off the master wafer, reservoirs were punched manually with a punch, with a 1.5
mm diameter at the inlets and 3 mm diameter at the outlets for fluidic access. The PDMS
cast was cut into appropriate pieces, and these slabs and microscope glass slides were
cleaned with isopropanol and distilled water in an ultrasonic bath for 2 min, dried with
nitrogen, and baked on a hot plate for 30 s at 90 °C. The PDMS slab and glass slides were
then treated with oxygen plasma in a plasma cleaner oven (PDC-001: Harrick Plasma
cleaner/sterilizer, USA) at high RF (18 W) for 30 s. Both surfaces were then brought into
contact, and the device was irreversibly bonded with the glass slide to create fluid channels.
The channels were washed several times with distilled water, and then the surface was
treated with Pluronic F-108 (1% wi/v) and incubated overnight, as previously described.3°
The assembled PDMS microfluidic chip had an overall length of 5 mm with a 30 um wide
constriction region; the inlet channel was 100 um wide and all outlets were 20 um wide as
shown in Figure 5.1. All channels were ~20 pm high.

5.3.3. SWNT Sample Preparation

SWNTSs used for the experiments were suspended with the surfactant NaDOC.
NaDOC was dissolved at a concentration of 1% (w/v) in 10 mM HEPES buffer (pH 7.2)

containing 1% (w/v) F108. About 1 mg of SWNTSs were carefully transferred into a clean
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glass scintillation vial with a spatula and 1 mL NaDOC solution was added. To wrap and
solubilize SWNTSs, they were sonicated at 20 kHz at 10W using a 2 mm microtip sonicator
(Sonics & Material INC, Danbury, CT, USA). Two types of NaDOC-coated samples were
prepared with different sonication times. To obtain short SWNTSs (sample A), the solution
was sonicated for 60 min. After sonication, the sample was centrifuged for 10 min at 14800
rpm. After centrifugation, the supernatant was collected for the experiments. This sample
was diluted at a ratio of 10:1 with HEPES buffer containing F108. To obtain long SWNTs
(sample B), the solution was sonicated for 10 s. After sonication, the SWNT suspension
was transferred to an Eppendorf cup and centrifuged (Sigma 1-14 centrifuge, Germany) at

2000 rpm for 10 min. All samples were stored at 4°C prior to the experiments.

5.3.4. Detection of SWNTs

The imaging setup for the SWNTSs of (6,5) chirality used for this experiment was
described previously.3*® SWNT fluorescence was excited with a 561 nm solid-state laser
(500 mW cw, Cobolt Jive, Cobolt) coupled through a neutral density filter (NDC-50C-4M,
Thorlabs) which was used to adjust the intensity of the laser. The laser beam was directed
into a high-NA objective (CFI plan-Apo IR, 60X, Nikon, Japan) and the same objective
was used to collect the fluorescence light through a dichroic beam splitter (630 DCXR;
AHF Analysentechnik). After the beam splitter, the fluorescence light was further filtered
through a 900 nm long-pass filter (F47-900; AHF, Analysentechnik). SWNTs were imaged
with an InGaAs infrared camera (XEVS-SHS-1.7-320 TE-1, Xenics). Images were
captured at a 100 ms frame rate, and data analysis was performed with Micromanager

software (ImageJ, version 1.52a, NIH, USA).
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5.3.5. SWNT Sorting and Size Characterization

To characterize length distributions of SWNTs in samples A and B and in the
fractionated samples, dynamic light scattering (DLS) was carried out with a Zetasizer Nano
ZS instrument (Malvern, USA). During the sorting experiments, flow rates were
maintained at 25 pL/h with a syringe pump (HA1100, Instech, USA), while a potential of
350V was applied at a frequency of 1000 Hz. After ~3 h of sorting at optimized potential
and frequency, ~20 pL SWNT sample was accumulated from the center outlet and then
diluted to 1 mL with sample buffer for DLS. In addition, atomic force microscopy (AFM)
was used to image SWNTSs. Briefly, mica (Grade V1, 25 mm*25 mm, Tedpella, USA) was
treated with APTES and a drop of the respective SWNT sample was incubated on the mica
surface for 5 min. After incubation, the mica surface was cleaned with DI water and dried
for the AFM measurements. A Cypher S AFM (Asylum Research, USA) was used for
SWNT imaging using tapping mode in the air with a Si tip with spring constant 42 N/m
and a resonance frequency of 300 kHz (AC160 TS C2, Olympus, Dusseldorf, Germany).
About 35-40 nanotubes were measured for each sample to determine the average length.
Further, sample A and B were mixed and a similar fractionation experiment performed as
described above. The mixed SWNT sample was prepared by adding 500 pL each of sample
A and sample B in an Eppendorf tube. The mixed sample was introduced into the
microdevice through the inlet reservoir with a flow rate of 25 puL/h and subjected to
fractionation at 1000 Hz and with an applied potential of 350 V. To determine the
separation resolution R, we quantified the fluorescence intensity along a curved line
spanning the start of the outlet channels with Image G (version 1.52a, fit the data with a

Gaussian in Origin software (OriginPro 2017version 94E) and calculated R according to
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XA—XB

R =1.18+x

—, where x4, and xz are the peak maxima and w, and wy correspond to
A B

the full width at half maximum, respectively.*®2
5.4. Results and Discussion
We studied the migration of SWNTs wrapped with sodium deoxycholate (NaDOC) in a
continuous-flow iDEP microfluidic constriction sorter. Figure 5.1a depicts the microfluidic
sorter consisting of an inlet channel, a constriction, and five outlet channels (with 2 denoted
S1 and 2 denoted S2 for sides, and one denoted C for center). Bulk fluid transport through
the sorter was induced by external pressure. The unique geometry of the constriction was
responsible for creating localized electric field nonuniformities near the constriction and
the outlet channels via the electrical potential applied between the inlet and outlet
reservoirs. Due to the non-uniform electric field, the resulting DEP forces deflect particles
based on their length and surfactant wrapping properties into different outlets (see Figure
5.1b,c). The electric field maximum is located in the center outlet channel and the minimum
in the side outlet channels. The migration behavior of semiconducting SWNTs was
experimentally investigated by infrared fluorescence microscopy as detailed in the methods
section and numerically modeled as outlined in the supporting information.
5.4.1. SWNT Sample Characterization

As previously shown,®® SWNT suspensions prepared with long sonication times (> 60
min) contained short SWNTs with high Zeta potential, exhibiting pDEP (Re(CM) > 0). In
contrast, short sonication times resulted in SWNTSs with lower Zeta potential but increased
lengths displaying nDEP (Re(CM) < 0). Two samples were prepared accordingly using
different sonication times, primarily containing short (sample A) and long (sample B)

SWNTSs. The length distribution of samples A and B, as well as the Zeta potential, was
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investigated with dynamic light scattering (DLS) and atomic force microscopy (AFM)
imaging as summarized in Table 1. AFM and DLS measurements showed the average
SWNT length in sample A to be 366.9+£16.8 and 324.5+16.6 nm, respectively. For sample
B, the average length was determined as 1145.7+435.0 nm with AFM and 932.3+34.0 nm
with DLS.

Table 5.1. { and average lengths data for sample A and sample B

Measuring
Separation type Parameter Sample A Sample B
modality
¢ (mV) DLS -49.7+£1.3 -19.8+1.7
Before
Length (nm) DLS 324.5+16.6  932.3+34.0
fractionation
Length (nm) AFM 366.9+16.8  1145.7+435.0
After ¢ (mV) DLS -23.6+45  -10.7£1.7
fractionation Length (nm) DLS 506.2+26.3  1245.3+239.1
(side outlets) Length(hm) AFM 581.0+253.0 1462.2+412.8
After ¢ (mV) DLS -51.3+0.7 -51.8+4.0
fractionation Length (nm) DLS 278.8+4.5 309.0+24.8
(center outlet) Length (nm) AFM 288.8+139.3 449.2+139.3

5.4.2. Prediction of iDEP Separation of SWNTSs

Based on the size distribution in the two samples and varying Zeta potentials, the
expected migration behavior of SWNTSs is non-trivial. We therefore first conducted a

numerical study to predict the SWNT migration in the constriction sorter (as detailed in the
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supplementary information). SWNT lengths from 50-2000 nm were studied with the
numerical model, spanning the size range explored experimentally in samples A and B.
Figure 5.1b shows a snapshot image obtained from the numerical simulation after passage
through the constriction for ~300 nm long SWNTs with pDEP properties (Re(CM) =
13.44). From the inlet, 100 particles were released, and a majority of them were found in
the center channel (see Table SB_1 for details). Figure 5.1c shows the migration of
1000 nm long SWNTs with Re(CM) = -1.18. In this case, SWNTs were sorted with a
preference into the side outlets where the electric field strength is lowest, which is expected
for nanotubes with nDEP (Re(CM) < 0). This example demonstrates that short SWNTs
with pDEP properties can be sorted from large SWNTSs with nDEP into different outlets.
Figure 5.1b (higher particle count in the center channel) and Figure 5.1c (higher
particle count in side channel) show distinct migration preference into different outlets for
the two selected SWNT species exhibiting variations in length and DEP properties. To
quantify the preference of migration, the recovery efficiency, %Es, was calculated based

on particle counts found in each outlet channel:

%Eg = ——st (5.1)

Ng1+Ng,+N¢
where, Ng,, N, and N, are the number of particles found in the two side 1 outlets, two side
2 outlets, and the center outlet. Similarly, the efficiencies of side outlet 2 (%Es,) and center
(%E_) outlets were obtained. For the two cases shown in Figure 5.1 b and 5.1c, the recovery
efficiency resulted in 83.9% in the case of 1000 nm SWNTs with nDEP for the sum of S1
and S2 outlets, and in 83.1% for the 300nm SWNTs exhibiting pDEP in the center outlet

(see Supporting InformationTable S1).
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The numerical model allows to investigate %E for monodisperse SWNTs. To
carefully map the migration behavior over a broad range of length distribution of surfactant
wrapped SWNTSs originating from the suspension and wrapping process, 3>* 362 we studied
%E of various SWNT lengths ranging from 50 nm up to 2000 nm with the numerical
model, as summarized in the supporting information and Table SB_1. We studied both
nDEP and pDEP properties for each SWNT length to account for well-wrapped (pDEP and
high ¢) as well as such SWNT species exhibiting nDEP resulting from uncomplete
wrapping and low ¢. The numerical study revealed that the sorting efficiencies in the center
outlet increased for decreasing the length of SWNTSs in the case of pDEP. For long SWNTSs
with nDEP properties, this trend is significantly different. The longer the SWNT species

the stronger their preferred migration to the side outlets (with preference in the S2 side

outlets).
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Figure 5.1: Design and basic operation of the iDEP sorting device: (a) Schematics of the
IDEP sorter: The suspended SWNT sample was introduced via the inlet reservoir and
channel. The sample flowed through the channel toward a constriction region leading to
five outlet branches which are labeled as Si and S; for the two side outlets and C for the
center outlet. (b) Representative snapshot of particle position obtained from the numerical
study as outlined in the supplementary information showing that small (300nm) SWNT
particles exhibiting pDEP migrate to the center outlet after migrating through the

94



constriction and when released in the inlet channel (see also supporting movie SB_1). (c)
Similarly to b), long (1000 nm) SWNTSs exhibiting nDEP migrate preferentially to the side
outlets (see also supporting movie SB_2). This behavior indicates that smaller SWNTSs can
be collected in the center channel (C) and long SWNTSs in the side channels (S1 and S»).
(Figure is adapted and reprinted with permission from Rabbani et al., copyright (2020),
Anal. Chem.%6%)

5.4.3. Prediction of iDEP Separation of SWNTSs

Based on this analysis, a recovery efficiency ~90.2% can theoretically be achieved
for SWNT of 50 nm length with pDEP causing preferred migration into the center outlet.
SWNTs of the same size with nDEP properties, however, did not show a preferential
sorting efficiency. In contrast, for 2000 nm long SWNT with nDEP properties, a %E of
~92.9% can be achieved due to preferred migration into the four side channels combined.
Table SB_1 demonstrates the general trend, in which longer SWNTSs with nDEP properties
(resultant from lower ) preferentially migrate into the side channels and can be sorted from
larger SWNTSs with pDEP properties (resultant from higher ). Note that experimentally,
we expect improved wrapping properties, higher Zeta potentials and therefore pDEP for
the shorter SWNTSs, since shorter SWNTSs result from longer sonication and suspension
times, as further detailed below. The converse holds for longer SWNTSs. 3%°
To test this length-dependent migration behavior experimentally, a microfluidic
constriction sorter was employed using a sample with a majority of short SWNTSs (sample
A) and one with longer SWNTSs (sample B). SWNTSs were introduced into the microdevice
through the inlet reservoir with a syringe pump at a flow rate of 25 pL/h. Figure B.1 in the
Appendix B, shows an image of a microchannel filled with NaDOC wrapped SWNTSs
without an externally applied potential. In this case, SWNTSs were distributed evenly in the

microchannel. Next, DEP-based migration was induced by varying the applied potentials
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at a flow rate of 25 puL/h. No preferred migration into any outlet channel was observed
below 300 V, in agreement with previous studies.®®® Fractionation behavior was
investigated with a frequency of 1000 Hz and an applied potential of 350 VV where DEP
forces were sufficiently high.

To characterize the length distribution in samples A and B, AFM imaging and DLS
were used before and after the DEP migration experiments. We also characterized ¢ for
each sample before and after the sorting experiment. At low frequencies, the sign of
Re(CM) of semiconducting SWNTSs is governed by the conductivity of the medium and
the particle. While the particle conductivity is dominantly determined by the double layer
contributions arising from the Stern layer and diffuse layer conductance,?® it is also
dependent on the Zeta potential of the charged particle suspended in an electrolyte.
Therefore, the Zeta potential has an impact on the Clausius Mossotti factor and DEP
properties of SWNTs, as shown previously.1#> 202 3% For sample A (short SWNTSs), the
Zeta potential was measured to be -49.7+1.3 mV prior to sorting, which is in agreement
with the previous reports.® %4 For sample B (long SWNTSs), the Zeta potential was
measured as -19.8+1.7 mV (see also Table 1).

Both samples were subjected to fractionation in the constriction sorter, while the
sorting behavior was monitored with near-infrared fluorescence microscopy. Figure 5.2a
shows the fractionation behavior of sample A as observed during the sorting experiment,
demonstrating that the majority of SWNTs migrated to the center channel, where the
electric field strength was highest. This migration behavior corresponds to that predicted
by the numerical model for the pDEP case for SWNT lengths <300 nm as demonstrated in

Figure 5.1b. Figure 5.2b represents the normalized intensity in the different outlets,
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demonstrating that maximum intensity was observed in the center outlet and that the short
SWNTSs migrated into the center outlet. Figure 5.2c shows an AFM image of NaDOC-
wrapped SWNTSs collected from the center outlet after 3 h of fractionation. AFM imaging
revealed an average length of 288.8+£139.3 nm. Consistent with this result, the DLS
measurement gave an average SWNT length of 278.8+4.5 nm and ¢ of -51.3+£0.7 mV for
the center outlet fraction. The average length after fractionation is thus slightly reduced
compared to sample A before fractionation, and the Zeta potential is slightly increased. The
side outlet fractions from the same fractionation experiment were combined and analyzed.
Both AFM (581.0£253.0 nm) and DLS (506.2+26.3 nm) indicated a larger average length
than the starting sample A, and the Zeta potential of -23.6+4.5 mV was considerably
reduced. We attribute this outcome to the fact that the sorter was capable of fractionating
the somewhat polydisperse sample A. In addition we note, that this sorting behavior is in
excellent agreement with the numerical results. Table 1 lists average lengths and ¢ values
for the original and fractionated samples. We note that length distributions of SWNTs
analyzed by AFM and DLS are in good agreement with, although slightly higher average
lengths are obtained with AFM measurements. We attribute this difference to the length
weighting inherent to the DLS technique and to a systematic bias in the SWNT length
determination via AFM, which was also reported by Fagan et al.®®® The latter may result
from undercounting of overlapped SWNTSs and preferential deposition on the surface prior
to AFM imaging. However, a significance test confirmed that the two methods do not differ

(p = 0.05).
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Figure 5.2: DEP fractionation of NaDOC wrapped SWNTs and characterization. a) NIR
fluorescence image of short SWNTSs in the constriction sorter (at 1kHz Hz and 350 V).
Short SWNTSs concentrate in the regions of highest electric field strength located in the
center outlet channel indicative of pDEP. The red line indicates the location at which the
SWNT fluorescence intensity was analyzed for determining the separation resolution as
further outlined in Figure a. b) Normalized fluorescence intensity of (a) for all outlet
channels demonstrating higher analyte concentration in the center outlet. ¢) Representative
AFM image of fractionated NaDOC wrapped SWNTSs collected from the center outlet after
sorting sample A. d) NIR fluorescence image of sample B (at 1kHz Hz and 350 V) during
sorting. Long SWNTSs concentrate in the regions of lowest electric field strength in the side
outlets indictive of nDEP. e) Normalized fluorescence intensity of (d) for all outlet
channels demonstrating higher analyte concentration in the side outlets. f) Representative
AFM image of fractionated NaDOC wrapped SWNTSs collected from the side outlet after
sorting sample B. (Figure is adapted and reprinted with permission from Rabbani et al.,
copyright (2020), Anal. Chem.%%)

Next, the fractionation behavior of sample B (long SWNTS) prepared with shorter
sonication time was investigated. Long SWNTSs suspended by 10s sonication have a lower
Zeta potential and showed nDEP characteristics in agreement with previous reports.3 In

the sorting experiment, they preferably migrated to the low electric field regions in the side
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outlets, shown in Figure 5.2d. This observation was confirmed by the fluorescence intensity
quantification, where the most intensity was found in the side outlets as shown in Figure
5.2e. In agreement with the preferred migration of longer SWNTs with nDEP behavior into
the side outlets, AFM analysis resulted in an average length of 1462.2+412.8 nm. DLS
characterization confirmed the preferred migration of long SWNTSs into the side outlets
and showed an average length of 1245.3+239.1 nm and ¢ of -10.7+1.2 mV. The much
smaller fluorescence intensity observed in the center outlet channel is attributed to smaller
SWNTs with pDEP behavior migrating to the center channel, which was also confirmed
by the length analysis of the fraction collected in the center outlet after sorting. Both DLS
and AFM characterization revealed a shorter average length (see Table 1). This result is
again in agreement with the numerical model for SWNTs >1000 nm and nDEP.

The dependence of the DEP response on ¢ can be explained with the variations in
surface conductance induced through the quality of the surfactant wrapping. While longer
SWNTs exhibit smaller ¢, the shorter SWNTSs, subjected to more rigorous sonication and
longer wrapping times show high Z. As previously outlined by us and others,20%: 202, 265, 35
the Zeta potential influences the SWNT surface conduction, since it determines the
magnitude of the diffuse layer conductance, A;4, as well as the Stern layer
conductance, A5, which both sum up to the surface conductance, A;. The surface
conductance can be used to describe the SWNT conductivity, via op = 2 A,a™1,*%6 where
a is the radius, and intrinsic conductivity is neglected.14% 202355, 357 A [ower Zeta potential

then leads to lower A and consequently lower a,. Since op governs the dielectrophoretic

response of SWNTSs at a given o,, viathe Re(CM) = —1 + Z—p

99



To further characterize the resolution of the SWNT separation, we analyzed the intensity
of SWNTSs from samples A and B at a location close to the constriction, right before the
start of the three types of outlet channels. For this purpose, we conducted a spatial intensity
analysis along the line indicated in red in Figure 5.2a. The intensity distributions along this
line are shown in Figure 5.3, which allow for the calculation of R between sample A and
B. From this analysis, the spatial separation resolution along this line resulted in 1.39.
Finally, we conducted a fractionation experiment of the entire size range, by combining
sample A and B. Figure B.2a-c in the Appendix B, show representative AFM images of
SWNTSs for the mixture, and the fractions pertaining to side outlets and center outlet. The
AFM analysis revealed an average length of 1372.3£251.6 nm in the side outlets and an
average length of 366.2+221.2 nm in the center outlet. This is in very good agreement with
the migration experiments carried out for the individual samples A and B, as demonstrated
in Table 1 and confirmed the working principle of the SWNT fractionation approach based

on DEP at low frequency.
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Figure 5.3: Fluorescence intensity of SWNTSs for sample A (black) and B (blue) as obtained
experimentally by analyzing the intensity along the line indicated in Figure 5.2a. The red
curve indicates the Gaussian fit for each peak, resulting in R = 1.39. (Figure is adapted and
reprinted with permission from Rabbani et al., copyright (2020), Anal. Chem.?6¢)

5.5. Conclusion

In summary, we conducted a study of SWNT fractionation based on the length and
DEP properties using an insulator-based dielectrophoresis constriction sorter. We present
a numerical model that predicts recovery efficiencies up to ~90% in selected outlets of a
constriction sorter based on SWNT length and DEP properties. Experimentally, two
samples differing in lengths and DEP properties showed migration behavior matching the
numerical model. Long SWNTSs with small Zeta potentials exhibited nDEP and migrated
preferably into the side outlets of the sorter. In contrast, small SWNTSs with high negative
Zeta potentials were fractionated into the center channel. We demonstrate that the
variations in Zeta potential caused by surfactant wrapping and sonication time can be

conveniently exploited to fractionate SWNTSs by DEP. The resultant resolution for the two
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length distributions assessed experimentally was almost at baseline resolution
demonstrating a good separation quality. We note that a similar iDEP constriction sorter
was previously used for size-based fractionation of protein crystals®” 3%, organelles®®,
and nucleic acids®®, demonstrating that this fractionation concept has a broad application
range for various analytes. In addition, the employed constriction sorter is capable of
sorting SWNTSs in continuous mode which is advantageous for technological applications
in which larger quantities of SWNTSs are required. Future optimization of the geometry of

the device as well as the electrical driving parameters could further improve the length

selectivity of this fractionation approach.
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6. HIGH-RESOLUTION 3D-PRINTED INSULATOR-BASED

DIELECTROPHORESIS DEVICES FOR BIOMOLECULAR MANIPULATION

6.1. Abstract
The advancement of Microfluidics has enabled a wide range of biochemical and biological
applications, such as high-throughput drug testing or point-of-care diagnostics, to name a
few. Implementing insulator-based dielectrophoresis (iDEP) in microfluidic systems has
provided a new dimension for the precise manipulation of biomolecules. DEP is based on
the movement of polarizable particles in a non-uniform electric field. Despite the
advancements in iDEP, it has been hampered due to often cumbersome and expensive
fabrication methods. However, in recent years, 3D printing has drawn tremendous attention
in microfluidics, alleviating several issues with cleanroom-based fabrication. Two-photon
polymerization (2PP) is a novel 3D printing technique that offers unique capabilities with
unprecedented resolution compared to standard polymer 3D printing technologies such as
stereolithography. This technique can create nanometer-resolution gaps that induce high
electric field gradients required for various iDEP applications. Here, we report the first
iIDEP-based manipulation of biomolecules, namely A-DNA and phycocyanin, with high-
resolution 3D-printed microfluidic devices. iDEP microfluidic devices with different post
geometries were printed and developed with a gap resolution down to 2 pm. For A-DNA
and phycocyanin, positive DEP (pDEP)-based trapping was observed. A numerical model
was developed to estimate the DEP trapping force and polarizability of protein. Our
numerical models were in excellent agreement with experimentally observed trapping
conditions. Furthermore, sub-micron spatial resolution was achieved down to 800 nm. This

3D printing technology may offer great potential for prototyping novel iDEP microdevices
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due to its greater adaptability for design upgrades, with scope for further improvement in
resolution down to a few hundred nanometers, opening the opportunity to explore iDEP-

based applications for various biomolecules in the future.

6.2. Introduction

Microfluidics is a science that offers precise fluid control and rapid sample
processing due to the high surface-to-volume ratio.? ® Microfluidics offers superior
advantages over conventional macro-scale platforms, e.g., flow cytometry, centrifugation,
etc.3’0 Several technologies have already been proposed and developed to manipulate
particles in microfluidic systems. In recent years, insulator-based dielectrophoresis (iDEP)
has gained attraction due to the precise manipulation of biomolecules and nanoparticles. In
an iDEP-based microfluidic device, insulating geometries of constrictions are introduced
in the channel to generate the inhomogeneous electric field gradients in the device.?

The DEP force scales with VE? and the volume of the particles. Thus, to manipulate
the smaller size particles, i.e., nanoparticles, proteins, or viruses, higher VE? is often
required. In recent years, iDEP microfluidics has provided a new dimension for precisely
manipulating bioparticles and biomolecules. Using iDEP includes less fouling of
electrodes, minimal gas formation due to less electrolysis, and simpler device fabrication.

In the presence of electric field gradients, DEP's selectivity stems from the
biomolecules' polarizability. A theoretical framework to describe the polarizability
mechanism has been reported previously for biological particles such as cells, viruses, and
organelles.'® For example, DEP responses for cells can be described with a shell model,
which assigns different permittivities in each layer of the shell structures.?® 2% 116 However,

theoretical models for DNA and proteins are comparatively less developed and still under
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debate. The polarizability of biomolecules is not easily accessible, and various strategies
have been reported to determine it. For DNA, the polarization is mainly caused by the
surrounding ion cloud on the negatively charged backbone.®’* For proteins, the polarization
mechanism for DEP transport is still not fully understood. Since extremely high electric
field gradients are required to manipulate nm-sized proteins, the DEP manipulation of
proteins has posed many challenges for microfluidic devices. Researchers have reported a
variety of formats and conditions to manipulate proteins using DEP with VE? ranging from
10%2p2 /m3 10%1p?2 /m3 3L 97.102.113,372.373 One way to generate high VE? is by applying
higher electrical potentials, which can induce Joule heating and instability of the sample
mixture. Another way to increase to VE? is by creating nm-sized gaps/constrictions in the
microfluidic device. Several groups have reported smaller constrictions in the past to
generate high electric fields using electron beam lithography or focused ion beam
milling.%® 37437 However, these fabrication procedures are not often suitable due to
cumbersome and expensive fabrication methods, requiring highly skilled personnel and
sophisticated instruments in cleanroom facilities.

In recent years, three-dimensional printing (3D printing) has gained attention in the
field of microfluidics for its rapid prototyping capabilities.®”” 3D printing is also known as
additive manufacturing or a layer-by-layer manufacturing method. 3D printing has several
advantages over conventional microfluidic devices.38%° Conventional microfluidic
devices are commonly fabricated using thermoplastics,3 %82 elastomers,38% 384 paper,3&
386 etc. Polydimethylsiloxane (PDMS) is one of the most commonly used fabrication
materials for iDEP devices due to its elastic and insulating properties.*® 2237 Creating nm-

sized features using photolithography often requires more cumbersome fabrication steps
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than traditional pum-resolution rapid prototyping. 3D printing alleviates several issues with
cleanroom-based fabrication and offers rapid prototyping. Due to advances in the field,

3D-printed microfluidic devices have been widely used in several areas such as

389 391

chemistry,**® biology,*®® organ printing,** immuno-affinity, and solid-phase

392

extraction,””> among others. Depending on the printing principles, the commercial 3D

printing methods are classified into different categories, including extrusion-based,3%% 3%

39 photo-curing,3°%-3% photo-melting,3%® 4% and inkjet-based 3D printing.*%

paper cutting,
402 Recently, an alternative 3D printing approach named two-photon polymerization (2PP
gained attention due to its high-resolution printing capability.*®® In a typical 2PP fabrication
process, a photosensitive material absorbs two photons consecutively to initiate a
polymerization reaction. The photosensitive materials are mostly negative-tone
photoresists, and the polymerization occurs from the crosslinking of soluble monomers in
the photoresist. Due to the high spatial resolution enabled by the 2PP technique nm-gap
constrictions and posts can be successfully integrated with such 3D-printed devices to
exhibit high electric field density required to manipulate nm-scale analytes.

Here, to the best of our knowledge, we present the first report on using a high-
resolution iDEP microfluidic device fabricated by a 2PP polymerization technique to
dielectrophoretically manipulate biomolecules in a low-frequency regime. The iDEP
characteristics of model polystyrene beads were studied using the 3D-printed device
matching the same post geometries and gaps reported previously.?®® The iDEP
characterization of PS beads using the 3D-printed device was cross-matched with previous
studies. Furthermore, the iDEP characterization of A-DNA and phycocyanin protein were
studied using the assembled 3D-printed microdevice.

106



6.3. Experimental Section

6.3.1. Material and Chemicals

0.87-um-diameter (FP-0852-2) polystyrene beads exhibiting negative surface
charges were purchased from Spherotech (Lake Forest, IL, USA). Genomic Lambda phage
dsDNA (A-DNA, 48.5 kbp) and microscope glass slides (Cover glass, No.1 Thickness, 35
x 50 mm and 24 x 40 mm) were purchased from Thermo Fisher Scientific (Waltham, MA,
USA). BOBO-3 intercalating dye for fluorescent labeling of A-DNA was obtained from
Life Technologies (Carlsbad, CA, USA). SYLGARD® 184 silicone elastomer kit for
polydimethylsiloxane (PDMS) was obtained from Dow Corning Corporation (Midland,
MI, USA). 4-(2-hydroxyethyl)piperazine-1-ethanesulfonic acid (HEPES), poly(ethylene
glycol)-block-poly(propylene glycol)-block-poly(ethylene glycol) (Pluronic® F108),
sodium hydroxide (NaOH), Dimethyl sulfoxide (DMSO), and sucrose were purchased
from Sigma-Aldrich (St. Louis, MO, USA). Deionized (DI) water was obtained from an
Elga water purification system (Woodridge, USA). Platinum wire was purchased from Alfa
Aesar (Ward Hill, MA, USA).

6.3.2. 3D-printed Device Fabrication

The device layout and channel structure were designed in AutoCAD software
(Autodesk, San Rafael, CA, USA) and imported into the DeScribe software of the
Nanoscribe GT instrument (Nanoscribe GmbH, Germany). Meso Scale protocol was used
to print sub 5um resolution iDEP device structures with IP-S photoresist (Nanoscribe
GmbH, Germany) using a 25x objective. A small drop of IP-S was deposited on the indium
tin oxide-coated boroaluminosilicate glass slide, and the designed 3D structure was printed

using two-photon polymerization of IP-S. The initial device design consisted of an array
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with circular post arrays, and the final length was ~4.8 mm; the reservoir diameter was 900
pm with a height of 400 um. The post array channel length was 2.6 mm with a height of
100 pm resulting in a total fluid volume of ~75 pL. The horizontal post-gaps were kept at
5 um, whereas the vertical post gaps varied from 5 um down to 2 um. The sub-pm
resolution was achieved using an IP-Dip photoresist*®* 4% (Nanoscribe GmbH, Germany)
in Dip-in Liquid mode with a 63x objective. After printing, the devices were developed by
one or more cycles of 5 min sonication followed by 1h on a shaker in SU-8 developer
(Microchem, USA). The developed devices were rinsed with isopropyl alcohol until
complete development was observed by visual inspection with an optical
stereomicroscope. The devices were flood exposed for 30 min with UV radiation using a
Thor Labs UV curing system before fluorescence imaging experiments to improve device
robustness and decrease background fluorescence. A thin layer of PDMS slab was prepared
by mixing PDMS elastomer with curing agent at a 10:1 ratio (w/w), poured on a Petri dish,
and degassed for 30 min. The PDMS was cured in an oven for 2h at ~80° C, and the cured
cast was subsequently peeled off the Petri dish and cut into small pieces. The PDMS slab
and No.1 thickness glass slides were treated with oxygen plasma in a plasma cleaner oven
(PDC-001, Harrick Plasma cleaner/sterilizer, USA) at high RF (18 W) for 2 min. The
PDMS slab was irreversibly bonded with the glass slide by bringing them into contact.
Finally, the developed 3D-printed device was glued using epoxy glue to the PDMS slab
(as shown in Figure 6.1a). After assembly, the device was filled with buffer solution (1
mM F108, 10 mM HEPES, pH adjusted to 7.4 by NaOH) by capillary action, and the device
was stored in a 100% humid environment for overnight coating of the surface with F108.
Finally, Pt electrodes were inserted in the inlet and outlets, and an AC potential was applied
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through the electrodes using a high voltage amplifier (AMT 3B20, Matsusada Precision,
Inc.) during experiments.

6.3.3. Experimental Setup, Imaging, and Data Analysis

All experiments were performed using the final iteration of the 3D-printed
microfluidic device schematically shown in Figure 6.1b. The printed microdevices were
secured on the stage, and fluorescence images were acquired with an inverted microscope
(IX71, Olympus, Center Valley, PA, USA) equipped with a 100 W mercury burner (U-
RFL-T, Olympus, Center Valley, PA, 54 USA). The images were viewed with 20x
objectives. For the 0.87 pum bead sample, fluorescence was collected with a filter set
containing a 470/40 nm excitation filter, dichroic T495LP, and 525/50 emission filter from
Semrock (Henrietta, NY, USA). For the A-DNA sample, fluorescence was collected with
a filter set containing a 607/36 nm excitation filter and a 670/30 nm emission filter from
Semrock (Henrietta, NY, USA). A filter set containing 470/40 nm excitation filter and
525/50 nm emission filters (Semrock, USA) was used to capture the fluorescence of the
polystyrene beads and phycocyanin sample. Images were captured using a monochromatic
QuantEM:512SC CCD camera (Photometrics, Tucson, AZ, USA) and Micro-Manager
software (version 1.4.9, Vale Lab, UCSF, CA, USA). Exposure time was set to either 10
ms or 50 ms for these experiments. Pt electrodes were inserted into the inlet and outlet
reservoirs and connected to an AC power supply using a high voltage amplifier (AMT-
3B20, Matsusada Precision Inc.) via micro clamps (Labsmith, Livermore, CA, USA). The
AC signal was produced using a USB 6343 DAQ device (USB X series, National
instrument, Tx, USA) and programmed by LabVIEW 2014, version 14.0. Recorded videos

and images were processed by ImageJ software (version 1.53, NIH).4%
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6.3.4. Sample Preparation

The bead suspension was prepared by diluting 1uL stock bead suspension from the
manufacturer in 100puL DI water. The sample was sonicated for 15 mins, and then 10 pL
bead solution was diluted in 500uL sample buffer (1 mM F108, 10 mM HEPES, pH
adjusted to 7.4 by NaOH). A-DNA was diluted to 2.1 ng/uL in 5 mM phosphate buffer at
pH 7.6, corresponding to the final DNA concentration of 600 pM. The A-DNA analytes
were labeled with BOBO-3 intercalating dye at a 1:10 molar ratio of dye molecules to DNA
base pairs. The recovered labeled DNA was added to a 100 pL buffer. The final buffer
contained 10 mM HEPES at pH 7.4, 1 mM Pluronic F108 block copolymer, 100 mM
sucrose and 0.2% v/v B-mercaptoethanol. To prepare the protein sample, a 10uL C-
phycocyanin protein sample (Mw 242 kDa) was diluted with 100uL buffer solution 10 mM
HEPES at pH 7.4, and 1 mM Pluronic F108 block copolymer corresponding final protein
concentration to 5 mg/mL. The protein sample was sonicated for 5 mins before the
experiment.

6.4. Numerical Modeling

Numerical modeling was performed with COMSOL Multiphysics 6.0 to predict the
trapping regions for the pDEP and nDEP cases. A section of the printed microfluidic device
matching the post array geometry was drawn in COMSOL. The material properties were
chosen according to pre-defined parameters for water as a medium, and medium
conductivity was adjusted to 0.03 S/m. A potential was applied matching the electric field
in the experiment scaled to the channel section at the extremities of the channel section.

The Electric Current module was used to compute the electric field distribution within the
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section. Maxwell’s current equation was used to study the electric field distribution, which
was defined as:

] = oE (6.1)
E=-VV (6.2)

Where J is the current density, o is the medium conductivity, E is the electric field, and V
is the potential. The post walls and side walls were selected as an insulator. The potential
was applied to the inlet boundary, and the outlet was kept grounded. Next, the Particle
Tracing for Fluid Flow module was used with a time-dependent solver to trace trajectories
and trapping behavior of the analytes. In this module, the Brownian force (F,), drag force
(Fp), and DEP (Fpgp) force accounted for the total force acting on the analytes. The
electrophoretic force (Fgp) and electroosmotic flow (EOF) was neglected in this model as
they do not contribute considerably to particle transport in the low-frequency regime. With
the time-dependent solver, the particle trajectories were computed with the following

equation:

d(myv) _

2~ F, 63)

where F is defined as the total force, m,, and v are the mass and velocity of the analyte,

respectively, which can also be expressed as:

Ft=Fb+FD+Fdep (64)
The Brownian force is defined as:

F, = —12”’;'1“”10 (6.5)
where 7, is the radius of the analyte, p is the viscosity, T is temperature and kj is the

Boltzman constant. In this model, the drag force was computed with the following

equations:
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Fp = %mp(u —v) (6.6)

_ ppdp”
B = T (6.7)

where m,, p, and d,, are the mass, density, and diameter of the particle, £ is the velocity
response time, and p is the viscosity. u and v are fluid velocity and particle velocity,
respectively. The DEP force acting on a biomolecule can be expressed by its polarizability.
In COMSOL, this DEP force acting on a biomolecule was coupled using a user-defined
force function. Furthermore, the DEP force was defined as:

Fpgp = %“VEZ (6.8)
where a is defined as the polarizability of biomolecules.
In this simulation, for PS beads, F},, F and Fgp Were considered. Considering PS beads
as spherical particles, the DEP force equation of PS beads was expressed with equation
2.15, as mentioned in section 2.2.4.1 in chapter 2, with Re(CM) = -0.5. For A-DNA and
phycocyanin, only Fj,, and Fpzp were considered during the simulation. For A-DNA and
phycocyanin, F;, was estimated by COMSOL using equation 6.5. Using DLS, the radius
of the A-DNA and phycocyanin was approximated as 720 nm and 3.5 nm, respectively,
based on the hydrodynamic diameter measured. An « = 3.3 * 1072° Fm? was used for A-
DNA in the numerical model, as reported previously, to account for Fpzp.%° The a of a
protein was unknown and estimated using the numerical model.
At first, experimentally, the minimum potentials required to trap the biomolecules with
DEP were determined. Based on these experimental observations, the VE? was calculated
using the numerical model. Next, the a value was varied until trapping was observed in the

numerical model. Different a values of proteins were used in the simulation as mentioned
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in Table 6.1 as indicated by o, to as. Finally, DEP trapping was observed for a value of
Qphycocyanin = 3.5 * 1073'Fm?. The radius of PS beads, A.-DNA, and phycocyanin, the
diffusion coefficient of phycocyanin, the polarizability value of A-DNA, and phycocyanin
used in this numerical model also can be found in Table 6.1, listed below.

Table 6.1: Parameters used in the numerical modeling

Variable Value Unit
Temperature 298 K
Density of water 997 kg/m?®
Dynamic viscosity of water 0.89 cP
PS conductivity (€ps pedas) 0 S/m
Re(CMps) -0.5 N/A
Radius of PS beads 0.87 pHm
Radius of A-DNA 720 nm
Radius of phycocyanin 35 nm
Diffusion coefficient of phycocyanin 6.9 x 1071 m?/s
Polarizability of phycocyanin (o) 2.0 10734 Fm?
Polarizability of phycocyanin (o) 4.0 10732 Fm?
Polarizability of phycocyanin (o) 1.0 x 10731 Fm?
Polarizability of phycocyanin (o) 2.0% 10731 Fm?
Polarizability of phycocyanin (o) 3.0« 10731 Fm?
Polarizability (a«_ADNA) 3.3%107%° Fm?
Polarizability (a_phycocyanin) 3.5 10731 Fm?

6.5. Results and Discussion

iDEP-based separation devices use the insulating nature of the fabrication material
to generate non-uniformity in the electric fields required for inducing a DEP force. Here,
we use 3D printing to exploit the insulating nature of cured photoresists to enable iDEP-
based particle manipulation. Additionally, this study was designed to characterize high-
resolution 3D-printed devices with nm to low pum post-gaps enabling high electric field
gradients required for iDEP-based manipulation of nm-scale bioanalytics, especially

proteins. Briefly, high-resolution 3D printing enabled by 2PP was used to print devices
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with arrays of different post-shape and gaps to generate large electric fields and allow the
manipulation of PS beads, DNA, and proteins were demonstrated.

Figure 6.1a represents the schematic of the experimental setup showing the printed device
mounted on a thin layer of a PDMS slab attached to a glass slide for fluorescence imaging.
Figure 6.1b represents a schematic of the designed iDEP device. The zoomed-in image of
Figure 6.1b shows a scanning electron microscopy (SEM) image of the printed post area.

The SEM image revealed that the posts area was well developed with a gap resolution

down to 2 um.
Pt Electrode Pt Electrode
| = —
PDMS
a) Objective Not drawn to scale

Figure 6.1: Experimental setup and device design: a) Schematic of the experimental setup
of the 3D-DEP experiment. The device was printed with an IP-S photoresist with a 2PP
technique, and the final length of the device is ~4.8mm. The 3D-printed device was
mounted on a thin layer of PDMS slab attached to a glass slide. b) a) Schematic (top) of
3D-printed microfluidic device employed for iDEP studies of biomolecules. The zoomed-
in image (bottom) represents the scanning electron micrograph of the post region. The
maximum resolution was achieved down to 2 um.

Previously, several research groups have reported an increase VE? with decreasing the
gap size between two constrictions.®”4 407: 408 Here, we further explore the improvement in
electric field magnitude based on defined post gaps ranging from 5 pum down to 500 nm
using a numerical model. Figure 6.2 represents the numerically calculated VE? in the

circular post array in a representative section of the device. Figure 6.2a represents the
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distribution of VE? in a post array with a horizontal and vertical post-gap of 5 pum. For an
applied electric field of 500 V/cm, VE? = 3.8 = 10> VZ2/m3 was computed. The VE?
increased by ~10 folds when the post-gap decreased from 5 pm to 500 nm, as represented
in Figure 6.2b. Figure 6.2c represents the variation in PE? with incremental post-gaps up
to 5 um. From the figure, it was shown that the VE? increased when the gap between the

two posts decreased.

Post gap (um)

Figure 6.2: Variation in VE? with different post gaps. a) Computed distribution of gradient
of PE? in a post array at an applied electric field of 700 VV/cm. The gap between the two
circular posts is 5 pum resulted VE? = 3.8 * 10> V2/m3 b) Computed distribution of
gradient of PEZin a post array at an applied electric field of 700 \V/cm. VE? increased by
~10 folds when the post gaps are 500 nm. c) Electric field gradients predicted for various
post-gap sizes ranging from 5 um to 500 nm.

6.5.1. iDEP Trapping Observations by Numerical Modelling
Depending on the sign of the Re(CM), two major types of DEP-based analyte trapping
phenomena (nDEP and pDEP) may occur. We developed a numerical model using a user-
defined DEP force function to predict the a of a protein using COMSOL Multiphysics 6.0.
The developed model includes the device geometry, material properties, applied potential
scaled to the printed device section, the resulting electric field, electric field gradients, and
boundary conditions, allowing one to track the analytes' positions in the microdevice due

to the DEP force in a time-dependent manner. The migration of the analytes was traced
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over time after releasing from the horizontal lines between the two post rows, as shown in
Figure 6.3, and their migration was traced over time. Figure 6.3 represents the pDEP and
nDEP trapping for PS beads, A-DNA, and phycocyanin. PS beads were released between
the two post rows and experienced nDEP forces consistent with Re(CM) =-0.5, as reported
previously.?®® Figure 6.3a represents the nDEP trapping of the PS beads, which was
expected as Re(CM) = -0.5 was used in the simulation. Upon application of the electric
field at 700 V/cm, PS beads migrate to the region where the electric field is lowest,
confirming the nDEP characteristics of PS beads. Figure 6.3a shows an accumulation in
the region between the two posts where the electric field is lowest. These trapping
conditions are in agreement with previous reports,2%3 409

Figure 6.3b represents the pDEP trapping behavior of the A-DNA. A user-defined DEP
force function was introduced in the model allowing to employ of the polarizability, «, to
account for their DEP force, see also equation 6.8. An a value of 3.3 x 1072° Fm? was
used for A-DNA in the numerical model, as reported previously.®® With an application of
600 V/cm, the A-DNA is trapped between the two posts of the same row where the strength
of the electric field is highest. By using the numerical model, the estimated DEP force has
a magnitude of 10713N. Previously, Yokokawa et al. reported DEP trapping of A-DNA
(48.5 kbp) using a quadrupole electrode-based microfluidic device.*'? Experimentally, they
reported a DEP force of 10713 N is required to trap the --DNA with an applied potential of
2.5V and a frequency of 1 kHz. Using a theoretical model, they also estimated the DEP
force on the order of 10712 N. Regtmeier et al., also reported pDEP trapping of A-DNA
(48.5 kbp) using an iDEP device with rectangular posts with a post-gap of 2.3 um. Their

experimental result reveals that pDEP trapping was for A-DNA over a frequency range of
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30 Hz- 200 Hz. Their result matches with the frequency range of 50 Hz - 1 kHz, for which
trapping was observed as reported by Chou et al.®® Our experimental observation was in
excellent agreement with the observation reported previously.

The DEP force of a protein depends on its polarizability. However, the
polarizability of proteins is not easily accessible. If the DEP trapping force for a protein
and VE? is known, a protein's polarizability can be estimated using equation 6.8.
Previously, Holzel et al. reported pDEP trapping of R-phycoerythrin.?®® The size and
molecular weight of R-phycoerythrin (240 kDa) is similar to phycocyanin (242 kDa). By
using a pair of nanoelectrodes with an electrode gap of 500 nm, pDEP trapping was
observed. Experimentally, with a frequency of 0.1 MHz and an applied potential of 10 V,
the DEP trapping force was estimated as 0.1 pN. An « value of 2.0 x 1073* Fm? was
estimated from the reported DEP force and VE? reported by Holzel et al. Experimentally,
pDEP of phycocyanin was observed using the 3D-printed device as described in section
6.4.2. An electric field of 450 V/cm was applied, and proteins accumulated between the
two horizontal posts (2 um gap), showing pDEP where the electric field strength was
maximum. By using the numerical model, VE? was calculated when 450 \V/cm was applied
in the iDEP device. The DEP force equation for biomolecules as stated in the equation 6.8
was used as a user-defined force equation in COMSOL and a was varied until DEP trapping
was observed. From the numerical model, the polarizability and DEP trapping force were
estimated as 3.5 * 1073 Fm? and 0.012 pN, respectively. The estimated DEP trapping
force was 1 order of magnitude lower than the estimated value by Holzel et al. Our

simulation observation and DEP trapping conditions of proteins were similar but not the
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same as previous reports. ! 20% 411 Several factors could potentially be responsible for this

and will be discussed in the next section.
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Figure 6.3. Numerical Modeling of DEP behavior for multiple analytes. a) Confirmation
of trapping positions of Polystyrene beads subjected to iDEP trapping in two different post
geometries. An nDEP response was predicted by the model. b) Prediction of trapping
positions of A-DNA subjected to iDEP trapping in two different post geometries. Trapping
positions predicted by numerical modeling for oo = 3.33 * 10729 Fm?. 100 particles were
released from the horizontal lines drawn between the column of posts, and A-DNA
experienced pDEP and accumulated between two columns of posts where the electric field
strength is highest, also represented by the color bar. c) pDEP trapping of phycocyanin
protein using a = 3.5 * 10731 Fm?,

6.5.2. Experimental Observation of iDEP Characteristics

The iDEP trapping of PS beads, A-DNA, and phycocyanin was also studied
experimentally using the 3D-printed microdevice. The applied potentials ranged between
0 and 1000 V/cm across the device was studied during the experiment. To show the
potential of 3D-printed iDEP devices, a variety of post-array geometries and gaps were
realized and DEP manipulation was demonstrated for analytes previously characterized
using traditional iDEP devices. First, an IDEP ratchet post array device was printed
matching the same post geometries and post gaps as reported previously.?® With this
particular geometry, a ratchet-based migration mechanism of 0.87 um PS beads using a

PDMS iDEP ratchet device was reported by Kim et al.?®® The mechanism involves nDEP

trapping of the PS beads which was observed when 800V was applied over 1 cm of the
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channel with a frequency of 10 kHz. Similar experiments were conducted here with the
3D-printed ratchet device using the same buffer and DEP conditions. Figure C.1 in
Appendix C, shows an image of nDEP trapping of PS beads trapped in the microdevice (y-
direction) associated with elliptical post arrays with an applied potential of 800 VV/cm and
a frequency of 10 kHz. These positions correspond to the lowest electric field region
compared to Figure C.1. The nDEP trapping observation shows an excellent agreement
matching the trapping conditions with those reported previously by Kim et al.?%®

Next, the DEP behavior of A-DNA was investigated experimentally in a 3D-printed
microdevice with an array of circular posts. With a minimum applied potential of 600 VV/cm
and 1000 Hz, A-DNA was trapped in the regions with higher electric field strength, as
shown in Figure 6.4a. We note that the location of DEP trapping in the post array changed
from what was observed for the PS bead trapping locations, indicating pDEP trapping of
the A-DNA. These trapping regions coincide well with the regions predicted by the
numerical model. The iDEP trapping behavior for A-DNA was studied under various
applied potentials, and Figure 6.4b indicates the fluorescent intensity at a different applied
potential. Above a threshold potential of 300V/cm, the accumulation of A-DNA starts to
occur in the pDEP trapping regions. A plateau was reached with an applied potential of
600 V/cm or above. The experimentally observed pDEP trapping for A-DNA is in excellent
agreement with the numerical model (Figure 6.3b).
Next, iDEP manipulation of phycocyanin protein was studied with the 3D-printed device.
Figure 6.4c shows the trapping behavior of phycocyanin. At 1000Hz and 450 V/cm applied
on the entire device, the phycocyanin accumulated in the highest electric field regions,
exhibiting pDEP. By adjusting the estimated o value in the numerical model, our
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experimental observation of pDEP trapping of phycocyanin shows an excellent agreement
with the numerical model, as shown in Figure 6.3c. Figure 6.4d shows the trapping
behavior of phycocyanin protein at varying applied potentials from 0 to 900 V/cm in the
device. No trapping was observed below 150 V/cm. Above 150 V/cm, the phycocyanin
starts to accumulate, showing pDEP trapping behavior, and a plateau was reached above
400 V/cm. Previously, Holzel et al. reported pDEP trapping of R-phycoerythrin requiring
a trapping force of 0.1 pN.

Using a numerical model and the iDEP trapping conditions of phycocyanin, we estimated
that a trapping force of 0.012 pN is required to trap the protein in the printed iDEP device.
Our estimated DEP force is 1 order magnitude lower than the trapping force estimated by
Holzel et al. Several experimental factors could potentially contribute to the overall DEP
force during the experiments. R-phycoerythrin was considered for the numerical model due
to its size and molecular weight proximity to phycocyanin. These two proteins could
potentially have different permanent dipole moment and dielectric susceptibilities that can
influence the overall required DEP trapping force. Additionally, A hydrodynamic flow in
the printed device was noticed, potentially contributing to the overall DEP force or may
result in inconsistent trapping around the posts. Second, we attribute that the proteins might
be aggregated, and instead of trapping a single protein molecule between the posts, we
might have manipulated the aggregated protein samples. These aggregated proteins may
exhibit a larger effective radius than a single protein. Since the DEP force depends on the
particle radius, a lower DEP force would be required to trap these aggregated protein
molecules. Furthermore, the protein DEP is dominated by the permanent dipole of the
protein and the solvent-protein interaction.!® The DEP response of the protein is also
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influenced by the ion distribution in the EDL. As reported previously, the dielectrophoretic
susceptibility of proteins also differs for different proteins.''! In conclusion, as two
different proteins are being compared here and considering experimental errors, the
required DEP trapping force of phycocyanin potentially could be different from the DEP

trapping forces to trap proteins with similar sizes as reported previously.?%®
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Figure 6.4: Experimental results: (a) At 500Hz (700V/cm), A-DNA (48.5 kbp) labeled with
BOBO-3 (100 pM) shows pDEP as trapping occurs in the regions of the high electric field
gradient. (b) Normalized fluorescence intensity is indicative of iDEP trapping vs applied
electric potential for A-DNA. (c) At 100Hz and 600V/cm, Phycocyanin experiences pDEP
as trapping occurs in the high electric field gradient regions. (d) Normalized fluorescence
intensity is indicative of iDEP trapping vs applied electric potential for phycocyanin.
Above 550 V/cm, fluorescence intensity reaches a plateau.
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6.5.3. Nanometer-Resolution 3D-Printed Devices for Nano-Scale Analytes
To expand the analyte profile that can be manipulated on such devices in the future, the
post gaps are required to be in the nanometer range to produce the required high electric
field gradients. Therefore, our next attempts were towards increasing the resolution of these
devices. We employed the IP-Dip photoresist and small-feature printing protocols to
achieve such spatial resolution.*®*4% Due to this design's micrometer-sized channels and
nano-scale gaps, the development step (removal of unpolymerized photoresist) poses a
challenge. Therefore, we designed an open face post array device to assess printing
parameters and resolution. After optimizing printing parameters such as laser power, scan
speed, etc., an open face post-array device with post gaps down to 800 nm was successfully
printed and developed as shown in Figure 6.5. These devices can be covered with a PDMS
slab to enclose a channel for DEP applications. Further design and printing parameter
characterization are underway to improve the post-gap resolution and develop a completely

enclosed 3D-printed device to manipulate nano-scale analytes in the future.

Figure 6.5: Nanometer resolution 3D-printed iDEP devices using IP-Dip photoresist for
manipulation of nano-scale analytes.
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6.6. Conclusion
3D printing technologies have been widely accepted and employed in many areas of
biological and analytical applications. The field of microfluidics has also been impacted
by 3D printing due to its rapid prototyping abilities. New iterations of microfluidic devices
and applications involving 3D printing are being reported every year, especially in the field
of microfluidics. Here, to the best of our knowledge, we report the first completely 3D-
printed devices for iDEP based manipulation of analytes. As discussed above, we
successfully 3D printed devices with post gaps down to 2 um and demonstrated the first-
ever reported*'? iDEP-based pDEP and nDEP trapping for PS beads, phycocyanin, and A-
DNA in a completely 3D printed microfluidic device. Various post geometries were 3D
printed in an enclosed device to reproducibly trap PS beads and biomolecules (phycocyanin
and A-DNA). Additionally, numerical models were developed and studied to predict
electric field gradients (VE?) for various post-gaps. The numerical model predicted a ~10
fold increase in VE? when the post-gap was reduced from 5 um to 500 nm. Furthermore,
trapping behavior for different analytes like PS beads, A-DNA, and phycocyanin was also
predicted and verified experimentally. The experimental observations for the trapping
behavior of the above-mentioned analytes were found to be in excellent agreement with
the numerical model. Currently, nanometer resolution devices are being developed that
may lead to exploring DEP characteristics of nanoscale analytes like single protein

molecules and viruses in the future.
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7. SUMMARY AND CONCLUSION

Throughout this dissertation, several microfluidic platforms were demonstrated
using the electric field-driven migration behavior of the polarizable particle. This
dissertation focuses on two main objectives: Fractionating SWNTSs by length using an
iDEP microfluidic device and introducing a high-resolution 3D printed iDEP microfluidic
device to manipulate biomolecules.

In the first part of the work, a novel fractionation and purification of SWNTSs by
length was demonstrated using an iDEP microfluidic sorter device. The DEP properties of
semiconducting type SWNTSs were studied in the low-frequency regime (<1 kHz) that has
not been previously investigated. A PDMS microfluidic device consisting of circular post
arrays was used for this study. Due to the excellent fluorescence properties of
semiconducting (6,5) SWNTs in the IR range, near-infrared microscopy was used to
visualize the SWNTs. Two different wrapping agents were used during this study named
NaDOC and ssDNA, to prevent the aggregation of SWNTs in the aqueous media.
According to this study, the DEP properties of SWNTs strongly depend on the { and the
corresponding suspension properties of the SWNTs. The estimated ( for well-suspended
SWNTs was higher, yielding shorter SWNTs, whereas less densely wrapped SWNTSs
yielded a longer length with a lower {. The conductivity of the medium and SWNTs was
estimated to predict the sign of Re(CM). According to this study, well suspended NaDOC
and ssDNA-wrapped SWNTs exhibited pDEP. In contrast, less densely NaDOC and
ssDNA-wrapped SWNTs showed nDEP. A numerical model was developed to predict the
trapping location of SWNTSs in the iDEP device. Experimentally, the well-suspended

SWNTs accumulated in the post array device showed pDEP, where electric field strength
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was highest. Less densely wrapped SWNTs showed nDEP and accumulated in the region
where electric field strength was lowest. The experimental observations were in excellent
agreement with the numerical modeling. Both numerical modeling and experimental study
indicated that the DEP characteristics of SWNTs were frequency independent within the
range of 0-1000 Hz. This work suggested that SWNTs can be effectively manipulated in
the low-frequency AC electric field and indicated that SWNTSs could be fractionated using
their different characteristics.
Next, in chapter 5, SWNTs fractionation based on the length and DEP properties
experiments was conducted using an iDEP constriction sorter device. First, a numerical
model was developed to predict the recovery efficiencies of various lengths of SWNTs
based on their DEP properties. The numerical model revealed that a recovery efficiency of
up to ~90% in selected outlets of the sorter device could be achieved. Experimentally, two
samples differing in length and DEP properties showed different migration behavior. Long
SWNTs with small {, experienced nDEP and migrated in the side outlets where electric
field strength was lowest. In contrast, short SWNTs with high { experienced pDEP and
migrated to the center channel. This migration behavior was in excellent agreement with
the numerical model. The resultant resolutions for the two different length distribution were
almost at baseline resolution and showed a good separation quality. The fabricated iDEP
constriction sorter device could sort SWNTSs in continuous mode, which is advantageous
for technological applications where purified and larger quantities of SWNTSs are required.
The second theme of the dissertation was to develop and fabricate a high-resolution
3D printed iDEP microfluidic device to manipulate biomolecules, as discussed in chapter
6. Insulator-based dielectrophoresis (iDEP) is a non-destructive approach to manipulating
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biomolecules in a non-uniform electric field that has provided a new dimension for
precisely manipulating biomolecules. The implementation of iDEP in microfluidic systems
has provided a new dimension for the precise manipulation of biomolecules. A higher DEP
force is often required to manipulate smaller biomolecules or nanoparticles. One way to
achieve this high DEP force is by generating a higher electric field, which is often not easy
to access using the standard fabrication procedures. However, in recent years, 3D printing
has drawn tremendous attention in microfluidics, alleviating complications associated with
cleanroom-based device fabrication. 2PP polymerization is a novel 3D printing technique
that allows printing nanometer resolution to generate high electric fields in iDEP
applications. In this work, two high-resolution 3D printed iDEP devices were printed using
2PP techniques to manipulate biomolecules. The printed iDEP device includes an array of
posts with different geometries. The first device was printed with a photoresist named IP-
S, and a resolution down to 2 um was achieved. iDEP trapping of biomolecules, namely
phycocyanin protein and A-DNA, was successfully achieved and agreed with theoretical
predictions. Using a user-defined DEP force equation, a numerical model was developed
to confirm the trapping location in the iDEP device. The numerical model was in excellent
agreement with the experimental observation. The second iDEP microfluidic device was
printed in Dip-in Liquid mode using a photoresist named as IP-Dip. A resolution down to
800 nm was achieved and confirmed with the SEM imaging. This study provides insight
into a novel approach to high-resolution 3D printed microfluidic devices that generate
higher electric fields to manipulate smaller biomolecules and nanoparticles.

In conclusion, various microfluidic devices were successfully designed, fabricated,
and demonstrated experimentally to fractionate and manipulate analytes such as SWNTSs,
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protein, and A-DNA with the aid of electric fields. The fabricated iDEP devices coupled
with electric fields can fractionate and purify SWNTS in a continuous manner. The high-
resolution 3D printed device creates nanometer-resolution constrictions that can induce
higher electric field gradients required for iDEP applications of nanoscale analytes. This
3D printing technology may offer great potential for prototyping novel iDEP microdevices
due to its greater adaptability for design upgrades compared to conventionally

microfabricated iDEP devices.
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This document contains supplementary information describing the numerical
model employed in this study, the resulting movies and additional model results for
100 nm long SWNTs.

Numerical model for positive and negative dielectrophoresis trapping of SWNTSs:

A numerical model was established with COMSOL 5.2a to study the trapping
regions for the positive dielectrophoresis (pDEP) and the negative dielectrophoresis
(nDEP) case. A 200 um long channel with integrated post array was drawn to scale with
post diameters of 10 um and inter-post distances matching those of the experimental device
(see main manuscript Figure 4.1).

The Electric Current module was used in a stationary study to compute the electric field
distribution in the device. In this module, the electric field distribution was studied by

solving the following Maxwell’s equations:

V.J=Q (A1)
] = oE (A.2)
E= -VV (A3)

where, | is the current density, E is electric field, V is the potential and Q is the total charge.
In the Electric Currents model, the posts walls and the side walls of the channel were
selected as insulators. An applied potential of 13.3V (scaled according to 1000V applied
across the 1.5 cm long microfluidic device) was applied to the inlet boundary and the outlet
boundary was grounded.

Next, the Particle Tracing module was used with a time dependent solver to trace
the trajectories of the particles. In this model, the drag force and Brownian force were

computed with the following equations:

164



1

Fp = my, (u-v) (A.4)

B
g = fodo® (A5)
18 '
. 12mkguTrp
Fb = —At (A6)

where Fp, and Fy, are the drag force and Brownian force, my, rp,, pp and d;, are the mass,
radius, density and diameter of the particle, § is the velocity response time, p is the
viscosity, T is temperature and kg is the Boltzman constant. u and v are fluid velocity and
particle velocity, respectively. Note that the fluid was considered stationary in this study.
The dielectrophoretic force l_fdep was also coupled with this model via equation A.9 and
A.10 as described below. With the time dependent solver, the particle trajectories were

computed with the following equation:

d(mpv)

20 = F (A7)

where
Ft = Fdep + FD + Fb (A8)

The DEP force for a spherical particle in a non-uniform electric field can be expressed as:

Fdep sphere = 2TrsemRe(CM)VE? (A.9)
where
_ fp %fm
Re(CM) = ;27 (A.10)

Where r; is the radius of the spherical particle, €, is the medium permittivity, €, is the

particle permittivity and Re(CM) is the real part of the Clausius-Mossotti factor.
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COMSOL only allows entries for spherical particles in the Particle Tracing module.
Therefore, we used an equivalent radius rg_¢q for SWNTS assuming that a spherical particle
experiences the same DEP force that acts on a rod like SWNT:

Fdep_SWNT = Fdep_shpere (A.l11)
where I_:)dep_SWNT corresponds to equation 3.2 of the main manuscript. Solving for the

radius of the sphere renders rg ¢q:

s eq = 3/%*(r§WNT*l) (A.12)

where rgwnt and 1 are the radius and length of SWNTSs. We further assume that Re(CM)
is the same for the SWNTSs and the equivalent spherical particles used in the model and

obtain:

_ em*(1+2*Re(CM))

Ep_s 1-Re(CM) (A.13)

where g, ¢ is the corrected equivalent particle permittivity, entered in the COMSOL model

to compute Fgep snpere With the same Re(CM).

In addition, E was coupled via the result of the Electric Current module altering it
with a sine wave function with a frequency of 1000 Hz and corresponding amplitude.
For the pDEP case, rgywnt and 1 of the SWNTs was used as 0.76 nm and 1000 nm
respectively, based on the values obtained through AFM measurements (see main
manuscript). With equation A.12, rs o, Was found as 7.5 nm. For the nDEP case, we
assumed a rgywnt OF 0.76 nm and 1 of 10 um considering the shorter sonication time,

rendering longer SWNT species. A rg ¢q 0f 10 nm was found and used in the model.
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According to equation A.13, for Re(CM)= 18.6 (pDEP) ¢, ¢ resulted in -174.07 and for
nDEP, €, resulted in -130.25. These values were accordingly entered as model parameters.

The model was solved time dependently for 1000 particles released at the vertical release
lines at the middle positions between two rows of posts. Figure 4.2 of the main manuscript
shows the end position after 3 seconds of migration. All parameters used for the numerical
model are listed in the Table at the end of this document.
Numerical modeling results for non-trapping conditions

We also computed the numerical model for shorter lengths of SWNTs. We
considered a length of 100 nm for the pDEP case and 1000 nm length for the nDEP case,
which results in rs .4 0f 2 nm and 5 nm, respectively. From Figure A.1 it can be observed
that DEP trapping did not occur in these two cases. The DEP force is not strong enough to
trap the particles for these two cases, and characteristic trapping regions can not be

observed.

pDEP L

1.4
1.2

0.8
1 0.6
- 04

- 0.2

Figure A.1: a) Position of SWNT (shown as blue dots) with a length of 100 nm predicted
with the numerical model for Re(CM) > 0. The image shows the end position of 1000
SWNTSs released from each vertical line. SWNTs were not trapped by DEP in the post
array. b) Similar to a) but for the nDEP case with Re(CM)<0. SWNTs of 100 nm length
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did also not trap in the post array. The grey scale surface plot in a) and b) indicates electric
field strength.

Numerical modeling results for trapping conditions (nDEP case only)

We further studied the nDEP case of the SWNTs with the numerical model
inducing larger DEP forces. Longer SWNTs of 1 = 100 pm with rgynt = 0.76 nm were
considered, and we obtained rg ¢4 0f 21 nm from equation A.12. From Figure A.2 it can be
observed that SWNTSs trapped closer to the circular posts compared to Figure 4.2a of the

main manuscript.

nDEP

Figure A.2: a) SWNT (shown as blue dots) with length of 100 um position predicted with
the numerical model for Re(CM)< 0. The image shows the end position of 1000 SWNTSs
released from each vertical line. SWNTSs were trapped by DEP in the post array.
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Supplementary Table Al: Parameters used for numerical modeling

Variable Value Unit
Applied potential 13.3 \Y
Temperature 298 K
Density of water 997.0479 kg/m3
Density of SWNT 1600 kg/m?3
Frequency 1000 Hz
Viscosity of water 0.00089 Pas
Particle permittivity (g, ), for pDEP -174.07 n.a.
Particle permittivity (g, ), for nDEP -130.25 n.a.

169



APPENDIX B

SUPPLEMENTAL MATERIAL FOR CHAPTER 5

170



The supporting information document contains details on the numerical model,
Table B.1 and Figure B.1.

Numerical Model

A numerical model was set up in COMSOL Multiphysics version 5.4. First, a 5.5
mm long channel matching the device dimensions including a 25 um wide constriction was
drawn in COMSOL, the potential was applied to the inlet and the center outlet was set to
ground. The electric current module was used in a stationary study to compute the electric
field distribution in the microdevice as described previously. The Creeping Flow Module
was used to compute the velocity and pressure fields due to the laminar flow created by the
pump. The Stokes equation for conservation of momentum and the continuity equation for
conservation of mass were solved. Fluid density and viscosity for water were used and flow
rates were set according to the experimental conditions (25 pL/h). The inlet and outlets
were set to open boundaries with initial pressure set to zero.

The Particle Tracing and Fluid Flow Module was used to trace the sorting
trajectories of the particles with a time-dependent solver. In this model, drag force and DEP
force were computed as reported previously. Based on the Zeta potentials listed in Table 1
(main text), Re(CM) was calculated as 13.44 for sample A and -1.18 for sample B, similar
to previous reports. Briefely, the Zeta potential was used to determine surface conductance,
As, by determining the diffuse layer conductance, A;4, and the Stern layer
conductance, Ags,. Then, the particle conductivity was determined via op = 2 Asa?, as

outlined in the main manuscript, which resulted in 2.12 S/m. The Clausius Mossotti factor

resulted from the relation Re(CM) = -1 + g—p wich a measured medium conductivity of

0.15 S/m as outlined in the methods section of the main manuscript. The obtained Re(CM)
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was used to set up a user defined DEP force according to Equation 3.2 (main text).
Furthermore, the stochastic motion due to the Brownian force, Fy, for SWNTs was also

accounted for in the numerical model with :

2KgTB
AT

Fy = Grand (B-l)

where Gp4nq refers to the non-zero mean Gaussian random number, and AT to the mean
distance. Kg (1.38*10%3 J/K) and T are the Boltzmann constant and temperature,
respectively. The friction coefficient, B, for a small particle surrounded by fluidic

medium can be expressed as:

B=—F (B.2)
To obtain B, the diffusion coefficient of SWNTs was determined as previously reported

by Nair et al.:

KgT
D= -2
3mnL

(In(L/d) + 0.32) (B.3)

where 1 is the viscosity of the medium (0.89 Pa s), L the SWNT length and d (=1 nm)

denotes the diameter of SWNTSs. Next, the drag force was computed with the following

equation:
1
Fq = 7Mp (u-v) (B.4)
d 2
7=k (B.5)

where my, and p,, are the mass and density of an individual SWNT. With the time
dependent solver, the particle trajectories were computed with the following equation:

Ft = Fdep + Fb + Fd (BG)
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where F is the total force acting on the SWNT. 1000 particles were released from the inlet
and the recovery efficiency was calculated based on the number of particles present in each
outlet at the end of the simulation using Equation 5.1 as described in the main text. Table
B.1 summarizes the results of the numerical model for SWNT fractionation ranging from
50 — 2000 nm with a flow rate of 25uL/h and a potential of 350 V. The relevant particle
parameters used in the model is listed in table B.1.

Table B.1: Sorting efficiencies (as defined in the main text) in different outlets from the

numerical model.

pDEP condition nDEP condition

Length (nm) %E51 %ESZ %EC %E51 %ESZ %EC

2000 26.2 9.5 64.3 70.6 22.3 7.1
1500 24.3 8.2 67.5 68.3 20.5 11.2
1000 22.2 7.5 70.3 64.1 19.8 16.1
750 19.9 6.3 73.8 57.7 17.9 24.4
500 14.6 5.7 79.7 53.8 16.1 30.1
400 12.4 5.3 82.3 51.6 15.3 331
300 12.2 4.7 83.1 50.3 14.5 35.2
250 10.8 4.4 84.8 48.6 14.1 37.3
200 10.5 3.9 85.6 46.9 13.2 39.9
100 8.2 3.5 88.3 43.7 12.1 44.2
50 6.6 3.2 90.2 40.6 11.5 47.9
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Table B.2.

Relevant particle parameters used in the model.

Length (nm) D (m?/s) B (kg/s)
2000 2.07 * 101 1.95* 10
1500 2.67*107% 1.51*10°%
1000 3.81*10% 1.06 * 108
750 4,90 * 101 8.24* 107
500 6.96 * 10° 5.80 * 10”7
400 8.43* 107" 4,79 * 107
300 1.08 * 10 3.75* 107
250 1.26 * 10 3.21* 107
200 1.52 * 101 2.66* 107

100 2.71* 101 1.49 * 107
50 4,74 * 1014 8.52* 107

SWNT imaging in the constriction sorter without applied potential
Figure B.1 shows an image of the microfluidic chamber filled with NaDOC-wrapped
SWNTSs without an externally applied potential. Without an applied potential, SWNTSs

were evenly distributed in the sorter device.
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Figure B.1: NaDOC wrapped SWNTs in DEP fractionation device without electric field.
IR fluorescence imaging of NaDOC wrapped SWNTSs subject to pressure driven flow (left
to right) without an applied potential. (Figure is adapted and reprinted with permission
from Rabbani et al., copyright (2020), Anal. Chem.2¢)

Experimental Observation of iDEP Separation of mixed SWNT

Figure B.2: AFM imaging of DEP fractionation of NaDOC wrapped SWNT. (a)
Representative AFM image of NaDOC wrapped SWNT mixture of sample A and B
introduced into the inlet. (b) Representative AFM image of fractionated NaDOC wrapped
SWNTSs collected from the side outlet after sorting of the mixed sample. (c) Representative
AFM image of fractionated NaDOC wrapped SWNTSs collected from the center outlet after
sorting of the mixed sample. (Figure is adapted and reprinted with permission from
Rabbani et al., copyright (2020), Anal. Chem.?5%)
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The supporting document contains details on the trapping experiments of PS beads,
Figure C.1.
NDEP trapping of PS beads
Figure C.1 shows an image of the 3D-printed elliptical post array device. The PS beads
were trapped in the region of the lower electric field, showing nDEP with an application of

an electric field of 700 V/cm with a frequency of 10 kHz

Figure C.1: nDEP trapping of PS beads. At 10 kHz (700V/cm), PS beads show nDEP
corresponding to accumulation in the lowest electric field gradient regions in an elliptical
post geometry.
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Serial femtosecond crystallography (SFX) is a powerful technique that exploits
X-ray free-clectron lasers to determine the structure of macromoleoles at room
temperatune. Despite the impressive exposition of structural detaik with this
novel erystallographic approach, the methods currently available to introduce
crystals into the path of the X-ray beam sometimes exhibit serious drawbacks
Samples requiring liquid injection of crystal slumies consume large quantitics of
crystals (at times up to a gram of protein per data set), may not be compatible
with vacuum configurations on beamlines or provide a high background duc to
additional sheathing liquids present during the injection. Proposed and
characterized here & the use of an immiscible inert oil phase to supplement
the flow of sample in a hybrid microfluidic 3D-printed co-flow device. Co-flow
gencration & reported with sample and oil phases flowing in parallel, resulting in
stable injection conditions for two different mesin materials experimentally. A
mumerical model is presented that adequately predicts these flow-rate
conditions. The co-flow generating devices reduce crystal dogging cffects, have
the potential to conserve protein crystal samples up to 95% and will allow
degradation-free light-induced time-resalved SFX.

1. Introduction

Serial femtosecond crystallography (SFX) with X-ray free-
clectron lasers (XFELs) has shown impressive advances in the
field of macromaolecular structure determination in the past
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decade (Martin-Grarcia er al., 2016; Chapman er al, 2011;
Boutet eral., 201 2; Orville, 20020 ). Examples include revealing
structural details of membrane proteins with unprecedented
resolution, such as G-protein coupled receptors (Zhang er al.,
2015; Kang er al, M15; Stauch & Cherezov, H01E; Gusach er al
2020 or photosystems {Kupitz e al, 2014; Gisriel er al., 2019).
The recent demonstration of time-resolved (TR) imaging of
ereyme catalysis under near-physiological conditions (Stagno
ar gl 2016; Olmos er al., 2018; Calvey ef al, 2016; Pandey er al,
2021), made possible by XFEL crystallography using mixing
njectors, further provides a tantalizing glimpse of the dawn of
the new ficld of structural ereymology and its likely impact.
This relates to all aspects of life controlled by cnzymes and will
improve our knowledge for the design of inhibitors to
commaon discases threatening our health.

Pump-probe TR-5FX with XFELs involves laser pukes
triggering a reaction mechanism in light-activated proteins
shortly before they are probed by an XFEL beam. This allows
time resolution in the range of femtoscconds to microseconds
(Meutze or al, 2000; Chapman e ai, 2011). However, most
biologically relevant processes, such as enzymatic reactions,
are not light induced and instead require rapid mixing of the
protein crystals with a ligand (e.g. asubstrate or an antibiotic).
Methods facilitating these mix-and-inject cxperiments arc
limited by the diffusion of the ligand into the crystak and this
typically leads to time scales of the order of milliscconds to
seponds, such as demorstrated with BlaC (Olmos ef al, 2018;
Kupitz er al, 2017), cytochrome ¢ oxidase (Ishigami er al,
2018} and the riboswitch (Stagno er ai., 2016).

Sample wastage remains a critical issue for SFX and TR-
SFX studies with XFELs (Martin-Crarcia eral., 20 16; Conrad er
al., 2015). Pmotein crystals are cumbersome to obtain in
suspensions of adequate concentration in a sufficiently large
volume (=10ml with hundreds of milligrams of protein) for
full data sets Current XFEL= opcrate at pulse frequencics up
to 120 Hz at the LCLS (USA), 60 Hz at SACLA (Bpan),
30 Hz at PAL-XFEL (South Korea), 100 Hz at SwissFEL
(Switzcrland) or mcgahertz pulse trains repeating at 10 He
frequency at the EuXFEL (Germany). Ths, for all XFEL
instruments, the vast majority of the sample is wasted ifsample
injection is carried out with any continuous liquid injection
technique, such as delivery with a gas dynamic virtual noezk
(GDWVN) (DePonte ef all, 2008 ). While this method is robust
and has demonstrated great success in the past, it has several
key limitations: (i) high Bow rates in the tens of microlitres per
minute are typically required, and (i) clogging issues aric
very often due to viscous samples, adsorption of erystals to the
capillary and tubing during delivery, or agglomeration of
larger protein crystak within the noezles and delivery lines

Several approaches to reduce sample consumption have
been proposed. Viscows jet injectors slowly extruoding crystals
suspended in a viscows medium, such as lipidic cubic phase or
agarcec, have been successfully used to deliver samples into
the path of the XFEL (Conrad er al., 2015; Weicrstall er al,
2014). However, many proteins resist crystallization in viscows
media, and the large diameter of the extrusion increases
background scatter. Furthermore, these slowly focusing jets

are not compatible with the higher-repetiion-rate facilities in
operation (Grunbein e al, 201%) or under construction
{LCLS-11, Menlo Park, California, USA)

Double flow-focusing injectors have been successful at
injecting higher-viscosity samples at lower sample flow mtes,
but the samplks may be significantly diluted by the sheath
liquid required to achieve high enough flow rates to create a
stable jet for data collection (Oberthuer e al., 2017). Drop-on-
demand systems have also been developed to synchronize the
liquid droplets with the XFEL frequency (Mafuné eral, 2016).
Alternatively, puking the liquid jet of the GIVWN by switching
the liquid flow on and off has been proposed, but it produces
large droplets and does not function i vacuo (James 2015).

Acogstic injection of protein erystal suspensions can expose
a high percentage of the crystals injected and exhibits a high
hit rate, though it also suffers from a large background and
requires large microcrystals (Roessler o al, 2016). Fixed-
target methods that raster an army of immobilized crystals
withrespect to the XFEL beam have boen shown to give a vast
reduction in sample consumption and improve hit rates
(Hunter er al, 2014). However, problems with preferential
oricntation of the crystal may prevent full sampling of reci-
procal space, limitations arise with high-repetition XFELs and
time-consuming array changing & often problematic with
short beamtime allocations. Similar Esucs also apply for the
recently developed methods that position droplets of a mixing
reagent in a timed manner on fixed targets for TR studics
(Mchrabi er al, 2019). Furthermore, an approach combining
acoustic droplet generation with a conveyor belt delivery has
been shown to be suitable for SFX, but is limited by slow
reaction time points for TR-SFX delivery in aqueous solutions
(Fuller er al, 2007). As for low-flow-rate viscows jet injectors,
issucs anse for the microfluidic clectrokinetic sample holder
(MESH) (Sicrra er al, 2012} and its updated version, the
concentric MESH injector (coMESH ) (Sierra eral., 20016), for
short millisecond time points as desred in mix-and-inject
cxperiments and due to multiple crystal hits

Wi have recently reported a new approach that encapsu-
lates protein crystak insmall droplets of mother liquor in an
immiscible phase coupled with GIDWVN injection (Echelmeicr
eral, 2019, 2020). The device has been successfully used at the
LCLS (Echclmeicr e all, 2019), where diffraction from
photeeystem 1 was recorded, and more recently at the
EuXFEL to determine the structure of the enzyme KDOEPS
to 2.8 A resolution at room temperature (Echelmeier e al.,
2(1201). This method has additional potential to synchronize the
arrival of the droplet with the XFEL beam and further mini-
mize sample loss, as demonstrated by the electrical triggering
of the droplet release (Kim er al., 2019). To synchronize the
droplet generation with the XFEL, a feedback mechanism is
required, which is linked to optical detection of the generated
droplets. An advantage of this droplet approach to reduce
sample waste lics in the small footprint of all necessary
components and the fabrication of all clements through 30
printing technology (Echelmeicr er al., 2019, 2020).

Apart from sample consumption issues, liquid jet injection
for SFX with XFEL cxperiments also suffers from issucs with
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very high viscosity samples Many proteins, including complex
membrane proteins require crystallization conditions in very
high viscasity polycthykene glycol (PEG) solutions which
often need to be maintained for injection to ensure crystal
quality (Durbin & Feher, 2017; Middaugh er al., 1979; Atha &
Ingham, 1981: Conrad er al., 2015; Pandey ef al, 2020). Over-
coming this limitation could be a major breakthrough to allow
more claborate SFX studics of a larger varicty of biologically
important proteins.

Our development of the above-mentioned injection scheme
based on interlcaved immiscible phases together with the
ssucs arsing for high-viscosity injection media, ked us to the
alternative scheme that we present here. During the char-
acterization of droplet generation in our devices, we found
regimes in which the sample and oil phases flowed in parallel
towards the GDVN and then formed exceptionally long and
stable liquid jets which arc important for nozzk lifetime. This
‘co-flow’ phenomenon was characterized in this work both
experimentally and with a theoretical model at various flow
rates for the aqueous (Q,) and oil (Q,) phascs. We further
characterized two different materials for the 3D-printed co-
flow gencrators, coupled in a hybrid fashion to a GDVN in onc
device. We also demonstrate the application of this injection
method at the EuXFEL for a viscous sample of photasystem 11
(PSII) crystals embedded in mother liquor and the compat-
ibility of the employed 3D-printed devices with light-induced
TR-SFX.

(e}

Fgure 1

(a) The experimental setup of the co-flow generator at the EuXFEL (nat to scale). (1) Flow-rate sensory, (2) crystal susp

2. Materials and methods
2.1. Materiak

Pentacrythritol triacrylate (PETA), phenylbis(24.6-tri-
methylbenzoyl)phosphine  oxide (BAPO), 2-morphalino-
cthancsulfonic acid (MES), sodium chloride (NaCl), cakium
dichlaride (CaCl, ). magnesium sulfate (MgSO,), polyethylene
glycol (PEG. MW 1450), palycthylene glycol methyl cther
(MW 5000), perfluorodecalin (PFD) and 1H,1H2H,2H-per-
fluoro-l-octanol (perfluorcoctanol, PFO) were purchased
from Sigma-Aldrich, USA. The detergents n-dodecyl f-mal-
taside and n-heptyl- f-p-thioglucopyranaside were purchased
in crystallization grade from Glycon Biochemicals GmbH
(Luckenwalde, Germany). SU-8 deve loper was obtained from
Microchem, USA. The photoresist IP-S§ was purchased from
Nanascribe GmbH, Germany. Deionized water (18 M£2) was
supplicd from an LA755 Elga purification system (Elga
LabWater. USA), and propan-2-ol (isopropyl alcohol, IPA)
and cthanol were obtained from VWR Analytical (USA) and
Deccon Labs (USA), respectively. Fused silica capillaries
[360 pm outer diameter (OD), 100 um inner diameter (ID))]
were purchased from Molkx, USA. Hardman extra-fast-
setting cpoxy was purchased from All-Spec, USA.

2.2, Co-flow device design and fabrication

Hybrid devices containing a co-flow junction prior to a
GDVN (Fig. 1) were designed and fabricated as described

Crysial
Hellum PFD:PFO suspension

He PFDPFO su

'S

(a)

(f) __Ha PFDPFO

TeserveIr d in the

rotating ant-settler device, (3) oil reservorr, (4) nazzle nxd and (5) hybrid device (3D-printed device with integrated co-flow generator and GDVN)
mounted on the end of the nozzle rod. Black lines mdicate capillary tubing or fused silica capillanies for fluid and gas transport (5) The asembled hybrid
device mounted in the nozzle rodd The co-flow/nozzle hybrid islocated ot the very end of the one gas and two flukdic limes connected to the fused silica
apillaries through epoxy. (¢) An image of the asssembled Y-junction device. Coflow & generated as indicated by the inke rface between the two phases
(see yellow armow). (d) A schematic drawing of the Y-jundion device for co-flow form ation designed in Fusion 360. (¢) An image of the T-junction hybrid
device, showing the oil-sampl flow rumning (marked with a white sirow) and the jet keaving the nazle. ( f) A schematic drawing of the Tjunction
device for co-flow formation designed i Fusion 360. The scale bars represent 200 pm m panelks (c){ f).
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previously (Echelmeier er al,, 2019). Bricfly, devices were
drawn in Fusgion 360 (AutoDesk, USA) and then 3D-printed
with a Photonic Professional T 3D printer (Nanoscribe
GmbH, Germany) using cither IP-5 photoresist (Nancscribe
GmbH, Germany) or PETA with BAPO (1.2% wiw BAPO),
termed PETA-B Printing was accomplished in solid mode
wing dip-in laser lithography (Bickmann er al, 2012} with
two-photon  polymerization. Once  printed, devices were
developed in SU-E developer, or ethanol for PETA-B resin,
and rinscd in IPA. Fused silica capillates wer inscrted and
fixed into the device inlets using epoxy. Their kength depended
on the experimental setup. At the EuXFEL 2 m of capillary
was attached to each inlet to traverse the length of the noezie
rod, and during preliminary testing in the home labaratory
&0 em of the capillary was used per inlet. The hybrid devices
comprised a T-junction or a Y-junction for co-low formation.
The Y-junction & formed by an intersection of a rectangular
channel sectonm (100 =100 pum) and a 75 pm diameter
cylindrical channel at a 457 angle. The T-junction &, likewisc,
formed by a rectangular channel (75 = 100 pm) and a 75 pm
diameter cylindrical channel at a ™F angle. These junctions
can be seen in the computer-aided designs in Figs. 1(d) and
1 f). Two iterations of these devices were used for preliminary
cxperiments and injection at the EnXFEL SPBSFX nstru-
ment {Mancuso er al., 20019). Devices containing only capillary
inlets and junctions were used for preliminary experiments;
cxperiments performed at the EuXFEL wsed junctions
coupled to GDVMNs (Mazari er ai., 2020).

2.3. Fluidic operation and setup

High-performance liquid chromatography (HPLC) pumps
(LC2AD, Shimadm Co., lapan ) were connected to a custom
or commercial stainless steel reservoir containing a plunger
through which cither arystal suspensions or the oil phase were
dispensed (Oberthuer er al, 2017; Wang er al., 2014). Liquid-
fow sensors SLIH0430 (Sensirion, Switzedand, accumcy of 5%
of measured value, based on the low rates used in this study
up to 1.25 plmin~") and SLG-0073 (Sensirion, Switzerland,
accuracy of 20% of measure d Aow velocity, based on the Aow
rates wsed in thi study up to 38 pl min™') were med to
monitor the Aow rates before the reservoira Poly cthyl ether
ketone tubing (Lews, USA, 250 pm 1Y and 1716 inch OD) with
fittings and ferrules from IDEX Health & Science LLC (LUSA)
was 1Ecd to connect the HPLC pumps to the sensors and
reservoirs. Fused silica capillaries were used to comnect the
reservoirs to the co-flow devices During preliminary testing at
the ASL laboratory, the device was mounted onto an
Olympus IX71 microscope equipped with a Photron Fastcam
Mini AX (Photron, USA ). Helum gas pressures in the range
of 150600 psi (1 psi = 6893 Pa) were used to operate the
GIDWNs and controlled mamually via a gas regulator. For any
flow-mate condition, the system was allowed to equilibrate for
5-10 min until the liguid pressures had stabilized. A schematic
diagram of the experimental setup is provided in Fig. 1(a). The
images obtained from microscopic observation of the co-low
gencmtion were analysed by measuring the width of the

aqueous Aow using Imaget (Abramoff e al, 2004). The co-
Aow thickness was asesced at 150 pm from the junction as the
width of the aqueous stream in replicates of three.

During experiments at the EuXFEL, the device was
mounted in the noezle rod and inserted through a load-lock
system into the vacuum chamber at 1 mPa with the nozle
rumning (Mancuso er al., 201%; Schulz er af., 2019). Addition-
ally, the reservoir containing the PSII crystak was mounted on
a rotating anti-settling device (Lomb er al, 20012} and a GPL
clectromic pressurc regulator {Equilibar, USA) was used to
regulate the helium gas applied to the gas dynamic virtual
nazzke. Forimaging during the experiments, a Zyla 55 sCMOS
(Andor, MNorthern Ireland) equipped with a Mitutoyo
MY 10X-8031 0 objective (Thorlabs, USA) was used, and the
EuXFEL femtosccond pump—probe laser (B)nm) was
employed as the illumination source (Palmer e al, 2019).

2.4. Jet speed characterization

The jet produced by the hybrid co-low device was illumi-
nated with a double-pulsed fibrecoupled 633 nm 100 ns lascr,
as previously described (Mazari ef al., 2020). A Fastcam SAS5
(Fhotron, USA) camera oquipped with a Mitutoyo MY L0X-
B310 = objective (Thorlabs, UI5A) and a 12x Uhrafoom
magnifying lens (Mavitar, USA) was used to acquire the video
neaded for the speed analysis When analysing the acquired
viden, the tramslation of the droplets created downstream of
the jet where it breaks up is compared with the specd of
acquisition. The speed of the jet can be deduced via particle-
tracking velocime try analysis procedures described previously
{Adrian, 1991).

2.5. Photoresist laser testing

The 2D-printed structures made of the different photo-
resists were irradiated using a 532 nm Contimium Surelite
NA:YAG laser (Amplitude Technologics, France). The laser
power used rangad from 50 to 360 m]J em ™ at 10 Hz (pulsc
duration of 5ns) with a crcular ((zaussian profile) laser beam
of 1 mm diamecter for 10-15 min. The structure was then
visually inspected and imaged under a stercomicroscope for
damage.

2.6. Crystal sample preparation

The PSII samples were crystallized as described previously
(Eoua erf all, 2013) in the XBI laboratorics of the EuXFEL
facility (Han er al, 2021}). In brief, for homogenous micro-
crystal preparations, a detergent exchange from n-dodecyl
A-maltoside to n-heptyl-S-p-thioglucopyrancside was con-
ducted by precipitation of the PSII with PEG 1450 at a final
concentration of 12%(wiv). The supernatant was discarded
and the pellet resispended in a buffer containing final
concentrations of 20 mM MES pH a0, 20 mM NaCL 5 mM
CaCl, and 085%(w/v) n-heptyl-f-p-thioglucopyranoside.
Crystallization was accomplished using 6-7% PEG 1450 as the
precipitant at a chlorophyll concentration of 2-4 mM. The
crystal growth was stopped by adding 2-3%(w/v) PEG 1450.
Microcrystak grew within 1-2h at 203 K to a range of
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1030 pum. The microcrystals were dehydrated by exchanging
the mother liquor with stepwise increasing conce ntrations of a
dehydration buffer to rcach final concentrations of 20 mM
MES pH 6.0, 20 mM NaCl, 5 mM CaCl:, 22% dimethyl sulf-
mdde (DMS0), 9% (wi) PEG 5000 and 9%(wiv) PEG 1450,
All crystallization steps were performed under dim green
light. The microcrystak were loaded in 3ml aliquots into
reservoirs for the injection.

2.7. Diffraction experiments

XFEL experiments were conducted on the SPB/SFX
instrument at the EuXFEL (Schencfeld, Germany ) (Manouso
e al., 2019; Decking e al., 2020} during beamtime P2326
(September 2019). The pulse structure of the XFEL was
composcd of 10 Hz bunch traine, with 125 pulses at 564 kHz
per bunch train. The pulse duration as estimated from the
clectron bunch length was 50 & with a photon energy of
931 keV. The beam was fooused with Kirkpatrick-Bacz
mirrors to a beam diameter of about 2.8 » 42 pm (Bean ar al |
2016). The average puke cnergy was ~600 pJ. Diffraction data
were collected using the AGIPD 1 Mpixel detector (Allah-
gholi er al., 201%; Boukhelef er al., 2013).

2.8. Numerical modelling

Mumercal modelling was carried out with the finite-
clement software COMSOL  Multuphysics (version  5.4a,
COMSOL, Stockholm, Sweden) wing the laminar two-phase
flow and level set interface in the Microfiuidics module. The
laminar two-phase How interface considers the Stokes equa-
tion in the stcady state (Finlayson, 2006),

0= —Vp+ uVu, (1)

where p & the pressure, mis the velocity voctor and p is the
dynamic viscosity. The density is assumed to be comstant,
representing an incompressible Newtonian floid (V-u = ().
The fluid velocity is specified at the inlet, and at the outlet the
pressure is set s zero.

The level set method (LSM) applics a level set function
fix, 1} to the space occupicd by the interface, where x is the
coordinate of a location within that space at a specific time ¢
(Bashir er al, 2011}, In COMSOL Multiphysics, ¢ is a step
function which is zero in one domain and onc in the other. The
function is initialized at time f and then a numerical scheme
defines the value of gix, 1) over time. Thus, the propagation of
the interface can be traced in time. The Auid interface uses the
following cquation:

ﬂ m- Vg o= pVe | eV — @l — E]

= @ =y o — @1 — ) Vel
where y is the reinitialization parameter and £ is the thickness
of the interface. The terms on the right-hand side of equation
(2) arc necessary for numerical stability, while the terms on the
left-hand side define the interface’s correct motion. The
thicknes of the interface £ was adjusted to the largest value of
the mesh size. The reinitialization parameter p was adjusted to
the maximum magnitude of the velocity ficld. Equation (1)

2]

was solved to obtain w, which was then used in equation (2)
(Deshpande & Zimmerman, 2006).

Un the hasis of this LSM method, the mame rical simulation
of the flow behaviour between two immiscible fAuids, oil and
aqueous buffer, was investigated in the T- and Y-junctions with
a 2D (sec cxample images in Fig. 51 in the supporting infor-
mation} and a 3D model to display the curved interface
betwoen the immiscible phases (sce example images in Fig. 52 ).
Parameters (Tables 51 and 52) and further details are listed in
the supparting information.

3. Results and discussion

Delivering samples in parallel co-lowing streams within a
continuous sample-delivery device has the potential to reduce
the amount of sample required for SFX cxperiments. A
lubricant oil phase achicves an additional adwvantage by
reducing clogging effects, since the aqueos sample experi-
cnees fewer interactions with the capillary walk, and it ako
facilitates the delivery of crystals in higher-viscosity buffer
media. High-viscosity buffers are often encountered in protein
crystallization, most frequently in membrane proteins such as
PSII (Gisriel er al., 2001%9; Nazari er al, 2020) or in the case of
photoactive yellow protein (Ananyev ef al., 2019; Gistiel ef al.,
200%; Tenbocr er al., 2014). Here, we characterized a 3D-
printed injection system that allows for co-flow to be gener-
ated and subsequently to deliver the sample through a coupled
GDVN to the XFEL beam. The associated fluidic line sche-
matic for sample delivery is shown in Fig. 1(a}, and a photo-
graph of a co-flow nozzlk with capillarics attached to deliver
liquids and gas is shown in Fig. 1{b). The co-flow generator
cxhibits an oil-phase inkt and an agucous-phase inlet (for
sample), meeting at a Y- or T-shaped intersection as shown in
Figa 1(c)}-1(d)} and 1i{e}-1(f), respectively. The two liquids
filing the reservoirs are pressurized through HPLC pumps
and delivered through fused silica capillarics to the co-flow
generator. The oil phase, a 10:1 mixture of PFD and PFO, was
chosen bocause of its immiscibility with PEG-based and
DMSO-containing aqueous buffers, as well as its chemical
inertness with the protein crystals in the agqueous phase
(Echelmeier er al., 2019). The aqueous and oil phases mect at
the inmtersection in the 3D-printed device, where interfacial
and shear forces cause them to flow immiscibly in parallel
streams. Figs. 1(c) and 1{d} show, respectively, a microscopic
image of the assembled 3D-printed device gencrating a
sample jet and a schematic of the hybrid device with a
Y-intersection coupled to a 3D-printed GDWVN injector, as
recently described by Nazari er al. (2020). Figs. 1{e) and 1{ f)
show micrescopic images of the fabricated 3D-printed device
with the T-intersection. The co-flow in each of the two designs
is generated shortly after the ntersection of the two immis-
cible fluids and can be observed as a boundary in both
Figa 1(c) and l{e).

The establishment of co-low in these devices was investi-
gated by warying the oil flow ((2,) and the aqueous flow ({2, )
rates while maintaining a total flow rate ., of 20 ul min~".
These conditions were chosen because a total Aow mte of
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20 pl min~" generated a fast enough jet for the X-ray repeti-
tion rate of 564 kHz used during the experiment (sce maore
detail below on jet welocities) and since we found stable co-
flow generation at sample Aow rates below 10 pl min~", We
explored two different types of resin for 3D-printing the high-
resolution co-flow injectors. Fige 2(a) and 2(b), respectively,
show microscopy images of the T-junction and Y-junction
goometries printed with IP-5 photoresist. We further investi-
gated two different configuratiors for generating co-flow with
the sample and oil phases. In mode 1, the aqueous sample is
delivered from the side channel (Le. the channel connecting to
the straight channel), and in mode 2, the aqueous sample is
delivered from the contimious chamnel.

Fig. 2(c) shows a microscopy image of a Y-junction device
printed in PETA-B. As the aqueous phase, we used either the
mother liquor alone or the mother liquor containing PSI
arystak. In these three images [Figs 2{a)-2(c)]. the interface
between the two immiscible Auids can be clearly observed. To
characterize the co-flow, the width of the aqueous stream (the
distance measured from the 3D-printed capillary wall to the
interface of the two co-flowing liquids) was determined at a
defined position after the intersection, as outlined in the
Meghods section. Generally, the thickness of the aqueous Aow
stream decreases with increasing Aow-rate ratio (QG/(2,) for
cach of the geometries and resins, as one would expect from
the corresponding volume fractions.

In Fg. 2(d), the thickness within the Tjunction was inves-
tigated with PSII crystals, ranging from 5 to 25 um, suspended
in dehydration buffer (mother liquor) at varying flow-rate

L7}

ratios. The same cxperiment was performed with just the
dehydration buffer to identify any effects onginating from the
crystals in the solution. The two experiments show comparable
results, indicating that the co-flow thickness is not disturbed by
the presence of erystals in the crystal size mnge explored.

In addition, a numecrical mode]l was cstablished (sec
Methods section) in which the parameters of the oil and
aqueous phases were adapted to the liquids uwsed and the
propertics of the deviee resin, as outlined in the supporting
information, Table 51. The two phases were introduced from
the inlets defined in the model with matching geometry of the
T-junction and formed a well defined co-Aow, as illustrated in
Fig. 51, similarly to Figs 2{a}-2(c). Variations in the co-flow
widths were measured using the fma gel software (Schneider er
al., 2012}, sirnilarly to the experimental case, and are plotted in
Fig. 2(d) for the T-geometry and PSII dehydration buffer. The
simulations are in excellent agreement with the experimental
results obtained for the co-flow thickness

The F angle in the Tunction geometry [Fige 2{a) and
2(d)] proved to be challenging, with crystals building up
during hours-long XFEL experiments and eventually leading
to clogging. Therefore, a smoother transition design was
created with a 457 anglke between the two channels forming the
intersection, termed a Y-junction. To alleviate clogging chal-
lenges further, the two different sample configuration modes
were investigated. Figs. 2(e) and 2( ) show the comparisan of
these two modes in the Y-junction dewvice. Note that data
presented in Fig. 2{¢) correspond to 3D-printed Y-junctions
fabricated with IP-5 photoresist and data in Fig. 2( f) were

[-ﬂm
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260 & PS8 Crpubats Mods 1
» PO Buttar Mada 1
£s0 §
191
3ol F,
=204 .
5 i B
L ¥ 104 ’.
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Fgure 2

(&) Brightdiekl microsaxpy image of the Tjunction geometry 3D-printed with IP-5 photoresist inmade 1 with a low-rate m@tio of L (6) Bright-field
microscopy image of the Yojunction geometry 3 D-printed with IP-5 photonesit in mode 2 witha flowrate ratio of 4. (c) Bright-fiekd mioosoopy ima ge of
the Y-jundion geomeiry 3D-printed with PETA-B phatoresist in made 2 with a flow-rate ratio of 1. (d) Co-flow thickness of the T-junction device with
FSII crystal in the buffer (filed green circles), PSII buffer only (filled blue triangles) and simulstion {open Hue irangles ). The emor bars indicate the
stamdard deviation of the co-flow thicknes. The deviaes used 1o tlest these conditions were made of [P-5 photoresiL (£) The co-flow thicknes of the
Y¥ejunction with PSII buffer in maode 1 [fled bladk circles) and mosde 2 (filled red triangles ) compared with the numerical simulation in mode 1 (open
Hack cincles) and smmmls tion maode 2 {(open red triangles | The eror bars indicate the standard deviation of the co-flow thickness. The devices wsed to fest
these amditions were made of [P-5 photoresi L () The co-flow thickness of the Yjunction with PSIT buffer in mesde 1 (filled black circles) and maode 2
(filled red iriangles) compared with simulation meode 1 {open black crdes) and simulation mode 2 (open red tringles . The ermor bars indicate the
stamdard deviation of the co-flow thickness. The devices used o jest these conditions were made of PETA-B photores il
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obtained with a device made of PETA-B. As for the Tjunction
geometry, the thickness of the aqueous flow decreases with
increasing Aow-rate mtio for both device resins

The co-flow thickness in the IP-5 device differs considerably
in the two modes, as a smaller co-flow thickness (width of the
aqueous phase) is apparent over all probed flow-rate ratios
This trend was also confirmed in the numerical model data.
This phenomenon could be caused by the aqueous sample
cntering the continuows channel at a larger diameter ( L0 pm}
in mode 2 than in mode 1 (75 pm). Owerall, a similar trend to
the IP-85 co-flow characterization was observed by the
Y-junction fabricated with PETA-B photoresist. No significant
diffcrences were observed between the two design modes,
cither experimentally or in the simulation.

Since co-flow conditions were observed up to a fow-rate
ratio of 19, for the devices tested in Fig. 3 we conchide that the
sample consumption can be reduced by about 95% with this
method

While the erystals employed in this work, with sizes of the
arder of tens of micrometres, required Aow-rate ratios of 3 ar
lower to be fully encapsulated in their mother liquor, it is
hypothesized that manocrystalline slurries and such with
crystal sizes up to 5 pm would be comfortably suspended in
their injection solution when the ratios meet the explored limit
of 19 as this ratio leads to a co-flow thickness of 10 pm [see
Figs. 2(d)-2(f)]. However, limitations for SFX experiments
need to be taken into account, such as clogging, which is
cnhanced at very low sample flow rates, and decreased hit
rates, which may occur given high dilution with the oil phase in
the extre me-Aow-rate-ratio cases. In addition, the viscosity of
the sample medium poscs further limitations in jetting samples
with GDVNs although these can be overcome with co-flow
injection, as indicated below.

80 4 [ 143" contact angle

1 B 71° contact angle
70 1 B 5+ contact angle
G0 o

&0+
40 4
304

20 4

Co-fow Ihickniess (um)

104

0

1 1.5 3
Flow-rate ratio (3 /0

Fgure 3

Codlow thickness in the T-junction with PSII buffer inmaode 1 at different
flovw rates and omiact angles. Co-flow thicknes was estimated for contact
angles of 143, 71 and 54°. The co-flow thickness decresses with decreasing
amiact angle. For a flowrate mtio of 3, instead of coeflow, droplet
generalion was ohserved for a hydrophohic cmdition [contad angle of
143%). The emor bars indicate the standard deviation of the co-flow
thickness.

The co-flow thickness depends not only on the device
geometry and mode but also on the surface properties of the
devices, most notably the wetting propertica When two
immiscible fluids and a solid interface are in contact with each
other, there is an inward-directed force that attempts to
minimize the contact with the surface by pulling one of the
liquids into the shape of asphere. The resultant angle between
the interface of the two fluids and the solid layeris a function
of the specific free cnergy of the interface, where the inter-
facial tenson forces between all three phases can be related to
the contact angle (#) of the surface (Tiab & Donaldson, 2012;
Rowlirson & Windom, 1982). This contact angle depends on
the two liquids used and the characteristics of the surface of
the solid.

In our case, we obscrved that surfaces printed with IP-3
photoresist showed significant changes in the contact angle
and thus in the wetting properties over time. A shift from
hydmophobic to hydrophilic surface propertics over time was
otserved for both the IP-5 and PETA-B surfaces As
demonstrated in Fig. 55, the contact angle drops significantly
for IP-5 surfaces over a period of two weeks from hy drophobic
(~140F} to hydrophilic (below B ), as assessed with the sessile
drop method. Ower a similar time scale, the PETA-B surfaces
showed a compamble trend, although the comtact angle
change duc to to wetting propertics is less pronounced. Since
devices are wsually fabricated days or weeks in advance of
XFEL cxperiments, we therefore repeated the numerical
simulations with three different resin contact angles for three
(2 and . while maintaining (A at 20 plmin - Fig. 3
displays the obtained co-flow width for mode 1 in a T-junction
device. For cach tested flow-rate ratio, the thickness of the
aqueous flow stream decreases when the comtact angle
decreases (e, when the material becomes increasingly
hydrophilic ). For a ow-rate mtio of 3 (@, of 15yl min ~" and
(), of 3plmin~") on the most hydrophilic surface with a
contact angle of 54°, the co-flow began to break up into
droplets. Fig. 53 demonstrates the co-flow formation for the
lower fow-rate ratios and droplet breakup at the largest Aow-
rate ratio as obtained from the mumerical model. Thus, the
variation in surface propertics of the co-flow device material
determines to a great extent when stable co-flow conditions
prevail. In addition, we note that the experiments carried out
at the EuXFEL were performed with devices that were
produced and assembled scveral weeks in advance of the
experiment, thie exhibiting hydrophilic surface propertics,
which generated stable co-flow in the SPBSFX chamber, as
shown next. The most extreme case with a contact angle of 347
may be avoided when devices are preparcd kss than two
weeks in advance.

The co-Alow devices were utilized at the EuXFEL during
beamtime P2326. Fig. 4(a) shows the T-junction hybrid device
coupled with a GDWVN in the vacuum chamber of the SPB/
SFX instrument with co-flow established (yellow arrow) and a
jct that was approximately &0 pmin length, which is twice the
length of a water jet at the same Aow rate (Mazari er al | 2020).
Having a sufficiently fast jet is imperative because the sample
must be replenished after being vaporized by the destructive
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Figure 4

{a) Animage ofan IP-S coflow device nstalled in the SPBSFX chamber at the EuXFEL. The enlarged mage shows the boundary of the two immmiscible
phases indicated by the yellow arrow. (5) Jet speed versis flow rate of He gas 2 investigated for PSI buffer obtained from a PETA-B co-flow hybrid. (¢)
Optical microscopy image of a jet containing protein crystak recorded inthe SPBSFX chamber (Q, of 15yl min™", O, of 5 glmin™" and He flow rate of
20 mgmin~"). Jet imaging was performed by optical laser fllumination after the second Xeray pulse in the binch train to achieve this image. Highlighted
with red arrows are the positions of where conseaitive XFEL pulses impact the jel.

femtosccond X-ray pukes delivered at a megahertz repetition
rate. Prior to the XFEL cxperiments, the jet speed was
measured using methods published previously (Nazari ef al,
2020), based on the He mass flow applied to the GDVN, as
shown in Fig.4(b). The jet speed was analysed while exhibiting
co-flow at a total liquid Aow rate of 20 pl min~" (Qa =
15uimin~" and Q. = 5 pl min~'), which was the flow rate
typically used when injecting with a GDVN-style nozk.

In the SPB/SFX chamber, Que = 20ulmin~" and
20 mg min~" of He were emplayed, and thus the jet speed was
approximatcly 255 ms™". At thi gas flow rate, two jet
dissections caused by two X-ray pulses can be obscrved
[Fig.4(c)}, indicating that the jet is fast cnough to replenish the
sampk between X-ray pulses (spaced by 1.77 ps). This image
relates to a co-flowing sample originating from a Y-junction
device extruding a stable jet of the ssmpk from the nozzle tip
of the hybrid device. The upper red arrow in the image points
to the location where the X-rays dissect the jet: the bottom
arrow points to a spot just downstream where the ‘haole” from
the previous X-ray interaction point is clearly visible. This
result is significant because a previous report (Wiedorn er al,
2018) suggested that a minimum jet speed of S0 ms™" was
nceded to replenish the sample between X-ray pulses at
1.1 MHz. With a repetition rate of 564 kHz, our results indi-
cate that sample replknishing was achicved at about half that
speed under co-flow injection conditions

Duc to the tremendous success in clucidating light-driven
reactions with serial crystallography (Orville, 2020) it is also
important to investigate whether new injection devices are
compatible with the laser power and the typical wavekength
ranges used for these experiments. We therefore tested both
3D-printed device materiak for stability with a 532nm
nanosccond pump laser, which correspands to the wavek ngth
used to excite PSII to initiate the light-induced water oxida-
tion recaction in the photosynthesis process (Kupitz er al,
2014). To mimic the laser intensitics used on the SPB/SFX
instrument at the EuXFEL for TR experiments with PSH
crystak, we subjected the 3D-printed devices to various laser
powers and illumination times at a frequency of 10 Hz,
corresponding to the pump laser frequency employed at the

EuXFEL. As an cxample, Fig. 5 compares PETA-B devices
before and after laser illumination in air at the highest power
tested. No visible damage has occurred after 10 min of expo-
sure at 360 mJ cm™. In contrast, the IP-S device showed

Figure 5

(a), (b) An expesure test of a 3D.printed PETA-B device (for
demonstration purposes, a microfluidic mixer with similar device
thickness and channel goss section o the co-flow hybrid deviaes) with
a nanosecond 532 nm laser at 360 mJ cm™* fluence in air for 10 min. The
beam diasmeter was 1 mm and it was aligned over the device, as indicated
by the red dashed circle comesponding approximately o the overlap spot
m the EuXFEL experment (with a distance of 80 pm from the nozle tip
mto the device overlapping with the circular laser spot). (b) No visible
damage was observed after Isser ilummation (c), (d) A 3D-prnted IP-S
injection device (for demonstration purpdses, a microfluidic droplet
generator with similar device thickness and channel crons section to the
co-flow hybrid deviaes) was employed for testing. Representative images
are shown of IP-S devices (c) before and (d) after laser exposure
{200 mJ em™ for 15 min). The IP-S devices show bubhie formation at the
nozle exit of the device, indicating damage after lsser illunination. Scale
bars represent 200 pmin panck (a)-(d)L
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comsiderable degradation after 200 mJ em = for 15 min, which
could be attributed to heating effects and/or photochemical
cffects.

The mbustness of the 3D-printed PETA-B co-flow hybrid
devices was further substantiated through their wse at the
EuXFEL. They could be wsed for hours of operation in the
SPB/SFX chamber in vacimm with the pump laser illuminating
them for TR-5FX studics Furthermore, diffraction was
recorded for PSII crystals injected in co-Aow mode at 7, of
15 plmin~" and ), of 5 pl min~". A representative diffraction
pattern of PSII to a resolution above 5 A is shown in Fig. 6.

Finally, we disciss the imjection of highly viscous samples
wsing the co-How/GIDWN hybrid devices during XFEL serial
crystallography cxperiments in comparison with traditional
GIWN= which are still a highly attractive injection method in
serial crystallography. Traditional noezle life is strongly
dependent on the samples injected, since highly viscous or
concenirated samples tend to clog them within houms. This was
also observed in our cxperiments Employing 3D-printed
GIWHNs injecting crystals in dehydration buffer, jets could be
run on average for 1h before clogging cffects bocame
apparcnt {data not shown ). In contrast, the 3D-printed hybrid
co-flow devices lasted about 3.5 h (on average ), which can be
attributed to the addition of fuorinated oils to the system. The
oil phase serves as a lubricant inside the microfuidic device,
preventing crystals from agglomerating on the channel walk
and clogging, and preventing the formation of irrcgularly

Fgume &

A representative diffraction pattern of PRIl crystals delivered with the
3D-printed FETA-B co-flow hybrid device with a resoluion better than
A

shaped deposits of salt or polymer precipitations at the nozzle
tip. Creating co-flow, howewver, dilutes the total volume of
sample for injection, reducing the crystal concentration in the
jet. This disadv antage is counteracted by the above-discussed
improvements in injector life time, reducing the need to change
injectors during beamtime and thus saving valuable cxperi-
mentation time at XFEL imstruments  Diluted crystal
concentrations due to co-flow injection can also be counter-
acted with higher crystal densitica

An additional advantage of inmjection wsing co-flow is the
ahility to inject wery high viscosity buffers, which would
otherwise require cxtremely high pressures during the injec-
tion. For the PSII dehydration buffer employed in this study, a
visoosity of 16.4 cP was determined (as a comparison, room-
temperature water has a viscosity of 1 cP). At this viscosity,
and with 2 m capillaries connecting from the reservoir to the
noezle, the pressure required to drive the sample to the nozele
within our devices ranged from 100 to &0 psi, dependent on
the set low rate. This is much lower than viscous injection with
GIDWME without a co-flow injector, where typically pressurcs
abowve 1000 psi are requined.

4. Condusions

Wi have deweloped and characterized nowel 3D-printed co-
Aow injection devices for serial crystallography cxperiments at
XFELs. These devices are robust and can be readily fabricated
as hybrid devices coupled to GIXWNs with high-resolution 30-
printing technology. Both the commercial resin 1P-5 and the
triacrylate resin PETA-B reliably generated co-flow, allowing
a reduction in sample Aow rates of a highly viscous sample
buffer for SFX experiments at XFELs to 1 pl min~", which
tmmslates to about 95% less sample slurry injocted. The
devices can jet highly viscous buffers and co-flowing oil phase,
generating long jets which are advantageos for positoning
the XFEL interaction region far from the nozle tip to reduce
degradation. The devices also show lubricating effects, similar
to dmoplet devices using the same oils (Echelmeicr ef al, 20019,
202y, Pandey erf al, 2020), and could be operated on average
three to four times longer than regular GIDWMs with the same
buffers, somctimes lasting full shifts (12 h) at the EunXFEL
without severe clogging. This lcads to a more effective use of
available beamtime, as nozzle cxchange times where no data
can be collected are avoided. This advantage can offsct
potential disadvamtages due to dilution cfiects with the co-
Aowing oil. In addition, the PETA-B devices exhibit minimal
light absorbance in the wisible wavelength range and arc
therefore suited for TR-5FX when light-induced reactions arc
studied at XFELa This was wverified in device fatigue
measurements with conditions mimicking laser illumination
during SFX cxperiments and during TR-5FX at the EuXFEL
with PSII crystals. Fnally, the co-How injectors presented here
were fabricated with high-resolution 3D-printing technology,
which will further allow the intcgration of microfluidic mixers
upstream from the co-flow gencration region through fairly
simple design adaptatiors similar to the 3D-printed mixers
used in TR-5F X cxperiments in the past (Ishigami ef al., 20018).
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These co-flow injectors could therefore play an important roke
in TR-5FX experiments with XFELs in the future.
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1. Numerical Modeling.

To simulate the co-flow width, the laminar two-phase flow and Level Set Method (LSM)
are used. “Fine" meshing was selected during the simulation, which created a domain of
696196 triangular elements, 24102 boundaries, and 792 edges, respectively. Walls are
considered as wetted and impermeable. More detailed boundary conditions, their relevant
equations, and nomenclature used in the two-phase flow and level set method are
described in Table S1. The parameters used in the model are listed in Table S2.

2D Model.

A 2D model matching the cross-section of the co-flow devices in the experimental
observation plane was set up first. The result of numerical modeling is shown for co-flow
in three different flow conditions in the T-junction and Y-junction in Figure S1.

@a
(a) (b) (c)

- (),

(d Za  (g) (f)

- ), Iz

100 um ,
Figure S-1. Result of numerical modeling for co-flow of different flow conditions in T-
and Y-junction for Mode 1: The flow rates are a) 0, = 18 plL/min and Q, = 2 pL/min,
b)Q, = 16 uyL/min and Q, = 4 ul/min, ¢) Q, = 14 pL/min and Q, = 6 pL/min, d) Q, = 18
plimin and Q, = 2 ul/min, &) Q, = 16 uL/min and @, = 4 plL/min, and ) Q, = 14 ul/min
and , = 6 ul/min. The average co-flow thickness of each conditions are a) 168.12 +
0.65 ym, b) 27.16 £ 0.89 ym, c) 38.66 + 1.37 pm, d) 32.88 £ 0.56, e) 49.35 + 0.89, and
f) 52.31 £ 1.36 respectively. The blue color represents the aqueous sample phase. The
oil phase is presented in white in the confinuous channel,

3D Model.

To illustrate the curved nature of the water/oil interface, a 3D model was established.
Briefly, a 3D model of the T-unction was established to reflect the 3D-printed device
investigated in this work, as shown in Figure S-2. The T-junction design consists of a
cylindrical tube with an inner diameter of 75 pm, connected to the rectangular fluidic
channel. The height, width, and length of the rectangular channel are 100, 100, and 500
pm, respectively. To simulate the co-flow, laminar two-phase incompressible flow and the
Level Set Method (LSM) were used. Meshing was chosen as “fine,” and walls are
considered wetted and impermeable. More detailed boundary conditions, other relevant
equations, and nomenclature used in the two-phase flow and level set method are
described below in Table S-1.
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-~ diameter (d)

e

phase

interface width {w}

Figure 5-2. Schematic of the T- juniction microchannel in the numerical study. The main
honizontal channel contains the continuous phase (Q,, oil). The perpendicular inlet
channel contains the aqueous phase (Q,, buffer).

The 3D numerical modeling was carried out for co-flow in three different contact angle
conditions is described in Figure 53 from the T-junction 3D model. The numerical
simulation was performed at different oil flow (Q,) and aqueous flow ((,) rates while
maintaining a total flowrate, Q. of 20 plL/min. We explored the simulation for a
hydrophobic condition (8 = 143°) and a hydrophilic condition (¢ = 71°). Figure 5-3a)
represents the oil/agueous interface for the hydrophilic condition at a flow rate ratio of 1.
The oilfinterface is curved due to its hydrophilicity and is represented in figure S-3b).
Figure S-3c) represents the cillagueous interface for the hydrophobic condition at a flow
rate ratio of 1. Figure 5-3-d) shows the curvature of this interface through the channel.
For a flow rate ratio of 1.5 and higher, no co-flow was observed for the hydrophobic
condition, and instead of the co-flow droplet generation was observed. Figure S-3e)
represents the generation of droplets for 8 = 143" and a flow rate ratio of 1.5.
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(b)

~N

(d)

Figure S-3. Resuilt of the oil/aqueous interface for a hydrophobic and hydrophilic
condition at different flow rate ratios in a T- junction microchannel from the 3D numerical
model. a) 3D-view of the oil/aqueous interface for (8 = 71°) with a flow rate ratio of 1. b)
The view of the oil/aqueous interface when observed along the channel axis for
conditions similar to a). ¢) The 3D-view of the oil/agueous interface for (6 = 143°) with a
flow rate ratio of 1. d) The view of the oil/aqueous interface along the channel axis for
conditions similar to c). e) The generation of the droplet is observed for (8 = 143°) with a
flow rate ratio of 3. f) The view of the oil/faqueous interface along the channel axis for
conditions similar to e). Note that under this condition, the co-flow breaks into droplets.
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Physics

Boundary conditions

Laminar Flow

Surface domain:
0= —Fp +uVfu

PV (u) =0
Wall :
u =0 (Mo slip condition)
Inlets :

Boundary condition = Laminar inflow (flow rate)
Entrance thickness: L, = 100 pm
Qutlet :py =0

Level Sat

Surface domain (Phase initialization) :

A ) i
S uvg = rw(zm—ﬂl—w@)

Initial Value and Inlet for the oil phase: ¢ =0

Initial Value and Inlet for the aqueous phase: ¢ =1

¥: 0.0236 [N/m] *

Mot - 13.3 cP*

Mwuffer - 16.4 cp***

Poi: density of oil: 1.8 [g/emd)

Pruirer - density of the buffer : 1.01 [g/cm?]

Wetted wall:
8 @ 1.23 [rad] for the IP-S and 1.06 [rad] for the PETA-B-based resist

Nomenclature

¢ = level set function
¥ = surface tension [mN/m]
n = normal unit vector
u = medium or fluid velocity vector
pein: density of PFD: PFO 10/1 wiv [g/fem?)
Prufrer = density of the buffer [glem?]
N = viscosity of a PFD: PFO 10/1 wiv [cP]
Nwuiter = Viscosity of buffer [cP)
= time [s]
p = pressure [Pa]
T = the absolute fluid temperature [K]
u = fluid velocity [m/s]
u = dynamic fluid viscosity [Pa-s]
& = contact angle [rad]

Table 5-1. The boundary conditions for the simulation, relevant equations, and
nomenclature. * from Echelmeier, A., Sample Delivery Enabled by 3D Printing for
Reduced Sample Consumption and Mix-and-Inject Serial Crystallography at X-ray Free
Electron Lasers, Thesis, Arizona Stafe University, 2019. ** from Echelmeier et al.
Segmented Flow Generator for Senal Crystallography at X-Ray Free Electron Lasers,
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Nature Communications, (2020) 11, 4511. *** Determined with the PSI| buffer as
defined in the main manuscript with a viscosimeter (DV'1 Digital Viscometer, Brookfield
Metek, USA)

Flow rate (Q,: Q,) pV/min £ y (reinitialization
(interface thickness) pm parameter)
m/s
19:1 0.73 0.032
18:2 0.73 0.030
16:4 0.73 0.028
15:5 0.73 0.025
14:6 0.73 0.030
12:8 0.73 0.037
10:10 0.73 0.047

Table S-2. Relevant simulation parameters used in the model.

2. Contact Angle Variation of 3D-printed Devices.

The sessile drop method was employed to measure the contact angle, 6, for the oil, water,
3D-printed surface system. The solid interface was made by 3D-printing a
5.0 mm x 5.0 mm x 0.1 mm block of either IP-S or PETA-B on a slide. A 5 pL droplet of
water was placed on the polymer surface and the two were inverted and placed on top of
a plastic cuvette overfilled with oil. A Jiusion USB Digital Microscope (Amazon, USA)
connected to a laptop was used to capture the interface which was illuminated by a cell
phone flash-light. The image of the interface (see Figure S-4 as an example) was
analyzed in ImageJ’ with the contact angle plug-in
(https://imagej.nih.gov/ii/plugins/contact-angle.html) using the manual points procedure.
Various times were assessed as shown in Figure S-5 and each timepoint was repeated
in triplicate.

Figure S-4: Microscopic image o a 5 ul water droplet surrounded by oil on a 1- day
old 3D-printed IP-S surface.
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Time (days)

Figure S-5. Contact angle (8) variation over time after device fabrication through 3D-
printing both for resin IP-S and PETA-B.

3. Photosystem Il crystals.

Gt 5 i

R -y '
Figure S-6: Exemplary mlcroscopy image of Photosystem Il crystals grown in
dehydration buffer.
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