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ABSTRACT  

   

Ultrasound has become one of the most popular non-destructive characterization 

tools for soft materials. Compared to conventional ultrasound imaging, quantitative 

ultrasound has the potential of analyzing detailed microstructural variation through 

spectral analysis. Because of having a better axial and lateral resolution, and high 

attenuation coefficient, quantitative high-frequency ultrasound analysis (HFUA) is a very 

effective tool for small-scale penetration depth application. One of the QUS parameters, 

peak density had recently shown a promising response with the variation in the soft 

material microstructure. Acoustic scattering is arguably the most important factor behind 

different parametric responses in ultrasound spectra. Therefore, to evaluate peak density, 

acoustic scattering at different frequency levels was investigated. Analytical, 

computational, and experimental analysis was conducted to observe both single and 

multiple scattering in different microstructural setups. It was observed that peak density 

was an effective tool to express different levels of acoustic scattering that occurred 

through microstructural variation. The feasibility of the peak density parameter was 

further evaluated in ultrasound C-scan imaging. The study was also extended to detect the 

relative position of the imaged structure in the direction of wave propagation. For this 

purpose, a derivative parameter of peak density named mean peak to valley distance 

(MPVD) was developed to address the limitations of peak density. The study was then 

focused on detecting soft tissue malignancy. The histology-based computational study of 

HFUA was conducted to detect various breast tumor (soft tissue) grades. It was observed 

that both peak density and MPVD parameters could identify tumor grades at a certain 

level. Finally, the study was focused on evaluating the feasibility of ultrasound 
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parameters to detect asymptotic breast carcinoma i.e., ductal carcinoma in situ (DCIS) in 

the surgical margin of the breast tumor. In that computational study, breast pathologies 

were modeled by including all the phases of DCIS. From the similar analysis mentioned 

above, it was understood that both peak density and MPVD parameters could detect 

various breast pathologies like ductal hyperplasia, DCIS, and calcification during 

intraoperative margin analysis. Furthermore, the spectral features of the frequency 

spectrums from various pathologies also provided significant information to identify 

them conclusively. 
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CHAPTER 1 

1INTRODUCTION 

Throughout the world, ultrasound analysis has turned out to be a widely-used non-

destructive testing method [1][2]. Its application includes but is not limited to determining 

the characteristics of materials including detecting defects, evaluating the microstructure, 

and measuring thickness, density, elastic modulus, etc. Compared to other non-destructive 

testing methods, ultrasound has a higher penetration depth and has less impact on the 

human body. Also, it is economically cheap which makes it a very common testing tool in 

today’s medical applications [3][4]. This chapter discusses the motivation for this research 

with a clear problem statement. Then it discusses the currently available and previous 

technologies associated with the solution and their limitations. After that, it will delineate 

the potential of ultrasound in solving the problem including the details about ultrasound 

parameters, ultrasound propagation methods, previous works on ultrasound analysis of 

tissue characterization. The chapter ends with the research goal and research outline to 

achieve the goal. 

1.1 Problem Statement 

Breast cancer or breast carcinoma is an uncontrolled growth of epithelial cells in the breast 

[5]. It is the second most common cancer in women but can affect men as well [6]. In the 

United States, Breast Cancer is the most common form of cancer among women. After 

Lung cancer, it is the second leading cause of death for US women. In 2017, around 63,410 

cases of in situ breast carcinoma and 252,710 new cases of invasive breast cancer among 

US women are expected to be diagnosed. Until breast cancer gets spread to the nearby 

tissues it does not cause any pain or discomfort which makes breast cancer hard to detect 
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unless being careful of checking for it regularly. For this reason, breast cancer remains a 

significant cause of concern in public health [7]. The more traditional way to treat breast 

cancer is modified radical mastectomy (MRM). Over time due to both emotional and 

esthetic benefits, breast conservation therapy (BCT) has become the preferred treatment 

over MRM although MRM offers better local control compared to BCT [8]. 

Breast-conserving therapy (BCT) is a combination of two different processes called 

lumpectomy and irradiation therapy. Lumpectomy is the surgery where the lump (breast 

tumor) along with some surrounding normal tissue (surgical margin) (Fig.1) is excised 

from the breast.  After the surgery, the tumor along with the margin is sent to a pathologist 

for further microscopic analysis. Most people usually receive radiation therapy of 5 to 7 

weeks shortly after lumpectomy to eliminate the existing cancer cells in the rest of the 

breast tissue. But if the patient is pregnant, has already gone through this process before, 

has extensive cancer in multiple areas of the same breast then radiation therapy is not 

recommended to them. Therefore, if abnormalities are found in the margin (positive margin 

shown in Fig.1a) during the pathological test, the patient has to go through some additional 

surgery. As a result, to avoid local recurrence (LR), the goal is to obtain a negative (cancer-

free) margin shown in Fig.1(b) [9]–[14]. 

 



  3 

 

Fig.1 Diagram of (a) positive margin and (b) negative margin 

The standard and innovative margin evaluation processes are divided into two categories- 

pre-operative process and intraoperative process. The preoperative processes include 

mammography and magnetic resonance imaging (MRI). By screening mammography the 

tumors can be detected while they are still small [10]. But it was shown that these 

preoperative processes did not significantly affect the rate of margin re-excision [11][12]. 

When the margin detection is done during the time of surgery, it is called the intraoperative 

margin detection process. Some of the intraoperative margin detection processes are frozen 

section analysis, touch preparation cytology, near-infrared optical imaging (NIF), X-ray 

diffraction, micro-computed tomography (Micro-CT), X-ray diffraction, and high-

frequency ultrasound [15]. During frozen section analysis, the margin is being frozen, 

sliced, and microscopically analyzed [16][17]. However, this process requires a lot of time 

and the availability of a pathologist during the surgery. During touch preparation cytology, 

a glass slide of the specimen is prepared to analyze the margin [16]. The slide preparation 

can be done in either touch or scrape method. However, this method also requires the 
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accessibility of a cytologist. In addition to that, the process is limited to superficial cells as 

well as it does not give any margin width information [16]. During near-infrared optical 

imaging, the fluorescent probes are excited by NIR light which emits photons at a 

predefined wavelength range. These photons are then detected by the optical imaging 

system. Based on this technology, a device called Spectroscopic Tissue Scanner has been 

established which combines both diffuse reflectance spectroscopy and intrinsic 

fluorescence spectroscopy [18]. The main challenge to make optical NIR technology 

successful are signal quantification, depth penetration, and the development of imaging 

agents for human use [16]. The X-ray diffraction process works by defining the material's 

molecular structure to analyze the structure of the crystalline substance. This technique has 

been used to create images similar to conventional CT scanners but has been downsized to 

a smaller scale using so-called micro-CT. But it takes several minutes to perform Micro-

CT scans on each specimen [16]. Another intraoperative margin detection process is 

measuring the electrical properties of tissue. A commercial attempt to create an 

intraoperative margin assessment device that would evaluate the margin based on its 

electromagnetic property is called MarginProbeTM (Dune Medical Devices Ltd., Israel). It 

was able to detect malignant tissue within the surgical specimen up to a depth of 1 mm .74 

mm [19]. This device is now in clinical practice and also demonstrated constant data and 

lowered the re-excision rate by more than 50% in overall clinical studies. However, this is 

also not the perfect solution for margin evaluation as it gives 30% false-positive and also 

false-negative measurements. False-negative measurements result in re-excision which is 

completely undesirable [16]. False positive results in further excision of healthy tissue [20]. 
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This research was driven by the necessity of finding an improved intraoperative surgical 

margin detection process. The goal is to develop an ultrasound measurement as well as 

imaging technique that would require minimum supervision and at the same time will 

provide instantaneous accurate data on margin detection.  

1.2 Background and Literature Review 

This section will discuss the feasibility of various ultrasound parameters for non-

destructive analysis (e.g., surgical margin detection). Then it will review previous studies 

on ultrasound analysis of breast cancer. Lastly, it will discuss the feasibility of medical 

ultrasound imaging in tissue characterization. 

1.2.1 Ultrasound Parameters 

Clinical ultrasounds are widely used to examine different organs such as the eye, liver, 

breast, kidney of the human body [21]. It allows us to study the material through individual 

analytical measurements as well as to visualize the internal structure. It is shown in some 

studies that, there is a strong dependence between ultrasonic wave propagation and 

histological features of tissues including cell structure, cell number density, tissue 

microstructure, and tissue heterogeneity [22], [23]. Therefore it can be said that ultrasound 

has the potential to differentiate normal and cancer-affected tissues [16]. There are several 

benefits of using ultrasound. Ultrasound machines occupy comparatively much smaller 

space and are easy to carry. These machines cost around half the price of MRI machines. 

Furthermore, ultrasound is the most commonly used non-destructive method because of its 

high penetration depth. A lot of small ultrasound transducers are available now which 

allows us to use them for small-scale applications [24] [25]. 
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The parameters used to analyze standard ultrasound waves are amplitude and time of flight 

(TOF) information [23]. Ultrasound analysis is performed in two methods- pulse-echo and 

pitch-catch configuration. In the pulse-echo configuration shown in Fig.2(a), the material 

is placed between an ultrasonic transducer and a reflector. The transducer creates an 

ultrasonic pulse that travels through the material. The wave gets reflected on the transducer 

after hitting the reflector (bottom edge) or any flaws. If the sound beam returns while being 

reflected any flaws, then it can easily be distinguished by the foreknowledge of sound 

velocity. In the through transmission (pitch-catch) process shown in Fig.2(b), instead of 

using one transducer the sample is placed between two transducers. One transducer is used 

to create the wave and another one is used to receive the wave. In this method, the principle 

of understanding the flaw position is also the same. However, using conventional 

ultrasound has some limitations. The parameters, amplitude, and TOF information can only 

provide information of the position of the flaw but it does not provide any idea of the actual 

internal structure of the material [8][26]. Also, it requires the presence of a skilled operator 

to correctly assess the pulse parameter [16]. Studies had been conducted to overcome these 

limitations that led the research towards Quantitative Ultrasound (QUS). 
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Fig.2 Diagram of (a) Pulse-echo and (b) Pitch-catch ultrasound analysis setup 

 

As a tissue characterization technique, QUS can differentiate between abnormal and 

healthy tissues. It can also detect the change in tissue properties by relating them to 

different parameters of the system which fluctuates with varying properties [24], [26], [27]. 

Most of the studies on QUS were done based on the backscattered RF spectrum acquired 

from the pulse-echo technique. The parameters developed from analyzing the amplitude of 

the RF signal are nonlinearity parameter [28], and speed of sound [26], [29]. Furthermore, 

the power spectrum of the RF signals provide frequency-dependent parameters like 

backscatter coefficient [30], [31], spectral slope [32]–[34], spectral intercept [33], effective 

scatterer diameter [35], and integrated backscatter coefficient [29], [36], [37]. Both the 

amplitude and frequency-based spectral analysis can be utilized in the case of parameters 

like absorption and attenuation coefficient [29], [38], [39]. The application of the QUS 

includes monitoring cell decay [34], [40], analyze cardiac irregularities [41], characterizing 

tumors [26], [42]. 
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Based on the frequency range, the ultrasound can be classified into two categories- low-

frequency (< 10 MHz) and high-frequency (> 10 MHz) ultrasound. Because of the high 

frequency, the wavelength becomes smaller which provides better axial resolution 

compared to the low-frequency ultrasound [43]. Furthermore, high frequency possesses a 

better lateral resolution in the far-field since it diverges less compared to low-frequency 

ultrasound [43]. Since ultrasound attenuation is directly proportional to frequency, in 

contrast to having a better resolution in two directions, high-frequency ultrasound 

possesses low penetration depth compared to low-frequency ultrasound. In the case of 

backscatter spectra, high-frequency ultrasound provides an increased number of 

backscatter coefficients [44]. Therefore, high-frequency ultrasound can be a very effective 

tool of material characterization in the case of small-scale depth applications. So far high-

frequency ultrasound has been applied in medical fields like dermatology [45], [46], 

cardiology [47], [48] and ophthalmology [49], [50].  

Doyle et al. worked with different parameters of quantitative high-frequency ultrasound to 

evaluate tissue microstructure which are sound speed, attenuation measurement, spectrum, 

and cepstrum [51][52]. It was established that among all these parameters, peak density 

and slope of the Fourier transform of the ultrasonic spectra showed a large variation in 

different types of tissue microstructures [53] [54].  

1.2.2 Peak Density 

This paragraph will discuss the QUS parameter- peak density in detail. The parameter peak 

density coined by Doyle et al. is the number of peaks and valleys present in the frequency 

spectrum of an ultrasound signal. Fig.3 shows the peak density from two sample spectrums 
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while the left spectrum contains less peak density compared to the right spectrum. Since 

peak density is the summation of the local highest and lowest points in a spectrum, they 

can be achieved by taking the derivative of the spectrum with respect to the frequency. The 

number of times the first derivative spectrum will cross the zero frequency will be the 

amount of peak density presented in that spectrum. In this research, peak density has been 

analyzed comprehensively to characterize different types of material microstructure in 

terms of peak density values. The next chapters will discuss the relationship between 

multiple scattering and peak density. Furthermore, it will discuss the effect of the 

microstructural change on multiple scattering and how that level of multiple scattering can 

be established in terms of the peak density presented in the corresponding scattered 

spectrum.  

 

Fig.3 Peak density of sample frequency spectrum indicated by the circles 

Although derivatives of the frequency spectrum, can calculate the peak density, it was 

observed that to find out the significant relationship between peak density and 

microstructural variation or scattering level, sometimes it is necessary to ignore minor 

fluctuations in the frequency spectrum i.e. small peaks and valleys. To be able to efficiently 
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eliminate those small peaks and valleys, Stromer et al. established an algorithm (Fig.4) to 

find the local extrema in a frequency spectrum while including a threshold criterion in that 

spectrum [55]. This threshold criterion is capable of eliminating small peaks from the 

spectrum. And when the threshold is set to zero, the algorithm counts all the peaks that can 

also be measured by taking the derivative of the spectrum. 

 

Fig.4 Peak counting algorithm with the threshold criterion 

1.2.3 Ultrasound Analysis of Breast Cancer 

Breast cancer or breast carcinoma is an uncontrolled growth of epithelial cells in the breast 

[5]. Each time cells divide inside normal breast ducts or lobules there is a chance of genetic 

mutation causing uncontrolled growth of cells resulting in tumor formation [5]. To 

histologically model the breast tumor, it is very important to know the difference between 

the tumor tissue and normal tissue. It is understood that the presence of abnormally high-

dense tissue in the breast lobule may be a good indicator of a tumor [56]. This higher 
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density normally occurs through an increasing percentage of the fibro glandular tissue in 

the breast [57]. Pathologists use a grading system to specify the aggressiveness of tumor 

cells. The grading system consists of three factors: (1) percentage of cancer cells formed 

into tubules, (2) difference in the nuclei size between healthy and malignant cells (nuclear 

pleomorphism), and (3) rate of cancerous cell division. Based on these factors, pathologists 

divide the tumor into three grades where the higher the grade, the larger the difference in 

histological structures between cancerous and normal tissue. 

Different types of analysis were conducted to investigate the relationship between 

histological features and ultrasound parameters. Empirical analysis showed a strong 

correlation between histological changes in properly characterized tissues and ultrasound 

scattering [58], [59]. In the case of experimental outcomes, empirical models were only 

relevant for homogenous tissues [33]. For the analytical analysis, ultrasound scattering was 

averaged from the uniform distribution of cells which simplified the acoustic scattering 

[60]. Therefore, the effect of structural heterogeneity, wave-mode conversion, and multiple 

scattering was ignored in analytical analysis. To overcome these issues, iterative multipole 

simulation models were developed to accurately evaluate the ultrasound analysis 

parameters to detect the changes in histological features [61], [62]. In these studies, 

histological features like the size of the cell and nucleus were evaluated. These simulation 

models successfully evaluated multiple ultrasonic scattering in complex histological 

structures while taking wave mode propagation into account. But the studies did not 

include viscoelasticity, and the cellular shape could have been more histologically accurate. 

The multiple scattering was also limited to a range of cells. Furthermore, the transducer 

properties could also be closely approximated in the numerical models. 
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Backscattered ultrasound measurements were mostly evaluated in the above-mentioned 

studies [60], [62]–[64]. Thus, the potential of the forward scattering for histology-based 

evaluation is yet to be explored. In the case of evaluating backward scattering, the pulse-

echo mode of ultrasound analysis was used wherein the case of the forward scattering, 

pitch-catch, or through transmission ultrasound analysis mode was applied [65]–[67]. 

During ultrasound propagation through the medium, acoustic scattering is a very important 

factor controlling the response parameters. When the acoustic wave collides with another 

medium with different sound velocities, it scatters in different directions depending on the 

wavelength and medium structure size [66]. Based on the number of structures on the 

acoustic propagation path, there could be either single or multiple acoustic scattering [62]. 

At the microscopic histological level, multiple scattering occurs at two different levels. 

Firstly, the scattered wave from numerous cells causes one level of multiple scattering. 

Secondly, scattered waves from the different intra-cellular interfaces (ECM-cytoplasm, 

and cytoplasm-nucleus) inside a cell can cause another level of multiple scattering [62]. 

Based on the frequency range, acoustic wave scattering can also be categorized into 

different levels [68]. In the case of breast tissue, multiple scattering was found very 

significant for the frequencies at approximately 4 MHz [69]. In that frequency level, diffuse 

ultrasound scattering occurs where the scattered wave goes in all directions with equal 

magnitude. But at the high-frequency level, diffractive scattering occurs where wave 

scatters in all directions with different amplitude [65]. It was found that in diffractive 

scattering, the ultrasound response parameters are strongly dependent on structure size, 

numbers, and propagation path [70]. 
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In the area of Breast-Conserving Surgery (BCS), although ultrasound-guided excision was 

found effective (decreasing positive margin rate) for palpable tumors, it was not 

conclusively recommended for the impalpable tumors [71]. Ultrasound imaging was used 

intraoperatively to evaluate the lumpectomy lesion [72]–[75]. But it was found that 

ultrasound imaging was not as effective as other intraoperative pathologic technologies 

stated above [76]. 

1.2.4 Ultrasound Imaging in Tissue Characterization 

Ultrasound analysis is mostly used as an imaging tool in the medical field due to its 

availability, cost-effectiveness, and safe usage (no ionizing radiation) [65]. It has the 

potential of having several centimeters of penetration depth, depending on the frequency 

range used [77]. Three types of scanning modes are available in ultrasound imaging which 

are A-scan, B-scan, and C-scan. The A-scan mode works one-dimensionally, only 

providing amplitude data of the returning echoes from various reflectors situated along the 

wave propagation direction. On the other hand, the B-scan and C-scan modes provide a 

two-dimensional image of the plane parallel and perpendicular to the wave direction, 

respectively [26].  

In the medical sector, B-scan imaging is widely used for diagnostic purposes. B-scan 

ultrasound imaging was used for detecting the abnormalities in dense breasts. To identify 

the breast duct pathology, high-frequency ultrasound (4-14 MHz) was used to increase the 

resolution of the B-scan image  [78]–[82]. The imaging process only uses the RF signal 

envelope [65]. It fails to provide quantitative measurement related to biological and 

structural attributes for characterization [32], [83]–[85]. The only quantitative ultrasound 
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parameter that was found for this application was using the elastographic grey-scale 

patterns [79]. But since no correlation was found between histological pattern (nuclear 

grade) and strain pattern, ultrasound elastography was not recommended for the diagnostic 

purpose [79]. 

The image quality in the C-scan mode highly depends on the lateral resolution of the 

ultrasound since the imaging plane is perpendicular to the wave direction. Therefore, the 

element size used in the ultrasound transducer, as well as the focusing ability of transducer 

crystal, play heavily in determining the image quality in C-scan mode. Additionally, the 

frequency level also plays an important role in the image resolution since the high-

frequency ultrasound beam diverges slowly which makes the beam diameter smaller in the 

far zone [43]. Furthermore, during image reconstruction, parameter measurement 

inaccuracies can result in low image quality (e.g., poor edge detection) for which fuzzy 

pre-processing procedures are applied [86], [87]. Both pulse-echo and pitch-catch 

techniques were evaluated to produce C-scan images in ultrasonic measurements [88]. 

Pitch-catch methods are mostly used in industrial applications whereas pulse-echo 

techniques have been adopted in medical applications [88]–[97].  

In the industrial sector, C-scan images can provide very high-resolution subsurface images 

that can evaluate defect size, delamination, and welding quality [90], [91], [96]. In the 

medical sector, by utilizing QUS, a C-scan image can potentially characterize various 

tissue properties [65], [98]. For example, in the ophthalmology field, by measuring the 

ultrasonic backscatter properties, C-scan imaging was used to evaluate eye tissue structures 

[94]. Various ultrasound parameters of the C-scan method have been evaluated so far. 
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Standard parameters like amplitude, time of flight, and quantitative parameters like 

attenuation, and spectral intensity have been utilized in C-scan imaging [55], [88], [90]. 

Some non-conventional parameters have also been investigated to improve the image 

quality further in terms of precise detection [55]. One of those parameters is spectral peak 

density. It was evaluated by Stromer et al. where it was compared against standard 

ultrasound parameters [55]. Peak density showed similar, and in some cases, better 

performance compared to the other parameters, however, the quality of the image was 

dependent on the application through an intuitive threshold magnitude criterion [55].  

1.3 Objectives 

This research was initially inspired by the development of an instantaneous intraoperative 

margin detection process. But the scope of this research is not limited to its implementation 

in medical applications. The goal of this research is to perform an in-depth analysis of 

quantitative ultrasound physics at a high-frequency level to establish its application in 

breast cancer treatment. Standard ultrasound parameters available in medical application 

mostly provides insight into the structure position and shape. Some of the quantitative 

ultrasound (QUS) parameters have shown promise to offer more detailed information about 

the structure's physical and mechanical properties. Some additional QUS parameters have 

shown their effectiveness in material characterization but unfortunately not been 

researched in depth. Furthermore, most of the applications of ultrasound use the pulse-echo 

mode. But at the high-frequency level, ultrasound attenuates faster while propagating 

through the material making the pulse-echo method less advantageous since the wave must 

travel a distance twice the depth of the material. Therefore, the through-transmission or 

pitch-catch method can be promising in the use of high-frequency ultrasound apart from 
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the usage of two transducers instead of one because of its enhanced resolution at the micron 

level. Therefore, the work presented here will address all these shortcomings by 

incorporating a high-frequency QUS ultrasound analysis by the through-transmission 

method. One of the QUS parameters, peak density showed a lot of promise while being 

very sensitive towards materials microstructure. Unfortunately, to the author’s knowledge, 

only one research group had worked with this parameter in material characterization. As a 

result, this research has conducted an ultrasound analysis using peak density as the QUS 

parameter. In this study, peak density has been evaluated comprehensively from the 

ultrasound physics aspect to understand its sensitivity towards various microstructural 

parameters. To enhance the understanding of this parameter finite element models have 

been developed and studied to study its feasibility in the imaging application. Furthermore, 

the finite element study has been implemented to understand the feasibility of QUS to 

evaluate cellular level inhomogeneity of breast tumors. Finally, a similar analysis has been 

utilized to detect specific types of carcinomas in surgical margin tissue of breast tumors. 

1.4 Research Outline 

Chapter 2 discusses the underlying physics of acoustic waves. First, it explains different 

modes of acoustic wave propagation. Then the discussion delineates different types of 

acoustic scattering depending on the ultrasound frequency and structure size. In the end, 

the chapter detailed insight regarding acoustic scattering from a single scatterer while 

propagating through solid and fluid. 

Chapter 3 includes a comprehensive study on high-frequency ultrasound analysis while 

evaluating peak density for variation in several microstructural features. This includes an 
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analytical measurement of peak density from the single scattering of the ultrasound wave. 

Later, the chapter describes a computational analysis of multiple scattering of ultrasound 

in different microstructural arrangements while measuring peak density for every analysis. 

Then it explains the relationship between peak density and multiple scattering. 

Furthermore, it includes the effect of ultrasound attenuation on peak density. Lastly, the 

chapter concludes with experimental validation of the above studies which includes 

statistical analysis to measure the level of significance of different microstructural 

parameters on peak density. 

Chapter 4 delineates the finite element modeling of ultrasound C-scan imaging of soft 

material structures. It also includes the computational study on detecting microstructure 

position through MPVD of high-frequency ultrasound in a fluid medium. 

Chapter 5 describes the study of various tumor grades detection through high-frequency 

quantitative ultrasound analysis. This includes a computational modeling cell-based tumor 

with various histological features. Ultrasound peak density and MPVD parameters 

associated with the frequency spectrums of different tumor grades were compared in this 

study. 

Chapter 6 presents a quantitative ultrasound analysis study of computational modeling of 

surgical margin analysis of breast tumors. This study is focused on detecting the ductal 

malignancies in breast tissue. The breast pathologies include normal breast duct, ductal 

hyperplasia, ductal carcinoma in-situ, benign and malignant calcifications. 

Finally, chapter 7 concludes the current study with recommendations for some potential 

research ideas based on the current research. The future recommendation includes 
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experimental ultrasound analysis of soft tissues with varying pathology. It also includes 

analyzing the ultrasound parameters for different characteristics of the transducer. 

Furthermore, it recommends evaluating the current ultrasound parameters in the field of 

photoacoustic imaging and hard material characterization. 
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CHAPTER 2 

2ACOUSTIC PHYSICS 

This section will discuss the basics of acoustic wave propagation and different level of 

acoustic scattering. In the end, it will describe the scattering theory and analyze the peak 

density from the theory for different scattering criteria. 

2.1 Acoustic Wave Propagation 

Sound is mechanical radiant energy that travels as longitudinal or compressional wave (in 

solid and fluid) and transverse or shear wave (in solid). It generates through the vibration 

of the particle in certain directions inside a medium (Fig.5). The general properties of a 

sound wave are frequency (𝑓), wavelength (𝜆), and velocity (𝑣) which are related as 𝑣 =

𝑓𝜆. Since sound travels as single mode of wave propagation in fluid compared to multiple 

modes of wave propagation in solid, analyzing acoustics in the fluid is easier compared to 

the solid. In this study, both forms of acoustic wave propagation were evaluated. The theory 

of acoustics wave propagation in solid and fluid are discussed below. 
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Fig.5 Diagram of different wave propagation 

 

In solid, the propagation of sound is expressed by particle displacement which is governed 

by Navier’s equation. For a linear and homogeneous material, Navier’s equation is the 

following 

 

 𝜌
𝜕2𝒖

𝜕𝑡2
= (𝜆 + 2𝜇)∇(∇. 𝒖) − 𝜇∇ × (∇ × 𝒖) (2.1) 

 

Here, 𝒖 is the displacement vector, 𝜌 is solid density, and 𝜇 and 𝜆 are Lamé constants 

expressing the solid’s mechanical properties. The displacement vector, 𝒖 consists of a shear 

component, 𝒖𝑺 as well as a longitudinal component, 𝒖𝑳 [99], [100]. Furthermore, these 

longitudinal and shear components can be described as a gradient of the scalar 

displacement (∇ × 𝒖𝑳 𝑖𝑠 𝑧𝑒𝑟𝑜) and curl of the displacement vector (∇.𝒖𝑺 𝑖𝑠 𝑧𝑒𝑟𝑜). 
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Therefore, the Navier’s equation in terms with longitudinal and shear wave breaks down 

into the following two equation. 

 𝜌
𝜕2𝒖𝑳 

𝜕𝑡2
= (𝜆 + 2𝜇)∇(∇. 𝒖𝑳 ) (2.2) 

 𝜌
𝜕2𝒖𝑺

𝜕𝑡2
= −𝜇∇ × (∇ × 𝒖𝑺) (2.3) 

 

The above two equations can be further simplified through the following vector identity 

relation [∇ × (∇ × 𝒖) = ∇(∇. 𝒖) − ∇2𝒖] showing below 

 

 𝜌
𝜕2𝒖𝑳 

𝜕𝑡2
= (𝜆 + 2𝜇)∇2𝒖𝑳 (2.4) 

 𝜌
𝜕2𝒖𝑺

𝜕𝑡2
= 𝜇∇2𝒖𝑺 (2.5) 

 

In case of static problem, the above equations yield as Laplace equation (∇2𝒖𝑳 = ∇2𝒖𝑺 =

0) 

But in the case of steady-state time dependence (purely sinusoidal), the equations can be 

simplified by considering displacement components as 

 𝒖(𝑘, 𝑡) = 𝒖(𝑘)𝑒−𝑖𝜔𝑡 (2.6) 

where 𝜔 = 2𝜋𝑓 and 𝑘 =  
2𝜋𝑓

𝑐
 , is the wavenumber, and 𝑡 is time.  
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The modified Navier’s equations for both components simplify into the Helmholtz 

equation are given below. 

 (∇2 + 𝑘𝐿
2)𝒖𝑳 = 0 (2.7) 

 

 (∇2 + 𝑘𝑆
2)𝒖𝑺 = 0 (2.8) 

Here 𝑘𝐿and 𝑘𝑆 are longitudinal and shear wavenumber, respectively. 

In fluid, the acoustic propagation is expressed in terms with the pressure field (𝑝) inside 

the medium through the following equation 

 

 

𝜌𝑐2𝛻 (
1

𝜌
𝛻𝑝) − 𝜌

𝜕2𝑝 

𝜕𝑡2
= 0 (2.9) 

Here, 𝜌 is the fluid density, 𝑐 is wave speed. 

Similar to the case of wave propagation in solids, the pressure field can be assumed as 

stationery and harmonic with frequency 𝑓. 

 𝑝(𝑓, 𝑡) = 𝑝(𝑓)𝑒−𝑖𝜔𝑡 (2.10) 

 

From the above two equations, the simplified waveform becomes 
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 𝜌∇ (
1

𝜌
∇𝑝(𝑓)) − (

2𝜋𝑓 

𝑐
)
2

𝑝(𝑓)  = 0 (2.11) 

 

By introducing the wavenumber 𝑘 in the equation and considering the fluid as 

incompressible, the equation further simplifies into a generalized Helmholtz equation. 

 (∇2 + 𝑘2)𝑝 = 0 (2.12) 

   

Both wave propagation phenomena explained above will be used throughout this research. 

2.2 Acoustic Scattering 

While propagating through a medium, if the wave interacts with a change in medium 

property or simply if the wave faces an object in its path, some energy gets absorbed and 

some get reradiated from the interface [101]. This reradiated wave creates acoustic 

scattering. Depending on the wavelength of the incident wave and the size of the structure 

which deflects the wave from its surface, the acoustic scattering can be divided into three 

categories. The parameter used to define these different types of scattering is 𝑘𝑎, where 𝑘 

is the wavenumber and 𝑎 is the size of the scatterer or the object which is causing the 

scattering. 

When 𝑘𝑎 ≫ 1 i.e. the wavelength of the incident wave is much larger compared to the 

scatterer size, a certain amount of incident energy gets transmitted through the object and 

the rest of the energy gets reflected from the interface of the medium and the object [102]. 

This is known as specular scattering shown in Fig.6(a). The fraction of transmitted intensity 

(𝐼𝑇𝐶) and reflected intensity (𝐼𝑅𝐶) shown in the following equations depend on the 
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variation in properties such as density (𝜌) and wave speed (𝑐) between two mediums [103]. 

These properties are defined as impedance (𝑍), where 𝑍 = 𝜌𝑐. 

 𝐼𝑅𝐶 = [
(𝑍2 − 𝑍1)

(𝑍2 + 𝑍1)
]

2

 (2.12) 

 𝐼𝑇𝐶 = 1 − 𝐼𝑅𝐶 =
4𝑍2𝑍1

(𝑍2 + 𝑍1)2
 (2.13) 

Here 𝑍1 and 𝑍2 are the impedance of the initial propagation medium and the scattering 

object, respectively. 

 

 

Fig.6 (a) Specular scattering, (b)Diffuse scattering, and (c) Diffractive scattering 

When 𝑘𝑎 ≪ 1, the scattering is known as diffuse, or Raleigh scattering is shown in 

Fig.6(b). In this case, the wave from the surface of the object scatters equally in all 

directions. The level of scattering is proportional to the fourth power of the incident wave 

frequency. 
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The third scattering regime is known as diffractive scattering shown in Fig.6(c) where the 

wavelength is bigger or in the order of the scatterer size (𝑖. 𝑒. 𝑘𝑎 ≲ 1) [26]. The scattering 

mechanism in this region is complicated the wave gets scattered in all directions with 

various intensities. Since this study mostly focuses on high-frequency ultrasound analysis, 

the scattering mostly falls in the diffractive scattering regime.  

Depending on the number of objects in a wave propagation medium as well as impedance 

mismatch between mediums, the scattering can be further divided into two categories- 

single scattering, and multiple scattering. Single scattering occurs when there is only one 

object inside a medium or the impedance mismatch only occurs for a single time. 

Therefore, the scattered wave does not get to interact further on the way of propagation. In 

contrast, multiple scattering occurs when there are multiple objects present inside a 

medium. In that case, the scattered wave from one object can again behave as an incident 

wave in the case of another object situating in its way of propagation. Furthermore, 

multiple scattering can also occur with a single object if there are different layers with 

various impedance variations inside the object. In that case, the multiple scattering occurs 

inside the object while it propagates through different layers. Therefore, the level of 

scattering does not depend on the number of objects present along the way of propagation 

but the number of surfaces with different impedances. Single scattering is only used to 

develop a theoretical model since the scattering level is simple to solve. Sometimes 

multiple scattering problems are simplified assuming single scattering from the different 

surfaces to keep the analysis simpler. But in reality, multiple scattering occurs in most of 

the acoustic scattering scenarios. In this thesis, both single and multiple scattering was 

evaluated by numerical and experimental analyses. The next section will describe different 
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scattering models and one of the single scattering models applications in terms of peak 

density.  

2.3 Single Diffractive Scattering 

This section will discuss the single scattering model developed by Faran and Hickling 

[104], [105]. In this model, the scatterers are considered as solid spheres immersed in a 

fluid medium. Therefore, there is no shear wave propagation in the medium i.e., the wave 

mode conversion is neglected. For the simplicity of the calculation, only a single scattering 

will be evaluated. The incident wave (𝑃𝑖) is considered as plane wave traveling through the 

medium which is expressed by the following equation. 

 𝑃𝑖 =  𝑃𝑜𝑒
−𝑖𝑘(𝑥−𝑐𝑡) = 𝑃𝑜𝑒

−𝑖𝑘(𝑟𝑐𝑜𝑠𝜃 −𝑐𝑡) (2.14) 

 

𝑃𝑜 is incident pressure amplitude, 𝑘 is the wavenumber, 𝑐 is wave speed, 𝑡 is time, 𝑟 and 𝜃 

correspond to the usual polar coordinates. The time component is ignored by assuming a 

time-harmonic wave to simplify the problem. It is convenient to express the incident plane 

wave as plane wave expansion because of the spherical nature of the scattered wave. 

 

 𝑃𝑖 = 𝑃𝑜 ∑(2𝑙 + 1)𝑖𝑙𝑗𝑙(𝑘𝑟)𝑃𝑙(𝑐𝑜𝑠𝜃)

∞

𝑙=0

 (2.15) 

 

Here, 𝑗𝑙 is spherical Bessel function of the second kind and 𝑃𝑙 is Legendre polynomial 

respectively, 𝑘 is the wavenumber, 𝑟 and θ correspond to the polar coordinate. 
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In this model, the scatterer is considered elastic. Therefore, the shear and compressional 

waves are considered to measure the scattered wave pressure. The boundary conditions in 

the fluid-solid interface take into account the wave propagation in solid governed by 

Navier’s equation showed in Eq. (2.1). 

So, the boundary conditions were (1) the fluid pressure Incident (𝑃𝑖) and scattered (𝑃𝑠) 

pressure fields to be equal to normal stress component of solid, (2) normal displacements 

in the fluid and solid are equal and (3) the shear stress to be zero which are shown through 

the following equation: 

 

 𝑃𝑖 + 𝑃𝑠 =  −𝑇𝑟𝑟 (2.16) 

 

 𝑢𝑖,𝑟 + 𝑢𝑠,𝑟 =  −𝑢𝑠𝑜𝑙𝑖𝑑,𝑟 (2.17) 

 

 𝑇𝑟𝜃 + 𝑇𝑟𝛷 = 0 (2.18) 

Here 𝑇𝑟𝑟, 𝑇𝑟𝜃, and 𝑇𝑟𝛷  are the stress tensors of the solid respectively and 𝑢𝑖,𝑟 and 𝑢𝑠,𝑟 

normal displacement components (incident and scattered respectively) of fluid and 

−𝑢𝑠𝑜𝑙𝑖𝑑,𝑟 is the normal displacement component of the solid in the spherical coordinates 

respectively. 

After sound scattering, the scattered pressure (𝑃𝑠) wave can be expressed as, 
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 𝑃𝑠 = −𝑃𝑜 ∑(2𝑙 + 1)(−𝑖)𝑙+1𝑠𝑖𝑛𝜂𝑙𝑒
𝑖𝜂𝑙ℎ𝑙

(2)
(𝑘𝑟)𝑃𝑙(𝑐𝑜𝑠𝜃)

∞

𝑙=0

 (2.19) 

 

Since the focus was on pitch-catch mode, at the far-field (𝑟 → ∞) sound pressure of the 

scattered field is described as, 

 𝑃𝑠,𝑓𝑎𝑟 = −
𝑃𝑜

𝑘3𝑟
∑(2𝑙 + 1)𝑠𝑖𝑛𝜂𝑙𝑒

−𝑖𝑘𝑟𝑃𝑙(𝑐𝑜𝑠𝜃)

∞

𝑙=0

 (2.20) 

 

Here, 𝜂𝑙 is the scattering phase angle of 𝑙𝑡ℎ wave due to scatterer properties, ℎ𝑙
(2)

is the 

Hankel function. The phase shift angle was expressed as, 

 

 𝜂𝑙 =  tan−1 [
tan(𝛿𝑙(𝑘3𝑎)) (tan𝛷𝑙 + tan𝛼𝑙(𝑘3𝑎))

tan𝛷𝑙 + tan(𝛽𝑙(𝑘3𝑎))
] (2.21) 

Where, 

 tan𝛼𝑙(𝑘3𝑎) =  −
(𝑘3𝑎)𝑗𝑙

′(𝑘3𝑎)

𝑗𝑙(𝑘3𝑎)
 (2.22) 

 tan𝛽𝑙(𝑘3𝑎) =  −
𝑛𝑙

′(𝑘3𝑎)

𝑛𝑙(𝑘3𝑎)
 (2.23) 

 tan 𝛿𝑙(𝑘3𝑎) =  −
𝑗𝑙(𝑘3𝑎)

𝑛𝑙(𝑘3𝑎)
 (2.24) 
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 tan𝛷𝑙 = −
𝜌3

𝜌1
tan 𝜉 (𝑘𝑎, 𝜐) (2.25) 

 

tan 𝜉 (𝑘𝑎, 𝜐) = 

[
 
 
 
 

−
(𝑘2𝑎)2

2

(𝑘1𝑎)𝑗𝑙
′(𝑘1𝑎)

(𝑘1𝑎)𝑗𝑙
′(𝑘1𝑎) − 𝑗𝑙(𝑘1𝑎)

−
2(𝑙2 + 𝑙)𝑗𝑙(𝑘2𝑎)

(𝑙2 + 𝑙 − 2)𝑗𝑙(𝑘2𝑎) + (𝑘2𝑎)2𝑗𝑙
′′(𝑘2𝑎)

(𝑘1𝑎)2 [(
𝜐

1 − 2𝜐
) 𝑗𝑙(𝑘1𝑎) − 𝑗𝑙

′′(𝑘1𝑎)]

(𝑘1𝑎)𝑗𝑙
′(𝑘1𝑎) − 𝑗𝑙(𝑘1𝑎)

−
2(𝑙2 + 𝑙)[𝑗𝑙(𝑘2𝑎) − 𝑘2𝑎𝑗𝑙

′(𝑘2𝑎)]
(𝑙2 + 𝑙 − 2)𝑗𝑙(𝑘2𝑎) + (𝑘2𝑎)2 ]

 
 
 
 

 

(2.26) 

 

𝛼𝑙, 𝛽𝑙, 𝛿𝑙, 𝜉  are the scattering phase angle, 𝛷𝑙 is boundary impedance scattering phase-

angle, 𝜐 is Poisson’s ratio, 𝑗𝑙 and 𝑛𝑙 are spherical Bessel functions of a first and second 

kind respectively, 𝜌1 and 𝜌3 are the density of the scatterer and surrounding fluid 

respectively, 𝑘1𝑎, 𝑘2𝑎, and 𝑘3𝑎 are the wavenumbers corresponding to compressional 

wave in scatterer, shear wave in scatterer, and sound wave in the surrounding medium 

respectively, where 𝑘 =  𝑐 𝜆⁄  and c is velocity and 𝜆 is the wavelength, 𝑎 is the scatterer 

diameter and r is the far-field distance from the center of the scatterer. 

Two of the simplification of this case is the sphere can be modeled as either a hard or soft 

scatterer. In the case of the hard or rigid sphere, a Neumann boundary condition showed in 

Eq. (2.27) and in that case, the phase shift is shown in Eq. (2.28). 

 

 
𝜕𝑝𝑖

𝜕𝑟
−

𝜕𝑝𝑠

𝜕𝑟
=  0 (2.27) 
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 𝑠𝑖𝑛𝜂𝑙𝑒
𝑖𝜂𝑙 =

𝑗𝑙
′(𝑘𝑎)

ℎ𝑙
(2)′

(𝑘𝑎)
 (2.28) 

 

The far-field(𝑟 → ∞)scattered pressure, in this case, would be  

 𝑃𝑠,𝑓𝑎𝑟 = −𝑃𝑜 ∑(2𝑙 + 1)(−𝑖)𝑙+1
𝑗𝑙
′(𝑘𝑎)

ℎ𝑙
(2)′

(𝑘𝑎)
𝑖𝑙+1

𝑒−𝑖𝑘𝑟

𝑟
𝑃𝑙(𝑐𝑜𝑠𝜃)

∞

𝑙=0

 (2.29) 

 

In the case of the soft sphere, a Dirichlet boundary condition showed in Eq. (2.30) and in 

that case, the phase shift is shown in Eq. (2.31). 

 

 𝑃𝑖 + 𝑃𝑠 =  0 (2.30) 

 𝑠𝑖𝑛𝜂𝑙𝑒
𝑖𝜂𝑙 =

𝑗𝑙(𝑘𝑎)

ℎ𝑙
(2)

(𝑘𝑎)
 (2.31) 

 

The far-field(𝑟 → ∞)scattered pressure in the case of the soft sphere would be  

 

 

𝑃𝑠,𝑓𝑎𝑟 = ∑−(2𝑙 + 1)
𝑗𝑙(𝑘𝑎)

ℎ𝑙
(2)

(𝑘𝑎)
𝑃𝑙(𝑐𝑜𝑠𝜃)

∞

𝑙=0

 

 

(2.32) 
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Results could also be achieved from the elastic solution by taking 𝜌3 → 0 (soft sphere) and 

𝜌3 → ∞ (hard-sphere). 
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CHAPTER 3 

3RELATIONSHIP BETWEEN PEAK DENSITY AND ACOUSTIC SCATTERING 

This study focuses on developing a relationship between peak density and acoustic 

scattering, hence peak density in soft tissue phantoms containing hard scatterers and 

particles. The outcome of this study can also be found in [70]. To relate the effect of 

different geometrical and microstructural parameters on the scattering and peak density, 

peak density was measured in different scattering conditions in a pitch-catch method using 

tissue phantom containing different scatterer sizes and thicknesses. Furthermore, to 

evaluate spatial distribution impact on the resulting peak density, samples with different 

scatterer densities were tested. Analytical evaluation and computational calculations were 

conducted to theoretically relate these parameters. Analytically, the peak density was 

calculated from Faran and Hickling’s single scattering model using a spherical scatterer 

while varying its diameter [104], [105]. Peak density was also measured from the 

computational model and experiment while varying the scatterer size, spatial distance (by 

changing the volume ratio of scatterers), and ultrasound travel distance (by varying the 

sample thickness). Agarose phantom with glass microspheres was used with 3 different 

levels of phantom thickness, microsphere size, and number. Two 25 MHz transducers were 

used to perform the ultrasound analysis in a pitch-catch method. The received scattered 

signal was transformed using Fast Fourier Transform (FFT) and passed through signal 

processing steps before the peak density was evaluated. 

3.1 Analytical Analysis 

For the elastic sphere scenario, the single scattering was evaluated for various scatterer 

sizes over a certain frequency range. The medium was chosen as water where sound 
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propagation speed was taken from the soft tissue for better imitation of the soft material 

environment. The physical parameters are listed in Table 1. 

 

Table 1 Physical parameters used for the analytical model 

Parameter Value 

Poisson’s ratio (𝜐) 0.22 

Compressional wave speed in scatterer (𝑐1) 5770 𝑚/𝑠 

Shear wave speed in scatterer (𝑐2) 3430 𝑚/𝑠 

Sound wave speed in fluid (𝑐3) 1540 𝑚 𝑠⁄  

Glass density (𝜌1) 2500 𝑘𝑔/𝑚3 

fluid density (𝜌3) 1000 𝑘𝑔/𝑚3 

 

From Eq. (2.20), the pressure of the scattered ultrasound wave was calculated in the 

forward direction at different scattering conditions. The scatterer diameter was 10, 40, and 

70 μm, and the propagation path distance was 1000 μm. The propagation properties were 

similar to soft tissue and the wave velocity was 1540 m/s. Pressure amplitude was measured 

along 18 to 41 MHz frequency range for each scatterer size to achieve the pressure 

amplitude spectrum which is shown in Fig.7. The total number of peaks and valleys (peak 

density) in each spectrum was calculated using a peak counting algorithm in MATLAB 

shown in Fig.4. For 10, 40, and 70 μm spheres, the calculated peak density were 0, 4, and 
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21. From Fig.7, it was observed that with the increase of scatterer size the pressure 

amplitude of the spectrum had been increased. Also, the variability in the spectrum 

amplitude was increased with the scatterer diameter which indicates the increase in peak 

density. Therefore, peak density can be defined as a parameter to express the level of 

scattering. 

 

 

Fig.7 Frequency spectrum for scatterer size of (a) 10 𝜇𝑚, (b) 40 𝜇𝑚 and (c) 70 𝜇𝑚 

 

To understand the effect of ultrasound propagation path distance on peak density, the 

pressure spectrum was achieved from a 70 μm scatterer for a distance of 1000 and 3000 

μm and plotted in Fig.8. The far-field distance was measured from the center of the sphere 

which was half of the total travel path- 500 and 1500 μm. From Fig.8, it was observed that 

with increasing distance, only the pressure amplitude level changed but the pattern of the 

pressure amplitude remained the same. Since the wave was going through a single 

scattering, the scattered wave was not getting interfered with by any other wave in the way. 

Therefore, increasing travel distance only decreased the amplitude level because of 
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attenuation but the pattern, as well as the peak density, remained the same. This made the 

travel distance an inactive parameter during single scattering to evaluate peak density. 

 

 

Fig.8 Frequency spectrum for a scatterer of 70 𝜇𝑚 diameter at far field of (a) 500 𝜇𝑚 

and (b) 1500 𝜇𝑚 

3.2 Computation Analysis 

Computational analysis is an effective method to understand internal physics while 

imitating the actual environment [106]. It enables us to mimic different types of DOE with 

a very minimal investment for the variation. In this current study, computation analysis 

was conducted to complement the experimental results. Furthermore, it was used to 

improvise different types of microstructural arrangements to characterize which would be 

arduous to create experimentally. 

The current computation analysis is subdivided into two categories. One includes pure 

linear elastic wave propagation through various microstructural variations. And the other 

includes the attenuation of high-frequency ultrasound in the analysis. The goal of the first 
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analysis is to explore the scattering level without any interruption from the medium other 

than the internal structure. This helps us to understand the relationship between peak 

density and acoustic scattering from the scattering point of view. The major limitation of 

the first analysis is that it hinders understanding the limitation of high-frequency ultrasound 

which is the high attenuation coefficient. Therefore, the second model helps to overcome 

this limitation to explore the dependency of peak density on acoustic absorption inside the 

medium. 

COMSOL Multiphysics 5.5a was used for the finite element simulation. The ability to 

solve governing equations in different physics in the same analysis and proper 

implementation of a boundary condition in the interface of two physics makes this 

computation tool an effective one. In this case, the partial differential equation in acoustics 

and solid mechanics was solved through COMSOL. 

3.2.1 Linear Elastic Model 

The material was designed as solid spheres dispersed in a fluid medium. Therefore, only 

longitudinal waves were propagated through the fluid medium. In the fluid medium, 

COMSOL solved the 2D Helmholtz equation for the pressure wave shown in Eq. (3.1). 

 𝛻. (−
1

𝜌𝑐

(𝛻𝑝𝑡 −  𝒒𝒅)) −  
𝑘𝑒𝑞

2

𝜌𝑐
𝑝𝑡 =  𝑄𝑚 (3.1) 

 

𝑘𝑒𝑞 is the equivalent wave number defined for wave velocity 𝑐𝑐 in fluid and frequency 𝑓 

shown as, 
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 𝑘𝑒𝑞
2 =  

(2𝜋𝑓)2

𝑐𝑐
2

−  𝑘𝑧
2 =  𝑘2 −  𝑘𝑧

2 (3.2) 

In this model, the out of plane wave number 𝑘𝑧, monopole and dipole source term 𝑄𝑚 and 

𝑞𝑑 was set to zero. 𝜌𝑐 is the fluid density. The total pressure, 𝑝𝑡 is the summation of the 

background pressure field (𝑝𝑏) and backscatter pressure field (𝑝𝑠). In the model, the 

background pressure field was expressed as wave propagation in 𝑒𝑥̂ direction defined as 

𝑝𝑏 =  𝑝0𝑒
−𝑘𝑥. After applying all the adjustments, the modified Helmholtz equation 

became, 

 𝛻2𝑝𝑡 +  𝑘2𝑝𝑡 = 0 (3.3) 

In the solid region, the scatterers were modeled as linearly elastic isotropic material for 

which 2D Navier’s equation was solved 

 −(2𝜋𝑓)2𝜌𝑠𝒖 =  𝛻. 𝑆 + 𝑭𝑒𝑖𝜙 (3.4) 

 

In this equation, 𝑓 is sound frequency, 𝑆 is Cauchy stress tensor, 𝜌𝑠 is solid density, 𝜙 is 

the phase component of the force, 𝑭 is acting force on solid, and 𝒖 denotes the solid 

displacement field. 

 

The equations in the acoustics and solid mechanics were coupled by the following 

boundary conditions 
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 𝒏 .  
1

𝜌𝑐
𝛻𝑝𝑡 =  −  𝒏 . 𝒖𝒕𝒕 

(3.5) 

 𝑭 =  𝑝𝑡𝒏 (3.6) 

𝒏 was the normal unit vector to the boundary, 𝒖𝑡𝑡 was structural acceleration, and 𝑭 was 

the acting load on solid, 𝑝𝑡 was the total pressure, and 𝜌𝑐 was the fluid density. 

 

3.2.1.1 Model Description 

The computational model consisted of a solid and fluid region. A perfectly matched layer 

was introduced to perform as a non-reflecting boundary layer to have an uninterrupted 

wave propagation through the boundary where the wave pressure was recorded. To select 

the proper mesh size, mesh size was decreased gradually and for each mesh size, peak 

density was measured. For the mesh size of one-eighth of the wavelength, the peak density 

result was converged for all the models. Therefore, it was selected as the maximum mesh 

size for all models. To capture perfect multiple scattering, the scatterers were distributed 

randomly. The medium layer area was 1x1 mm2 with 70 μm height where the sound wave 

would travel 1 mm distance. To get the effect of sample thickness or various travel 

distances two more models having 1x2 and 1x3 mm2 layer area was generated. For each 

of these three models, the number of scatterers used was 1, 5, and 9 per unit (mm) wave 

travel distance. Also, the scatterer size was selected as 10, 40, and 70 μm. Therefore, a total 

of 27 models were generated. To mimic a soft tissue medium, the fluid region's density 

(𝜌𝑐) was kept 1000 kg m3⁄  and sound velocity (𝑐𝑐) was considered as 1540 𝑚 𝑠⁄ . Solid 

structures density (𝜌𝑠) was 2500 kg m3⁄ , poison ratio (𝜈) was 0.22, Young’s modulus (𝐸𝑌) 
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was 68 GPa and sound speed (𝑐𝑠) was 5570 m/s. Fig.9 shows a typical computational model 

geometry used in this analysis having 5 scatterers of 40 μm diameter. 

 

 

Fig.9 COMSOL model geometry for ultrasound analysis 

 

3.2.1.2 Simulation Parameters 

To achieve the frequency spectrum, the frequency was increased by 100 kHz starting from 

18 MHz to 41 MHz. For each step frequency, the model calculated scattered pressure. Since 

the objective was to evaluate pitch-catch wave propagation, the pressure of the forward 

scattered wave was calculated on the far wall showed in Fig.9. After evaluating the average 

acoustic pressure on the back wall for each frequency step, it was plotted against the 

corresponding frequency to achieve the frequency spectrum. In the end, MATLAB was 

used to evaluate the data for measuring peak density. This procedure was repeated for all 

27 models to compute the peak density. 
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3.2.1.3 Results 

Fig.10 depicts the peak density for all the models calculated at each thickness level with 

varying scatterer sizes and numbers. An increasing trend of peak density was observed with 

the increase in each parameter. From the analytical study, it was understood that with 

increasing scatterer size the peak density increased from the single scattering. But when it 

came to multiple scattering, all the parameters which were thickness, scatterer size, and 

number contributed towards the multiple scattering to change the peak density. This result 

made peak density a very sensitive parameter while characterizing a material 

microstructure from every aspect. 

 

Fig.10 Computational peak density value of linear elastic for different scatterer number 

and diameter at wave propagation distance of (a) 1 mm, (b) 2 mm, and (c) 3 mm 

With the random distribution of scatterers, an important associated factor came into 

consideration which was the distance between the scatterers. Since the scatterers were 

distributed randomly in the medium, the distance among them was not controlled 

intentionally to support the randomness. But after understanding the sensitivity level of 
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peak density, it became an essential concern to evaluate the inter-scatterer distance effect 

on peak density while keeping every other parameter constant. A simple computational 

model of 1x1 mm2 layer area was developed to explore this phenomenon. 9 glass scatterers 

were placed in a rectangular array inside the fluid region. The scatterer diameter was 

selected to be 40 µm. The scatterers were placed at an equal distance from each other. 7 

models were developed by varying the distance between the scatterer which were 400, 300, 

250, 150, 100, and 70 µm. Fig.11 shows two of the models having an inter-scatterer 

distance of 400 and 70 µm.  

 

Fig.11 Computational model consisting inter-scatterer distance (a) 400 µm, and (b) 70 

µm 

Fig.12 showed the peak density plotted against the inter-scatterer distance. It was evident 

that the distance between the scatterers also played a vital role in the peak density variation. 

Especially when the distance increased, the scattered wave interfered with each other along 

the whole way while increasing the amount of scattering. It resulted in higher peak density. 

This phenomenon gave the peak density an advantage to detect the scatterer orientation 

during the analysis. 
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Fig.12 Peak density vs inter-scatterer distance 

3.2.2 Linear Elastic Model with Attenuation 

Since the peak density showed an increasing trend with increasing thickness, the ultrasound 

attenuation in high frequency needed to be evaluated. To understand the effect of 

attenuation on peak density, the attenuation coefficient (𝛼) was introduced to the previous 

model. In this case, the attenuation coefficient depends on the frequency. Therefore, it 

affects the wave number shown in the following equation. 

 𝑘𝑒𝑞
2 =  (

2𝜋𝑓

𝑐𝑐
− 𝑖 ln(10)

𝛼

20
)
2

−  𝑘𝑧
2 (3.7) 

Since out of plane wave number 𝑘𝑧 was zero, therefore, simplified equivalent wavenumber 

becomes, 

 𝑘𝑒𝑞 =
2𝜋𝑓

𝑐𝑐
− 𝑖 ln(10)

𝛼

20
 (3.8) 

To mimic proper soft tissue environment attenuation coefficient value was chosen as 

70 𝑑𝐵/𝑚 at 1 MHz frequency.  
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From Fig.13 it is evident that even with attenuation the peak density shows the same trend 

of the elastic model with creasing scatterer size, scatterer number, and sample thickness. 

To evaluate whether the ultrasound attenuation affects the peak density to any extent an 

additional analysis was conducted. 

 

Fig.13 Computational peak density value for different scatterer number and diameter at 

wave propagation distance of (a) 1 mm, (b) 2 mm, and (c) 3 mm 

Two sets of models were simulated. The first set of 9 models had 1, 2, and 3 mm 

propagation distance with each having a total number of scatterers 1, 5, and 9. The scatterer 

diameter was kept as 40 μm. The second set of 9 models had 1, 2, and 3 mm propagation 

distance with each having scatterer diameter 10, 40, and 70 μm. The total number of 

scatterers in each model was 5. The purpose of these simulations will be explained in detail 

in the result section.  
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Fig.14 Peak density at increasing thickness with (a) increasing number of scatterers, (b) 

increasing scatterer size 

Fig.14 shows the effect of ultrasound attenuation in multiple scattering as well as peak 

density. Fig.14a shows that peak density decreases with increasing thickness for the same 

number of scatterers with a constant diameter. But with the increasing number of scatterers, 

peak density started to increase in every thickness level. Similar results were found in the 

case of scatterer size in Fig.14b. Although peak density was decreasing with increasing 

thickness, it started to increase in each thickness level with increasing scatterer size. This 

explains that by increasing scatterer number or size, the multiple scattering level increases 

which result in higher peak density for the same level of attenuation. This validates the 

increasing trend of peak density along with increasing thickness in Fig.13. Because with 

increasing thickness, the total scatterer number was increasing since scatterers number 

were selected per unit thickness. This increasing amount of scatterers overcame the effect 

of attenuation by increasing the peak density. But ultrasound eventually attenuates faster 

at high frequency which will limit this peak density trend to a certain thickness level. 
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3.3 Experimental Analysis 

An experimental setup was built to perform ultrasound analysis to evaluate the peak 

density.  

3.3.1 Sample Preparation 

The agarose-based phantom was prepared from high-purity agarose, water, n-propanol, 

evaporated milk, and thimerosal [107]. First, a mixture of agarose, water, and n-propanol 

was made and heated to 90oC. The weight ratio of those materials was 23:1:2 respectively. 

Then another mixture of evaporated milk and thimerosal was made and heated at 68oC. 

The weight ratio was 1.33:800 respectively. After that, both mixtures were added together 

at 55 ⁰C and then solidified. To introduce microstructural variation as well as to enhance 

the scattering properties of the soft material in terms of acoustic scattering, glass 

microbeads were inserted inside the sample. To keep similarity with the computational 

model, three types of glass microbeads of diameter 8-12 µm, 35-45 µm, and 65-75 µm 

were inserted inside the phantom. Each type of microbeads was mixed with the phantom 

in three different volumetric ratios- 1%, 5%, and 9% (Vmicrobead/Vtotal). Also, three levels of 

sample thickness were selected which were 1 mm, 2 mm, and 3 mm. Therefore, there were 

27 types of phantom generated for the experimental analysis. The image of one of the 

phantoms with glass scatterers is shown in Fig.15. The image was taken through an optical 

microscope and a digital camera. 
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Fig.15 Agarose based phantom with glass microbeads 

3.3.2 Experimental Setup 

Fig.16 shows the experimental setup which consisted of two ultrasound transducers (25 

MHz, 2 mm diameter, TransducerWorks, Centre Hall, PA, USA), a pulser receiver system 

(UTEX UT 340, UTEX Scientific Instruments Inc. Mississauga, Ontario L5L 1A3, 

Canada) and a mix-domain oscilloscope (Tektronix MDO 3052, Tektronix, Inc. Beaverton, 

OR 97077, USA), coupling gel (Aquasonic 100, Walmart INC), a height-adjustable station 

for phantom and transducer and tissue-mimicking phantom. The coupling gel was used to 

save the transducers from the damage occurring from the impedance mismatch between 

the transducer crystal and phantom. Also, the gel ensured less amount of intensity loss of 

the high-frequency wave along its way from the transducer to the phantom. For the 

ultrasonic transducers, the -6 dB frequency bandwidth was in the range of 18-41 MHz. The 

station for transducers and phantom was made in a way that either phantom or any 
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transducer position could be adjusted by changing the height of the structure. This was 

done to adjust the setup with different thicknesses of phantoms. 

 

 

Fig.16 Photograph of ultrasound analysis setup 

 

For each of the phantoms, the ultrasound analysis was conducted in 14 different places to 

calculate the peak density. The final peak density was then determined from the average of 

14 results from each sample. 

3.3.3 Data Acquisition 

To proceed with the analysis, first, the high-frequency ultrasound signal was sent from the 

pulse receiver. Table 2 lists all the pulse parameters selected for signal generation. Fig.17 

shows the experimental process steps. A pitch-catch technique was used to conduct the 

ultrasound analysis. Both transducers were aligned on top of each other to ensure proper 

sound propagation.  The ultrasound signal was sent from one transducer which went 

through the coupling gel, and phantom and then was received by another transducer. The 
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received signal was again sent to the pulse receiver for further amplification. After that, the 

signal was stored in the computer through the oscilloscope for further signal processing 

and peak density calculation.  

 

 

Fig.17 Schematic diagram of the ultrasound analysis process in pith-catch setup 

 

Table 2 Ultrasound parameter 

Parameter Value 

Voltage 100 V 

P/C Gain 48 dB 

Repetition Rate 19 kHz 

Pulse Width 20 ns 
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3.3.4 Signal Processing and Peak Density Evaluation 

The time-domain signal was stored in the computer from the oscilloscope and the signal 

processing was performed through MATLAB. The first step of the signal processing was 

windowing the signal. Stromer et al. showed that the rectangular window performed better 

compared to Hamming, Hann, Tukey, and Blackman windowing function while 

calculating the peak density [108]. Therefore, a rectangular window was applied to the time 

domain signal to capture only the pulse generated by the transducer crystal. The windowed 

signal was then transformed from the time domain to the frequency domain through Fast 

Fourier Transformation (FFT). To eliminate any possible systemic consequences from the 

pulse receiver and transducer, the signal was normalized by a reference signal. To generate 

a reference signal, first, the ultrasound was generated in the same pitch-catch setup and 

guided through the coupling gel only. The signal then went through all the signal 

processing steps stated above. Then the FFT sample signals pressure amplitude was divided 

by the pressure amplitude of the reference signal on each frequency step of the frequency 

bandwidth to generate the calibrated signal. In the end, the number of peaks was counted 

from the calibrated signal between the 18 – 41 MHz frequency range. This procedure was 

repeated for each of the 27 types of samples for 14 times. Fig.18 shows a typical numerical 

frequency spectrum (thickness 3 mm and scatterer diameter 70 µm with 9 scatterers per 

unit length) and a typical experimental frequency spectrum of a typical sample (thickness 

3 mm, scatterer diameter 65-75 µm, and volume fraction 9%). 
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Fig.18 Frequency spectrum from (a) computation model and (b) experimental model 

3.3.5 Results 

Fig.19 shows the peak density calculated from the experimental analysis at each thickness 

level. Since there were 14 repetitive measurements conducted for each sample 

combination, an error bar is provided in Fig.19. The maximum error was ±1.65 which 

indicates that the peak density difference between various sample combinations is 

significant. The peak density result was similar to the computational values. The 

experimental values also indicated that the peak density is sensitive towards all the 

parameters in the model. The highest value of peak density was received from the sample 

having a maximum thickness, scatterer size, and quantity. 
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Fig.19 Experimental peak density value for different scatterer number and diameter at 

wave propagation distance of (a) 1 mm, (b) 2 mm, and (c) 3 mm 

 

Since three different parameters were affecting the multiple scattering as well as the peak 

density value, it was important to statistically analyze the data to find out the significance 

level of each parameter. To achieve this, a full factorial DOF analysis was conducted 

consisting of 3 factors having three levels each to calculate the main effect of the 

parameters as well as interaction effects. The results are shown in Fig.20. 

From the analysis, it was found that peak density is most sensitive towards volumetric ratio, 

then scatterer diameter, and lastly towards sample thickness. Although the scatterer size 

was only responsible for the peak density variation in single scattering, the number of 

scatterers also became effective towards the variation, in the case of multiple scattering. 

Also, the thickness or wave travel distance became active towards the change of peak 

density in the case of multiple scattering. Furthermore, there was no parameter interaction 

significance found in the analysis. It concludes that if one of the three parameters were kept 
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constant, it would not affect the other parameters' contribution towards the peak density 

variation. 

  

 

Fig.20 Statistical significance of (a) volumetric ratio, (b) scatterer diameter, and (c) 

sample thickness on peak density 

3.4 Discussion 

In this study, the sound scattering of high-frequency ultrasound in a pitch-catch setup was 

evaluated through analytical, computational, and experimental analysis. The main goal was 

to establish peak density as a sensitive parameter of high-frequency ultrasound. To achieve 

the goal, peak density was established as a function of sound scattering. From the analytical 

study, while assessing the single scattering, peak density was found to be very sensitive 

towards the change of scatterer size. Also, it showed an increasing trend with the increase 

in scatterer size. But in the case of changing the propagation path, the peak density did not 
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change since scattered waves did not have any interaction with other waves on their 

extended travel path. Therefore, to explore the effect of travel paths on peak density, it was 

necessary to explore multiple scattering where the scattered wave would continuously 

interact with other scattered waves from different scatterers through the propagation path. 

In the computational modeling of multiple scattering, along with scatterer size and 

propagation path, the number of scatterers was also considered as another factor for peak 

density. Through computation modeling, it was observed that with increasing scatterer size, 

propagation distance, and the number of scatterers, the peak density increases. The effect 

of attenuation on peak density becomes less significant with scatterers being added per unit 

length at each level of thickness. This gave peak density an advantage while using high-

frequency ultrasound before the signal fully attenuates. Furthermore, the effect of the 

randomness of the position of the scatterers was also evaluated through a simplified model. 

The factor which was evaluated in that analysis was the inter-scatterer distance. It was 

observed that with increasing inter-scatterer distance the peak density also increases. As 

the inter-scatterer distance decreases, the scattering wave interference gets limited in that 

smaller region of scatterers and does not sustain further while propagating as there are no 

other waves to interact with.  

The experimental results validated the computational findings by showing similar peak 

density trends in terms of changing scatterer number, size, and propagation distance. It was 

important to observe the level of influence for each of the factors. Therefore, a full factorial 

design including three different levels of scatterer number, size, and propagation distance 

was created considering peak density the outcome. From the statistical analysis, it was 
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observed that the number of scatterers affects the peak density the most compared with the 

other two factors. The increasing number of scatterers increases the level of multiple 

scattering since more scattered waves from multiple scatterers get to interact with each 

other. Therefore, peak density can be shown as a function of acoustic scattering.  As per 

the experimental setup, peak density can be used towards the detection of mm scale soft 

material. It has been studied that the inclusion of glass microbeads in tissue phantom 

increases the scattering quality of the phantom [107]. Furthermore, controlled dispersion 

of glass microspheres was used to mimic abnormal mass in soft tissues like calcified 

fibroadenoma containing stromal and epithelial cells [109]. Since a higher amount of glass 

beads can provide a higher peak density value compared to fewer beads, this parameter can 

be used to evaluate tissue abnormality by utilizing acoustic scattering. The authors did not 

find any previous research on phantom preparation by glass microbeads for mimicking 

either lobular or ductile carcinoma. But with the results obtained in this study, it can be 

concluded that peak density can be a very promising parameter for ultrasound analysis in 

cancer detection. 

3.5 Conclusion 

Ultrasound scattering was evaluated in the study through the pitch-catch technique at a 

high-frequency level. The scattering was evaluated for various scatterer sizes, numbers, 

and wave propagation distances. To quantify the scattering, the peak density of the 

frequency spectrum of the scattered wave was evaluated. It was found that the variation in 

scatterer number in the microstructure of the medium affects sound scattering the most 

which resulted in a huge impact on the peak density diversification. Other than that, 

scatterer size and wave propagation distance also play important roles in the peak density 
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variation. This makes peak density a very sensitive parameter to the microstructural 

change. Also, the inter-scatterer distance plays an important role in the multiple scattering 

for providing peak variation in the case of having the same number of scatterers in a sample 

in different orientations. Therefore, while working with the pitch-catch technique, peak 

density can be used to measure the level of multiple scattering while evaluating detailed 

microstructural characteristics. 
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CHAPTER 4 

4FINITE ELEMENT MODELING OF ULTRASOUND C-SCAN IMAGING 

In the experimental C-scan imaging conducted by Stromer et al, the pitch-catch method 

was conducted where two high-frequency transducers of 25 MHz were used [55]. The 

bandwidth frequency range of the transducer was 22-41 MHz. The received signal was 

converted to a frequency spectrum and the magnitude variation of that signal was measured 

in terms of peak density. Based on the peak density value at different locations of the 

phantom, the C-scan image was reconstructed. For high-frequency imaging, soft pepper 

flakes and hard pepper seeds were inserted for detection inside the gelatin-based tissue 

phantom [110]. Although peak density successfully imaged the pepper seed since it was a 

hard scatterer, it could not identify the soft pepper flake’s edge [55]. Therefore, to establish 

the peak density parameter as an effective through-transmission imaging tool, this 

limitation needs to be properly addressed and eradicated. 

In this study, a computational model of C-scan imaging was developed. COMSOL 

Multiphysics was used to perform the finite element analysis. The results of this chapter 

can also be found in [68]. A 2D model was developed to keep the analysis computationally 

inexpensive. The analysis was conducted in different cross-sections obtained from the 

original 3D model. The first objective of this study was to mimic the experimental analysis 

of Stromer et al. by creating a computational model similar to the experimental C-scan 

imaging setup. Ultrasound propagation was conducted in a parametric study to mimic the 

imaging technique. A general Gaussian function was introduced in the incident pressure to 

imitate the pressure distribution in transducer bandwidth. After validating the simulation 

result by the experimental one obtained by Stromer et al, the computational model was 
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further utilized to detect the relative position of structure along the acoustic propagation 

path in the same model. It was observed that while moving the structure from the middle 

of the sample depth in that direction, the pressure magnitude variation strongly followed a 

second-degree polynomial trend. 

4.1 Finite Element Analysis (FEA) Simulation 

4.1.1 Model Description 

The first objective of this study was to mimic the experimental analysis of Stromer et al. 

[55]. Therefore, the simulation model geometry was created by imitating the experimental 

sample. A gelatin phantom containing soft pepper flake was modeled for the simulation. 

Pepper flake was modeled as a thin cylinder of 3 mm diameter and 50 µm height. The 

gelatin phantom was created as a cube of 5 mm in length at each side. The 3D model 

geometry is shown in Fig.23. The center pepper flake was placed at 0.2 mm along the 

negative Y-axis from the phantom center. 
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Fig.21 3D model geometry of gelatin phantom containing pepper flake 

In the study of Stromer et al, two single-element transducers were used for the C-scan 

imaging where each transducer crystal diameter was 2 mm [55]. A raster scan pattern was 

used while selecting the step size as half of the crystal diameter resulting in an image 

resolution of 1 mm/pixel. Therefore, in this computational model, the top surface of the 3D 

model was divided into 25 pixels with each pixel area having a dimension of 1 mm on each 

side. Thus, the image resolution became 1mm/pixel. Similar to the experimental study, 

ultrasound imaging was conducted in a through-transmission or pitch-catch method. The 

signal was sent from the top surface and received at the bottom surface (back wall). After 

receiving the signal, the peak density of the frequency spectrum was measured. Then, the 

peak density value was used as the pixel value for the C-scan image reconstruction.  

4.1.2 Model Simplification 

In the case of the 3D model, because of the high frequency, the number of mesh elements 

was too high. To keep the model computationally inexpensive, the 3D model shown in 

Fig.23 was divided into 25 XY cross-section planes along the Z-axis. The peak density 
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result (section 4.1.4) was found very consistent from one cross-section to another. Thus, it 

was approximated that even with an increasing number of cross-section planes (e.g., 50, or 

100 or more), the change in the average peak density value for each pixel would be very 

insignificant. 

The distance between each plane was kept as 0.25 mm. Figure 2a shows 5 of those 25 

cross-section planes from the middle of the 3D geometry. During model simplification, the 

pixel area got converted into lines. Therefore, instead of conducting simulation in the 3D 

model, the simulation was performed on the simplified 2D model. Finally, the results from 

all the 2D models were cumulated to get the 3D model result. In the 2D model shown in 

Fig.22b, the X direction indicates the depth of the sample, as well as the ultrasound 

propagation direction. The Y-direction indicates the width of the phantom. The gelatin 

sample was surrounded by a perfectly matched layer to ensure uninterrupted wave 

propagation (Fig.22b). The 2D geometry was divided into 5 sectors. The sectors were 

numbered numerically from top to bottom (Fig.22b). In the 2D model, each sector area 

acted as a pixel volume (voxel) from the 3D model. The ultra-sound wave was sent through 

each sector in the positive X-direction in a parametric study. For each frequency step, the 

ultrasound wave pressure was measured at the back wall of each sector. Peak density was 

calculated from the signal received from the back wall line shown in Fig.22b. Since each 

pixel area from the 3D model was converted into five lines (five 2D models), the average 

peak density value from those five 2D models was considered as the corresponding pixel 

value. 
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Fig.22 (a) 3D model with simplification details, (b) Simplified 2D XY plane (at Z = 0) 

4.1.3 Simulation Physics 

In this computation analysis, the underlying physics was similar to the 2D computation 

study (chapter 3.2) which was used in the previous research. The pepper flake was modeled 

as a linear elastic solid. The acoustic pressure that was applied to the soft flake was very 

small (≤ 1Pa). Therefore, the strain value of the solid flake was assumed to be too 

insignificant to follow a non-linear stress-strain profile. Thus, a linear elastic 

approximation was considered. Therefore, the governing equations, as well as the boundary 

conditions, are not discussed here. As an advancement to the previous study, the transducer 

property was imitated in the input background pressure. 

In the fluid and solid domains, the material properties are listed in Table 3 [43][111]. 

 

Table 3 Material property 

Fluid region 

 
 

(a) (b) 

 1 
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Density (ρ1) 1067 kg/m3 

Sound velocity 1540 m/s 

Attenuation coefficient (α) 8.05 Np/m-MHz 

  

Soft pepper flake 

Young’s modulus 1.152 × 107 Pa 

Density 608.1 kg/m3 

Poisson’s ratio 0.29 

 

 

A free triangular mesh was created inside the fluid and solid domain. A mapped mesh was 

used in the perfectly matched layer. A mesh sensitivity analysis was conducted to achieve 

convergence in the simulation result. With decreasing mesh size, the scattered pressure was 

calculated for different frequency steps between 22 to 41 MHz. The convergence was 

achieved for the mesh element size of one-sixth of the wavelength. The simulation was 

conducted with a mesh of a maximum of 3020168 elements. Computational configuration 

of a Core i7-9700 processor with 16 GB RAM was used to conduct the simulation. 

In the experimental study, the frequency bandwidth of the high-frequency transducer was 

22-41 MHz with a center frequency of 31.5 MHz [55]. Therefore, a similar frequency range 

was used for the computational analysis. Furthermore, the transducer property was closely 

approximated in the input background pressure by multiplying it with a generalized 

Gaussian function of pressure distribution among the frequency range (Fig.23) [112]. This 

enabled us to apply frequency-dependent pressure similar to a transducer with frequency 

bandwidth. The frequency step size was selected as 100 kHz. The model was computed for 
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the scattered pressure at each frequency step from 22 to 41 MHz and then all the frequency 

responses were compiled into a frequency spectrum at the back wall. A peak counting 

algorithm was used to count the number of peaks and valleys of each spectrum.  

 

Fig.23 Incident background pressure distribution 

4.1.4 Results and Discussion 

In the experimental work by Stromer et al. an intuitive threshold pressure magnitude was 

applied during the peak density calculation which increased the image quality. The purpose 

of using the threshold value was to eliminate peaks with insignificant pressure magnitude. 

Similarly, in this study, a small threshold value of 0.02 Pa was applied during peak density 

calculation. The result shown in Fig.24 represents the peak density of the XY cross-section 

from the center of the Z-axis for all 5 sectors (Fig.22b). It is observed that peak density 

was higher in the sectors having a larger amount of pepper flake. Hence sector 1 had the 

lowest peak density since there was no pepper flake in that sector. Sector 5 also showed a 

very low peak density instead of having a tiny portion of the pepper flake. During the image 
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construction based on the peak density value, this kind of response (sector 5) resulted in an 

image that did not visualize a portion of the structure (pepper flake) boundary. This issue 

was further discussed in the following sections. 

 

Fig.24 Peak density in all sectors at the center plane (Z=0) 

 

The received signal spectrum was also analyzed for the computational model described 

above. The purpose of this analysis was to explore the signal propagation in terms of the 

received signal pattern. In Fig.25, it was evident that the sector 1, and 5 spectrums were 

similar to the Gaussian distribution of the incident pressure. This was because these sectors 

had very less, or no amount of pepper flake, and the incident pressure field was almost 

uninterrupted by the pepper flake. In the case of sectors 3 and 4, all the incident waves 

went through the pepper flake domain and the incident pressure spectrum was very much 

affected by the solid domain.  

. 
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Fig.25 Frequency spectrum in different sectors at Z=0 

 

Fig.26 represents the C-scan image obtained from the computational model. From Fig.26b, 

it was evident that the pixel area containing the pepper flake had a higher value of peak 

density compared to the pixel areas having no pepper flake. The higher the peak density, 

the darker was the pixel shade. The reconstructed image based on peak density value is 

shown in Fig.26c. Fig.26c delineates that almost all the pepper flake region was identified 

in the image except for the smaller region on the right side. This result was similar to the 

experimental results obtained by Stromer et al [55]. 

 

Fig.26 (a) Model geometry (YZ plane view), (b) peak density value of all pixels, (c) 

reconstructed image based on peak density 

 1 

(a) (b) (c) 

 2 
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To avoid the boundary detection issue and to image the object boundaries conclusively, the 

pixels could be selected in a way that the pepper flake sectors were completely covered by 

the flake. In that case, all the sectors containing pepper flake would return significantly 

higher peak density compared to the sectors that did not contain any pepper flake at all 

(Fig.24). Accordingly, pixel shades having pepper flakes would be more pronounced than 

the rest of the pixels.   

4.2 Structure Position Detection 

In C-scan imaging, although the presence of the structure as well as its properties can be 

detected, little information can be achieved regarding the structure's relative position along 

the sound propagation path. In the previous section, the effectiveness of the peak density 

was analyzed in the case of C-scan imaging. In this section, the feasibility of using the peak 

density will be discussed on detecting the position of the pepper flake in the direction of 

the gelatin phantom depth while conducting the C-scan imaging. 

4.2.1 Model Description 

To conduct this study, another computational model was created where a cylindrical pepper 

flake was placed in the center of the phantom medium. In that way, sectors 3, 4, and 5 were 

completely covered by the rectangular flake cross-section while sectors 1, and 5 did not 

contain any flake at all (Fig.27). Since the X direction indicated the depth of the phantom, 

the rectangular cross-section was moved along the X-axis in both directions from the center 

of the phantom. Inside the 5 mm depth of the phantom, the flake was moved 0.5 mm each 

time creating 9 different positions for the flake inside the phantom as shown in Fig.27. 
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Since the flake was in a symmetrical position along the Y-axis, sector 2 and sector 4 

resembled a similar type of sector. Therefore, the simulation was only conducted in sector 

2 and sector 3 to detect the flake position. For each flake position, the peak density was 

calculated and then analyzed to observe any pattern in the peak density that could provide 

some information regarding its relative position. 

 

 

Fig.27 Pepper flake positions 

 

4.2.2 Results and Discussion 

Fig.28a, and Fig.28b show the peak density for the different positions of the flake at sector 

2 and sector 3, respectively. From both plots, it was observed that the peak density did not 

change with the flake position. Therefore, the frequency spectrums for both sectors at all 

positions were analyzed to find any additional correlation. 
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Fig.28 Peak density at all flake positions in (a) Sector 2, and (b) sector 3 

 

Fig.29 and Fig.30 show the spectrums at all positions in sector 2 and sector 3, respectively. 

In both sectors 2 and 3, the peaks and valleys showed a general pattern with pronounced 

peaks and valleys. This should be for the case of measuring the wave pressure at the back 

wall during its gradual compression and rarefaction stages at different frequencies. In both 

sectors, a similar frequency spectrum pattern was observed. But a slight change in the 

pressure magnitude was noticed between peaks and valleys at different positions. 

Therefore, it was understood that, by studying the magnitude variation for those peaks and 

valleys, a conclusive correlation could be established between the flake position and 

magnitude variation. However, peak density was not able to depict the magnitude change 

in those peaks and valleys since the increasing pressure value did not affect the peak 

density. Therefore, another parameter was developed to depict the magnitude variation 

while capturing the change in peak or valley magnitude. This parameter was named Mean 

Peak to Valley Distance (MPVD) as it measured the average magnitude difference between 

all adjacent peaks and valleys. To measure MPVD, the distance (pressure difference) was 

  

(a) (b) 

 1 
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calculated from one peak to the next valley, and then from that valley to the next peak, and 

so on. Then all these distances were averaged to get the final value. Therefore, the MPVD 

would exhibit a change while the magnitude of the peaks and valleys changed in various 

locations.  

 

Fig.29 Frequency spectrum in sector 2 for flake positioned at (a) -2 mm, (b) -1.5 mm, (c) 

-1 mm, (d) -0.5 mm, (e) 0 mm, (f) 0.5 mm, (g) 1 mm, (h) 1.5 mm, and (i) 2 mm 

 

Fig.30 Frequency spectrum in sector 3 for flake positioned at (a) -2 mm, (b) -1.5 mm, (c) 

-1 mm, (d) -0.5 mm, (e) 0 mm, (f) 0.5 mm, (g) 1 mm, (h) 1.5 mm, and (i) 2 mm 
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Fig.31a and Fig.31b showed the MPVD results for sector 2 and sector 3 at all the locations 

of the pepper flake inside the phantom. In both sectors, the MPVD value was found to 

gradually increasing from the central location while following a 2nd-degree polynomial 

trendline. Furthermore, the increasing rate of MPVD value was higher while the flake 

getting closer to the back wall (0 mm to 2 mm) compared to the flake getting closer to the 

ultrasound source (0 mm to -2 mm). The primary reason behind the polynomial trend 

should be the flake’s various positions where it interacted with the compression/rarefaction 

phases of the sound wave at those positions. But while the flake moving towards the back 

wall or bottom of the phantom, the scattered wave from the flake started attenuating less 

because of the decreasing travel path. Thus, scattered pressure started to increase at the 

back wall. The increasing pressure contributed to the MPVD value and affected the 

polynomial trend. Therefore, from -2 mm to 0 mm, the difference between MPVD values 

(negative slope) decreased while from 0 mm to 2 mm, the positive slope increased. One 

important factor is that the difference between MPVD values was very small compared to 

the original spectrum's pressure magnitude. Therefore, to perform this analysis at the 

experimental level, the frequency spectrums need to be normalized by reference signal to 

avoid the noise effect during the MPVD calculation [108]. 
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Fig.31 MPVD value at all flake positions in (a) Sector 2, and (b) sector 3 

 

4.3 Discussion 

In this study, the feasibility of the magnitude variation of the transmitted ultra-sound signal 

in the frequency domain was analyzed for C-scan imaging. The magnitude variation was 

expressed in terms of peak density and MPVD. In a previous experimental study by 

Stromer et al, peak density was found as a promising nonconventional parameter for C-

scan imaging [55]. The study documented some inefficiencies for peak density to detect 

the boundary of the structure in the case of high-frequency analysis. Therefore, in this 

study, first, the experimental result from Stromer et al. was imitated in the computational 

C-scan imaging model which had a similar issue of boundary detection [55]. From the 

result, it was observed that peak density successfully generated a C-scan image of a thin 

pepper flake. Although peak density could not conclusively detect the flake’s boundary in 

the pixel areas with a tiny amount of pep-per flake, the issue could be avoided by proper 

pixel area selection. Furthermore, if a smaller pixel size can be achieved for the imaging 

through a smaller transducer step size, most of the pepper flakes will be automatically 

placed fully inside the pixel area resulting in a better image. Even after that, there is a 
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chance of the flake being positioned partially. But it would be a negligible amount and thus 

the boundary detection would be much better. The smaller pixel can also be achieved 

experimentally by de-creasing the ultrasound beam width. We already know that smaller 

beam width is better for the lateral resolution for the conventional ultrasound parameter in 

C-scan im-aging. Therefore, it is evident that with an unconventional parameter like peak 

density, a smaller beam width would increase the resolution of the image. 

In C-scan imaging, minimal information can be gathered about the structure position along 

with the depth of the sample. Therefore, studies were conducted by utilizing the magnitude 

variation to see the feasibility of achieving any information about the structure location. 

The cylindrical pepper flake was moved along the depth of the phantom for this study and 

magnitude variation was evaluated in terms of peak density for all locations. It was 

observed that peak density was not able to capture the change in the spectrum properly 

since peaks and valleys were changing their magnitude level resulting in similar peak 

densities for different positions. Thus, peak density could not establish any relationship 

with structure position. Therefore, the MPVD parameter was used to express the magnitude 

variation. MPVD perfectly captured the magnitude change of peaks and valleys. With 

gradually positioning the flake from the middle to the bottom of the phantom as well as to 

the transducer, the MPVD value showed a strong increasing trend. Therefore, the MPVD 

value can give us information about the structure location while creating C-scan images. 

To have more accurate information, only the significant peak and valley magnitude can be 

observed. Also, it is expected that with different shapes of the structures, significant peaks 

and valleys will be created at different frequency steps. It can also create a different pattern 
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of the signal. Thus, by analyzing the signal pattern more information can be gathered 

regarding the shape of the structure without imaging the sample. 

In the medical sector, this C-scan imaging technique can be used to image tissue 

heterogeneity. To detect cancerous margins during breast-conserving therapy (BCT), it can 

be used to identify positive/negative margins instantly. The main challenge of using high-

frequency ultrasound in C-scan imaging would be its increasing attenuation rate which 

limits this application to a low thickness level. In recent years, research had been conducted 

to evaluate quantitative ultrasound parameters in photoacoustic measurement and imaging 

[113], [114]. Therefore, future research can be done to evaluate the sensitivity of peak 

density to optical absorbance. With a promising result, this technique can be merged with 

photoacoustic C-scan imaging for much better imaging performance. 

4.4 Conclusion 

Computational modeling of ultrasound C-scan imaging was developed to analyze the 

feasibility of the peak density parameter of the transmitted frequency spectrum. A previous 

experimental study was imitated in the computational model for the validation of the 

analysis. The thin structure was successfully imaged through the computational study. With 

proper pixel area selection or smaller pixel size, a better boundary detection can be 

achieved in C-scan imaging while using the ultrasound peak density parameter. Peak 

density was not effective in giving information regarding the relative position of the 

structure along with the sample depth. Therefore, the magnitude variation of the signal was 

analyzed with MPVD parameter instead of peak density to detect structure position. With 

the increasing depth of the pepper flake inside the gelatin phantom, the MPVD value 
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changed while following a polynomial function. Therefore, in pitch-catch analysis, 

magnitude variation of the frequency spectrum is an effective tool for C-scan imaging as 

well as for extracting additional information about structure position.  
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CHAPTER 5 

5IDENTIFYING BREAST TUMOR GRADES THROUGH HIGH-FREQUENCY 

ULTRASOUND 

In this study, high-frequency ultrasound analysis was conducted computationally to 

evaluate multiple forward acoustic scattering to detect different histological features of 

cancerous tissue [115]. Two important factors from the histological grading were 

considered for the tissue modeling which were nuclear pleomorphism and malignant cell 

density. The design of experiment (DOE) also included two different cellular shapes- 

circular for initial approximation and elliptical for a close approximation. 22 to 41 MHz 

frequency range was used in this study to keep similarity with the previous research [70], 

[116]. Different response parameters in the frequency domain were evaluated in this study. 

One of the response parameters was spectral peak density that was found very responsive 

against microstructural changes [116][108]. The average magnitude difference between all 

the adjacent peaks and valleys was also analyzed which was called Mean Peak to Valley 

Distance (MPVD). Furthermore, the spectral pattern was analyzed to find out significant 

features of the spectrum from various malignant features. It was observed that with cellular 

structures tending towards the cancerous level, peak density increased and MPVD value 

decreased. Also, the cellular density contributed more to the multiple scattering than the 

pleomorphism. 

5.1 Design of Experiment 

Pathologists grade breast tumors based on three criteria. Among those criteria, nuclear 

pleomorphism and malignant cell density were selected for this study to create the DOE. 

In the case of nuclear pleomorphism, a total of 4 levels of nuclear diameter were used. The 
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initial nucleus diameter or the healthy nucleus diameter was kept as 10 µm. To delineate 

the gradual severity of the cancerous stage, the nuclear diameter was increased by 20% (12 

µm), 40% (14 µm), and 60% (16 µm). For the initial stage, the healthy number of epithelial 

cells was kept as 750. In the case of increasing malignant cell density, the number of added 

malignant cells in normal tissue was 375 and 750. Therefore, with increasing cellular 

density, the total number of cells became 1125, and 1500 respectively. Furthermore, in 

previous research, the cells were approximated as spherical shaped where it was found that 

a closer approximation could be achieved through spheroidal cellular shape [62]. 

Therefore, the cellular shape was also considered as another factor for the DOE. Since 

simulations were conducted in two-dimensional models, the spherical and spheroidal 

cellular shape was considered as circular and elliptical, respectively. Another 

approximation was considered that the cell cross-sections were all taken from their center 

plane. Thus, the area of the cell and nucleus was kept uniform in all DOE combinations. 

Furthermore, to model elliptical cells, the direction of the major and minor axis of the 

ellipse became an important factor to consider. Since, in the cancerous stage, the malignant 

cells were arranged loosely from each other, the elliptical cells’ major and minor axis could 

be in any direction inside the tissue. In this study, only two orientations of the elliptical 

cells were considered (horizontal and vertical). These orientations were equally distributed 

between normal and malignant cells.  

In summary, the DOE consisted of 3 factors where nuclear pleomorphism, cell density, and 

cellular shape consisted of 4, 2, and 2 levels, respectively. Therefore, a total of 24 

combinations were created for the full factorial design. Table 4 shows all the combinations 

that were analyzed in this study. From this table, combination 1 depicted the healthy breast 
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tissue, and combination 2 and 14 only showed increasing cellular density with no 

pleomorphism. Thus, combinations 2 and 14 were only depicted as dense breast tissue with 

no malignancy. Combinations 4, 7, and 10 from the circular shape model were similar to 

combination 1. Combinations 16, 19, and 22 from the elliptical cell model were similar to 

combination 13. In both cases, since there were no added malignant cells, nuclear 

pleomorphism was not considered. But these combinations were kept in this study to 

maintain consistency while analyzing the response parameter. 

 

Table 4 Design of experiment (DOE) 

Comb 

no. 

Cell 

shape 

Increase 

in 

malignant 

nucleus 

diameter 

(%) 

Added 

number 

of 

malignant 

cells 

Comb 

no. 

Cell 

shape 

Increase 

in 

malignant 

nucleus 

diameter 

(%) 

Added 

number 

of 

malignant 

cells 

1 Circular 0 0 13 Elliptical 0 0 

2 Circular 0 375 14 Elliptical 0 375 

3 Circular 0 750 15 Elliptical 0 750 

4 Circular 20 0 16 Elliptical 20 0 

5 Circular 20 375 17 Elliptical 20 375 

6 Circular 20 750 18 Elliptical 20 375 

7 Circular 40 0 19 Elliptical 40 0 

8 Circular 40 375 20 Elliptical 40 375 

9 Circular 40 750 21 Elliptical 40 750 

10 Circular 60 0 22 Elliptical 60 0 

11 Circular 60 375 23 Elliptical 60 375 

12 Circular 60 750 24 Elliptical 60 750 
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For characterizing these different combinations, two response parameters were analyzed in 

this study. One of the response parameters was the ultrasound peak density of the frequency 

spectrum. The second response parameter was Mean Peak to Valley Distance (MPVD). 

Furthermore, the spectral pattern (large peaks or valleys, jaggedness, etc.) was analyzed to 

extract detailed frequency information for evaluating tissue microstructure at different 

malignancy levels. 

5.2 Model Description 

In the model geometry, the cells were generated randomly for both normal and malignant 

cases. The cells were created in a way that there was no inter-cellular contact. Thus, the 

model depicted loosely bonded cells inside the tissue. The model consisted of extracellular 

matrix, cytoplasm, and nucleus.  Fig.32 depicts the model geometry for combinations 12 

and 24 from the DOE. Both combinations had normal cells as well as malignant cells where 

the cellular shape was circular and elliptical, respectively. The malignant cells were evident 

in the model geometry as they had a larger nucleus (60% pleomorphism). In the case of the 

elliptical geometry, the cells were arranged in two different orientations based on their 

major and minor axis. A plane ultrasound wave was sent in the positive x-direction. For 

smooth acoustic wave propagation through the tissue boundary, a perfectly matched layer 

(PML) was introduced in the model. The 2D model area was 1300 µm x 1300 µm in 

dimension. In the case of the circular-shaped cellular model, the cell diameter was 25 µm 

[117], [118]. For the elliptical-shaped cellular model, the major and minor axis lengths of 

the cell were approximated 25 µm and 16 µm respectively. 
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Fig.32 Model geometry of (a) combination 12 and (b) combination 24 from the DOE 

 

5.3 Simulation Physics 

Previously, computational modeling was conducted by approximating the ECM, nucleus, 

and cytoplasm as both solid and fluid [119]. Since the goal of this research was to explore 

the multiple scattering and different geometric features of the cell, all histological features 

were considered fluid. In the fluid medium, the acoustic wave propagation followed the 

Helmholtz equation shown in Eq. (1). The equation provides the acoustic pressure 

distribution as a function of frequency inside the medium. 



  79 
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𝑝𝑡 =  𝑄𝑚 (1) 

In fluid, for the speed of sound 𝑐𝑐, attenuation coefficient 𝛼, and frequency 𝑓, the 

equivalent wave number, 𝑘𝑒𝑞  can be shown as 

 𝑘𝑒𝑞
2 =  (

2𝜋𝑓

𝑐𝑐
− 𝑖 ln(10)

𝛼

20
)
2

−  𝑘𝑧
2 = 𝑘2 −  𝑘𝑧

2 (2) 

 

In this model, out of plane wave number 𝑘𝑧 was set to zero. Monopole and dipole source 

term 𝑄𝑚 and 𝒒𝒅 were both zero in this system. 𝜌𝑐 is the fluid density. The total pressure, 

𝑝𝑡 is the summation of the background pressure field (𝑝𝑏) and scattered pressure field (𝑝𝑠). 

In the model, the background pressure field was expressed as wave propagation in 𝑒𝑥̂ 

direction defined as 𝑝𝑏 =  𝑝0𝑒
−𝑖𝑘𝑥. Here 𝑘 is the wavenumber which is the function of 

frequency (𝑓) showed in Eq. (2). 

Material properties in ECM, cytoplasm and nucleus are included in Table 5 [119]. 

 

Table 5 Material properties 

 ECM Cytoplasm Nucleus 

Density, 𝜌𝑐 (𝑘𝑔𝑚−3) 1060 998 1430 

Longitudinal wave speed, 𝑐𝑐 (𝑚𝑠−1) 1570 1483 1509 

Attenuation coefficient, 𝛼 

(𝑑𝐵𝑚−1𝑀𝐻𝑧−1) 
70 70 70 
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The simulation was conducted for a high-frequency range from 22 to 41 MHz mimicking 

a high-frequency transducer with frequency bandwidth. In general, ultrasound transducers 

send pressure waves for a frequency range where the pressure magnitude is distributed in 

a bell-shaped curve and the maximum pressure magnitude is found at the center frequency. 

Therefore, the input background pressure for this model was distributed in a bell-shaped 

pattern over the frequency range and the maximum pressure amplitude was kept at 31.5 

MHz (Fig.33). Furthermore, the frequency bandwidth was selected at 50% of the maximum 

amplitude. Therefore, pressure at 31.5 MHz was selected as 1 Pa and at both 22 and 41 

MHz, it was kept 0.5 MPa (50% of max amplitude). 

 

 

Fig.33 Background pressure distribution over the input frequency range 
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The frequency step size was 100 kHz for this model. Therefore, from the 22 to 41 MHz 

range, the model calculated scattered pressure for 190 frequency points. The average 

scattered pressure for each frequency point was measured from the back wall of the model 

geometry shown in Fig.32. Then the frequency spectrum was generated by accumulating 

all the scattered pressure in the frequency range. The free triangular mesh was used in the 

tissue geometry and the mapped mesh was used in the PML region. Mesh element size was 

selected as one-sixth of the wavelength. 

To calculate the peak density, the number of peaks and valleys were counted from the 

frequency spectrum [17]. For calculating the MPVD parameter, the average pressure 

difference between all adjacent peaks and valleys was measured.  

5.4 Results and Discussion 

Fig.34 represents the peak density result for all the histological feature combinations in the 

cellular cell and elliptical cell model. In both models, it was evident that the peak density 

followed an overall increasing pattern with the increased number of malignant cells as well 

as increased nucleus size (pleomorphism). In the circular cell model (Fig.34a), the trend 

was more evident compared to the elliptical cell model (Fig.34b). The possible reason 

behind that could be the uniform cell area surrounding the nucleus in the circular model. 

This uniform cell shape created a homogeneous intra-cellular scattering compared to the 

elliptical cell model. A full factorial DOF analysis was conducted to inspect the main effect 

of the two histological features on peak density for both circular and elliptical-shaped 

cellular models. From Fig.35, it was evident that in circular models, malignant cell density 

had a profound impact on the increasing peak density. The pleomorphism had a non-
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monotonic impact where it increased the peak density initially, but it seemed that the effect 

was saturated after 20% pleomorphism. It also indicated that the multiple scattering causing 

in the intra-cellular level affected peak density up to a certain level. General trends also 

showed a similar impact in the elliptical shape model where malignant cell density 

generally tended to increase the peak density. The pleomorphism did not seem to affect 

peak density that much in the elliptical shape model.  

 

Fig.34 Peak density for (a) circular cell model (b) elliptical cell model 
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Fig.35 Main effects plots for the peak density in (a) circular-shaped, (b) elliptical-shaped 

cell 

 

In the case of the MPVD result, an overall decreasing trend with increasing histological 

features (cell density, pleomorphism) was observed only for the circular cell model 

(Fig.36a). The elliptical cell model failed to create a general correlation between MPVD 

and the histological features (Fig.36b). In the case of the main effect from the statistical 

analysis, it was observed that only the added number of malignant cells in the circular 

model affected the MPVD decrease (Fig.37). In the rest of the cases from Fig.37, the 

histological features affected the MPVD outcome insignificantly. 
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Fig.36 MPVD result for (a) circular cell model (b) elliptical cell model 

 

 

Fig.37 Main effects plots for the MPVD in (a) circular-shaped, (b) elliptical-shaped cell 
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MPVD variation depends on the peak to valley pressure difference in the frequency 

spectrum. Therefore, if the spectrum patterns remain similar while the peak to valley 

pressure magnitude varies, the MPVD trend could be more conclusive. In this study, since 

the cells were randomly dispersed, the scattering behavior was fully random. Even though 

the spectrums in all cases had a similarity at a certain level, the pressure magnitude was 

too random to provide a meaningful MPVD pattern. In the case of the circular cell, the 

scattered wavefront from the cells was consistent in all directions compared to the elliptical 

cells because of their geometry. In the horizontal elliptical cell, the forward scattering was 

more dominant compared to the vertical elliptical cell. Therefore, the randomness in 

scattering from the elliptical cell was more prominent compared to the circular cell. The 

only time MPVD showed a consistent decreasing trend, was for the added malignant cell 

parameter in the circular cell model. Although having random cell distribution, the shape 

consistency helped to create a better MPVD response in that case. It indicated that with 

increased scattering due to excess malignant cells, the peak to valley pressure magnitude 

decreased over the frequency bandwidth. Overall, for random cell dispersion, MPVD was 

not an effective response parameter to analyze. 

The spectral pattern was also analyzed in this research to extract further information about 

different malignancy levels. For both cellular and elliptical models, the frequency 

spectrums were divided into two groups. Group 1 consisted of the signals acquired from 

375 added malignant cells (Fig.38a and Fig.39a), and group 2 consisted of the signals 

acquired from 750 added malignant cells (Fig.38b and Fig.39b). In both groups, the 
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frequency spectrum from normal/healthy tissue (without malignant cells and 

pleomorphism) was added as a reference to visualize the change in spectrums for different 

malignant grades. In the case of the circular cell model, from Fig.38a, it is evident that all 

the spectrums with 375 malignant cells followed the overall bell-shaped pattern of the input 

background pressure. For the healthy tissue spectrum, a large peak between 30 to 35 MHz 

region was observed. A similar peak with slightly increased amplitude was seen when 375 

cells were added with no pleomorphism (dense healthy tissue). But with increasing nuclear 

pleomorphism in the 375 malignant cells, the peak started to disappear. And finally, with 

60% pleomorphism, the peak completely disappeared for the malignant tissue. In the case 

of the 750 added malignant cells (Fig.38b), this pattern was more pronounced. In the case 

of 750 added cells, for the dense healthy tissue, the peak between 30-35 MHz region had a 

much higher amplitude than the healthy tissue spectrum. But it started to decrease with 

increased nucleus size. Finally, similar to the 375 malignant cells, the peak completely 

vanished with 60% increased nucleus size in malignant tissue. Overall, in both 375 and 750 

malignant cells, the jaggedness in the frequency spectrum started to increase with 

increasing nucleus size.  
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Fig.38 Circular cell: frequency spectrum of the normal histological spectrum with (a) 

spectrums for 375 added malignant cells at different pleomorphism levels, (b) spectrums 

for 750 added malignant cells at all pleomorphism levels 

 

 

Fig.39 Elliptical cell: frequency spectrum of the normal histological spectrum with (a) 

spectrums for 375 added malignant cells at different pleomorphism levels, (b)spectrums 

for 750 added malignant cells at all pleomorphism levels 
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In the case of the elliptical cell shown in Fig.39, the spectrums with 375 and 750 cells 

followed an overall similar pattern to the circular cell. One major difference compared to 

the circular model was that there were two large peaks instead of one in the non-malignant 

spectrums as well as in the spectrum with low pleomorphism (20%). But similar to the 

circular cell model, these peaks gradually disappeared with increased pleomorphism and 

increasing jaggedness was observed in their pattern. Another difference that was spotted in 

the elliptical cell spectrums was the overall scattered pressure amplitude. All the spectrums 

with added malignant cells had a higher amplitude level compared to the healthy tissue 

spectrum. 

From the spectral pattern, it was observed that although the nuclear pleomorphism had less 

of an effect on the response parameters (peak density and MPVD), it certainly affected the 

frequency spectrum. Therefore, by studying the frequency spectrum, information about 

nuclear pleomorphism can be extracted. 

5.5 Conclusion 

High-frequency ultrasound (22-41 MHz) was used to detect histological features in breast 

tumor tissue in a finite element analysis study. Histological features were selected for the 

study based on malignant tumor grading criteria. Malignant cell density and cell nuclear 

size were varied at multiple levels for the ultrasound measurement. The circular and 

elliptical cellular shapes were used for both histological features. Ultrasound peak density 

and MPVD parameters were evaluated to detect the different combinations of malignant 

features. Peak density showed a strong increasing correlation against the increasing number 

of malignant cells and malignant nucleus size for both cellular shapes. In contrast to that, 
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the MPVD parameter responded with a decreasing trend against the histological features 

only for the circular cell shape. For the elliptical cell shape, MPVD failed to provide a 

conclusive trend. Among the two histological features, malignant cell density was found 

dominant against the response parameters. The spectral pattern was also evaluated for all 

malignant feature combinations. The jaggedness increased in the frequency spectrum with 

increasing feature levels. A large peak was observed at the center region (30-35 MHz) of 

the frequency range for the normal tissue and primary malignant tissue. The center peak 

disappeared with increasing nuclear pleomorphism. Thus, by studying the spectral pattern, 

pleomorphism information could potentially be extracted. Overall, spectral variation in the 

frequency level showed a comprehensive correlation with different tumor grades.  
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CHAPTER 6 

6SURGICAL MARGIN ANALYSIS THROUGH QUANTITATIVE ULTRASOUND 

One of the asymptotic breast carcinomas is ductal carcinoma in-situ (DCIS). The growth 

of malignant epithelial cells inside the breast duct is known as DCIS or intraductal 

carcinoma or stage zero cancer [120]–[122]. It is a non-invasive form of carcinoma which 

means that the cancerous cells are yet to spread outside of the duct or surrounding breast 

tissue. It occurs due to the genetic mutations in the cells of the breast duct [122]. It develops 

initially at a terminal duct lobular unit and then extends into the mammary ductal lobular 

system [123]. In the United States, around 60,000 DCIS cases are diagnosed every year 

and account for 20% to 25% of all breast carcinoma [124]–[127]. From the literature, a 

wide range of DCIS visibility (8-50%) through ultrasound imaging was found. But overall, 

ultrasound imaging is considered the least useful imaging technique to detect DCIS [128]. 

Therefore, quantitative ultrasound parameters, as well as spectral ultrasound analysis need 

to be explored in margin analysis to detect asymptotic malignancies like DCIS. 

In this study, quantitative high-frequency ultrasound analysis was done through finite 

element modeling of multiple noninvasive breast duct pathologies of the surgical margin 

[129]. The analysis was done on different cancerous (positive) as well as noncancerous 

(negative) margin models. High-frequency ultrasound (22-41 MHz) was used for the 

analysis in both pulse-echo and pitch-catch methods. In this study, the surgical margin 

models consisted of normal duct, atypical ductal hyperplasia, malignant duct (DCIS), and 

calcified duct (benign and malignant) models. In the case of microcalcification, all three 

types of calcification compositions were used for modeling- (1) Calcium oxalate (CaC2O4), 

(2) Calcium carbonate (CaCO3), and (3) Hydroxyapatite/HAp (Ca10(PO4)6(OH)2). While 
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calcium oxalate and calcium carbonate are associated with benign tumors, HAp is 

associated with malignant tumors [130]. The goal was to observe the feasibility of 

quantitative ultrasound to differentiate duct pathologies inside margin without calcification 

as well as to identify different types of microcalcifications which eventually would indicate 

the margin status (positive or negative). Quantitative ultrasound parameters like peak 

density and MPVD were used for the ultrasound evaluation because of their sensitiveness 

to the soft material microstructure [55], [68]. It was found that for the pitch-catch method, 

only the peak density parameter correlated with the pathological features of the breast duct 

with a conclusive pattern. In contrast to that, for pulse-echo mode, only the MPVD 

parameter provided a conclusive pattern to differentiate the pathological features of the 

breast duct. Furthermore, frequency domain spectral analysis was conducted to visualize 

the spectrum patterns. The goal was to correlate different features of the frequency 

spectrum with the margin models. From the spectral comparison, it was found that spectral 

features like overall pressure magnitude, peak pressure magnitude, and spectrum 

jaggedness could also provide meaningful information to differentiate various types of 

breast duct pathologies inside the margin. 

6.1 Design of Experiment 

The goal of this study was to explore the feasibility of quantitative ultrasound as an efficient 

intraoperative tool for surgical margin detection. The focus of this analysis was to identify 

DCIS during margin-tissue evaluation. To detect DCIS during the margin tissue 

examination, it was necessary to differentiate it from all other noninvasive 

histopathological cases of the breast duct. Therefore, in this study, different pathological 

cases of the breast duct were modeled. The first model that was considered for the study 
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was a normal breast duct. In the simplified normal duct model shown in Fig.40a, the duct 

contains glandular tissue while being surrounded by fatty/adipose tissue [131]. The duct 

diameter varies from 1 mm to 5-8 mm starting from the lobule to the nipple [132], [133]. 

In this case, the duct diameter is selected as 1 mm. Inside a normal duct, the glandular 

tissue contains two layers of epithelial cells [134]. The epithelial cell diameter is considered 

as 20 µm [119]. Therefore, the glandular tissue thickness is 40 µm in this model. Duct fluid 

is presented inside the normal duct. Based on the literature, the duct fluid is assumed as 

water [135]. The duct is surrounded by fatty tissue. In this 2D model, the fatty tissue 

dimension is 2 mm x 2 mm which is kept consistent for all the breast duct models in the 

design of the experiment (DOE). 

Another proliferative breast disease that can be found in breast cancer tissues is ductal 

hyperplasia which occurs because of the overgrowth of epithelial cells inside the duct 

[124]. Three types of hyperplasia can occur inside the breast duct: (1) mild hyperplasia, (2) 

moderate hyperplasia, and (3) atypical ductal hyperplasia (ADH). In the case of the ADH, 

the risk of forming DCIS is 4 to 5 times higher than the normal duct [124]. In this study, 

the ductal hyperplasia was modeled in the form of ADH which is shown in Fig.40b. In this 

case, the proliferative glandular tissue thickness is considered as half of the duct radius i.e., 

0.25 mm. The glandular tissue is modeled as a tumor or malignant tissue. 
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Fig.40 Breast duct models from DOE- (a) normal duct, (b) ductal hyperplasia, (c) duct 

with DCIS, (d) duct with calcification 

 

The third model from the DOE, shown in Fig.40c was the DCIS breast duct model. Since 

DCIS is not invasive, the abnormal growth of epithelial cells is still confined by the duct. 

Therefore, in this model, the breast duct is filled with malignant/tumor tissue. 

Calcification or microcalcification is a form of mineralization that can occur inside the duct 

due to different pathological conditions. To explore the feasibility of quantitative 

ultrasound in detecting calcification, the calcified duct analysis is conducted in an extended 

manner. All three types of micro-calcified (HAp, calcium carbonate, and calcium oxalate) 

ducts are included in the DOE. The HAp is associated with malignancy whereas calcium 
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carbonate (CC) and calcium oxalate (CO) are associated with the benign lesion. Two types 

of benign breast lumps are observed: (1) cysts and (2) fibroadenoma. The cyst is a sac filled 

with fluid whereas fibroadenoma represents the cell overgrowth inside the breast duct 

without being associated with malignancy [136]–[138]. As a benign lesion, fibroadenoma 

is chosen for modeling benign calcifications (CC and CO). The duct tissue for HAp is kept 

as tumor tissue whereas, for calcium carbonate and calcium oxalate, the duct tissue is kept 

as fibroadenoma (benign lesion). Usually, clustered microcalcifications are associated with 

DCIS [139]. In this model shown in Fig.40d, there were two microcalcification clusters 

with each having four oval-shaped calcified structures. 

To create computational variation in all the surgical margin models, the duct is placed in 

five different positions in every margin model. One duct position is at the center of the 

tissue geometry. Two of the positions are at ± 0.4 mm from the center in the horizontal 

direction. The rest of the two positions are at ± 0.4 mm from the center in the vertical 

direction. 

6.2 Finite Element Analysis 

6.2.1 Simulation Physics 

COMSOL Multiphysics software was used for the finite element analysis of the above-

mentioned models from the DOE. The acoustic propagation could be modeled as either a 

longitudinal pressure wave or an elastic wave. In the case of tissue regions (fatty tissue, 

glandular tissue, tumor tissue, fibroadenoma), the stiffness was too low to accommodate 

elastic wave propagation [131]. Therefore, inside the tissue region as well as duct fluid, 

only longitudinal pressure wave propagation was modeled. For only longitudinal pressure 
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wave propagation, COMSOL solves the Helmholtz equation in pressure acoustics physics 

shown in Eq. (3.1), Eq. (3.3), Eq. (3.7), and Eq. (3.8) from section 3.2.1 and 3.2.2. 

In the case of the microcalcification materials, the elastic wave propagation was supported 

due to the high stiffness. The strain value of the solid structure was too small to follow a 

non-linear stress-strain profile because of the smaller incident pressure (≤ 1Pa). Therefore, 

calcification materials were modeled as linearly elastic. For the elastic wave propagation, 

COMSOL solves the 2D Navier’s equation in the solid mechanics physics shown in Eq. 

(3.4) from section 3.2.1. Since longitudinal wave was propagating through the tissue 

medium, and the elastic wave was propagating through the calcification medium, the 

respective Helmholtz equation and Navier’s equation were coupled (micro calcified duct 

model) by the boundary conditions shown in Eq. (3.5) and Eq. (3.6) from section 3.2.1. 

The coupling included the tissue load on the calcification structure and the structural 

acceleration as experienced by the tissue. 

6.2.2 Model Description 

Fig.41 shows the detailed model description of the normal duct model. Ultrasound plane 

waves were sent along the positive x-direction of the model geometry. A perfectly matched 

layer (PML) was introduced to ensure that the sound wave left the model domain without 

any reflection. The computational analysis was conducted for both pitch-catch and pulse-

echo propagation modes. For the pitch-catch mode, the scattered ultrasound pressure was 

measured at the back wall and for the pulse-echo mode, it was calculated at the front wall. 

A free triangular mesh was created in the tissue geometry and a mapped mesh was created 

in the PML region. A mesh sensitivity analysis was conducted to achieve convergence in 
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the simulation result. For this analysis, the maximum element size was selected as 𝜆 6⁄ , 

𝜆 7⁄ , 𝜆 8⁄ , and 𝜆 9⁄  where 𝜆 was the wavelength (𝜇𝑚). The convergence was achieved in 

all the models with a maximum element size of 𝜆 8⁄ . 

 

 

Fig.41 Computational model description 

 

An extensive literature review was conducted to gather the material properties for different 

types of tissues as well as for microcalcification minerals [130], [140], [149]–[153], [141]–

[148]. The material properties for all the tissues, duct fluid, and microcalcification minerals 

were listed in Table 6 and Table 7. 
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Table 6 Material properties for all tissues and duct fluid 

 

Density (𝜌) 

𝑘𝑔/𝑚3 

Sound speed (𝑐) 

𝑚/𝑠 

Attenuation coefficient (𝛼) 

𝑁𝑝/m − 𝑀𝐻𝑧 

Fatty tissue 869 1422 5.7 

Glandular tissue 874 1487 10.5 

Tumor tissue 1041 1548 11.28 

Fibroadenoma 1060 1520 10.82 

Duct fluid (water) 1000 1480 0.025 

 

 

Table 7 Material properties for all microcalcification minerals 

 

Density (𝜌) 

𝑘𝑔/𝑚3 

Sound speed (𝑐) 

𝑚/𝑠 

Young’s modulus 

𝐺𝑃𝑎 

Poisson’s 

ratio 

Hydroxyapatite 

(HAp) 
3180 1374 6 0.27 

Calcium 

Carbonate 
2930 5486 88.19 0.32 

Calcium Oxalate 2200 4785 50.38 0.32 
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The simulation was conducted for a high-frequency range from 22 to 41 MHz to mimic a 

high-frequency transducer with frequency bandwidth. The transducer properties were 

followed similarly to the last study from section 5.3 (Fig.33). 

6.2.3 Parameter Estimation 

The frequency step size for the simulation was selected as 100 kHz. Therefore, starting 

from 22 MHz to 41 MHz, for every 100 kHz frequency increment, the ultrasound pressure 

wave was sent through the simulation model geometry. The average scattered pressure was 

measured at both the front and back wall for all 190 different frequencies. These pressure 

values were accumulated to create the frequency spectrum in both pulse-echo and pitch-

catch mode. 

To calculate the peak density parameter, the peaks and valleys were counted from the 

frequency spectrum [66]. To calculate the MPVD parameter, first, the pressure magnitude 

difference between each adjacent peak and valley was measured in the frequency spectrum. 

Then all these values were averaged to get the MPVD value for that corresponding 

spectrum. Additionally, the frequency spectrums from all the breast duct models were 

compared for both pulse-echo and pitch-catch modes to extract further pathology-based 

information. 

6.3 Results and Discussion 

Fig.42 shows the peak density and MPVD data from all the computational margin models 

for the pitch-catch ultrasound propagation mode. The mean peak density result was high 

for the normal duct inside the margin. With the increasing carcinoma level i.e., during 

hyperplasia and DCIS, the mean peak density started to decrease. When the calcification 
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was introduced in the duct, the peak density value again went up than the other carcinoma 

level. For the calcification models, from the peak density results, it was observed that both 

benign calcifications (CC and CO) had a similar mean peak density which was less than 

the malignant calcification (HAp). Without calcification, the standard deviation range of 

the malignant margin cases (ductal hyperplasia and DCIS) was outside (lower) of the range 

of the normal margin (normal duct). The standard deviation range of the calcified margin 

models was inside the range of the normal margin at some level.  

In the case of the margin with normal duct, there were three different levels of materials 

i.e., fatty tissue, glandular tissue, and duct fluid. Thus, multiple ultrasound scattering 

occurred (at the fat-glandular tissue and glandular tissue-duct fluid interfaces). Therefore, 

the peak density value was high because peak density increases with an increasing level of 

scattering [70]. In the case of ductal hyperplasia inside the margin, although it had similar 

materials like the normal duct, the duct fluid region decreased to almost half, and the 

glandular tissue was substituted by the tumor tissue which covered more than half of the 

duct area. Compared to the duct fluid, tumor tissue possessed a very high attenuation 

coefficient. Therefore, the overall attenuation coefficient in the tumor-fluid region was 

higher than the glandular-fluid region from the normal duct. Accordingly, the acoustic 

scattering from the tumor-fluid interface became very insignificant since acoustic intensity 

decreased more compared to the normal duct. So, the hyperplasia model provided less peak 

density compared to the normal duct. In the case of the pure DCIS inside margin, there 

were only two materials (fatty tissue and tumor tissue). Therefore, the scattering level was 

lower than the previous two models and it yielded a further lower peak density value. When 

calcification was added to the model, multiple scattering again started to occur. Therefore, 
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the scattering level was high compared to the previous two carcinoma models. But since 

the tumor tissue (in case of HAp) and fibroadenoma (in case of CC and CO) occupied most 

of the duct area and had a high attenuation coefficient compared to the duct fluid (normal 

duct), the peak density value was lower for calcification compared to the normal duct. 

While comparing the benign and malignant calcification results, the stiffness of the CC and 

CO was much higher compared to that of HAp. From the literature, it was found that with 

increased stiffness in the material, the peak density decreases which complimented the 

result in this case [116]. 
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Fig.42 Parameter values for all the models in pitch-catch mode: (a) peak density, and (b) 

MPVD 

 

In the case of the MPVD results, the mean MPVD value of the hyperplasia model was the 

highest with the maximum standard deviation. The mean MPVD value for the normal duct 

and DCIS models was low compared to the hyperplasia and calcification models. Overall, 

the MPVD data failed to establish a meaningful trend with different duct pathologies. It 

was observed that both benign calcifications had a similar MPVD value which was slightly 

higher than the malignant calcification value. 

Fig.43 shows the results of all the DOS models for the pulse-echo ultrasound propagation 

mode. In the case of the peak density results, all the margin models had higher peak density 

values except for the ductal hyperplasia. The highest mean value was recorded for the 

malignant calcification model. Overall, the peak density result in the pulse-echo mode 

failed to establish a meaningful trend with the margin models. In the case of pulse-echo 

mode, the scattered wave interacted with the incident wave while reaching the front wall 

of the model geometry. This might be one reason for the inconclusive relationship. 

In the case of the MPVD data, the result was meaningful and was similar to the peak density 

result of the pitch-catch method. The mean MPVD of the normal duct was the highest and 

with increasing carcinoma, the value started to decrease. But when calcification was added 

to the model, the MPVD started to increase again. In contrast to the peak density pattern 

from the pitch-catch method, the malignant calcification MPVD was lower than the benign 

calcification MPVD value. But still, both benign calcification models provided similar 
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MPVD values which were similar to the “pitch-catch peak density” case (Fig.42a). Without 

calcification, the standard deviation range of the malignant margin cases (ductal 

hyperplasia and DCIS) was outside (lower) of the range of the normal margin (normal 

duct). The standard deviation range of the calcified margin models was also outside (lower) 

of the range of the normal margin. The difference in their range (malignant vs benign 

calcification) was partly distinguishable. From previous research, it was found that when 

peak density results provided similar values for different models, the MPVD became 

effective [68]. By definition, the MPVD depicted the average peak to valley pressure 

magnitude difference in a frequency spectrum. Therefore, even though the peak density 

was similar for all models, the spectrum pattern differed from each other because of the 

structural difference between all models. Accordingly, the change of values between all 

the peaks and valleys from different spectrums provided a meaningful MPVD correlation. 
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Fig.43 Parameter values for all the models in pulse-echo mode: (a) peak density, and (b) 

MPVD 

 

In addition to analyzing the peak density and MPVD results, the frequency spectrums from 

all models were compared directly for both pulse-echo and pitch-catch ultrasound analysis 

modes. The goal of this analysis was to find specific patterns in the frequency spectrum 

which could provide more information about the different breast duct pathologies. 

Fig.44 shows the frequency spectrums of all the margin models for the pitch-catch method 

of ultrasound analysis. From the figure, it was observed that the peak pressure values for 



  104 

all the spectrums were at different frequency levels. The DCIS peak pressure was shifted 

to the right by approximately 3 MHz compared to the normal duct peak pressure. In the 

case of ductal hyperplasia, the peak pressure was shifted further right an additional 3 MHz 

compared to the DCIS model. Furthermore, only the peak pressure for the normal duct 

model occurred before the center frequency. In the case of DCIS and malignant 

calcification, the peak pressure was approximately at the center frequency. For the rest of 

the model spectrums, the peak pressure occurred after the center frequency. When 

calcification was added to the model, larger pressure magnitude variation (jaggedness) was 

observed compared to non-calcified models. The benign calcification (CC and CO) 

spectrums reached their peak pressure after 4 MHz com-pared with the malignant 

calcification (HAp) spectrum. The shifting peak pressure along the frequency axis was an 

outcome of the resonant frequency of material. At the resonant frequency, the material 

generates maximum sound pressure when subjected to external acoustic vibration. The 

resonant frequency changes with material properties. Therefore, with various tissue 

materials in the breast duct, different surgical mar-gin models possessed different resonant 

frequencies. Accordingly, the peak pressure of different models occurred at different 

frequencies. Thus, the frequency corresponding to the peak pressure could be an indicator 

of material properties as well as breast tissue pathologies. Additionally, the benign 

calcification spectrums were similar to each other explaining why they had similar peak 

density and MPVD. Overall, there was a clear difference between the malignant and benign 

calcification spectrums. 

 



  105 

 

Fig.44  Frequency spectrums for all DOE models for the pitch-catch mode 

 

Fig.45 shows the frequency spectrums of all the breast duct models for the pulse-echo 

method of ultrasound analysis. In this case, the spectrum patterns showed a clearer 

correlation between each other compared to the pitch-catch spectrums. Periodicity was 

observed in the normal duct spectrum due to the small thickness of the duct. The reflected 

acoustic wave from the duct wall came back to the front wall during its compression (high 

pressure) and rarefaction (low pressure) stages at the corresponding frequencies. With 

added malignancy and calcification in the normal duct geometry, the reflected wave from 

the tumor tissue as well as calcification started to contribute to the previous spectrum with 

different phases. Therefore, the periodicity in the spectrum started to fade away with 

malignancy. The overall patterns of the pulse-echo spectrums showed opposite 

characteristics to the pitch-catch spectrums. The peak pressure magnitude of the spectrums 
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shifted gradually to the left with added calcification level. Furthermore, the normal duct 

spectrum, in this case, had the highest overall pressure magnitude level with larger pressure 

magnitude variations between the peaks and valleys. Both the pressure level and peak to 

valley magnitude variation started to decrease with an added level of carcinoma. With the 

addition of calcification, they started to increase again. The calcification spectrums also 

showed the opposite trait to the previous method. In this case, the malignant calcification 

spectrum had a lower level of pressure magnitude and smaller variation compared to the 

benign calcification spectrums. However, similar to the previous mode, the CC and CO 

(benign) spectrum patterns were very similar as well as distinguishable to the HAp 

(malignant) spectrum. 

 

 

Fig.45  Frequency spectrums for all DOE models for the pulse-echo mode 
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Peak density in the pitch-catch method and MPVD in the pulse-echo method pro-vided 

meaningful trends with margin tissue pathologies. Although similar patterns were depicted 

by these response values for non-calcified margin models, the results were the opposite for 

the calcified models. In the case of the spectral comparison, some features of the frequency 

spectrums were found useful to differentiate the spectrums which were overall pressure 

magnitude level, peak pressure magnitude, and jagged-ness level of the spectrum. In the 

pulse-echo mode, DCIS can be identified by the low MPVD value as well as the low-

pressure magnitude level in the spectrum with irregular jaggedness. Malignant calcification 

can be identified with a similar spectrum pattern with more jaggedness. In the pitch-catch 

mode, a lower peak density value can indicate the presence of the DCIS. Malignant 

calcification can be identified with a high peak density and high-pressure level in the 

frequency spectrum with distinguished and irregular jaggedness. By using quantitative 

ultrasound, the benign and malignant calcifications were differentiated at multiple levels. 

Therefore, the author’s under-standing is that quantitative ultrasound analysis can be used 

as a very effective tool to identify different pathology levels of the margin intraoperatively. 

This characterization method can be implemented during breast conserving surgery to 

evaluate the surgical margin. Since the results can be obtained instantaneously, the 

surgeons will be able to understand the nature of the surgical margin histology (benign, 

malignant, or calcified) shortly after the tumor and margin excision. This will help the 

surgeons to decide whether or not further excision is necessary during the surgery. It is 

expected that including this method of margin characterization with conventional 

ultrasound imaging will increase the efficiency of the intraoperative ultrasound analysis by 
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reducing the reoperation rate among breast cancer patients. Furthermore, both pulse-echo 

and pitch-catch methods were found effective for this application although, for the latter 

method, it might be complicated to implement at the experimental level. 

6.4 Conclusion 

In this study, computational ultrasound analysis was conducted on different breast duct 

models that were created based on various malignant and benign cases. Quantitative 

parameters of high-frequency ultrasound (22-41 MHz) were used for the analysis. The 

analysis was conducted for both pulse-echo and pitch-catch ultrasound modes. It was found 

that the peak density parameter was effective in the pitch-catch method whereas the MPVD 

parameter was effective for the pulse-echo method. In both cases, the parameters showed 

a conclusive pattern to differentiate different breast duct pathology. The analysis was 

further extended to compare the frequency spectrums of all models. Spectral features like 

overall pressure magnitude, peak pressure magnitude, spectrum jaggedness were observed 

during the comparison. Pulse-echo and pitch-catch mode showed opposite traits for the 

spectrums in terms of these features. Compared to the pitch-catch mode, pulse-echo mode 

showed a more conclusive pattern in all the spectrums. Overall, quantitative ultrasound 

analysis was found effective for both methods to differentiate the pathological duct 

features. Along with ultrasound imaging, this analysis can be introduced to establish 

ultrasound as the primary and comprehensive tool for breast screening. 
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CHAPTER 7 

7CONCLUSION 

7.1 Summary 

The study was originally motivated by the necessity of creating an instantaneous margin 

detection process during breast conservation therapy. To this purpose, the study mainly 

focused on high-frequency ultrasound analysis of soft material because of its advantage of 

providing better axial and lateral resolution. For the quantitative ultrasound analysis, a 

comparatively new parameter, peak density was primarily selected for its sensitivity 

towards the microstructural change. The goal was to evaluate the feasibility of peak density 

in different aspects of ultrasound analysis for soft material characterization. The study was 

later expanded to identify the limitations of peak density parameters and address them by 

introducing a derivative parameter of peak density. 

Chapter 0 started with a clear problem statement and research goal that was later achieved 

through this research. To understand ultrasound analysis and its application in material 

characterization, different types of ultrasound analysis processes were explained. Different 

types of ultrasound parameters were discussed including their limitations in material 

characterization. An extensive literature review was conducted on different aspects of soft 

material characterization which were addressed by the study that was included in the thesis. 

In chapter 2, underlying physics of ultrasound wave propagation in different types of 

material. An important characteristic of ultrasound propagation, acoustic scattering was 

discussed in detail which was beneficial to understand the peak density parameter of high-

frequency ultrasound. 
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Chapter 3 illustrated a comprehensive study on the relationship between ultrasound 

parameters, peak density, and acoustic scattering which was fundamental towards 

understanding its feasibility in material characterization. The study was conducted in an 

analytical, computational, and experimental manner to establish peak density as a function 

of acoustic scattering. 

One of the widely used ultrasound applications is ultrasound imaging. Therefore, in chapter 

4, the application of peak density parameter in ultrasound C-scan imaging was shown 

through the computational study. The computational result was validated by the 

experimental outcome from the literature. The study was further extended to apply a 

derivative of peak density parameter named MPVD to detect structures relative position 

along with the depth during C-scan imaging. From the study, it was found that peak density 

and MPVD parameters can be used to produce a C-scan image of soft material as well as 

to detect its relative position. 

After understanding the effectiveness of high-frequency ultrasound peak density and 

MPVD parameters, a similar analysis was applied to identify various histologic tumor 

grades (chapter 5). The study was conducted through finite element analysis of the cell-

based model of breast tumors. In addition to the ultrasound parameters, the ultrasound 

frequency spectrums were also analyzed in the study. From this study, it was observed that 

through quantitative high-frequency ultrasound, histopathologic tumor grades can be 

identified which is beneficial during margin analysis. 

Finally, the feasibility of high-frequency ultrasound was analyzed for detecting DCIS in 

the surgical margin of breast tumors (chapter 6). The goal was to identify different steps of 



  111 

DCIS formation which is the most common form of non-invasive and asymptotic breast 

carcinoma. The study was conducted through finite element modeling and the study 

parameters were kept similar to chapter 5. All the pathologic cases associated with DCIS 

were included in that study. The results indicated that during breast-conserving surgery 

(lumpectomy), quantitative ultrasound has the potential to instantaneously identify DCIS 

in the surgical margin. 

7.2 Scientific Contribution 

The goal of this research was to establish ultrasound analysis as an instantaneous tissue 

margin detection tool through the QUS peak density and MPVD parameters. The research 

showed various aspects of ultrasound analysis that could be used for tissue characterization.  

Breast cancer is the most common form of cancer among women in the United States and 

the second most common form of cancer among women worldwide. During breast 

conserving therapy, failing to identify breast tumor margin instantaneously as positive or 

negative, increases the re-excision rate as well as the local recurrence rate [154]. 

Furthermore, if a positive margin is found, the patient has to go through mental trauma to 

go for further surgery. Also, it is not economically feasible since BCT with radiation 

therapy costs on average $15,000 [155].  

There are many intraoperative technologies available that are used to reduce the rate of 

positive margins. During lumpectomy, technologies like wire localization, radioactive seed 

localization, radioguided occult lesion localization, and ultrasound guidance were used for 

the excision of an adequate amount of tumor tissue including the margin [71]. In addition 

to that, intraoperative pathologic technologies like frozen section analysis, gross histology, 
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imprint cytology, specimen radiography, and sonography were also applied to lower the 

positive margin rates. These pathological techniques are comparatively time-consuming, 

resource-intensive, and require skilled operators [17], [156], [157]. Therefore, the findings 

from this research on quantitative ultrasound analysis will contribute to developing an 

ultrasound technology for instantaneous margin management which will ultimately 

decrease the reoperation and local recurrence rate. This will help breast cancer patients 

physically, psychologically, and financially. 

Currently, mammography is considered the gold standard of breast screening for 

identifying non-invasive carcinoma like DCIS [81]. Some of its limitations such as 

screening dense breasts are solved by ultrasound imaging [80], [158]. Till now, ultrasound 

alone is not used for breast screening because of its limitations of providing false-positive 

results  [159]–[161]. Ultrasound imaging in breast screening has limitations in detecting 

calcification [162], [163]. As a result, mammography is still the principal mode of breast 

screening which is comparatively expensive and deals with ionization. Establishing 

ultrasound analysis as the primary mode of breast screening can be a more economic and 

safer option. Therefore, combining the spectral-based ultrasound analysis from this 

research with conventional ultrasound imaging techniques can establish ultrasound as the 

primary breast screening method. 

7.3 Future Recommendations 

Based on the findings from the above studies, further research can be conducted on 

ultrasound peak density and MPVD parameters. The research can be done on evaluating 
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the parameters further as well as applying the parameters in other characterization fields. 

Some of the future research recommendations are discussed in this section. 

7.3.1 Experimental Analysis on Real Tissue 

In this thesis, chapters 5 and 6 discussed ultrasound analysis to identify tumor grades and 

specific tumor pathologies. The analysis was done computationally alone. Therefore, 

further research can be done on real tumors and breast pathology to analyze the 

effectiveness of peak density and MPVD on soft tissue characterization on an experimental 

level. Furthermore, the computational and experimental study can be expanded to 

characterize carcinoma in tissues of other human organs like the liver, kidney, uterus, etc. 

7.3.2 Evaluating Various Transducer Properties 

The current research on ultrasound peak density and MPVD parameters was associated 

with unfocused single-element transducers. Multiple array transducers have the capability 

of focusing and steering the ultrasound wave. Therefore, characteristics of the peak density 

and MPVD parameters can be evaluated for multiple-element transducers (e.g., linear 

array, circular array). Other than that, the parameters can be evaluated for a higher range 

of frequencies. By increasing the frequency level further (> 41 MHz) can change the 

scattering characteristic from diffractive to diffuse scattering. More information about peak 

density and MPVD parameters can be extracted from this analysis. 

7.3.3 Photoacoustic Imaging 

In recent years photoacoustic imaging showing great promise in the area of medical 

imaging  [85], [95], [114], [164]. In photoacoustic imaging, the tissue absorbs optical 

energy (laser source) and generates a thermoelastic expansion which produces ultrasound 
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waves. In this case, the imaging process utilizes the optical absorbance property [165]. 

Therefore, materials that have similar acoustic properties, but different optical absorbance 

can be differentiated through photoacoustic imaging. In the case of C-scan imaging, the 

feasibility of peak density and MPVD parameters can be evaluated for photoacoustic 

imaging. If these parameters can be used for both ultrasound and photoacoustic imaging, 

combined imaging can be more effective than ultrasound imaging alone. 

Instead of conducting the finite element modeling for the computational analysis of 

photoacoustic imaging, the k-space approach can be utilized. In finite element analysis, the 

mesh element size depends on the acoustic wavelength. Therefore, in the case of high-

frequency wave propagation, it is really hard to conduct 3D simulation because of the large 

number of mesh elements being required to achieve convergence [68]. It was found that 

the k-space method offered comparatively low computational cost as well as better 

simulation efficiency [166]. Since it is a spectral method, it calculates the spatial gradients 

using FFTs. Therefore, it requires only two nodes per wavelength whereas the finite 

element analysis requires six to ten nodes per wavelength to achieve convergence. Realistic 

photoacoustic imaging can be performed in MATLAB through an open-source acoustic 

toolbox named k-Wave [167]. 

7.3.4 Characterization of Hard Materials 

A similar technique to these above studies can be utilized to characterize hard materials. 

Hard materials accommodate elastic wave propagation due to having high stiffness. 

Therefore, additionally, wave mode conversion will occur in hard materials which can be 

correlated with peak density and MPVD parameters. Therefore, these parameters have the 
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potential for nondestructive testing of expensive materials in aerospace industries as well 

as medical industries (bone material characterization). 
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APPENDIX A  

MATLAB CODE 
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%Calculating peak density 

 

function count=count_peak(signal, thres) 

 

%count_peak calculates the total number of peaks and valleys (peak density) in a 

spectrum 

%signal: frequency spectrum 

%thres: threshold value during peak density calculation 

%count: peak density 
 

count = 0; 

min = Inf;  

max = -Inf; 

slope = 0; 

 

for i=1:length(signal) 

  element = signal(i); 

  if (element > max) 

      max = element;  

      %slope = 1; 

  end 

  if (element < min) 

      min = element;  

      %slope = 0; 

  end 

   

  if (slope ==1) 

    if (element < max-thres) 

      min = element; 

      slope = 0; 

      count = count +1; 

    end   

  else 

    if (element > min+thres) 

      max = element; 

      slope = 1; 

      count = count +1; 

    end 

  end 

end 

end 
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APPENDIX B 

JAVA CODE 
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//Creating random cell geometry (cytoplasm, nucleus) in COMSOL 

int NUMBER_OF_CIRCLE = 3000; // Number of normal cell circle 1500 

int NUMBER_OF_CANCER = 1500; 

int nonOverlapArrayIndex = 0; 

 

double[][] nonOverlappedAraay = new double[NUMBER_OF_CIRCLE][3]; 

 

double[] x1CordinateArray = new double[NUMBER_OF_CIRCLE]; 

double[] x2CordinateArray = new double[NUMBER_OF_CIRCLE]; 

double[] y1CordinateArray = new double[NUMBER_OF_CIRCLE]; 

double[] y2CordinateArray = new double[NUMBER_OF_CIRCLE]; 

double[] firtstRadiousArray = new double[NUMBER_OF_CIRCLE]; 

double[] secondRadiousArray = new double[NUMBER_OF_CIRCLE]; 

 

model.component("comp1").geom("geom1").lengthUnit("um"); 

model.component("comp1").geom("geom1").selection().create("csel1", 

"CumulativeSelection"); 

model.component("comp1").geom("geom1").selection("csel1").label("cytoplasm"); 

model.component("comp1").geom("geom1").selection().create("csel2", 

"CumulativeSelection"); 

model.component("comp1").geom("geom1").selection("csel2").label("nucleus"); 

 

 

 

double AREA_WIDTH = 1300.0; 

double AREA_LENGTH = 1300.0; 

double PML = 50.0; 

double fixed_radius = 12.50; //cytoplasm radius 

double normal_radius = 5.0; //nucleus radius 

double cancer_radius = 8.0; //nuclear pleomorphism 

 

 

model.component("comp1").geom("geom1").create("r1", "Rectangle"); 

model.component("comp1").geom("geom1").feature("r1").set("base", "center"); 

model.component("comp1").geom("geom1").feature("r1").set("size", new 

double[]{AREA_LENGTH+2*PML, AREA_WIDTH+2*PML}); 

model.component("comp1").geom("geom1").feature("r1").set("layerleft", true); 

model.component("comp1").geom("geom1").feature("r1").set("layerright", true); 

model.component("comp1").geom("geom1").feature("r1").set("layertop", true); 

model.component("comp1").geom("geom1").feature("r1").setIndex("layer", 50.0, 0); 

 

for (int i = 0; i < NUMBER_OF_CIRCLE;) { 

  //first circle 

   

  x1CordinateArray[i] = (2.0*Math.random()-1.0)*AREA_LENGTH/2; 
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  y1CordinateArray[i] = (2.0*Math.random()-1.0)*AREA_WIDTH/2; 

  firtstRadiousArray[i] = fixed_radius; 

   

  if (i == 0) { 

    nonOverlappedAraay[i][0] = x1CordinateArray[i]; 

    nonOverlappedAraay[i][1] = y1CordinateArray[i]; 

    nonOverlappedAraay[i][2] = firtstRadiousArray[i]; 

    nonOverlapArrayIndex++; 

    i++; 

    continue; //first circle 

  } 

   

  //second circle from previous circle 

  boolean overlap = false; 

  for (int j = 0; j < nonOverlapArrayIndex; j++) { 

     

    double x1 = x1CordinateArray[i]; 

    double x2 = nonOverlappedAraay[j][0]; 

    double y1 = y1CordinateArray[i]; 

    double y2 = nonOverlappedAraay[j][1]; 

    double r1 = firtstRadiousArray[i]; 

    double r2 = nonOverlappedAraay[j][2]; 

     

    double l = Math.sqrt((x1-x2)*(x1-x2)+(y1-y2)*(y1-y2)); 

    if (l <= r1+r2) { 

      System.out.println("Circumference of C1  and C2  intersect"); 

      overlap = true; 

      break; 

    } 

     

    else { 

      System.out.println("C1 and C2  do not overlap"); 

      overlap = false; 

    } 

     

  } 

   

  if (Math.abs(x1CordinateArray[i]) > ((AREA_LENGTH/2)-firtstRadiousArray[i]) || 

Math.abs(y1CordinateArray[i]) > ((AREA_WIDTH/2)-firtstRadiousArray[i])) 

  { 

    continue; 

  } 

   

  if (overlap == false) { 

    nonOverlappedAraay[nonOverlapArrayIndex][0] = x1CordinateArray[i]; 
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    nonOverlappedAraay[nonOverlapArrayIndex][1] = y1CordinateArray[i]; 

    nonOverlappedAraay[nonOverlapArrayIndex][2] = firtstRadiousArray[i]; 

    nonOverlapArrayIndex++; 

     

    int ind = i; 

     

    model.component("comp1").geom("geom1").create("c"+ind, "Circle"); 

    model.component("comp1").geom("geom1").feature("c"+ind).set("r", 

firtstRadiousArray[i]); 

    model.component("comp1").geom("geom1").feature("c"+ind).set("pos", new 

double[]{x1CordinateArray[i], y1CordinateArray[i]}); 

     

    with(model.component("comp1").geom("geom1").feature("c"+ind)); 

      set("contributeto", "csel1"); 

    endwith(); 

    ind++; 

     

    if (i <= NUMBER_OF_CANCER) { 

      model.component("comp1").geom("geom1").create("c"+ind, "Circle"); 

      model.component("comp1").geom("geom1").feature("c"+ind).set("r", cancer_radius); 

      model.component("comp1").geom("geom1").feature("c"+ind).set("pos", new 

double[]{x1CordinateArray[i], y1CordinateArray[i]}); 

       

      with(model.component("comp1").geom("geom1").feature("c"+ind)); 

        set("contributeto", "csel2"); 

      endwith(); 

    } 

     

    else { 

      model.component("comp1").geom("geom1").create("c"+ind, "Circle"); 

      model.component("comp1").geom("geom1").feature("c"+ind).set("r", 

normal_radius); 

      model.component("comp1").geom("geom1").feature("c"+ind).set("pos", new 

double[]{x1CordinateArray[i], y1CordinateArray[i]}); 

       

      with(model.component("comp1").geom("geom1").feature("c"+ind)); 

        set("contributeto", "csel2"); 

      endwith(); 

    } 

     

    ind++; 

     

    i = i+2; 

  } 

} 
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model.component("comp1").geom("geom1").run(); 

 


