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ABSTRACT 

Information processing in the brain is mediated by network interactions between 

anatomically distant (centimeters apart) regions of cortex and network action is 

fundamental to human behavior. Disruptive activity of these networks may allow a 

variety of diseases to develop. Degradation or loss of network function in the brain can 

affect many aspects of the human experience; motor disorder, language difficulties, 

memory loss, mood swings, and more.  

The cortico-basal ganglia loop is a system of networks in the brain between the 

cortex, basal ganglia, the thalamus, and back to the cortex. It is not one singular circuit, 

but rather a series of parallel circuits that are relevant towards motor output, motor 

planning, and motivation and reward. Studying the relationship between basal ganglia 

neurons and cortical local field potentials may lead to insights about neurodegenerative 

diseases and how these diseases change the cortico-basal ganglia circuit.  

Speech and language are uniquely human and require the coactivation of several 

brain regions. The various aspects of language are spread over the temporal lobe and 

parts of the occipital, parietal, and frontal lobe. However, the core network for speech 

production involves collaboration between phonologic retrieval (encoding ideas into 

syllabic representations) from Wernicke’s area, and phonemic encoding (translating 

syllables into motor articulations) from Broca’s area. Studying the coactivation of these 

brain regions during a repetitive speech production task may lead to a greater 

understanding of their electrophysiological functional connectivity.  

The primary purpose of the work presented in this document is to validate the use 

of subdural microelectrodes in electrophysiological functional connectivity research as 
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these devices best match the spatial and temporal scales of brain activity. Neuron 

populations in the cortex are organized into functional units called cortical columns. 

These cortical columns operate on the sub-millisecond temporal and millimeter spatial 

scale. The study of brain networks, both in healthy and unwell individuals, may reveal 

new methodologies of treatment or management for disease and injury, as well as 

contribute to our scientific understanding of how the brain works. 
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CHAPTER 1 

SIGNALS OF THE BRAIN 

Sources of Action Potentials and Local Field Potentials 

 There are two primary signals involved in neural computation; action potentials 

(APs) and local field potentials (LFPs). Neurons are specialized cells whose function is to 

gather, integrate, and transmit signals to facilitate decision making, sensory processing, 

and behavior.  

LFPs are the electrical potential generated from the integration and summation of 

intracortical extracellular potentials from post-synaptic potentials from neuron activity 

[1]–[6]. Because LFPs are a summation of many sources, synchronized oscillations will 

constructively add to produce larger contributions than asynchronous oscillations [5], [7], 

[8]. The populations of neurons that give rise to LFP will express transient spatial and 

temporal correlations that will be reflected in the dynamics of an LFP signal. These 

correlated populations of neurons have been shown to organize in cortical columns with 

diameters of several hundred microns, though the size of the cortical column varies 

across cortex [9]–[13]. Cortical columns may be the fundamental computation units of 

cortical information processing. Activity within a cortical column, or the integration of 

activity between several cortical columns, may be the source of LFP signals.  

 The spatial extent of LFPs have been characterized by many studies to range from 

a few hundred microns to a millimeter or more [3], [14]–[21]. These studies and others 

suggest that LFPs can contain informative features at the millimeter spatial and 

millisecond temporal scales and that these signals can be recorded from microelectrodes 

[22]–[24]. Such signals can be used for fundamental neuroscience, brain-computer 
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interfaces (BCI), disease diagnostics, and prosthetic applications [25]–[28]. It is of 

historical interest that the basic design of ECoG electrode grids instantiated in the 1950s 

has changed little since that time [29], [30], although more recent developments are 

incorporating microelectrodes in research applications with a focus toward patient care 

[31], [32]. 

 

Recording Functional Connectivity 

Functional connectivity is a broad term used to encapsulate different levels of 

abstractness of the functional relationship between brain areas. Anatomical connectivity 

studies the physical connections between functionally related brain areas by tracing 

neuron tracts. More recently, diffusion tensor imaging (DTI) studies the properties of 

water diffusion through neural tissue in the brain [33]. Highly anisotropic diffusion 

suggests the presence of white matter tracts. By tracing these tracts, DTI can reconstruct 

estimations of the anatomical connections of the whole brain.  

Most functional connectivity studies use either indirect measures of cortical 

function such as fMRI [34]–[38] or are spatially imprecise such as 

electroencephalography (EEG) or macro-electrocorticography (macro-ECoG) [39], [40]. 

The strength of fMRI is its ability to non-invasively image the entire brain at a millimeter 

spatial scale. However, fMRI is analyzing the blood-oxygen level dependent (BOLD) 

signal, which is correlated with increased metabolic activity of neural tissue, but this 

signal and fMRI in general, lack the ability to interrogate the millisecond level temporal 

dynamics of neural processing.  
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Complex network dynamics mediate information processing in the brain between 

anatomically local (intra-cortical areas) and distant (between distinct cortical and 

subcortical areas) regions. Electrophysiological functional connectivity is the most direct 

and concrete method to date to study the underlying neuromechanisms of brain function. 

This electrophysiological functional connectivity describes the temporal correlations 

between neurophysiological events (LFP / AP) that are spatially remote, without regard 

to anatomical connectivity that may or may not be apparent between them.  

The correlation between neighboring macroelectrodes, such as EEG or macro-

ECoG, falls off slowly with distance [41]. This slow decrease in correlation with distance 

suggests that macroelectrodes are spatially integrating LFP signals within 1-2 cm of the 

macroelectrode. However, LFPs have been shown to have spatial scales in the millimeter 

range [3], [14]–[21], [42]. Millimeter scale LFP signals may be masked by the integration 

of broader LFP synchronizations.  

Presently, a reasonable method for analyzing the electrophysiological functional 

connectivity of micro-scale networks in and between brain regions are subdurally 

implanted microelectrodes. Intra-cranial microelectrodes have been successful in several 

human and animal research for movement and visual processing [3], [10], [20], [26], 

[43]–[45] . These penetrating and non-penetrating electrodes can record the brain signals 

at the spatial and temporal scales of neural activity [41]. These electrodes have diameters 

on the order of ~40 µm – 100 µm. Consequently, their listening radius are ~1 – 2 mm of 

cortex [41] which is on the scale of a few cortical columns [9], [30]. Neural recordings 

matching the cortical columnar scale of computation in the cerebral cortex and the spatial 

scale of LFP may best reveal fine-scale detail of neural processing. Therefore, 
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microelectrodes are a sensible method to study the behavior and dynamics of neural 

networks at the same scales they operate.    

 

Cortico-Basal Ganglia Loop 

The cortico-basal ganglia loop is currently seen as an organized circuit where the 

activation of particular networks depends on the specific context and circumstances 

happening elsewhere in the brain. Early works starting in the 1980’s have detailed the 

pathophysiological model of movement disorders [46]–[48]. Since then others have 

expanded and discussed the limitations of the original models [49]–[52]. Other works 

have described the somatotopic organization [53]–[56] and the topographic organization 

of the cortico-basal ganglia circuit[57]–[62].  

Most focus of cortico-basal ganglia loop research is in the motor circuit. This is 

due the motor deficits exhibiting more pronounced symptoms in disease or injury 

conditions. Other deficits can be present [57]–[62], such as learning, memory, emotional 

control, and cognition. However, it is more difficult to design research approaches and 

therapies for these non-motor deficits. It is interesting to note that these other non-motor 

aspects may be impacted with the presentation of Parkinson’s disease.  

The cortico-basal ganglia motor circuit involves five subcortical components in 

the network: striatum, globus pallidus pars externa (GPe), globus pallidus pars interna 

(GPi), subthalamic nucleus (STN), and substantia nigra pars compacta (SNR). The circuit 

(figure 1.1) begins in the motor cortices and with projections to the striatum and STN 

[63]–[66]. The output nucleus of the basal ganglia is the GPi. A monosynaptic pathway 

projects from the striatum to the GPi; the direct pathway. A trisynaptic pathway from the 
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striatum projects first through the GPe, the STN, and then to the GPi; the indirect 

pathway. Cortical projections through the stratum and STN induce opposite 

(inhibitory/excitatory) responses in the GPi. Activity in the GPe appear to modulate and 

 

Figure 1.1. Functional organization of the basal ganglia. Left) Anatomical layout. Right) 

Hierarchical layout. Input from the cortex arrives at the subthalamic nucleus (STN), and 

the globus pallidus pars externa (GPe) through the medium spiny neurons projections from 

the striatum (STR). These cortical projections produce opposite (inhibitory/excitatory) 

disynaptic effect on globus pallidus pars interna (GPi). The GPe modulates the activity 

back to the striatum and STN through inhibitory, reciprocal projections. The GPi projects 

to the cortex through the thalamus. All components of the basal ganglia have dopamine 

receptors and their function is affected by the loss of dopaminergic cells from the SNR in 

Parkinson’s disease. Images reproduced from Obeso et al., Experimental Neurology 2006; 

202:1–7.  
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regulate the connection between the striatum and STN with the GPi through reciprocal 

inhibitory projections.  

Parkinson’s disease is a degenerative neurological disorder afflicting the motor 

system, associated with impairments such as bradykinesia, tremor, and impaired balance. 

The exact mechanisms causing these symptoms are unknown [67], but their progression 

is associated with the loss of dopaminergic cells in the SNR. All components of the basal 

ganglia have dopamine receptors, but the loss of these cells particularly causes an 

imbalance in the coordination of the direct and indirect pathways as these pathways are 

inhibited or excited with the loss of dopamine, respectively [48], [50], [68], [69]. This 

pathological imbalance could interrupt the selection and inhibition of voluntary 

movements resulting in the movement impairments associated with Parkinson’s disease; 

tremor, bradykinesia, rigidity, and a decline in postural and balance control [67], [69]. 

Several pathological oscillations of neural signals are associated with Parkinson’s 

disease. Upon reduction of dopamine production a dysregulation of beta-band (12-30 Hz) 

oscillations appears in cortex; beta-band suppression becomes more difficult during 

movement [70], [71] and between the cortex and basal ganglia [72]. Patients with 

Parkinson’s disease also exhibit prominent activity within STN in the beta band, which 

attenuates with dopaminergic treatment, while STN activity in the gamma (60-80 Hz) and 

theta (4-8 Hz) bands may increase. High-frequency oscillations (HFO, ~300 Hz) initially 

diminish with treatment, but can recover within minutes in a higher frequency range and 

with a broader distribution [73].  

Aberrant phase-amplitude coupling has also been observed in the Parkinsonian 

state between beta and gamma bands in deep basal ganglia structures and the primary 
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motor cortex [74]. In the healthy state, M1 broadband gamma activity displays phase 

modulation with low-frequency signals in a dynamic, task and site-specific manner. By 

contrast, excessive Parkinsonian phase-amplitude coupling may restrict the cortex to 

monotonous activity patterns that may disrupt its ability to respond to signals from other 

brain areas. This model possibly provides a basis for akinesia, a chief clinical sign of 

Parkinson’s disease.  

Dopaminergic therapy with dopamine precursors (levodopa, L-Dopa) is a gold 

standard for the treatment of Parkinson’s disease. However, due to the therapeutic 

window, side effects of chronic therapy can leave patients cycling between phases of 

dyskinesia and depression following phases of alert activity [75], [76]. Descriptions of 

this phenomenon have existed since the earliest studies of levodopa in 1969 [77]. 

Following the diurnal cycles, these symptoms are strongest in the morning, but can also 

transition between extremes in cycles of three hours [75].  

As Parkinson’s disease progresses patients can become eligible for an intra-

cranial deep brain stimulator (DBS) which electrically modulated the brain to rescue 

parkinsonian motor symptoms. Common targets for DBS intervention are the GPi and 

STN. Debate on the mechanisms of DBS and how it interfaces with the cortico-basal 

ganglia loop has existed since the 1980s [78]. However, some studies have shown that 

DBS intervention activates axons and inhibits neuronal cell bodies [79]. Understanding 

the functional connectivity between basal ganglia and the cortex may lead to more 

targeted manipulations of cortico-basal ganglia circuitry with DBS.  
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Speech Production 

 Speech and language are fundamental to the human experience and concurrently 

activate multiple brain areas [80], [81]. Prior to modern imaging and sensing 

technologies, the neural model of language involved the study of speech impairments 

caused by brain damage. The most notable of these studies are from Broca, Wernicke, 

Lichtheim, and Gerschwind [82]–[85].  

The process of generating lexical phonological representations (speech 

production) primarily involves two areas: the posterior superior temporal gyrus (pSTG) 

which is putatively Wernicke’s area [82], [86]–[88], and Broca’s area, specifically the 

left pars opercularis (LpOp), a region within Broadmann area 44 [84], [88]–[90]. These 

two areas of the brain are connected via the arcuate fasciculus, a white matter tract 

between the temporal and frontal lobes that connects Wernicke’s area (phonologic 

components of language) and Broca’s area (motor control for speech production) [91], 

[92]. 

LpOp has been identified as a critical component of syllable motor programming, 

particularly auditory expectation, and constitutes a part of the Broca’s area [93]–[95]. 

LpOp is activated in both covert (silent) and overt (out loud) speech [88], [94], [96] and 

seems to be segregated into a ventral and dorsal areas with distinct components. The 

dorsal region of LpOp appears to be involved with phonological encoding (assembling 

syllables) [88], [94] and the ventral region of LpOp spears to be involved with translation 

between phonemic and articulatory representations (encoding syllables to orofacial motor 

programs) [34], [87], [94]. These findings happen to mirror the ventral and dorsal stream 

hypothesis of speech production [87]. 
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Through anatomical lesion and functional imaging studies, the pSTG, putative 

Wernicke’s area, appears to be involved in speech comprehension [88], [97]–[102]. Such 

involvement would match the observations that individuals with conduction aphasia or 

primary progressive aphasia. Both disorders leave individuals with intact auditory 

comprehension, but speech production develops paraphasic errors. These individuals can 

hear, comprehend, and follow directions as a healthy individual, but when asked to repeat 

a phrase the response can be stilted or have transposed sounds. For example, when asked 

to repeat “bagger” the subject may respond with “gabber”[103], or “seventy-nine” 

becomes “ninety-seven” [104]. Subjects are aware of these errors and may have difficulty 

correcting them. Conduction aphasia occurs when the arcuate fasciculus is damaged, 

resulting in disruption to the auditory-motor integration system [91], [105]. Primary 

progressive aphasia, causes degeneration of cortical tissue focused on the inferior parietal 

and posterior superior temporal region [106], [107]. Somewhat confusingly, Wernicke’s 

aphasia, or receptive aphasia, is a similar disorder but presents in deficits of language 

comprehension [82]. This aphasia most commonly occurs after a stroke, when the 

damage accrues in the cortex just posterior to primary auditory cortex and anterior to 

Wernick’s area. An individual with this disorder can speak fluently, effortlessly, and with 

prosody, but the sentences are meaningless. Patients often are unaware of their deficits. 

Lesion to the cortex in STG, just anterior to pSTG, can is associated with receptive 

aphasia [34], [102], [104], [108], [109].  
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CHAPTER 2 

ELECTROPHYSIOLOGICAL FUNCTIONAL CONNECTIVITY IN MICRO-

SCALE CORTICAL-SUBCORTICAL NETWORKS IN PATIENTS WITH 

PARKINSON’S DISEASE 

Abstract 

 Parkinson’s Disease is associated with the disruption of normal function in 

cortico-basal ganglia loops, leading to various movement impairments. 

Electrophysiological recordings taken using macro-ECoG electrodes have shown  

excessive coupling between cortical regions and subcortical structures, such as between 

beta and gamma bands in deep basal ganglia structures and the primary motor [74]. 

Recordings taken using micro-electrocorticography (micro-ECoG) electrodes may 

potentially characterize patterns of functional connectivity, or temporal correlations 

between spatially remote neurophysiological events, at a finer spatial scale. This study 

used micro-ECoG arrays and penetrating FHC microelectrodes to investigate millimeter-

scale functional connectivity between basal ganglia neurons and areas of premotor cortex 

in patients with Parkinson’s Disease. In addition to analysis of five classical local field 

potential (LFP) bands (Theta, Alpha, Beta, Gamma, and Chi), this study sought to detect 

patterns of functional connectivity in a high-frequency (250-2000 Hz) range matching the 

peaks in frequency content of action potential waveforms. 83 of 127 subcortical neurons 

were found to express significant correlations with cortical LFP power dynamics. 12 of 

the 83 neurons were coupled to multiple cortical LFP frequency bands. This result may 

imply that some neurons express frequency-domain multiplexing and may be embedded 

in multiple cortico-subcortical networks. These dynamics may subserve information 
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exchange between these structures. This approach may lead to further insight into the 

micro-scale network dynamics underlying cortico-basal ganglia-cortico function in both 

healthy and disease states. 

 

Introduction 

 Parkinson’s Disease is a degenerative neurological disorder afflicting the motor 

system, associated with impairments such as bradykinesia, tremor, and impaired balance. 

The exact mechanisms causing these symptoms are unknown [67], but their progression 

is associated with the loss of dopaminergic cells in the Substantia Nigra. Parkinson’s 

Disease is implicated in the disruption of normal function of the basal ganglia in the 

cortico-basal ganglia loop [68]. The basal ganglia are a system of subcortical nuclei 

situated at the base of the forebrain that form multiple parallel modulatory feedback loops 

with many wide areas of the cerebral cortex. These feedback systems may contribute to 

movement selection, initiation, amplitude, and termination, as well as motor learning and 

the reward system of the brain [69]. Parkinson’s disease is thought to be caused by the 

depletion of dopamine producing cells of the substantia nigra, resulting in erroneous 

activity in the direct and indirect pathway model of the cortico-basal ganglia loop [67], 

[69]. A current hypothesis is that the movement impairments associated with PD (tremor, 

bradykinesia, rigidity, and a decline in postural and balance control) occur due to the  

interruption of the selection and inhibition of voluntary movements [69].   

Several pathological oscillations of neural signals are associated with Parkinson’s 

disease. Upon reduction of dopamine production, the cortex experiences dysregulation of 
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beta-band (12-30 Hz) oscillations [70], [71] and between the cortex and basal ganglia 

[72]. Patients with Parkinson’s disease also exhibit prominent activity within STN in the 

beta-band, which attenuates with dopaminergic treatment, while STN activity in the 

gamma (60-80 Hz) and theta (4-8 Hz) bands may increase. High-frequency oscillations 

(HFO, ~300 Hz) initially diminish with treatment, but can recover within minutes in a 

higher frequency range and with a broader distribution [73]. Dopaminergic therapy frees 

these HFOs from beta-band coupling [73]. Once decoupled, the HFO amplitude 

modulates with movement. Synchronization between neuronal action potential firing in 

STN and cortical field potentials recorded from primary motor cortex (M1) using macro-

ECoG electrodes [110]. Aberrant phase-amplitude coupling has also been observed in the 

Parkinsonian state between beta and gamma bands in deep basal ganglia structures and 

the primary motor cortex [74].  

Electrophysiological functional connectivity describes the temporal correlations 

between neurophysiological events that are spatially remote, regardless of any physical or 

anatomical connectivity that may or may not be apparent between them. The functional 

relationships between neural activity in basal ganglia structures and cortical neuronal 

populations may potentially be more precisely characterized through more localized and 

specific surface recordings. Neural recordings matching the cortical columnar scale of 

computation in the cerebral cortex may help identify new patterns of aberrant neuronal 

activity among different, smaller functionally coupled regions of the brain. The 

aforementioned studies of cortico-basal ganglia synchronization typically recorded 

surface potentials from macro-scale, clinical ECoG grids, whose electrodes are 

millimeters in size and detect the aggregate activity of large neuronal populations. In 
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contrast, micro-ECoG arrays allow analysis of local field potential (LFP) signals at a 

millimeter to sub-mm scale, closer to the cortical columnar scale [41]. This study 

employed micro-ECoG arrays and penetrating FHC microelectrodes to investigate 

relationships between premotor cortical neuronal population activity and single neurons 

in basal ganglia in patients with Parkinson’s disease. The spike-triggered average (STA) 

of LFP signals is one method of detecting functional connectivity, assessing the strength 

of postsynaptic activity in a cortical region potentially affected by spiking in a different 

location [111]–[113]. 

The AP-band (250-2000 Hz) has been hypothesized to include components of 

firing from nearby neurons, including neurons too distant from the microelectrode to 

have resolvable waveforms [113]. Purpose-built surface micro-electrodes with diameters 

as small as 10 μm have been used to detect and isolate waveforms of individual action 

potentials from superficial cortical neurons [114]. As the micro-ECoG arrays record on 

the spatial scale of cortical columns, synchronous neural activity within the columns may 

register in the neural recording. It is thus likely that the micro-ECoG arrays in this study 

may record the high frequency bands corresponding to spectral peaks of action potential 

waveforms. This study used STAs between single neurons in basal ganglia and cortical 

micro-ECoG recordings to investigate functional connections. The ability to detect 

features of functional connections using non-penetrating surface electrodes could be 

particularly useful in clinical applications and research involving human subjects. 
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Methods 

Experimental subjects were parkinsonian patients undergoing anesthetized 

bilateral DBS implant surgery. Burr holes were drilled over the dorsal frontal lobe. A 4x4 

micro-ECoG array (1 mm spacing and 75 um diameter, PMT Neurosurgical, Chanhassen, 

MN) (Figure 2.1) was slid epicortically to lie on motor association cortex, posterior to the 

coronal suture. A subcortical microelectrode (FHC, Bowdoin, ME) was ipsilaterally 

inserted through a cannula and descended through the therapeutic target tracks, pausing at 

subcortical structures to record neuronal activity. The subcortical microelectrode was 

then removed, and the therapeutic electrode was implanted along the same track. 

 

 

 

Figure 2.1. PMT Cortical micro-ECoG array. The cortical micro-ECoG array is shown 

next to a United States quarter for scale. Electrodes are 75 µm in diameter and have 1 

mm spacing. The larger electrode disc towards the right is a reference electrode. 

 



15 

 

Subjects 

All subjects were volunteers undergoing standard clinical DBS implantation at Barrow 

Neurological Institute (Phoenix, AZ) (Table 2.1). 

 

Equipment and Recording 

The cortical micro-ECoG array and the subcortical microelectrode were recorded 

at 24.4 kHz with a data acquisition system (Tucker-Davis Technologies, Alachua, FL).  

 During the intraoperative session, the penetrating microelectrode would be 

manually descended until a neuron was recorded. At each pause of the descent, markers 

for the depth of the microelectrode and the corresponding basal ganglia structure were 

manually added to the recording file. Marker data were encoded as 8-bit ASCII 

characters. The Tucker-Davis Technologies (TDT) digital input only recorded voltage 

values when a change was detected. To avoid problems where duplicate characters were 

not recorded, every other ASCII code was increased by a value of 128. When extracted 

into MATLAB, all marker stream values above 127 had their ASCII value decreased by 

128. Then, the marker stream was converted into a text string. Asterisk characters denote 

delimiters for splitting the text string. The timestamp of each asterisk indicates when that 

text segment was delivered to the TDT system. 
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Data Analysis 

 All analysis was completed in MATLAB (The MathWorks, Inc., Natick, MA). 

 

Cortical LFP Filtering 

Each cortical recording was first lowpass filtered to 2400 Hz using a 9th order 

Butterworth filter and then down sampled to 4800 Hz. 60 Hz line noise and harmonics 

were filtered using 3rd order Butterworth notch filters. This down sampled data was then 

filtered with an 8th order Butterworth filter (20dB stop band attenuation) for five of our 

frequencies of interest: Theta (4-7 Hz), Alpha (8-15 Hz), Beta (16-30 Hz), Gamma (31-

80 Hz), Chi (81-160 Hz). The cutoff frequencies were one Hz less and greater than the 

given band range. AP-band (250-2000 Hz) was highpass filtered with an 8th order 

Butterworth filter with a 250 Hz pass band and 160 Hz cutoff frequency (60 dB stop band 

attenuation).  

Table 2.1  

Patient Demographics 

Subject Age Sex 
Target 

Structure 
Implantation 

Years 

Diagnosed 

Recorded 

Hemisphere 

2016PB01 62 M STN Bilateral 4 Right 

2016PB02 65 M STN Bilateral 12 Left 

2016PB04 66 F GPi Bilateral 10 Right 

2016PB05 65 M STN Bilateral 6 Right 

2016PB06 67 M STN Bilateral 6 Right 

2017PB01 55 M STN Bilateral 7 Right 

2017PB02 55 M GPi Bilateral 15 Right 

2017PB03 62 M GPi Bilateral 14 Right 
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AP Isolation and Sorting 

The subcortical microelectrode recordings were highpass filtered using a 

Butterworth filter to isolate action potential waveforms (Cutoff at 160 Hz, passband at 

200 Hz, stopband attenuation 60 dB). Positive and negative voltage spikes beyond 3 

times the RMS value of the recording were extracted into snippets as candidate action 

potentials. Candidate snippets were projected into principal component space using the 

top three principal components. Initial sorting of AP waveforms from neurons at each 

subcortical recording depth was performed using an automated algorithm based on 

mixtures of multivariate t-distributions [115]. Cluster grouping and separation was 

adjusted from the automated process by manual visual inspection of the clusters and their  

cluster ellipsoids (centered at the cluster centroid and radii of 1.96 standard deviation) in 

PCA space, the inter-spike interval distributions, spike locations in the voltage time series 

recording and the collective experience of the researchers conducting the study. 

 

 Spike Triggered Average 

For each isolated subcortical neuron, the spike-triggered average of the surface 

local field potential was computed for every electrode on the micro-ECoG array from -

0.5 to +0.5 seconds relative to subcortical spike times. Cortical micro-ECoG electrode 1 

was excluded from analysis due to miswiring of a cable causing electrode 1 to instead 

record the data from the penetrating microelectrode.  

STAs were gathered from each of the studied frequency bands.  
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Resampled and Surrogate Data Generation 

For each subcortical neuron, the spike times were resampled with a bootstrap 

method 500 times. In each resampling, a random 25% of spike times were dropped out. 

The resampled STA was then calculated using these resampled spike times.  

To generate surrogate baseline data for statistical analysis, surrogate spike times 

were generated by randomly jittering the spike times between 0-0.5 seconds. This process 

disrupts temporal correlations between the subcortical neuron and the cortical LFP. This 

procedure was performed in a bootstrap resampling manner 500 times with a 25% 

dropout for each surrogate. A surrogate STA was computed using each of these surrogate 

spike times.  

Resampled and surrogate STAs were computed for each neuron and each 

frequency band. A total 762 (127 neurons * 6 frequency bands) resampling procedures 

and 762 surrogate procedures were performed. 

 

STA Analysis   

For each of the resampled and surrogate STA waveforms instantaneous mean 

spectral power was computed for six frequency bands. To perform this analysis, multi-

taper power spectral density estimates (Chronux toolbox) were computed from the spike-

triggered averages using 0.25 s windows, padding to the next highest power of 2, 80 Hz 

sampling rates, and a single taper to maximize the frequency resolution.  The single taper 

is similar to a Hanning window, but the choice to use a multi-taper computation allowed 

us to test other configurations.  
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The resulting time-frequency matrices were normalized across frequencies with 

respect to the average spectrum in order to minimize masking of low amplitude, high 

frequency signals by higher amplitude, lower frequency signals in each frequency band. 

Subsets of the resulting normalized time-frequency matrices corresponding to each 

frequency band were extracted and averaged over frequency bins to create a time-varying 

index of spike-triggered average spectral power for each frequency band, electrode, and 

resampling iteration. 

For each frequency band, to determine if the spike-triggered average spectral 

power was different from the surrogate baseline, the resampled spike-triggered average 

spectral power vectors made from true spike times were projected into principal 

component space along with the STA vectors made from surrogate spike times. The first 

three principal components were used in this projection. Ellipsoids with radii of 1.96 

standard deviations from the centroid were generated for each STA cluster. The two 

clusters were considered significantly separable if their ellipsoids did not intersect. The 

STAs that differ significantly from the surrogate data may represent that the subcortical 

neuron is functionally connected to the cortex for that channel and frequency band. Since 

LFPs are the summation and integration of postsynaptic potentials from neural activity, 

the subcortical neuron may be functionally connected to small populations of cortical 

neurons whose activity is oscillating in a frequency band. An example of ellipsoid 

separation is seen in Figure 2.6. 
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Results 

 Eight patients underwent a standard clinical bilateral DBS implanting procedure 

with either STN or GPi therapeutic targets. The microelectrode followed a standard 

clinical trajectory into the brain. When the STN was the target, the surgical tract passed 

through anterior thalamus (AT), subthalamic nucleus (STN), and SNr. When GPi was the 

target the surgical tract passed through the external and inter parts of globus pallidus 

(GPe and GPi).  

Table 2.2  

Total number of subcortical recordings and total number of neurons isolated from those 

recordings, by subcortical structure. 

 AT STN SNr GPe GPi Total 

Subcortical recordings 3 32 5 15 18 73 Locations 

Isolated neurons 7 54 14 19 33 127 Neurons 

 

 

Table 2.3 

Number of isolated subcortical neurons for each subject and subcortical structure. 

Subject AT STN SNr GPe GPi Total 

2016PB01  2 6   8 

2016PB02 6 14 6   26 

2016PB04    12 15 27 

2016PB05  12    12 

2016PB06  16 2   18 

2017PB01 1 10    11 

2017PB02     2 2 

2017PB03    7 16 23 

Total 7 54 14 19 33 127 
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In total, action potential waveforms from 127 neurons were isolated from 73 

recording locations across 5 basal ganglia structures in 8 Parkinsonian patients 

undergoing standard clinical bilateral DBS implant surgery (Table 2.1, 2.2, 2.3). The 

results of the spike sorting process are shown for an example recording depth with 3 

neurons in figure 2.3. Isolated neurons had AP counts ranging between 78 to 8,493 APs. 

Increased modulation in amplitude compared to surrogate data could be seen in 

the spike-triggered average LFP power (example figure 2.4, 2.7) as well as their 

corresponding frequency-normalized spectrograms and frequency band-averaged 

instantaneous spectral power vectors (example figure 2.5). Of the 127 neurons isolated in 

this study 83 (65%) were found to be correlated with cortical LFP modulation in any 

frequency; 12 (9.4%) subcortical neurons were correlated with cortical theta-band 

modulations, 11 (8.7%) neurons were correlated with alpha-band, 5 (3.9%) neurons were 

correlated with beta-band, 6 (4.7%) neurons were correlated with gamma-band, 19 (15%) 

neurons were correlated with chi-band, and 42 (33%) neurons were correlated with AP-

band (Table, 2.4).  

The example data in figure 2.7 are reflective of the general trends observed in 

Alpha-band and in AP-band across patients and basal ganglia structures (Figure 2.8): 

increases in cortical alpha-band power tended to lead subcortical spike times (mode peak 

latency of = -40 ms), while cortical power in AP-band tended to lag subcortical spike 

times (mode peak latency = +50 ms) (Figure 2.8).  

A total of 356 (18.7 %) significant spike-triggered average functional couplings 

were observed between subcortical neurons and activity in AP-band from cortical surface 

electrodes, roughly one order of magnitude more than observed in the next closest 
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frequency range, Alpha-band with 34. Table 2.5 summarizes the number of significant 

functional couplings found by basal ganglia structure and frequency band. 

 

 

 

 

Figure 2.2. Data sources. Left, merged MRI and CT images. Top right, cortical LFP signals 

from channel 9 of the micro-ECoG array of subject 2016PB02 separated into broadband, 

theta band, alpha band, and beta band. Bottom right, bandpass filtered action potential data 

from the STN.  
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Figure 2.3. Example AP isolation. Top) Two second clip from the STN from subject 

2016PB02. Three neurons were isolated during the two-minute recording. Bottom) AP 

waveforms for each neuron (+/- 1 standard deviation).  
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Figure 2.4. STA LFP and STA LFP Power. Top row) 2 second clips of alpha band AP-

triggered LFP averages from three STN neurons (Figure 2) in subject 2016PB02. Bottom 

row) Resampled (color) and time shifted (black) AP-triggered LFP power (+/- 2 standard 

deviation).  
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Figure 2.5. STA Spectral Power by Frequency Band. Top, a frequency-normalized 

spectrogram of the example neuron 3 (Figure 2.3) shows the six frequency bands for which 

instantaneous mean spectral power was computed. Spike time is indicated by the dotted 

black line at t = 0, while horizontal solid black lines indicate boundaries of frequency 

bands. Frequency is plotted on a logarithmic scale to facilitate viewing of all frequency 

bands together. Increases in spectral power relative to subcortical spike time can be seen 

in alpha-band and the high frequency band potentially associated with action potential 

spectra, AP-band. Bottom, instantaneous mean spectral power is shown for each of the six 

frequency bands. 
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Figure 2.6. PCA projection STA LFP power. The resampled STA alpha band spectral 

power vectors are projected into Principal Component Space using the first 3 principal 

components. Ellipsoids are shown at 1.96 standard deviations for the clusters in PCA 

space from STAs made from true spike times (blue) and from surrogate spike times 

(black). The STA spectral power from true spike times was classified as significantly 

different from baseline as the ellipsoids do not intersect. 
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Figure 2.7. Significantly Coupled STA Spectral Power Means. Data are shown for an 

example subcortical neuron in STN. Increases in power roughly centered on subcortical 

spike time can be seen in cortical surface recordings in Alpha-band and the AP-band. 

Subplots for each frequency band correspond to physical location of electrodes on the 

surface micro-ECoG array. Blue time series plots represent mean spectral power for 

spike-triggered averages resampled from true spike times, while black plots represent 

mean spectral power averaged and resampled from surrogate, jittered spike times. Shaded 

areas are ± 1.96 standard deviations of the resampled vectors from the mean. Red bolded 

subplots indicate mean STA spectral power vectors that were significantly different from 

the surrogate baseline vector, i.e. resampled distributions whose clusters in PCA space 

did not overlap at 1.96 standard deviations 
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Table 2.4 

Counts of Significant Neurons by Anatomical Structure and Frequency Band 

 AT STN SNr GPe GPi Total 

Total subcortical locations 3 32 5 15 18 73 Locations 

Total isolated neurons (Table 1) 7 54 14 19 33 127 Neurons 

Subcortical locations correlated with cortical LFP 2 25 3 8 8 55 Locations 

 Subcortical neurons correlated with cortical LFP 3 42 10 7 11 83 Neurons 

Num. neurons correlated by frequency:          Theta 0 9 2 1 0 12 

Alpha 0 10 0 0 1 11 

Beta 0 1 1 1 2 5 

Gamma 0 2 0 1 3 6 

Chi 1 14 1 2 1 19 

AP Band 1 25 3 4 9 42 

Top section, subcortical locations and isolated neurons, separated by total number recorded and total number 

significantly correlated with at least one cortical micro-ECoG electrode, by structure. Bottom section, number 

of subcortical neurons significantly correlated with at least one cortical micro-ECoG electrode, by frequency 

and structure.  
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Table 2.5 

Number of comparisons. 

Set Count Calculation 

Neurons 127  

Frequency Bands 6  

Electrodes (Cortical micro-ECoG) 15  

Number of neuron-LFP comparisons 

within a frequency band 
1905 neurons * electrodes 

Total number of neuron-LFP comparisons 11430 neurons * electrodes * bands 

Total number of comparisons within each frequency band and across all frequency bands. 

The calculation is included and the inputs come the total number of subcortical neurons, 

frequency bands analyzed, and micro-ECoG electrodes. 

 

 

Number of detected spike-triggered average functional couplings. 

Frequency Band Neurons Num. Sig. Couplings 
Avg. Num. Sig. Electrodes 

Per Neuron 

Theta 12 27 (1.4 %) 2.25 

Alpha 11 34 (1.7 %) 3.09 

Beta 5 6 (0.3 %) 1.20 

Gamma 6 8 (0.4 %) 1.33 

Chi 19 27 (1.4 %) 1.42 

AP Band 42 356 (18.7 %) 8.48 

All Bands 83 458 (4.0 %) 5.52 

Column 1) Frequency band labels. Column 2) Number of subcortical neurons 

significantly correlated with at least one cortical micro-ECoG electrode (Table 2.4). 

Column 3) The number of significant correlations with cortical micro-ECoG electrodes 

(percentages calculated by dividing by 1905 for individual bands, 11430 for all bands). 

Column 4) Average number of electrodes each neuron was significantly coupled with 

(Column 3 divided by Column 2).  
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Figure 2.8. Normalized STA Power for All Significant Pairings in all Channels. Across all 

patients and Basal Ganglia structures, the AP-band (250-2000 Hz) showed significant 

coupling in 356 pairs of subcortical neuron to cortical surface recordings, out of 1,905 total 

pairs per frequency band. Alpha-band showed the next greatest amount, at 34 significantly 

coupled pairs. Increases in STA spectral power had modes of -270 ms relative to 

subcortical spike time in Theta-band, -40 ms in Alpha-band, and +50 ms in AP-band. 

Distributions of spectral power increase in Beta, Gamma and Chi-bands did not show a 

clear central tendency.  
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Discussion 

A total of 458 significant neuron-LFP couplings were detected across all 

frequencies and electrodes (Table 2.5). This number is only 4% of the total number of 

neuron-frequency band-electrode comparisons analyzed in this study. Of the 458 

significant neuron-LFP couplings 356 of them were observed to be significant coupling 

between a subcortical neuron and cortical AP-band. The AP-band analysis was 

responsible for 78% of all detected function connections in this study. This is an order of 

magnitude higher than the number of significant trends observed in any other frequency 

band. This discrepancy might be related to fundamental differences between the nature of 

action potential spiking and the bandlimited synchronous oscillations in LFP signals, and 

the amplitude reduction induced by the spike-triggered averaging process. LFP 

waveforms averaged by alignment on spike times inherently undergo large amounts of 

destructive interference from averaging out-of-phase snippets together, driving the 

averaged amplitude towards 0. STA waveforms in this study showed amplitudes 2 orders 

of magnitude lower than raw LFP signals. Similar amplitude reduction has been observed 

in STA waveforms recorded from penetrating microelectrodes in macaques, and the 

reduction was noted to increase with increasing LFP frequency and greater distance 

between electrodes [113]. Phase locking of action potentials to a certain frequency band 

of the LFP signal results in attenuation of the destructive interference as the spike-

centered snippets are overall more synchronous, resulting in greater amplitude of the 

average waveform in that frequency band relative to spike time. Spike-triggered trends in 

LFP frequency bands thus reflect patterns in signal phase relative to spike time, and not 

just patterns in amplitude of the signal in the frequency band.  
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Action potentials, however, are orders of magnitude shorter-lived than LFP 

oscillations (commonly on the order of 2 milliseconds for single AP waveforms, vs an 

approximately 100 ms period for 1 oscillation of Alpha-band) and are effectively only 

one “cycle” long, as opposed to the continuous oscillations of LFP signals. Signal 

interference of individual action potential waveforms, destructive or constructive, would 

require correspondingly tighter temporal alignment of individual spike-centered snippets 

in order to occur. Additionally, action potential waveforms often exhibit an imbalance in 

the amplitude of their positive and negative phase [6], which could limit the amount of 

destructive interference even upon exact temporal alignment of positive and negative 

phases. It is therefore possible that spike-triggered average waveforms could be less 

affected by synchrony of continuous oscillations in the AP-band (250-2000 Hz) 

frequency range compared to the sensitivity of STA waveforms to synchrony of 

continuous oscillations in other, lower frequency bands. Rather than reflecting synchrony 

of oscillations between 250-2000 Hz, spike-triggered trends in the AP-band could reflect 

the total amount of spiking from the local neuronal population, or gross local firing rate. 

The spectrograms of cortical surface STAs show frequency localization of the 

increase in AP-band activity; rather than a broadband increase tapering off from lower 

frequency bands such as gamma or chi, distinct peaks were typically observed between 

800-1600 Hz. Additionally, increases in cortical AP-band activity showed tight temporal 

coupling relative to subcortical spike times, with a mode lag time of +50 ms across 

patients and basal ganglia structures, with less variance than observed in lower frequency 

bands. One possible explanation for the low variance and consistently short lag from 

subcortical spike to cortical peak in AP-band power is that propagation time of axons, 
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synaptic neurotransmitter diffusion, and reciprocally coupled neuron recursion time have 

been observed to be on the order of 10 ms or less [8], [116]–[118]. While far from 

definitive, the frequency localization and tight temporal coupling of the 250-2000 Hz 

frequency band are consistent with a possible contribution of action potential waveforms 

in a local population recorded from the surface electrodes. Rather than representing 

spike-field coupling, significant coupling in the high frequency band from 250-2000 Hz 

could instead possibly represent a form of rapid neuron-to-neuron coupling. 

Surprisingly, very few significant couplings were observed in Beta-band between 

subcortical neurons and cortrical field potentials, despite aberrant coupling in beta band 

being a hallmark of Parkinsonian pathology [71], [119], [120]. One possible explanation 

could be that anesthesia has been noted to have pronounced effects on brain activity 

[121], [122]. Anesthesia has been noted to have several effects on functional connectivity 

in different subcortical and cortical regions. Propofol has been observed in BOLD fMRI 

studies to reduce functional connectivity between thalamus and cortex, [123]. 

Biophysical models of neuronal dynamics have indicated that beta oscillations can be 

generated by the effect of propofol in cortex alone, without necessarily requiring thalamic 

participation [124]. Anesthesia has been associated with wider synchronization in the 

brain, particularly in low-frequency rhythms, which have been linked to layer specific 

pyramidal neurons acting as local pacemakers [125].  

Observed functional connections varied on a channel-by-channel basis within any 

particular frequency (Figure 2.7). These variations indicate that cortical columnar 

differences between cortical regions just millimeters apart are differentially functionally 

connected to the spiking of a particular subcortical neuron. These micro-scale spatial 
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dynamics support the idea the cortex is embedded in multiple overlapping cortico-basal 

ganglia networks. Additionally, the presence of significant coupling in multiple 

frequency ranges for a single neuron suggest the presence of parallel networks that are 

multiplexed in the frequency domain. The findings of multiple, parallel, frequency 

domain multiplexed networks may be related to recent evidence of thalamic control of 

functional connectivity within and between cortical regions [126]–[130]. Other studies 

have noted that pathological rhythms emerge in the parkinsonian state [70]–[72], [129], 

[131]. It may be that Parkinson’s disease and other movement disorders arise from a 

dysfunction in the regulation of functional connectivity within and between cortical 

regions and basal ganglia. Such analysis may reveal novel pathways for treatment by 

externally regulating functional connections via stimulation, instead of creating a virtual 

lesion in the STN by more conventional therapies [32], [119], [120], [131], [132]. 

We have validated that microelectrodes can record interesting and potentially 

useful cortical-subcortical electrophysiological functional connections. However, since 

the microelectrodes were not consistently localized to the same, specific, area of cortex, 

the data suggest that the detected cortical-subcortical connections are relatively broad and 

diffuse throughout motor associated cortex. Since the microelectrodes usually span such a 

limited amount of space a key consideration for future research will be to precisely place 

and localize microelectrodes to brain regions that are relevant to the hypothesis being 

tested. 
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Limitations 

 All recordings studied were taken from anesthetized patients. Our findings may 

reflect the default mode network interactions, rather than cortical-subcortical interactions 

responsible for the presentation of symptoms. The cortical placement of the micro-ECoG 

grid was constrained by clinical need, which resulted in placement variations between 

subjects. All grids were placed on a pre-motor or motor association gyri. We did not 

study patients while they were taking dopamine replacement therapy, as such therapy is 

stopped 24 hours before surgery. It is unclear how a therapy like levodopa would affect 

our observed cortical-subcortical interactions [133]. These patients have been diagnosed 

with Parkinson’s for many years. Consequently, our observations may reflect 

compensatory changes in the cortical-subcortical circuitry or long-term effects of chronic 

levodopa therapy [134], instead of the underlying disorder. 

 

Future Work 

 Future work will focus on perturbing the cortico-subcortical networks by 

stimulating the STN with a therapeutic stimulator (Medtronic, Minneapolis, Minnesota). 

An experiment setup similar to the one described above (simultaneous recording of basal 

ganglia and cortex) will have an additional process of stimulating the contra-lateral STN. 

This stimulation will take place with four blocks of trials, each block separated by three 

minutes of baseline with no stimulation. Each block of stimulation consists of 10 trials of 

10 seconds on / 10 seconds off stimulation pattern. The stimulation voltage is set to 3 V. 

The stimulation frequency will be set to one of four frequencies for each block of trials: 

140 Hz (within the standard therapeutic range), 20 Hz, 250 Hz, and 70 Hz. We 
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hypothesize that functional connectivity between a subcortical neuron and cortical LFPs 

with change when the networks are perturbed with stimulation. Perhaps revealing novel 

biomarkers useful for adaptive therapeutic stimulation to ameliorate Parkinsonian 

symptoms.  

 Additionally, recent research has investigated the dynamics of LFP rhythms 

[119], [120], [131]. The methods used in this paper are ill-suited to study these LFP 

power modulations and subsequent analyses may reveal additional functional connections 

based on the modulation of LFP power, instead of the presented bolus increase in cortical 

LFP power. The methods described above are ill-suited to exploring rhythm dynamics as 

the dynamics are averaged out in process of computing the spectrogram. One framework 

for studying rhythms is to bandpass the broadband LFP data to a desired frequency bin, 

calculate the envelope of the signal, then compute the spectrum of that envelope. This 

process may reveal that a particular subcortical neuron is correlated not only with activity 

in cortical gamma-band, rather, a particular neuron is correlated with a 20 Hz rhythm and 

a 50 Hz rhythm in gamma-band. Such analysis may lead to a more nuanced 

understanding that may reveal useful biomarkers for the treatment of disease [32], [119], 

[120], [131], [132].   
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CHAPTER 3 

NETWORK DYNAMICS IN HUMAN SPEECH PRODUCTION: FORMATION 

AND TEMPORAL EVOLUTION OF NETWORK CONNECTIONS IN SPEECH 

AREAS. IMPLICATIONS TOWARD SPEECH REAFFERENCE. 

 

Abstract 

Communication is key in human interpersonal interaction. One critical 

mechanism is to communicate through speech which is mediated by the orchestration of 

multiple brain regions. However, knowledge of the large-scale network structure remains 

sparse. Here, we use a phase-based measure of functional connectivity to explore the 

spatiotemporal network dynamics between posterior superior temporal gyrus (pSTG) and 

face motor area during simple language production from subdurally implanted 

microelectrode arrays. One adult male undergoing invasive epilepsy monitoring was 

implanted with two 16-channel microelectrode arrays: one each over pSTG and face 

motor area. This subject was asked to produce a single word from a known list when 

prompted by the experimenter. Our findings show significant inter-grid correlations 

occurring post-speech onset. These correlations were different for each word and were 

found to exist predominantly in delta-band (3-4 Hz) with a peak correlation at 350 ms 

after onset of speech production. Such results may be consistent with auditory 

reafference, either through cortico-cortico circuits or mediated by autoauditory 

reafference. 
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Introduction 

  Speech and language are uniquely human and require the cooperation between 

many distinct brain regions [80]. The various functions of language have been found to 

be separated across various brain regions [81]. Wernicke’s area (posterior aspect of the 

superior temporal gyrus (pSTG)) is thought to facilitate the syntactic and lexical 

components of language [81], [82]. Face motor cortex (inferior aspect of the primary 

motor cortex and associated pre-motor areas) is involved with the motor control for 

speech production [84]. 

Prior anatomical tracing and lesion studies suggest there are anatomical and 

functional relationships between these brain areas [82], [84], [92], [135]. These two 

regions assist in articulation: the transition from neural representations to motor 

movements. Together they are just one component of the broader language processing 

areas of the brain.  

There are several popular recording methods to study the functional connectivity 

of speech in the brain. However, most of these methods are indirect measures of cortical 

function such as functional magnetic resonance imaging (fMRI)  [34]–[38], [93] or are 

spatially imprecise such as electroencephalography (EEG) [39], [40]. fMRI lacks the fine 

millisecond temporal resolution to interrogate the temporal dynamics of speech, and EEG 

lacks the fine millimeter spatial resolution to interrogate the meso-scale networks that 

subserve speech processing. 

Presently, a reasonable method for analyzing the electrophysiological functional 

connectivity of micro-scale networks in and between brain regions are subdurally 

implanted microelectrodes. Intra-cranial microelectrodes have been successful in several 
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human and animal research for movement and visual processing [3], [10], [20], [26], 

[43]–[45] . These penetrating and non-penetrating electrodes can record the brain signals 

at the spatial and temporal scales of neural activity [41]. These electrodes have diameters 

on the order of ~40 µm – 100 µm. Consequently, their listening radius are ~1 – 2 mm of 

cortex [41] which is on the scale of a few cortical columns [30]. Cortical columns 

comprise the fundamental computation units of cortical information processing. Several 

studies have analyzed various neuromechanisms of speech with intra-cranial 

microelectrodes [23], [136]–[139], but few studies to date have looked at the 

interrelationship between primary language areas with micro-ECoGs. The primary reason 

for this limitation is the difficulty in accessing patients with eloquent cortex exposure.  

In patients with intractable epilepsy who require resective surgery, pre-surgical 

evaluation methods are used to identify the epileptogenic zone and prevent post-operative 

cognitive deficits. Eloquent cortex is often exposed where clinical methods and 

electrodes are used to determine the borders of eloquent cortex and whether eloquent 

cortex is affected by the epileptogenic zone. Since placement of clinical electrodes takes 

primacy for the purposes of patient care, it can be difficult to find room to place research 

electrodes on the same brain region. This is made more problematic as most clinical 

electrode arrays use older, larger macroelectrodes (See figure 3.1a where the research 

microelectrode cables run underneath the clinical macroelectrodes). Research approaches 

involving cortical electrodes over eloquent cortex must weigh the risk and benefits 

between research access and clinical access. Patient safety and clinical efficacy take 

precedence.  
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With the preponderance of evidence collected to date, we hypothesize that 

significant inter-region functional connections will emerge between pSTG and face motor 

area, time-locked with simple language production. 

 

Methods 

Subject Preparation 

 Data for this work was gathered from one human subject in collaboration with 

University of Utah, Department of Neurosurgery and under the approval of the 

Institutional Review Board. The subject was a patient undergoing brain mapping 

procedures to identify the source of medication-resistant seizures. 

 The patient was implanted subdurally with two 16 channel micro-ECoG grids 

(PMT Corporation, Chanhassen, MN). The electrodes consisted of 40 µm diameter 

platinum wire embedded in a thin layer of silicone with 1 mm inter-electrode spacing. 

(Figure 3.1c). Clinical needs and constraints drove the placement of reference and 

ground. One micro-ECoG grid each was placed over face motor area and the posterior 

aspect of superior temporal gyrus (pSTG). Reference and ground were low impedance 

wires placed in the epidural space.  

 

Data Collection 

All behavioral and neural data was recorded with a NeuroPort system (Blackrock 

Microsystems, Salt Lake City, UT). A microphone recorded the patient’s speech. Neural 

activity and speech were recorded at 30 kHz. Data from each microelectrode were re-

referenced by subtracting the common average across 16 channel blocks of electrodes, 
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which were located within proximity. Data for analysis were taken from -1.5 sec to 2 sec 

about speech onset. This data was downsampled to 1000 Hz to isolate local field 

potentials (LFP). A 60 Hz, 20 dB bandstop filter was applied to reduce 60 Hz noise. 

The subject was recorded with a microphone and the microphone data was time 

aligned with the electrophysiological recording. After the experiment, the researchers 

manually determined the start times for each word. 

 

Simple Language Production Task 

 During each block of trials the subject was given a word to speak. When 

instructed by an experimenter, the patient would produce the word. This would repeat 

between 10 and 25 trials for each word. A total of ten words were studied: yes, no, hot, 

cold, hungry, thirsty, more, less, hello, goodbye. Previously published work provides 

further detail of the experimental paradigm [23]. The subject performed the speech task 

with multiple sessions over several days.  

 

Weighted Phase Lag Index 

 The phase lag index (PLI) is a phase-based measure of functional connectivity 

[140]. PLI is similar to the cross-correlation function. However, PLI removes the 

contribution due to volume conduction whereas cross correlation does not [140]. The PLI 

was modified and improved upon to create the weighted phase lag index (wPLI) [141]. 

This improved analysis is more robust against uncorrelated noise sources and has an 

increased ability to detect phase coupling. 
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Given a signal 𝑥(𝑡) and its Hilbert transform �̃�(𝑡), the instantaneous phase 𝜙(𝑡) of 

the signal may be calculated as the phase angle of the analytic signal 𝑧(𝑡) = 𝑥(𝑡) + 𝑖�̃�(𝑡) 

(Eq 3.1). Two signals are coupled if their instantaneous phase difference (Δ𝜙(𝑡) =

 𝜙2(𝑡) − 𝜙1(𝑡)) is asymmetrically distributed over 0 to 2π. If two signals are phase-locked 

at close to 𝜋 2⁄  or 3𝜋 2⁄  then it can be said that those two signals are coupled (Eqn 2).  

 

 𝜙(𝑡) = arctan (
�̃�(𝑡)

𝑥(𝑡)
) . (Eq. 3.1) 

 
𝑤𝑃𝐿𝐼 =  

|𝐸{|Δ𝜙(𝑡)|sign(Δ𝜙(𝑡))}|

𝐸{|Δ𝜙(𝑡)|}
 . (Eq. 3.2) 

 

Figure 3.1. Surgical Image and Electrode Placement. A) Surgical image of the micro-

ECoG electrode placement (green and orange cables) implanted beneath the macro-

ECoG arrays (silver disks). Cortical landmarks have been annotated. B) MRI of patient 

with electrodes annotated. The micro-ECoG grids are labeled with red squares. C) 

Image of the micro-ECoG grids.  
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For this work, the wPLI was computed for 100 ms windows with 90 ms overlap 

for each word for each trial from -1.5 sec to +2.5 sec around speech onset for each inter-

grid channel pair.  

To test for significance, a set of independent and temporally uncorrelated data 

need to be generated to find a surrogate wPLI. A set of 500 surrogate wPLI values were 

computed by generating the fast Fourier transform (FFT) of the LFP data for one of the 

channels in the comparison. The phase information was then randomly shuffled and the 

inverse FFT (iFFT) was computed to create a phase-shifted LFP signal [142]. The wPLI 

was then computed as above.  

The appearance of face motor – pSTG functional connectivity will be assessed by 

analyzing the wPLI values for inter-grid channel pairs (channels 1-16 (Face motor cortex) 

paired with channels 17-32 (pSTG)). This analysis results in a total of 256 channel pairs 

that were analyzed (the 16 channels of face motor cortex each paired with all 16 channels 

of pSTG). Significance is determined by computing the z-score between the wPLI and 

surrogate wPLI. A threshold value of 3 was used for this work. This process was repeated 

for each frequency bin of interest: delta (1, 3 Hz), theta (4, 7 Hz), alpha (8, 15 Hz), beta 

(16, 31 Hz), gamma (32, 79 Hz), and chi (80, 160 Hz). Analyzing 256 channel pairs 

across 6 frequency bands yields 1536 total comparisons.  
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Table 3.1 

Number of trials recorded for each word and average articulation duration. 

Word Trials 
Mean Duration 

(seconds) 
Word Trials 

Mean Duration 

(seconds) 

Yes 166 0.668 No 160 0.587 

Hot 65 0.239 Cold 65 0.443 

Hungry 67 0.529 Thirsty 65 0.560 

Hello 69 0.536 Goodbye 65 0.621 

More 65 0.481 Less 67 0.671 

The number of trials that were recorded for each word, and the average length of speech, 

over four days of experimental recording. A total of 854 trials were recorded. Average 

speech length over all words is 0.575 seconds. Spoken words ranged from 0.105 seconds 

to 0.884 seconds. 
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Figure 3.2. Audio, wPLI, z-score, and delta band LFP average example for the word 

‘hot’. A) Audio waveforms of the patient speaking the word hot. Dotted line indicated 

speech onset at time = 0 seconds. B) The delta band LFP average for the word ‘hot’ on 

channels 3 (face motor cortex) and 18 (pSTG). C) The computed wPLI value for the 

inter-grid channel pair between channels 3 and 18. The black line and grey area indicate 

the mean and +/- 2 standard deviation for the surrogate data. D) The computed z-scores 

of the wPLI value. 
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Results 

 Primary results show that inter-grid channel pairs can be coupled, time-aligned 

with speech onset during the simple language production task (Figure 3.2). Each analysis 

involved 256 inter-grid comparisons, and every word reported significantly coupled with 

a z-score greater than 3 (Figure 3.3, 3.7a). The active inter-grid channel pairs varied 

between words (Figure 3.3, 3.4, 3.5). From another perspective, there were neighboring 

channels would have variable participations in the inter-grid coupling for different words 

(Figure 3.5). Although some regularity in coupling and channel participation were 

observed between separate words (Figure 3.4, 3.5).  

Variability in the inter-grid coupling was present between sessions, and may be 

due to several factors including medication, arousal, or attention, which could result in 

the patient varying the strength of articulation; or device-related issues such as micro-

motion of the electrodes relative to the cortex due to seizure activity. 

Temporal dynamics were observed for each word (Figure 3.6, 3.7a). Some words 

would display an increase of the number of inter-grid couplings from a pre-articulation 

baseline before speech onset (Figure 3.7a) with an average time of 1.5x increase from 

baseline at -50 ms. Baseline was calculated by averaging the 450-350 ms before speech 

onset (Table 3.2). The peak number of couplings occurs between 100-600 ms post-speech 

onset (mean 364 ms) (Figure 3.7a). The words could express between 214% and 1314% 

(mean 590%) increase in the number couplings post-speech onset compared with the 

baseline period (Figure 3.7a). These increases persisted for up to one second post-speech 

onset (Figure 3.7a) whereas actual speech duration ranged between 250-700 ms (Table 

3.1). Simultaneously, the average strength of each coupling also increased post-speech 
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onset (Figure 3.8a). Although this process was highly variable between words, each word 

expressed a similar dynamic (Figure 3.8a). 

Significant inter-grid coupling was observed for each of the frequencies tested. 

However, only delta-band couplings expressed trends in temporal and spatial dynamics. 

The other frequencies expressed baseline levels of coupling (Figure 3.7, 3.8), and under 

the All Words analysis category (black line) no significant inter-grid couplings were 

observed.  
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Figure 3.3. Significantly coupled inter-grid channel pairs by word, 0.3 to 0.4 seconds 

after speech onset. Subfigures a-j represent each of the ten words spoken during this 

experiment. Subfigure k shows the significant couplings when all word trials are used. 

Subfigure l displays the microelectrode array layout. The darker the line, the more 

significant the coupling. 
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Figure 3.4. The top quartile of the significantly coupled inter-grid channel pairs by word, 

0.3 to 0.4 seconds after speech onset. Subfigures a-j represent each of the ten words 

spoken during this experiment. Subfigure k shows the significant couplings when all 

word trials are used. Subfigure l displays the microelectrode array layout. 
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Figure 3.5. Spatial layout of inter-grid coupling channel participation. Subfigures a-k 

show a heatmap of the number of connections each channel was connected to with darker 

areas representing more connections. The values range from 0 to 16 channels. 
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Figure 3.6. Inter-grid coupled channel pairs for the word ‘hot’ over time. Subfigures a-o 

represent 100 ms windows ranging from -0.5 seconds to 1 second about speech onset. 

Individual lines between electrode pairs represent significant coupling. The darker the 

line the more significant the correlation. 
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Figure 3.7. Number of significant channel pairs over time by word and frequency. The 

colored lines indicated the number of significantly coupled channel pairs for that word. 

The black line indicates the average number of significantly coupled channel when all 

trials were used in the computation of wPLI. Delta-band expressed the greatest number of 

significantly coupled inter-grid channel pairs. 
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Figure 3.8. Mean z-score of significant coupling pairs by word and frequency. The 

colored lines indicate the mean z-score of the channels pairs which exceed 𝑧 = 3. The 

black line indicates the average number of significantly coupled channel when all trials 

were used in the computation of wPLI. Missing sections of each line correspond to times 

when all z-scores dropped below 3. 
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Discussion 

Speech is a complicated process involving numerous cortical areas each 

responsible for a separate step of the speech production process; broadly: initiation, 

lexical and lemma access, phonological encoding, syllabification, and articulation [34], 

[87], [88], [143]–[147]. The duration between the presentation of a visual cue and a 

subject articulating a response can range up to 600 ms [146]. The time course of the 

speech production process has largely been studied with noninvasive methodologies: 

fMRI, electroencephalography (EEG), magnetoencephalography (MEG), and transcranial 

magnetic stimulation (TMS) [146], [148]–[153]. There have also been several studies 

using more invasive, intracranial methods [13], [154]. In this study we are contributing to 

Table 3.2 

Time points where the number of significant couplings exceeded 1.5x baseline. 

Word 

Baseline 

Num. Sig.  

Couplings 

Time of 1.5x 

increase 

(milliseconds) 

Word 

Baseline 

Num. Sig.  

Couplings 

Time of 1.5x 

increase 

(milliseconds) 

Yes 12.0 0 Hello 23.6 -25 

No 7.0 -225 Goodbye 32.2 0 

Hot 77.2 0 More 22.4 -225 

Cold 40.6 -25 Less 84.0 200 

Hungry 36.6 75 Average 38.2 -50 

Thirsty 46.6 -225 All Words 1.4 50 

The baseline number of significant couplings for each word and the time about speech 

onset (0 seconds) where the baseline number is exceeded by 1.5 times (Figure, 3.7). 

Baseline number of couplings is the average number of couplings between 450-350 ms 

prior to speech onset. 
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this body of work by examining the micro-scale interrelationship between pSTG and face 

motor area using cortical micro-ECoGs.  

We examined 10 words with a phase-based analysis to find micro-scale functional 

connections between face motor area and pSTG.  The existence of such a network 

between face motor and pSTG areas can only be mediated by cortico-cortico connections 

through the brain. For the 10 words studied (excluding the All Words case), baseline 

number of significant delta-band couplings increased by 1.5 times prior to speech onset 

with an average of -50 ms delay (Figure 3.7). For half of the words (no, hot, thirsty, 

more, hello) the coupling between pSTG and face motor area increased by 1.5 times at 

200 ms before speech onset (Figure 3.7a, Table 3.2). This finding is in line with previous 

MEG and TMS studies on the temporal difference between peak activation of pSTG and 

Broca’s area (200-400ms) [148]–[153]. The other words that were not found to have a 

large pre-articulation increase in inter-region coupling may be more connected in parts of 

cortex that were outside the listening radius of the micro-ECoG arrays. We have also 

observed that amount of inter-region delta-band coupling peaked in the 250-400 ms range 

after speech onset. This period of maximal delta-band coupling falls into the range where 

disfluencies in delayed auditory feedback (DAF) tasks peak; around 200-250 ms delay 

[155]–[157]. It has been shown that DAF tasks can, paradoxically, improve the 

symptoms of patients with speech disfluencies [158]–[160], perhaps by regularizing or 

resetting an internal time-keeping signal [157], [161], [162]. The inter-region delta-band 

coupling was observed to slowly return to baseline after articulation, though the tailing 

affect is most likely due to the variance in articulation length between trails of the same 

word.  
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Time evolving dynamic interactions were found to occur only in delta-band (0.1-3 

Hz). At higher frequencies the All Words category found no significant inter-region 

coupling pre-articulation, during articulation, or post-articulation. Strongly suggesting 

that these higher frequency bands are not phase-coupled. Delta-band does not oscillate 

fast enough to support all the phonologic information necessary to support speech 

production. Instead, it is likely that the wPLI analysis is ill-suited to extract high 

frequency features of neural communication. Additional analysis may reveal that high 

frequency functional connectivity metrics are phase-amplitude coupled to delta-band 

phase coupling, rather than time-locked to speech onset. Such a finding would provide 

insight into the interplay between the parallel neural functional connectivity mechanisms 

that coordinate speech. 

The All Words line (black) in delta-band (Figure 3.7a) may represent a default-

mode of the inter-region coupling, where the delta-band signal corresponds to some 

common need for inter-region coherence during articulation. Together, the pre-

articulation increase from baseline coupling, peak coupling during the vulnerable period 

for DAF, and the presence of coupling post-articulation may provide evidence that the 

delta-band coupling signal is related to the coordination and facilitation of speech 

production. The presence of a delta-band inter-region coupling signal after speech onset 

(presumably after the motor programs have been crafted) may be a sign of auditory 

reafference or an efference copy of the expected articulation. Future studies with focus on 

overt/covert speech or interrogating the effects of DAFON and DAFOFF cases may be able 

to yield more insight on the purpose of the delta-band inter-region in the post-speech 

onset regime.  
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When only the top quartile of inter-grid coupling with the largest z-score were 

displayed, a potential structure of connectivity emerges for some of the words (Figure 

3.7cdefg). Such a consistent, stable, structure of connectivity may suggest that there is a 

common geometry of this cortico-cortico network involved in the coordination and 

facilitation of cortical processing of speech features. A further study of this network 

geometry may reveal causal directions of information exchange that subserve the 

coordination between brain regions during simple language production. 

We have validated that microelectrodes can record interesting and potentially 

useful cortical-cortical electrophysiological functional connections between language 

areas. Microelectrodes appear to be well matched to this use case due to the observed 

spatial discreetness of detected functional connections and the relatively limited spatial 

extent of face motor cortex and Wernicke’s area. Microelectrode arrays with more 

electrodes could potentially cover the entire expanse of these studied language areas.  
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CHAPTER 4 

CONCLUSION 

Complex network dynamics mediate information processing in the brain between 

anatomically local (intra-cortical areas) and distant (between distinct cortical and 

subcortical areas) regions. Electrophysiological functional connectivity describes the 

temporal correlations between neurophysiological events (LFP / AP) that are spatially 

remote, without regard to anatomical connectivity that may or may not be apparent 

between them. At present, intra-cranial microelectrodes offer a path to study the network 

dynamics of cognition or disease at the millimeter and millisecond scales, the same 

spatial and temporal scales as cortical columns, the foundational unit of neural 

computation. The work shown in this document display the feasibility of microelectrodes 

to study electrophysiological functional connectivity. A key consideration for future work 

is to precisely place and localize the placement of microelectrodes to ensure the brain 

regions being studied are relevant to the hypothesis being tested. 

 

Micro-Scale Cortico-Basal Ganglia Functional Connectivity in Parkinson’s Disease 

Parkinson’s disease is a degenerative neurological disorder afflicting the motor 

system, associated with impairments such as bradykinesia, tremor, and impaired balance. 

The exact mechanisms causing these symptoms are unknown [67], but their progression 

is associated with the loss of dopaminergic cells in the SNR. This pathological imbalance 

of neurotransmitters could interrupt the selection and inhibition of voluntary movements 

resulting in the movement impairments associated with Parkinson’s disease [67], [69]. 
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To study and probe the effects of Parkinson’s disease on the cortico-basal ganglia 

loop this study used subdurally placed micro-ECoG arrays over premotor cortex and 

penetrating FHC microelectrodes in basal ganglia. These devices were chosen because 

they allow us to investigate the electrophysiological functional connectivity between 

basal ganglia and cortex at the same spatial and temporal scales of neural computation. 

Significant cortico-basal ganglia functional connections were observed in patients 

undergoing DBS implantation to treat Parkinson’s disease in 83 of 127 isolated neurons. 

These functional connections were observed in each of theta, alpha, beta, gamma, chi, 

and AP frequency bands. Micro-scale networks were observed to be highly granular in 

space, with neighboring electrodes of the micro-ECoG, just 2 mm apart, expressing 

different significance. 12 neurons expressed functional connections, in multiple 

frequency bands, to different regions of the cortical micro-ECoG, suggesting that these 

neurons are embedded in multiple, parallel networks. By an order of magnitude, the AP-

band expressed the most connectivity and demonstrated a consistent delay across patients 

at +50 ms from the AP time suggesting the presence of neuron-neuron population 

cortico-basal ganglia coupling. 

As all recordings studied were taken from anesthetized patients, our findings may 

reflect the default mode network interactions, rather than cortical-subcortical interactions 

responsible for the presentation of symptoms. As the subjects have been diagnosed with 

Parkinson’s for many years our observations may reflect compensatory changes in the 

cortical-subcortical circuitry or long-term effects of chronic levodopa therapy [134], 

instead of the underlying disorder.  
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Future work can address these limitations by designing experiments with awake 

and behaving patients in mind. As an example, studying motor or cognitive motor tasks 

(rigidity and festination [163], cognitive effort discounting [164]) under different 

conditions (on/off meds, on/off therapeutic stimulation). Of course, there would not be 

enough time to fully explore the combinations between tasks and conditions 

intraoperatively, so a postoperative externalization approach would be recommended 

[165].  

 

Reciprocal Functional Connectivity Between pSTG and Face Motor Cortex During 

Simple Language Production 

Speech is a complicated process involving numerous cortical areas each 

responsible for a separate step of the speech production process; broadly: initiation, 

lexical and lemma access, phonological encoding, syllabification, and articulation [34], 

[87], [88], [143]–[147]. The duration between the presentation of a visual cue and a 

subject articulating a response can range up to 600 ms [146]. The time course of the 

speech production process has largely been studied with noninvasive methodologies: 

fMRI, EEG, MEG, and TMS [146], [148]–[153]. In this study we are contributing to this 

body of work by examining the micro-scale interrelationship between pSTG and face 

motor area using cortical micro-ECoGs.  

Our main finding was the presence of reciprocal functional connectivity between 

pSTG and face motor area in delta-band. For half of the words, this coupling initiated 

prior to speech onset with a delay of -200 ms which matches the temporal delay found in 

prior MEG studies [148]–[153]. This coupling signal remained high throughout 
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articulation before finally returning to baseline 200 ms after speech termination. Of 

particular note relating to the micro-scale electrodes, we observed unique network 

geometries that evolved smoothly over time. Since delta-band is not fast enough to 

contain all the information necessary for speech articulation, it may be that the delta-band 

signal facilitates or coordinates the exchange of information or interoperation between 

pSTG and face motor area. The persistence and reciprocal nature of the functional 

connectivity may also be related to auditory reafference and sensory attenuation through 

an efference copy of the expected articulation.  

We were only able to detect phase coupling in delta-band, implying that the wPLI 

algorithm may be ill-suited to the analysis of higher frequency phase coupling. 

Additional analysis may reveal that high frequency functional connectivity metrics are 

phase-amplitude coupled to delta-band phase coupling, rather than time-locked to speech 

onset. In addition to additional analysis methods, future studies may also explore the 

difference between overt and covert speech, homophones, and delayed auditory feedback. 
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