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ABSTRACT

Thin film solar cells are based on polycrystalline materials that contain a high concentration
of intrinsic and extrinsic defects. Improving the device efficiency in such systems relies
on understanding the nature of defects - whether they are positive, negative, or neutral in
their influence - and their sources in order to engineer optimized absorbers. Oftentimes,
these are studied individually, as characterization techniques are limited in their ability to
directly relate material properties in individual layers to their impact on the actual device
performance. Expanding the tools available for increased understanding of materials and
devices has been critical for reducing the translation time of laboratory-scale research to
changes in commercial module manufacturing lines.

The use of synchrotron X-ray fluorescence (XRF) paired with X-ray beam induced
current and voltage (XBIC, XBIV respectively) has proven to be an effective technique
for understanding the impact of material composition and inhomogeneity on solar cell de-
vice functioning. The combination of large penetration depth, small spot size, and high
flux allows for the measurement of entire solar cell stacks with high spatial resolution and
chemical sensitivity. In this work, I combine correlative XREF/XBIC/XBIV with other char-
acterization approaches across varying length scales, such as micro-Raman spectroscopy
and photoluminescence, to understand how composition influences device performance in
thin films.

The work described here is broken into three sections. Firstly, understanding the influ-
ence of KF post-deposition treatment (PDT) and the use of Ag-alloying to reduce defect
density in the Ga-free material system, CulnSe; (CIS). Next, applying a similar character-
ization workflow to industrially relevant Ga-containing Cu(In;_,Ga,)Se, (CIGS) modules
with Ag and KF-PDT. The influence of light soaking and dark heat exposure on the modules
are also studied in detail. Results show that Ag used with KF-PDT in CIS causes undesir-

able cation ordering at the CdS interface and affects the device through increased potential



fluctuations. The results also demonstrate the importance of tuning the concentration of
KF-PDT used when intended to be used in Ag-alloyed devices. Commercially-processed
modules with optimized Ag and KF concentrations are shown to have the device perfor-
mance instead be dominated by variations in the CIGS composition itself. In particular,
changes in Cu and Se concentrations are found to be most influential on the device response
to accelerated stressors such as dark heat exposure and light soaking. In the final chapter,
simulations of nano-scale XBIC and XBIV are done to contribute to the understanding of

these measurements.
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Chapter 1

INTRODUCTION

1.1 Thin Film Photovoltaics

In 2018, the total number of people across the globe without access to electricity fell
below 1 billion [1]. Considering that as of July, 2019 the global population was just un-
der 7.58 billion people [2], this accounts to just over 13% of the global population having
limited-to-no access to electricity. Solar energy, due to its increased reliability and effi-
ciency, and lower cost, can substantially improve electricity access and in turn the global
standard of living. Estimates by the U.S. Energy Information Agency (EIA) show electric-
ity generation by renewables growing from 19% in 2020 to 38% by 2050 [3] and being the
only sector of electricity generation to grow at all, in comparison to natural gas, nuclear,
and coal. Within the breakdown of the renewables category, solar energy is anticipated to
grow the most and is projected to account for 46% of all renewable electricity generation
by 2050.

Silicon solar cells continue to dominate the solar industry in terms of overall installed
capacity [4, 5]. While solar cells using silicon substrates boast high efficiencies surpassing
now 26% [6, 7] and long module lifetimes, thin film technologies offer certain benefits
and therefore remain. For example, III-V materials such as GaAs and GalnP remain the
leader in solar materials for space applications due to their ability to form highly efficient
devices that can withstand the demanding environmental conditions of outer space [8, 9].
Additionally, the chalcogenide material system Cu(In;_,Ga,)Se, has been demonstrated
for commercial viability for flexible applications [10—12], including wearable electronics

and building integrated photovoltaics (BIPV) [13, 14]. These flexible modules compete



directly with silicon modules in efficiency, recently reaching 18.64% efficiency [15].

In order for thin film solar cells to remain cost competitive and capable of meeting the
needs of particular applications, they must further improve the efficiency to approach the
material’s maximum theoretical conversion efficiency [12]. Optimizing the device efficien-
cies has proven to be one of the most effective ways to reduced the levelized cost of energy
(LCOE), in $ per kWh, of solar technologies [16, 17]. In thin film CIGS solar cells, the
absorber quality plays a significant role in the performance losses. Current losses occur
due to light reflection and incomplete light trapping, as well as absorption losses in the Mo
back contact and parasitic absorption in the CdS and ZnO front contact [12]. Limitations to
achieving maximum open-circuit voltages (V) instead occur due to recombination losses
through defects, compositional inhomogeneity, and electrostatic potential variations [18].

Beyond these improvements, demonstration of successful implementation in tandem
devices is critical. Tandem solar cells allow for modules to surpass individual theoretical
limits by combining materials with varied bandgap energies to maximize the absorption and
conversion of light. Thus far, CIGS and Ga-free CulnSe, materials have been incorporated
into CIGS/perovskite tandem devices achieving 25% efficiency in a four-terminal tandem
configuration [19]. The combination of perovskites with CIGS thin films is particularly
promising for future applications because they could in theory be developed into flexible,

lightweight modules.

1.2 Motivation

The semiconductor Cu(In;_,Ga,)Se; is a p-type, direct bandgap material [20, 21]. The
bandgap can range from 1.0-1.7 eV depending on the [Ga]/[Ga]+[In] (GGI) ratio, with in-
creasing Ga concentration equating to a wider bandgap. CIGS is often doped p-type by
maintaining the Cu concentration below the stoichiometric value [22]. The material is ther-

modynamically stable despite being Cu-poor due to the compensating formation of defects



[23]. Despite the existence of high concentrations of defects in CIGS, device efficiencies
are now above 23% for laboratory-scale devices [24].

The defects found in CIGS can be both beneficial and detrimental, perplexing re-
searchers for many years. These defects can vary significantly in length-scale, some pre-
senting themselves as individual point defects [25] up to entire micron-sized clusters of
ordered defect compounds (ODCs). These defects also include potential variations at grain
boundaries [26] and the formation of interface phases between CIGS and CdS or CIGS
and Mo. To measure all existing defects and quantify their impact on device performance
therefore proves to be a complex measurement challenge. A thorough understanding of in-
dividual defects and their impact is necessary for addressing the current and voltages losses
in CIGS thin film solar cells.

In the present day, efficiency improvements in CIGS-based solar cells has come through
the addition of even more elements, such as the alloying of the Cu-site with Ag. Defect
passivation through the incorporation of alkali elements, such as Na or K, has also helped
improve performances [27]. Any additional elements that are added to the CIGS crystal
only further expand and complicate the parameter space of potential defects. With industry
moving along with the incorporation particularly of Ag and K, it is critical to form an
understanding of their impact on the absorber quality for the field to progress.

Therefore, the goal of this work is to focus on understanding the formation of defects
and their impact on device performance in CIGS. To do so, a comprehensive study on
laboratory and industrially-relevant cells treated with Ag and K was conducted using a

multi-scale characterization approach.

1.3 Approach

By addressing defect composition and spatial variation, significant improvements can

be made to the device performance of CIGS solar cells. Measurements of both device
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Figure 1.1: Example of the workflow used to connect information on multiple scales of
CIGS solar cells. Taken from West [28].

performance and film quality need to be conducted across multiple length scales to identify
the largest contributors to efficiency losses. One of the major challenges with this approach
is the ability to connect observations across length scales. In order to do so, this work relies
on correlative measurements on the nano- and micro-scale that directly relate materials
properties to local current and voltage measurements.

The process is built upon the workflow described by West [28] and shown in Figure 1.1.
Devices are always characterized first using light and dark J-V (current density vs. volt-
age) to evaluate the efficiency of the devices. On the micro-scale, the devices are evaluated
using photoluminescence (PL) mapping and Raman spectroscopy. By using a laser with
a spotsize on the order of 1 um, sample areas of 20 pym x 20 um are studied multiple
times for increased statistics. From the PL results, information on the band-to-band recom-
bination is obtained. The measurement is then repeated in the configuration for Raman
spectroscopy, for the direct correlation between the two results. Raman spectroscopy pro-
vides information on changes in the CIGS structure and also informs about the formation
and concentration of any secondary phases or ordered defect compounds.

Measurements on the nano-scale were then used to study closely the compositional

variations in the device. Nano-scale X-ray fluorescence (XRF) measurements were done si-



multaneously with X-ray beam induced current (XBIC) and voltage (XBIV). Similar mea-
surements have been done to examine defects and impurities in Si wafers [29-31], study
the in-situ growth of CIGS absorber layers [32], and to analyze the temperature response
of CIGS solar cells [33]. The results from XRF mapping indicate the impact of addi-
tional treatments like Ag-alloying and KF-PDT on compositional inhomogeneity. XBIC
describes local electron-hole pair generation, similar to what occurs during standard solar
cell operation [34].

In the following sections, we will focus on how these characterization tools can be
combined and applied to thin film CIGS solar cells. In Chapter 4, samples without Ga are
studied for their response to passivation by post-deposition treatment and A-site alloying
to understand defects in Ga-free samples. In Chapter 5, commercial CIGS modules with
the same treatments and grown on flexible stainless steel substrates are investigated for
compositional variations occurring as a result of accelerated stress testing that serves as an

indicator of anticipated long-term field reliability.



Chapter 2

BACKGROUND OF Cu(In;_,Ga,)Se; SOLAR CELLS

A solar cell’s performance is best summarized by the device efficiency. The efficiency
is calculated from the properties of open-circuit voltage (V. ), short-circuit current (J ),

the fill factor (FF), and the incident power, Pj, following the equation:

Efficiency(n) = Yoo +Jse -FF
Pin

The parameters are measured through a current density-voltage (JV) curve that studies
the device current density, in mA/cm?, as a function of applied voltage, in V, under illu-
mination and in the dark [35]. An example of a JV curve is shown in Figure 2.1, where
the maximum power point represents the current and voltage that optimizes the square area
under the curve. The V. has a direct dependence on the material bandgap and recombi-
nation while Jg. describes the discrepancy between the number of generated carriers and
those that recombine, the difference of which is the total collected carriers from a device
[36].

Solar cell efficiency is intrinsically limited by the thermodynamic limits established
through the Shockley-Queisser (SQ) limit. The SQ limit is calculated for solar cells that are
assumed to have only radiative recombination, which describes the process of an electron-
hole pair being generated through excitation by photons with energy higher than the semi-
conductor’s bandgap [37]. For this reason, the maximum theoretical efficiency of a solar
cell is directly determined by the material bandgap [38]. For CIGS solar cells, the bandgap

is controlled through changing the ratio of Ga/In concentration.

Figure 2.2 demonstrates the dependence of SQ efficiency limits on bandgap and in-
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Figure 2.1: An example of a measured current density versus voltage (JV) curve of a solar
cell. Taken from Wang et al. [35].

cludes markers for the current efficiencies of different solar technologies. CIGS devices
are at about 60% of the absolute efficiency (shown in Figure 2.2 by the grey line) [12, 37].
CIGS solar cells remain far from their theoretical efficiency limits due to both lower-than-
ideal Js. and V.[12]. Polman et al. cites key losses in Jg arising due to light reflection,
incomplete light trapping, and absorption by the other layers in the device [12]. Alterna-
tively, losses in the V. are often attributed to three key sources: recombination through
defects, recombination due to overall film inhomogeneity, and electrostatic potential varia-
tions [18].

The theoretical maximum achievable V. in a direct bandgap solar cell occurs in the
situation where there is only radiative recombination [36]. In reality, solar cells exhibit
additional mechanisms of recombination that serve to drive down the V. in a device. They
are Shockley-Read-Hall (SRH) recombination, which is the situation where an electron or
hole is trapped in a defect state within the solar cell bandgap, Auger recombination, and

surface and interface recombination. Under the general assumption that CIGS grains are
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Figure 2.2: A plot of the theoretical Shockley-Queisser efficiency limits as a function of
bandgap (the black line). The colored sections are used to separate the materials based on
the percentage of the theoretical efficiency limit achieved today by record devices. Taken
from Polman et al.[12].

grown in parallel, the device voltage is thus limited by the grains with the lowest values
[39].

In order to increase V. and efficiency in CIGS solar cells, the concentration of detri-
mental defects introduced during film growth needs to be minimized. As the films are
almost always grown polycrystalline, grain boundaries also need to be treated to reduce
recombination. While defects are important for acquiring marginal improvements in V.,
a growing body of work now agrees that recombination through defects is not the primary
source of V. losses [18, 40]. Instead, Siebentritt particularly cites electrostatic potential
variations as being the largest contributor to lower V. in CIGS [18, 26]. Potential fluctu-
ations arise in semiconductors with high levels of defects as defects become compensated
by impurities [41]. The process of defect compensation then results in the formation of

Coulomb potential wells that create potential fluctuations [42].



2.1 Growth of Cu(In;_,Ga,)Se, Absorbers

Defects in Cu(In;_,Ga,)Se; (CIGS) thin film solar cells are primarily addressed and
controlled through alterations to the growth process. A number of growth methods have
been studied throughout the years, from chemical vapor deposition to electrodeposition
[43-45]. The most commonly used and accepted growth method today is 3-stage co-
evaporation or co-sputtering that involves different concentrations of the four metal precur-
sors (Cu, In, Ga, and Se) during three separate stages of the process in order to manipulate
the relative elemental concentrations throughout the absorber depth and in turn control the
concentration of compensating defects [46—49]. In general, the stages of growth follow the
sequence: 1) In, Ga, Se deposition; 2) Cu and Se; 3) In, Ga, and Se until a thickness of ap-
proximately 1.5-2 um is achieved [50]. This approach results in the entire growth process
being completed in a Se-rich environment. Also, from the stages, one can see that the center
of the absorber will be Ga poor, as there is no Ga introduction in stage 2. This demonstrates
one of the added benefits of 3-stage co-evaporation, which is the ability to control the Ga
composition throughout the depth of the absorber. The control of the Ga composition in
depth is often called ”grading” and has been demonstrated to improve device efficiency by
creating a graded bandgap [27, 47].

The addition of Ga to the second cation site where In sits is done to widen the film
bandgap. The bandgap of CulnSe; to CuGaSe, ranges from 1.0 to 1.7 eV [21] and thus
by manipulating the relative concentrations of In and Ga, the bandgap can be tuned to the
close to the ideal value of 1.1 eV, as was found from the SQ limit. The process of Ga-
alloying, however, causes increased compositional variation throughout the film and has
been related to bandgap fluctuations that were found to limit the V. [S1, 52]. More recent
studies, however, have found that better optimizing the placement of increased Ga concen-

tration within the space charge region can increase the V. demonstrating the importance
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Figure 2.3: A graphical representation of the band diagram for CIS with an layer of ordered
vacancy compound (OVC) (left). The relative conduction band and valence band positions
and bandgaps are shown for the compounds as they become more Cu-poor from left to right
(right). Taken from Sharan et al. [57].

of tight control over the placement of Ga during CIGS growth [53, 54]. Kawano et al.
discovered that double-grading of the [Ga]/[Ga]+[In] (GGI) ratio, where Ga is increased in
concentration toward both interfaces, has lead to an increase in Jg up to 40 mA/cm? [20].
Overall, improved control of Ga grading in CIGS has alone resulted in efficiencies over
21% [24, 55].

The control of Cu concentration has also been found to be critically important to opti-
mizing the device performance. Particularly, Cu-poor absorber surfaces are almost always
preferred compared to Cu-rich ones as they demonstrate decreased surface recombination
[22, 56]. Work by Siebentritt et al. identified that absorbers with Cu-poor surfaces instead
have increased bulk recombination, actually resulting in absorbers with worse transport and

recombination properties [23]. However, despite worse bulk properties in Cu-poor CIGS,

device performances are generally higher due to the formation of a Cu-poor interface state
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occurring at the device junction. This interface state is called an ordered defect compound
(ODC), which is an off-stoichiometric CIGS phase that forms as compensation to a high
defect density, in this case Cu vacancies.

Ordered defect compounds occurring in CulnSe, appear as the off-stoichiometric com-
pounds such as Culn;Ses and CulnsSeg. They are particularly beneficial when they occur
at the CdS/CIS interface because of their larger bandgap [23]. In particular, the ODCs have
a greater valence band offset (VBO) than at the conduction band, resulting in a hole barrier
at the junction, as shown in the schematic in Figure 2.3(left). Note that the ODC layer may
also be called an ordered vacancy compound (OVC), as is labeled in the figure from Sharan
et al. [57]. Figure 2.3(right) shows the relative band offsets and bandgap energies for the
ideal CIS and two most common ODCs. The figure shows the decrease in both conduction
band and valence band, and also shows that the offset is greater for the valence band energy.

As mentioned, the formation of ODCs or OVCs occurs as a factor of high defect or
vacancy density in the films. These defects are highly cited as being the pair between
copper vacancies and In-Cu interstitials, 2V¢,™ + InCu2+, that is found to occur as one
pair per tetragonal CulnSe, unit cell [57]. The defect pair is cited frequently for being
electrically neutral, allowing for the ODC to benefit the device [58, 59]. Particularly, a
detailed analysis of defect energy levels and formation energies by Zhang et al. found that
the passivation of the Inc,>* by 2V¢,~ is what produces the electrical neutrality of the two
defects [58].

Other defect compounds have been found to form beyond the 2V¢,™ + Incy 2t pair [60].
Specifically, the defect pair of Vge-Vy, has been studied in detail for its existence and
impact on device performance [61]. While the formation energy of Vs.-Vc, has been

* and therefore occurs with less

estimated to be much higher than that of 2V, + Incy?
frequency, it is found to have a significantly greater impact on performance [59, 62]. The

affect from the Vg.-V, defect pair is attributed almost entirely to the selenium vacancy.
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Ve itself acts as an electron trap and this behavior is translated to all other Vg.-related
defect compounds. Similarly to the control of Cu during growth to deliberately control Cu
defect density, the same considerations can be take to minimize detrimental Se defects [61].

Igalson et al. identified that the impact of Se defect pairs on the JV characteristics is
strongly dependent on the band alignment at the CdS interface and the doping of the CdS
itself [63]. Their research also suggested that even in the situation that devices are opti-
mized to reduce the impact of the Vg.-Vy pair, the devices still suffer from the existence
of the defect pair in situations such as light soaking, a part of regular device operation. Se
vacancies are electron traps that can exhibit different charge levels from +2 to 0. The Vge-
Vcu defect pair instead goes from +1 to -1 and therefore can change between an acceptor
and a donor [59, 64, 65]. It is hypothesized that this switching in the electronic nature of
the Vge-V defect pair, often considered a metastibility, is responsible for the observed

trends for long term device performance [66, 67].

2.2 Device Metastability During Operation

When translating laboratory-scale devices to industrial application, it becomes impor-
tant to consider module reliability and lifetime. Industry standards evaluate modules based
on performance metrics for their responses to temperature and humidity cycling as well as
light soaking, as is established under the performance standard IEC 61646 for evaluating
thin film solar cells [68]. In particular, thin films require an additional test of their response
to light soaking since an observed change in device performance, through losses in Jgc, Vi,
and FF, has been identified by many [25, 65, 69-75]. The observed behavior is largely at-
tributed to the formation and movement of the metastable Vg.-V, defect pair that gains
enough energy from incident light to change its electronic state between an acceptor and a
donor [64, 67, 73, 76].

One of the methods suggested for reducing the impact of the V.-V, defect pair is

12
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Figure 2.4: A plot of the light soaking-induced V. change with increasing Se atomic ratio.
Taken from Farshchi ef al. [64].

through changing the Se concentration in the CIGS films. Farshchi et al. directly related
the V. losses caused by light soaking in CIGS modules to the relative Se concentration in
the CIGS film (Figure 2.4) [64]. The results showed that continual increase in the Se/CIGS
ratio reduces the V. loss incurred from light soaking. The incorporation of additional
Se has been found to be effective either when incorporated during an additional annealing
step in a Se atmosphere after the CIGS growth [77] or when Se is applied directly to the
Mo back contact prior to the CIGS deposition [69]. The added benefit of applying a layer
of Se to the back contact first is that it drives the formation of a back surface field [43,
78, 79]. The reason for this is hypothesized to be due to the formation of MoSe;, which
forms regardless of the application of a pre-selenization layer and therefore unintentionally
consumes Se during the growth process [80]. The consumption of Se for the formation of
MoSe; could potentially explain the high density of Vg, observed.

Little evidence has directly related the behavior of the Vge-Vy complex or other Vge-

related defects to light soaking behavior. Instead, most works hypothesize the role of de-
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fects through indirect measurements. A limited body of work has suggested that the al-
ternation between an acceptor and donor configuration of the pair may arise from defect
migration that changes the density of defect pairs. For instance, copper vacancies switch-
ing between being paired with Inc, versus Vg, has already been described to significantly
change the implications of defects in CIGS. Gartsman et al. was the first to demonstrate
the movement of Cu within CIS under applied bias through the use of Cu as a radioactive
tracer [81]. Thus bias voltage can change in the distribution of Cu within the depth of the
device [82]. Until now, this migration is hypothesized to occur predominantly through the

diffusion of V¢, which are more likely to exist in Cu-poor samples [83—85].

2.3 Treating Defects Through Post-Deposition Treatments

Previously, it was described that the existence of copper vacancies at the CdS interface
are important for obtaining high V., yet these vacancies are also responsible for metastable
device performance under operating conditions such as light soaking. Therefore, finding
alternative ways to achieve higher V. in devices while preventing performance degradation
during operation has called for the invention of passivating techniques used during growth.
Most notably is the use of alkali post-deposition treatment (PDT) [83, 86]. The process
involves the deposition of a thin alkali-fluoride layer, either NaF [87-89], KF [90], RbF
[91-93], or CsF [94], at lower substrate temperatures after the growth of the CIS or CIGS
is complete.

The use of NaF-PDT was the first treatment considered for CIGS after samples grown
on Na-containing soda lime glass substrates were found to have higher V. and fill fac-
tor than those grown on Na-free substrates [95, 96]. Since then, the optimization of NaF
concentrations has lead to improvements in efficiency up to almost 20%, as is evidenced
in Figure 2.5 [97]. The figure also shows the improvements in efficiency by the previ-

ously mentioned approach of Ga-grading. In addition, it demonstrates how the most recent
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Figure 2.5: Historical progress of CIGS solar cell efficiency and the improvements at-
tributed to: a) Ga-alloying and Ga- grading, b) Na doping, and c) heavier alkali metal
post-deposition treatment. Taken from Colombara et al. [97].

improvements in efficiency come from heavier alkali PDTs, despite the limited resource
availability of these elements. Special focus has looked in detail at KF-PDT, in part due to
the scalability of K incorporation over other rarer elements such as Rb and Cs.

A study by Reinhard et al. compared the effects of NaF to KF-PDT in CIGS solar cells
and found that KF forms a K-rich surface of the CIGS that Na does not [98]. Other work has
supported the observation of a K-rich layer or even a K-related secondary phase formed at
the surface that is similar to the function of an ODC and may benefit the device V. through
band bending that serves as a hole repellent [99-102]. The formation of the layer may also
be dependent on the concentration of ODC prior to PDT [103]. Other work by Handick
et al. found instead that samples treated with NaF and KF separately both had significant
increases in the bandgap, up to 2.52 eV, at the CIGS surface, but this was attributed to
the surface being Cu poor rather than the formation of an alkali compound [102]. The
formation of an alkali layer at the absorber surface has also been linked to improved CdS

coverage [104].
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Alkali PDTs have also been researched for the ability to passivate defects within grain
boundaries. Thus far, no consensus has been reached on their impact on the device, with
some researchers indicating a clear passivating effect [100, 105, 106] meanwhile others
suggest there is no evidence of passivation, concluded by studying the grain boundary
recombination velocity in samples treated with Na and K [107]. At this point in time,
no clear definition of exactly how alkali PDTs benefit device parameters is agreed upon,
however, a growing body of work seems to indicate the benefit comes predominantly from
improvements in defect passivation within grain cores and at film surfaces.

Despite the scientific debate on the function of alkali elements in CIGS, the use of
KF has proceeded as a common treatment in commercial CIGS devices. Flexible modules
produced by MiaSole Hi-Tech Corp. utilize KF-PDT in order to achieve high efficiency,
full-size modules. This comes in part due to increasing evidence that the passivation of
defects through alkali PDTs improves device stability under temperature and light bias.
Work by Khatri et al. founded that samples treated with KF-PDT showed improvements in
Vo after light soaking [108]. Furthermore, Farshchi ef al. demonstrated Na migration in
CIGS with light soaking, but concluded that the impact of alkali migration is not significant
enough to describe trends in carrier concentration [64]. Both works combine to suggest that
the composition of the relaxed state, particularly regarding defect densities, is the most in-
dicative of the expected light soaking behavior and therefore remains the primary focus for
optimizing devices. This work therefore focuses on the impact of CIGS defects, especially
Vcu and Vg, on Vi and efficiency with less focus given directly to the alkali elements
as the growing body of research indicates it is intrinsic defects of CIGS that drive device

function.
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Chapter 3

EXPERIMENTAL APPROACH

In the following section, the various parameters and conditions used for the multi-scale ma-
terials characterization methodology are described. First, nano-scale compositional vari-
ations can be studied by using correlative X-ray fluorescence and X-ray beam induced
current and voltage. Considerations necessary for conducting these measurements are de-
scribed, including elemental quantification and electrical connections. Then, micro-scale
photoluminescence and Raman spectroscopy are described and details are provided on the

fitting methods used for each technique.

3.1 X-Ray Fluorescence Microscopy

X-ray fluorescence (XRF) is a technique that provides information on the chemical
make up of a sample. It is used across a number of fields, from identifying the materials
used in ancient paintings and archaeological artifacts [109, 110], to topics in biology such
as plants [111, 112] and insects [113], to understanding the role of metal uptake in cancer
cell development [114, 115] and the ion concentrations responsible for hearing loss [116].

The measurement works by using high energy incident X-rays to excite core-shell elec-
trons. In the process, outer shell electrons drop down and emit photons of distinct energies
for the atom and the shell levels involved. Figure 3.1 demonstrates the process of an inci-
dent X-ray or electron creating a hole and a photoelectron [117]. The hole is then filled by
an electron from the outer shell, resulting in a K-beta transition and emitting a fluorescence
X-ray with an energy of the difference between the energy of the outer shell and the energy
level that was replaced. To the right of Figure 3.1, the X-ray fluorescence spectrum that

results from the binning of the energies of the different transitions is shown. One impor-
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Figure 1 The mechanism of characteristic X-ray generation.
Figure 3.1: A schematic depiction of the X-ray fluorescence process involving incident
X-rays and the emission of fluorescent X-rays (left). A simplistic schematic of the XRF
spectrum produced plotted as x-ray intensity versus Energy (keV) (right). Taken from Uo
etal [117].
tant feature in XRF is the ratio of the heights between the different transitions, called the
branching ratio. For instance, in the graphic the K-alpha line is higher than the K-beta.

In XRF measurements of compound materials, the fluorescence process occurs for mil-
lions of atoms of different elements each with their own distinct energy lines. The sum of
the signal measured at each binned energy value is displayed as a spectrum of fluorescence
counts, or the number of photons collected by the energy dispersive fluorescence detector,
as a function of photon energy, as was shown before. The spectra are first fit and then
compared to a standard measurement to calculate the quantified data. In particular, the
first step of fitting fluorescence spectra is critical even for the qualitative analysis of the
elements. This is because prior to fitting, counts are binned based on their energy, which
becomes a problem when two elements with similar fluorescence transitions are contained
in the sample. In this situation, counts may be assigned to the wrong element. An example
of an integrated XRF spectrum of a CIGS solar cell is shown in Figure 3.2, modified from

Nietzold et al.[118]. The white line is the experimental results and the green line is the
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Figure 3.2: An example integrated XRF spectrum is shown, with the various elements
marked at the top. The white lines represent the experimental data and the green line is
the results of the fitting procedure. The figure on the right demonstrates an example of
incomplete or inaccurate fitting parameters being implemented.

results from a fitting procedure used for quantifying the data.

The process of quantifying elemental concentrations from X-ray fluorescence (XRF)
measurements translates fluorescence intensity counts into elemental mass concentrations
(e.g. ug/cm?). The fitting procedure is done by comparing the XRF counts to the counts
produced for a sample with known concentration, called a standard. The standard with
known elemental concentrations is measured in the exact same geometry and environment
as the samples are, and the XRF spectra are then fitted to relate fluorescence counts to
the known concentrations. Data acquired from the Advanced Photon Source at Argonne
National Laboratories can be fit using the proprietary software, Maps [119]. The step-by-

step procedure on how to do so has been written and published elsewhere [118].
3.1.1 Synchrotron XRF Procedure

In this work, X-ray microscopy measurements paired X-ray fluorescence (XRF) to pro-
vide chemical information with X-ray beam induced current and voltage (XBIC and XBIV,

respectively) to provide information on device performance. The measurements were com-
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pleted at end stations 2-ID-D and 26-ID-C of the Advanced Photon Source of Argonne
National Laboratory with a focused beam of approximately 150 nm or 40 nm at full-width
half-maximum (FWHM), respectively. Incident energies of 12.8 keV (above the Sex edge),
10.4 keV (above the Gak edge), and 9.0 keV (above the Cugk edge) were used to best cap-
ture all of the elements of interest from the devices. Multiple maps of different areas were
taken for each sample studied. The map parameters used were on the order of 10-20 um x
10-20 um maps, 50-150 nm step size, 1 second dwell time. The average data produced per
map were approximately 10,000-20,000 data points.

The set up for XRF/XBIC/XBIV mapping involves determining the geometries for the
incident X-ray beam and the XRF detector and forming the correct electrical connections.
Figure 3.3 shows an example of a CIGS mini-module being studied at the end station 2-
ID-D. The incident X-ray is focused by a series of lenses or Fresnel zone plates that allow
a broad X-ray beam to be focused down to a record of 10 nms [120]. The geometry of the
incident angle, sample surface, and detector geometry need to be optimized to consider a
number of things. Firstly, the spot size of the beam on the sample is most narrow when
the incident beam is normal to the surface - tilting the sample thus widens the projection
of the beam. Next, the angle of the detector must be optimized for capturing the most
of the exiting fluorescence signal from the sample. The ideal geometry would be if the
detector could be in the same place as the incident beam, so that it could capture the full
wide angle of signal. However, as this is not physically possible, the detector is generally
placed between 43-47 degrees.

During the measurements, the x-y stage or the X-ray optics move to map the region
of interest (ROI). Previously, mapping the sample was done using step scan, the process
where the positioner stage moves to the next pixel and pauses to measure. In recent years
fly-scan mode has been added to some beamlines, which allows the stage motor to continue

to move during simultaneous acquisition by the detector. This method of data acquisition

20



Electrical Connections

(XBIC, XBIV)
™~ 4I(
1\
Q Measurement

Region of Interest

Figure 3.3: Photograph of a CIGS mini-module mounted for correlative XRF/XBIC/XBIV
measurements at the end station 2-ID-D of Argonne National Laboratory. Labeled are the
X-ray optics for the incident beam, fluorescence detector, and the sample and its wiring.
has allowed for significantly faster measurement speeds and in turn, has made larger map
sizes more feasible [121, 122]. With mapping, an XRF spectrum is generated at each map
pixel, resulting in oftentimes thousands of individual spectra.

The high energy of synchrotron X-rays results in a high penetration depth in thin film
solar cell stack structures. In the case of CIGS thin films, the commonly used incident en-
ergies mentioned before (12.8 keV, 10.4 keV, and 9.0 kev) are all able to penetrate through
the entire stack structure of a CIGS solar cell. This results in chemical information for all
the materials, including the absorber, the CdS buffer, the Mo back contact, and the ZnO
transparent conducting oxide. The challenge is that each additional layer provides the op-
portunity for outgoing X-rays to be attenuated. Lower energy fluorescence photons are
particularly susceptible to absorption within the stack. This is even more so a concern for
L- and M-line transitions, but also for transitions that are significantly lower in energy than
the incident X-ray energy such as lower Z elements like Na and K.

Figure 3.4 shows the calculated attenuation of the four CIGS elements within the depth
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Figure 3.4: Calculated transmission ratio of the four CIGS elements for each of their
measured energy lines (note the In-L is studied in all experiments) as a function of depth

in the absorber. Deeper into the absorber signifies towards the Mo back contact and away
from the CdS interface.

of the absorber of approximately 1.8 um. From the figure, the loss in signal transmission
of all the elements is increased the deeper in the absorber depth (meaning further from the
sample surface of the incident X-ray beam). The In signal clearly suffers more transmission
losses than any of the other elements. This is because at all of the possible incident ener-
gies, only the In-L lines are measurable. L-lines are of lower energy and have many more
possible transitions than for K-shell transitions. This not only makes elements studied in
fluorescence using their L-lines more difficult to measure, but they are also more difficult
to fit. As there are many more L-shell transitions, the branching ratios between all of them
need to be optimized for the fitting to be done accurately [123]. Figure 3.2(right) shows
an example of non-optimized fitting of In-L lines, circled in yellow. The red circle instead
shows an example of an entire element being excluded from the fitting algorithm, in this

case Cu was excluded.
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3.1.2 X-ray Beam Induced Current and Voltage Considerations

All of the samples are connected for X-ray beam induced electrical measurements to
directly correlate the XRF and electrical results. The measurement of XBIC is similar to
that of J. where incident light generates electron-hole pairs and the charge collection is
studied. Figure 3.5 shows the set up for an XBIC measurement of a perovskite solar cell as
an example. Also shown is the figure is TEY, or total electron yield, which is the ejection
of surface layer electrons (in the case of the figure, from the TCO) occurring so that the

sample can maintain charge neutrality [34].
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Figure 3.5: Set up of an X-ray beam induced current (XBIC) measurement (right circuit)
and of a total electron yield measurement (TEY) in a perovskite solar cell. The blue dots
represent the end-of-trajectory of the secondary electrons generated in the solar cell by the
incident X-ray beam (in this case, 9 keV). Taken from Stuckelberger et al. [34].

Being that the TEY is measured from the surface of the sample, the positive and nega-
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tive connections of the electrical measurements are critical to consider in order to prevent
one from measuring TEY instead of XBIC/XBIV. To address this, the sample surface must
always be grounded, however, depending on the orientation of the p-n junction to the in-
cident beam determines whether the output signal is positive or negative. In the case of
CIGS, the orientation is almost always that the n-type CdS is closer to the sample surface
than the p-type CIGS, meaning that the XBIC signal should be positive when measured by
the current amplifier.

Recent work has studied the use of a lock-in amplifier to improve the signal-to-noise
of the nano-scale electrical measurements [124]. Figure 3.6 shows an example of an XBIC
map of a CIGS solar cell measured for direct signal and measured using lock-in amplifi-
cation. The lock-in map is more clear, with more sharply defined features. The map also
has some measurement artifacts removed, such as horizontal lines. This is a function of the
lock-in amplifier, which applies a low-pass filter to remove signal frequencies below some
user-defined value. Careful consideration is required for determining the low-pass cut-off
frequency because it is also related to the charge-carrier lifetime and the measurement fre-
quency (dwell time).

In addition to the low-pass filter, the frequency of the optical chopper helps to define
the signal quality achievable. In an ideal situation, the optical chopper frequency would be
able to match the frequency of the X-ray beam. However, the beam frequency is on the
order of 107 Hz and achieving such frequencies with an optical chopper is currently not
feasible. As a rule of thumb, the frequency of the low-pass filter should be one order of
magnitude lower than the frequency of the optical chopper, and the sampling rate should

be one order of magnitude below the low-pass filter frequency.
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Figure 3.6: XBIC maps of a CIGS solar cell measuring the direct XBIC signal (A) and the
XBIC signal after lock-in amplification is applied (B). Taken from Ossig et al. [124].

3.1.3 Image Analysis of Map Data

Figure 3.7 shows an example of the XRF and XBIC maps that are produced by correl-
ative XRF/XBIC/XBIV [125]. There is a watershed overlayed (black lines) that are used
to define grain boundaries. From the maps, the spatial correlation of the elements and the
XBIC signal is clearly defined. There is an inverse relationship found for In concentration
to XBIC signal and a positive correlation was found for Cu and Ga to XBIC. The results
indicated that areas of higher performance are relatively Cu/Ga-rich and/or In-poor. It also
concluded that grain boundaries of CIGS do appear to be Cu-poor.

The limitation to the findings from West et al. is that the samples used were a single
grain thick, meaning that no CIGS grains were stacked on top of each other. This made
observations of boundaries more clear and allowed for a strong linear correlation between
XBIC and composition. Commercial devices, however, have thicker absorbers and are not
necessarily grown with enough control to prevent small crystallites from forming. Thus,
the XRF measurements become convoluted when looking at multiple grains stacked on
each other and linear relationships between XBIC and composition are often very weak.

One proposed method to address this challenge is the use of image segmentation to

study areas of high and low signal and identify any compositional variations between the
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Figure 3.7: Example results of Ga, Cu, and In concentrations of CIGS solar cells measured
by XRF at the Ga-K edge (10.4 keV) and the correlative XBIC measurement. The overlaid
lines are to show the result of watershed image processing to approximate grain boundary
locations. Taken from West et al. [125].

regions [126]. K-means clustering has been studied as an effective way to simply segment
data into a set number of groups input by the user. Figure 3.8 shows the results of clustering
the data from XBIC and the data from Se maps for CulnSe, (CIS) solar cells. The original
maps are shown for XBIC (Figure 3.8(a)) and Se (Figure 3.8(b)) and the following two
columns show the results for clustering into two groups (middle column, Figure 3.8(c,d))
and into three groups (right column, Figure 3.8(e,f)). Immediately, with the use of two
groups, it is clear that the group assignments of the pixels are significantly different de-
pending on the map that is used for the clustering. Being that in the case of solar cells,
we seek to identify the characteristics that define poorly performing areas, it can be more
beneficial to use the XBIC or XBIV maps for clustering. This allows for the chemical in-
formation describing high and low performing areas to be isolated and directly correlated
to the performance.

In addition to needing to increase throughput speeds of the analysis, many maps re-
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Figure 3.8: Example results of clustering XRF and XBIC data, shown for CulnSe, solar
cells. (a,b) Show the original maps for XBIC (a) and Se (b). (c,d) Show the results of K-
means clustering using 2 groups, and (e,f) using 3 groups, when the XBIC map is clustered
(c,e) or the Se map is what is clustered (d,f).

sulting from correlative XRF/XBIC/XBIV need additional image registration that can be
extremely time consuming and requiring a high degree of accuracy. This is because XBIC
and XBIV maps are unable to measured simultaneously. Even maps repeated directly one
after the other can be slightly shifted from a number of sources, including the accuracy on
the nano-scale of the stage positioner to return to the exact same starting point, vibrational
noise from the stage, and from slight movement of the sample as the wires are changed
from one electrical configuration to the other. Shifts in the map positions make statistically

significant linear relationships even more difficult to identify. Improved image registration

is therefore a component of the future work proposed.
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3.2 Micro-Photoluminescence and Raman Spectroscopy

The correlative XRF approach is complimented by laser-based techniques photolumi-
nescence (PL) and Raman spectroscopy for their abilities to probe: 1) different length
scales and 2) additional, but related, materials properties. If proper considerations are
taken to create measurement fiducials, these measurements can even be directly correlated
to XRF when the same areas are measured. In this work, a green 532nm laser was used in
order to be sensitive to the absorber surface. Due to the absorption coefficient of CIGS at
532 nm, the calculated penetration depth of the laser is approximately the top 80-100 nms
of the film [127].

Both PL and Raman are done using an x-y stage for mapping. The laser is focused
through optical microscope objectives down to 1 um spot size and maps of approximately
20 pum x 20 um were measured for the samples. The dwell time and laser power used is
entirely dependent on the absorption of the layers above the CIGS (CdS, TCO) and the
power density that is safe for the sample to prevent laser bleaching [128]. However, mea-
surements within sample sets were always set to the same laser power for the appropriate
comparison between the results.

Photoluminescence spectra describe the recombination in a semiconductor. The most
intense peak is representative of the band to band transition, or bound-to-free, which is
related to the bandgap of the material. Increases in the full width half maximum (FWHM)
or the appearance of additional peaks beneath the bandgap energy indicate the existence
of defects. For instance, in Figure 3.9, which shows PL spectra of CIGS samples with
different annealing temperatures, there are two peaks below the bandgap that are due to
defect states [129]. The peak to the right of the band-to-band (1.17 eV) at 1.22 eV is from
a wider bandgap alloy of CIGSSe (Se site alloyed with S from the CdS). Fitting the peaks

with multiple Gaussian functions can obtain their amplitudes and can suggest the relative

28



S —
(a)

before annealing _'
- = 150°C annealing
= = = 200°C annealing

0.9

0.8
0.7
0.6
0.5

0.4

PL Intensity (unit)

0.3
0.2

o)
c
®

Q

L

1

o
c
©

m

0.1

T T T T T Y

0.0 A J A A L I. A A L A A A A L A A i
1.0 1.1 1.2 1.3 14

Photo Energy (eV)

Figure 3.9: PL spectra of a CIGS solar cells fabricated with different annealing tempera-
tures, including a sample that was not annealed (black). The peak at 1.17 eV represents the
band-to-band transition of the CIGS bandgap for 30% Ga incorporation. The peaks at 1.05
and 1.12 are from defect states. Taken and modified from Chen et al. [129].
concentrations of certain known defect peaks.

The addition of temperature-dependent and injection-dependent PL studies provides
additional information on the defect states present in the films. For instance, Guthrey et al.
evaluated the temperature and injection level dependence of cathodoluminescence spectra
(CL; similar in interpretation to PL) in KF treated CIGS devices [130]. The peak position
of the KF treated sample was found to be non-uniform between grain boundary and grain
interior regions, with boundaries exhibiting a blue shift in energy to lower peak positions
in eV. More importantly, both techniques (temperature and injection level) demonstrated
an increase in band-impurity recombination for the KF treated sample that was proposed
to be responsible for the blue shift in the peak position.

Raman spectroscopy is often done in tandem with PL measurements because it can
make use of almost all of the same components of the PL tool. Raman spectra can be used
to provide information on the crystal structure [131] and grain orientations [132, 133]. The

measurement studies the material interactions in the form of vibrational transitions that
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Figure 3.10: Raman spectra of CIS samples alloyed with Ag and treated with KF post-

deposition treatment. The various Raman modes observed are labeled including the A,
the ODC peak, and the E/B, modes. Taken from Valdes et al. [135].

occur as matter interacts with monochromatic light [134]. The type of vibrations include
symmetrical stretching of bonds, asymmetrical stretching, and bending, each of which have
distinct frequencies depending on the atoms and bond lengths involved.

In CIS, the Raman mode with the highest scattering cross section is the A vibration that
occurs from the stretching of Se around the resting Cu and In cations [131, 135]. The same
vibration exists for ordered defect compounds, such as the Cu-poor structures Culn;Ses and
CulnsSeg, however with a different frequency due to the change in the atoms around the
stretching Se atoms. Specifically, the ODC structure is distinguished in Raman by the A,
mode existing at a lower wavenumber [79, 136-138]. This can explained by the reduction
in Cu atoms paired with increased In atoms in the structure that results in an increase in the
atomic weight about the Se atoms, following the inverse relationship of reduced mass to
frequency described in [134].

Figure 3.10 shows an example of the Raman spectra commonly produced for CIS solar
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cells. The labeled spectra show the A} mode as well as the ODC peak occurring at lower
wavenumber, usually around 152 cm™!. It also shows the E/B, mode that represents the
asymmetrical stretching of the Cu and In atoms around the Se atoms [133, 137]. The peaks
in Raman can also be fitted, most often by a Lorentz function, in order to obtain the peak
amplitude of a certain mode to calculate the relative concentrations of certain modes or
phases present.

Also similarly to PL, temperature-dependent Raman spectroscopy measurements can
be used to help resolve additional peaks currently not observable with room temperature
measurements. Mishra et al. for example showed that temperature-dependent Raman spec-
troscopy was capable of identifying additional vibrational modes in CdS at low tempera-
tures [139]. These modes were found in addition to the main CdS peak anticipated at 300
cm’!. Future work on CIGS films may therefore include temperature and injection depen-

dent PL and Raman to investigate in greater detail the structure and electrical properties.

31



Chapter 4

CUINSE, SOLAR CELLS

In this section, the impacts of post-deposition treatment (PDT) and Ag-alloying are studied
in the absence of Ga. In particular, the characterization approaches from Chapter 3 are used
to investigate the incorporation and impact of the two treatments used to increase efficiency
in CulnSe, solar cells on glass substrates. The objective of this work is two-fold: it firstly
allows for the study of a simpler system with fewer potential defects and secondly, CIS is
becoming an increasingly interesting material for its potential use in tandem solar cells.
Being that the bandgap of CulnSe, is approximately 1eV, the absorber material has the
potential ability to serve as the bottom cell in tandem applications [19, 140-143]. One of
the added benefits of CIS in comparison to currently accepted bottom cell materials such as
silicon is that while research on flexible Si is on-going and progressing, flexible CIGS de-
vices based on stainless steel or polymer substrates are already commercially viable [144].
Beyond that, as mentioned in Chapter 2, CI(G)S films have tunable bandgaps by means of
Ga-alloying and therefore allowing them to be used as different or multiple terminals in

tandem solar cells.

4.1 Sample Preparation and Background

Samples were fabricated by collaborators at the University of Delaware using 3-stage
co-evaporation [136, 145]. Half of the samples were co-evaporated with Ag to produce a
Ag/(Ag+Cu) (AAC) ratio of 0.20, which was validated by X-ray fluorescence. After the
absorber deposition, the samples were cooled to 350 °C, and half the samples received an
in-situ PDT with ~7.5 nm of KF deposition in a Se atmosphere, similar to the process

described in [146]. The resulting four samples are assigned the following names: CIS,
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ACIS, CIS+KEF, and ACIS+KEF, similarly to the samples studied in [147]. The devices were
completed with CdS (50 nm), i-ZnO (50 nm), ITO (150 nm), and a Ni-Al grid.

Table 4.1 shows the bulk J-V characteristics measured for sister samples of these de-
vices. The Jg increases slightly with Ag-alloying, as is expected due to silver’s ability
to reduce defect density in the absorber by lowering the alloy’s melting temperature [148,
149]. The V. increases in the CIS+KF sample as expected due the expectation that KF
can passivate defects [90, 100, 106, 150] and/or create a surface layer with a lower valence
band maximum (VBM) that serves as a hole repellent at the CdS interface . However, an
increase in V. is not observed for the ACIS+KF sample, which shows that the addition of
KF to ACIS significantly reduces the V. by over 100 mV.

Table 4.1: JV Characteristics of Samples Studied Under Simulated AM 1.5G at 25°C
Sample Joo (MA/cm?) Voo (mV) FF (%) n (%)

CIS 36.9 437 67.8 10.9
CIS+KF  36.7 479 72.6 12.8
ACIS 37.1 431 70.7 11.3
ACIS+KF 37.2 331 63.8 7.8

Thus, the main goal of this chapter is to form an understanding of the reduced V
and FF when Ag and KF are used in combination. Studies on sister samples by Valdes et
al. have demonstrated that the application of a KF-PDT influences the growth of the CdS
layer [136] and that it drives the surface to become further Cu-poor and Ag-poor, in the
case of the Ag-alloyed CIS [151]. This indicates there is a change in the compositional
distribution of the films when exposed to the KF, the mechanism of which is unclear. Most
recently, Sopiha et al. found by calculation that Ag-alloying can make the CIGS alloy un-
stable, which can result in film decomposition during the additional temperature step of
PDT [152]. These findings suggests the primary concern in the case of Ag and K incorpo-
ration is the impact it has on film homogeneity and the connection that inhomogeneity can

have on electrostatic potential fluctuations that hinder V. as outlined by Siebentritt [18].
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Samples first studied using correlative XRM at the end station 2-ID-D of Argonne Na-
tional Laboratory. Three maps per sample were taken, each with dimensions 10 pm x 10
um with a spot size of 150 nm at the Se edge. Data was obtained for both XBIC and XBIV
done in sequential order.

Synchrotron X-ray diffraction was done at beamline 11-3 of the Stanford Synchrotron
Radiation Lightsource (SSRL), a division of SLAC National Accelerator Laboratory to
validate the existence of phases hypothesized from Raman spectroscopy. Two-dimensional
scattering data were collected using a Rayonex MX?225 detector in a grazing incidence
geometry with the X-ray beam held at an incident angle of 3°. Images were calibrated
using a LaB6 standard and integrated between 10°; x ; 170° () is the polar angle) using
GSAS-II [153]. A spot size of 150 um x 50 um was used with an incident wavelength of
0.9744A. Six separate measurements were taken of areas between two metallization lines

on the samples.
4.2 Studying Compositional Variation and its Relation to Performance

Examples of the XRF maps taken are shown in Figure 4.1 for the ACIS+KF sample.
The low concentrations of Ag are evident by the noisy appearance of the map in Fig-
ure 4.1(a). Despite the low signal-to-noise of the Ag, some clustering is still observable.
From the maps, it seems as though the Cu, In, and Se are co-located. This is a factor of
thickness variation rather than true compositional distribution, demonstrating the impor-
tance of normalizing the maps by the total elemental concentration. Normalizing the data
for all of the samples and maps, it is difficult to qualitatively determine any compositional
variations between the samples. Therefore, a K-means clustering algorithm was applied
to the maps of XBIC for each sample to separate the data into four groups: high XBIC,
medium-high XBIC, medium-low XBIC, and low XBIC.

The XRF data is then taken from the index locations of the highest and lowest XBIC
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Figure 4.1: XRF maps for: (a) Ag, (b) Cu, (C) In, and (d) Se concentration for the
ACIS+KF sample.

regions in order to evaluate the compositional difference between the two extremes in per-
formance. The distributions of these data are shown in Figure 4.2. The data is shown
as atomic ratio to correct for the influence of thickness variation as aforementioned. The
split violin plots show the side-by-side comparison of the elemental information from the
highest (light shading) and lowest (dark shading) XBIC areas of each sample and include
the median (long dashed line) and the inner-quartile region (25" to 75" percentile of data,
shown as short dashed lines).

The atomic ratio of Ag is included in Figure 4.2(a) in order to validate: 1) the correct
concentration of Ag incorporation and 2) comparable and consistent Ag incorporation for
both the ACIS and ACIS+KF sample. The data show that the Ag/[Ag+Cu] ratio is approx-
imately 0.2 for both devices and the variation between the high and low XBIC groups is

minimal. Additionally, the variation in overall Ag concentration and distribution is sim-

35



Ag Atomic Ratio
Cu Atomic Ratio

=1 High XBIC (@) 0304 (b)
20.25
V4
0.10 - .
0.20 -
{ ¢ ¢
0.05 | 015

0.6 - (c) 0.6 - (d)
0.5 o
o =
. ' 0.5
04— o (
kS E (
5 03- 204+
< <
c
0.2 @
0.3
01 _ T T T T T T T T
CIS CIS+KF ACIS ACIS+KF CIS CIS+KF ACIS ACIS+KF
Sample Sample

Figure 4.2: Violin plots of the XRF data of atomic ratio for (a) Ag, (b) Cu, (c) In, and
(d) Se for the compositional data for the highest XBIC data (light shading) and the lowest
XBIC data (dark shading) segmented by using a K-means clustering algorithm set to four
groups. Dashed lines represent the inner-quartile range, and the center line represents the

median.

ilar between the ACIS and the ACIS+KF. The consistent Ag concentrations for low and
high XBIC in both Ag-containing samples confirms that changes in the other concentra-
tions are not driven by variations in Ag. It also indicates that the distribution of Ag is not
negatively related to performance variations in the samples. The wavy-features in the high
XBIC cluster data of the Ag atomic ratio (Figure 4.2a, light red and light green for ACIS
and ACIS+KEF respectively) indicate that the Ag in these areas is grouped into finite bins,
potentially due to segregation.

The remaining three split violin plots in Figure 4.2b-d show the atomic ratios for Cu, In,
and Se between the high and low XBIC areas. The Ag-free samples demonstrate minimal
variation in the median and inner-quartile boundaries for the three elements. In particular,

the CIS+KF sample shows the least amount of compositional variation between the two
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performance groups. This indicates a high degree of homogeneity between the two and
suggests that compositional inhomogeneity is not dominating device performance in this
sample. On the other hand, the Ag samples show that areas with lower XBIC intensity
are richer in In and poorer in Cu and Se compared to the high intensity areas, especially
observable in the ACIS+KF. This is seen as a difference of approximately 1 at% for the
low XBIC areas of the ACIS and ACIS+KF. Note that there is also a degree of variability
in the median In and Se concentrations from sample to sample, with a range in the median
atomic ratio of approximately 7 at%. This is characteristic of a redistribution of elements
through the depth of the absorber, as described by West et al. [154].

These results indicate there is a high degree of compositional inhomogeneity partic-
ularly in the ACIS+KF sample. Instead, the CIS+KF sample appears the be the most
compositionally uniform, while also demonstrating the highest V. and efficiency (from
Table 4.1). This is not surprising as film inhomogeneity is often cited as being both detri-
mental, but also necessary in CI(G)S devices [25, 52, 125, 155]. Inhomogeneity results
from the ability for Cu(In;_,Ga,)Se, to deviate from stoichiometry through the formation
of compensating defects. It is then the defects that are responsible for the resulting device
performance.

The increase in inhomogeneity in the ACIS+KF significant and is further evidenced by
studying at the spatial distribution of the XBIC signal provided in Figure 4.3. From the
maps, the first clear observation is that the overall signal for the ACIS+KF is much lower
compared with the three remaining samples. The map topology and feature sizes appear
consistent for the three samples: CIS, CIS+KF, and ACIS. The ACIS+KF instead shows
low signal regions of much larger size, for example the dark feature centered near (5,5)
of Figure 4.3(d) that is a much larger, low performing feature than any features found in
the other samples. These XRF data of these dark features are what seen in the violins for

the low XBIC in Figure 4.2. The fact that the ACIS+KF is more compositionally inhomo-
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Figure 4.3: XBIC maps for: (a) CIS, (b) CIS+KF, (C) ACIS, and (d) ACIS+KF. All maps
are shown on the same scale for comparison. Note that figures (a) and (b) were map sizes
14 pm x 14 um compared to the 15 pym x 15 um maps in (c) and (d).

geneous and that the inhomogeneity is found in large areas of low performance begins to
indicate a potential problem in the sample that may be capable of describing the signifi-
cantly reduced V. observed.

The nature and volume of these features can be demonstrated in a statistical manner
by the use of violin plots that contain information of both XBIC and XBIV signal for
all of the maps measured per sample. Figure 4.4 shows the distributions of the electrical
signal of the four samples. Most noticeable is again the contrast between the CIS+KF and
ACIS+KF samples. The CIS+KF sample has the widest distribution in both XBIC and
XBIV, followed by similar widths for the CIS and the ACIS. The three samples also show
normal distributions of their data, again in both the XBIC and XBIV. The ACIS+KF instead

has a narrow distribution around the mean, but then a large tail of data toward lower signals
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Figure 4.4: Violin plots of the distributions of the XBIC (a) and XBIV (b) signal shown
on a y-log scale for comparison of the violin shapes.

in both the XBIC and XBIV. The data that falls in the tails of the violin plots are the features
discussed before in reference to Figure 4.3(d). This demonstrates not only the magnitude of
the features, that they are low enough in intensity to create such a long tail in either signal,
but also the volume, seen by the lateral width of the violin plot at the tail.

The second noticeable trend in Figure 4.4 is the mean signal intensity of both XBIC
and XBIV is lowest in the ACIS+KF. The observation that this occurs in both the XBIC
and XBIV indicates that the sample itself had some issue with series resistance. Often, this
can happen from an issue with the sample wiring that is done for the nano-scale electrical
measurements. The Ag paint that is used to attach the metal wires to the sample surface has
also been observed to cause local shunting upon application. Thus, in this situation, it is
not reasonable to directly compare the signal intensities from sample to sample. However,
the distribution of the data and the relative changes within maps are still meaningful and
comparable.

The results from correlative XRF/XBIC/XBIV have so far indicated that the low V.

sample, ACIS+KF, is compositionally and electrically inhomogeneous. By relating the
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high and low XBIC data to composition, the inhomogeneity of the ACIS+KF was identi-
fied as being Cu- and Se-poor in areas of reduced XBIC signal. This clearly demonstrates
that the use of Ag and K together results in increased film inhomogeneity. However, in-
homogeneity alone is not necessarily capable of explaining the observed V. loss between
the CIS+KF and the ACIS+KF of over 100 mV. To better understand the impact of Ag and
K on reducing the V., additional materials characterization was done to investigate the

impact of the KF passivation.

4.3 Validation of Proper Passivation with KF-PDT

One possible explanation for the lower V. observed in the ACIS+KEF is that the ex-
istence of the Ag that is alloyed into the Cu-cite perhaps prevents or alters the manner in
which the K is added to the absorber to passivate defects. Photoluminescence mapping of

5 map areas, each 20 um x 20 um, per sample provides statistical as well as spatial infor-
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Figure 4.5: (a) Average photoluminescence spectra for all four samples, measured with a
532 nm laser. The peak maximum represents the band-to-band transition occurring at the
bandgap energy. A slight increase is seen in the peak maximum for the Ag-samples due to
their slightly wider bandgap as a direct result of Ag-incorporation (shift from solid black
line to dashed red line). The edge around 1.055 eV is hypothesized to be a measurement
artifact. (b) Ratio of the mean increase in PL signal with the use of KF-PDT for CIS (black)
and ACIS (red). Bars represent the 95% confidence interval (CI) of estimating the mean PL
ratio, suggesting the mean can lie anywhere within that range to a high degree of reliability.
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mation on the degree of passivation by KF. It is important to note that due to the absorption
of CIS of the 532 nm laser used, only approximately the top 80 nms of the absorber is
studied. The average PL spectra for each of the samples is shown in Figure 4.5(a). The
first observation is that the ACIS+KF sample has the highest overall PL intensity at the
band-to-band transition that occurs around the bandgap of approximately 1.05 eV. Both
the samples treated with KF-PDT show an increase in the PL intensity when compared to
the non-KF treated samples (CIS and ACIS). The spectra for the four samples demonstrate
similar features, indicating that a room temperature, there are no observable defects in any
one of the samples, which would appear as an extra peak at sub-bandgap (less than 1.05
eV) energy. The edge to the right of the main peak occurring around 1.055 eV is attributed
to the stitching of the spectra that is done due to the physical movement of the diffraction
grating in the PL tool.

The individual spectra per-pixel of the PL. maps were fit to a signal Gaussian to extract
the peak amplitude. Figure 4.5(b) shows the ratio of average KF-treated PL intensity over
the average non-treated PL intensity for the CIS series (black) and the ACIS series (red).
Being that the mean values are greater than 1, it can be concluded that KF-PDT results in
increased photoluminescence yield. Secondly, the relative improvement from the KF-PDT
is higher for the ACIS case. The confidence intervals (bars) indicate however that the value
for the mean can be reliably within 95% confidence within the boundaries, suggesting a
much greater variation in the average benefit of the KF-PDT for the ACIS than is the case
for the CIS.

The spatial distribution of the peak amplitude for one of each of the five maps of each
sample is shown in Figure 4.6. The size and intensity difference of features is increased
with the application of KF-PDT. In the CIS+KF sample, there are some features that are
significantly more intense, such as the feature centered around (5,3) of Figure 4.6(b). The

existence of these bright features then washes away those of lesser intensity, such as the
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Figure 4.6: 20pm x 20 pm maps of maximum PL intensity, measured using a 532 nm laser,
for the (a) CIS, (b)CIS+KEF, (c) ACIS, and (d) ACIS+KF samples. The PL amplitude was
obtained by fitting a single Gaussian to the spectrum of each pixel. Measurements courtesy
of Michelle Chiu.

topology that is observed in the upper right corner of the same map. By the map’s ap-
pearance, it suggests that the data may be bi-modally distributed. A similar observation is
seen for the ACIS+KF in Figure 4.6(d), however the feature size of high intensity and low
intensity particles is larger than the CIS+KF. The features here are on the order of mul-
tiple grains (average grain size is approximately 1 pm), whereas in the CIS+KF, the high
PL features are smaller and closer to 1-2 grains in diameter. The appearances of the maps
would suggest that, while the PL intensity is consistently improved with KF-PDT, it is not
homogeneously distributed.

The KF-PDT seems to increase the inhomogeneity of the film, providing certain areas
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Figure 4.7: Violin plots on a y-log scale showing the distribution of the maximum PL
intensity per-pixel of the CIS samples (red) and the ACIS samples (green). Darker shading
indicates samples treated with KF-PDT. Blue dots are used to mark the median values and
the grey boxes indicate the data in the inner-quartile region. The black whiskers indicate
the data that lies within the 5™ and 95" percentiles. Measurements courtesy of Michelle
Chiu.

better passivation than others. Evaluating the data of the maximum PL intensity for multiple
maps of each sample, the finding of increased inhomogeienty is validated by increasing the
sample size of the data. The total number of spectra evaluated across the 5 maps per sample
represent over 20,000 data points. The data are represented as violin plots on y-log scale
in Figure 4.7. The improvement in PL signal with the addition of KF-PDT is again clear
looking at the median PL intensity values, as is the fact that the ACIS+KF sample improved
by a larger factor than the CIS+KF did.

The shape of the violins also indicate the observation from the spatial maps that the
samples treated with KF-PDT demonstrate increased inhomogeneity in PL intensity. The
violins for the CIS+KF and the ACIS+KF are broader, pointing to the increased inhomo-
geneity observed in the multiple map areas. And lastly, we can see the observation of a
slight bi-modal distribution, with a small shoulder toward higher PL signal for both KF-

PDT samples, in agreement with the observations from the PL maps.
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Through photoluminescence, reduced recombination through defects with KF-PDT has
been validated. This suggests that the drop in V. and FF occurring for the ACIS+KF
sample is not mediated by recombination at mid-gap states and/or the CIS/CdS interface.
The results showed that the passivation is inconsistent across the sample, but the process
by which this occurs is not determinable by PL alone. Being that KF-PDT has been cited
for increasing V. by creating a KInSe, (KIS) surface layer that has a lower valence band
maximum and can serve as a hole-repellent layer, synchrotron X-ray diffraction was used

to search for the existence of KIS [156, 157].
4.3.1 No Indication of KF Passivation Through KInSe, Surface Layer

Thermodynamics supports the hypothesis that KIS can form in CIS and is in fact more
likely to form as a secondary phase than in a mixed phase with CIS [83, 158]. Work
by Donzel-Gargand et al. showed that excess KF concentration in ACIGS resulted in the
formation of the KIS phase and also served to reduce the median V. values of the devices
[99]. The results suggested that an optimal amount of KF needs to be used in order to
benefit performance and therefore, excess KF in the form of a KIS surface layer can be
responsible for the reduced V. found for the ACIS+KF device.

Figure 4.8 shows the synchrotron-based XRD pattern of the four samples under study,
which make evident the absence of KIS or any Ag-related phases. From the data, the
incorporation of Ag is evident, seen as a shift to lower scattering vector values and seen
in the change of peak doublets to single peaks, such as those around Q=4.4 A! [147,
149, 159, 160]. These observations indicate that the higher V. in the CIS+KF does not
originate from the existence of a KIS surface layer that acts as a hole barrier. It also suggests
that excess KF was not incorporated in the Ag-alloyed sample and did not serve as the
main mechanism for reducing the V. in the ACIS+KF device. Note that the measurement

sensitivity limits us to crystalline materials larger than a few nanometer; amorphous or
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Figure 4.8: Square root intensity synchrotron X-ray diffraction patterns for CIS (black),

CIS+KEF (red), ACIS (blue) and ACIS+KF (green), measured using grazing incidence ge-
ometry. Each pattern is offset with a constant of 50. Reference spectra are shown for
CulnSe, and AglnSe, (top) and KInSe, and CdS (bottom). Samples were full devices with
the incident beam on the TCO side. The patterns shown are the average of six measure-
ments taken per sample. Measurements courtesy of Dr. Archana Sinha.

small clusters would not appear.

Beyond secondary phases such as KIS or others as In,Se; that are structurally distinct
from CIS and should appear in XRD when in great enough concentrations, CI(G)S materi-
als often contain ordered defect compounds (ODCs). Some of the most common secondary
phases that result from ODCs are Culn;Ses and CulnsSeg [137]. Being that the compounds
are long-range clusters of defect pairs, the structure of ODCs is the same as CIS and there-
fore their existence is indeterminable from XRD. Raman spectroscopy is one of the most
accessible tools for identifying secondary phases formed from ordered defect compounds

in CIS and their concentrations as it looks at the interactions of the atomic bonds to incident

light.
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4.4 Raman Spectroscopy of Ordered Defect Compounds and Cation Ordered CIS

2D Raman spectroscopy measurements were completed on the devices to investigate the
existence of variations in defect concentrations that may be responsible for reduced perfor-
mance in the ACIS+KF. A total of 5 maps across the samples were analyzed to increase
the sample size probed. The map areas were the same as those studied by PL in section
4.3. This allows for pixel-by-pixel correlation of the observation of any phase formation to

recombination.
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Figure 4.9: Average Raman spectra (taken from 5 sets of maps) for all four samples

The Raman spectra indicate the nature of the atomic bonds in the material by the peak
position and the fitting of the peak amplitude indicates the concentration of the specific
interactions observed. The average Raman spectra calculated from all of the pixels of all
five maps for each sample are shown in Figure 4.9. In the four spectra, the same peaks
appear, suggesting no significant concentrations of additional phases or compounds are
found as a result of KF and/or Ag. In the spectra, we observe the A; mode for CIS around

174 cm! [135] and the peak associated with CdS at 304 cm! [139, 161, 162]. The peak
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position of the A; mode is downshifted slightly to lower wavenumber for the Ag-alloyed
samples as a result of the larger Ag atoms sitting in the Cu sites and causing compressive
stress in the lattice along the c-axis [163]. This can be seen in Figure 4.10(a), which shows

a zoom of the A peak.
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Figure 4.10: Zoom of the A; (a) mode and the E/B; (b) mode of the average Raman spectra
(taken from 5 sets of maps) for all four samples.

Also clearly visible in the spectra of Figure 4.9 is the ODC peak at 152 cm™! [79, 136,
137] that is down-shifted from the A; mode due to the change in the concentration of Cu
and In around Se [138] and the E/B, mode centered around 216 cm™! [79, 137, 164] that
represents the asymmetrical stretching around Se [137]. The E/B; mode is attributed to
cation ordering in CIS, which is the situation in which the cation atoms Cu and In alternate
along the (100) plane, rather than along the (201) plane of chalcopyrite CIS, as hypoth-
esized by Shirakata er al. [165] and demonstrated through high resolution TEM by Su et
al. in the sulfide-based system CulnS, [166]. An example of the difference in appearance
of the two structures (standard chalcopyrite CIS vs. cation ordered CIS) is observable in
the inset of Figure 4.12. A zoom of this peak is shown in Figure 4.10(b) for comparison
between the four samples.

The shift to lower wavenumber with the incorporation of Ag is seen for both the A

47



mode and the E/B, mode due to the size of the Ag atom sitting in the Cu site. The fact that
this is seen also in the E/B; mode suggests that the incorporation of Ag is still observable
in the cation ordered CIS structure and supports the idea that the observation of increased
E/B; intensity is a factor of a structural change rather than the formation of a secondary
phase, particularly one excluding Ag.

To understand any variation in the concentrations of Cu-poor ODCs or cation ordered
CIS, the peaks for each are fit using individual Lorentzian functions to calculate the peak
intensity. The amplitudes calculated from the fit per-pixel are represented as boxplots in
Figure 4.11. The whisker lines represent the data within 5%-95" percentiles. Outliers
falling outside of three standard deviations have been masked for visualization purposes.
The fit results for the ODC peak at 152 cm! (filled boxes) show similar distributions and
average values of peak intensity across the samples with and without Ag. Therefore, the
addition of Ag is related to an increase in ODC concentration, regardless of KF-PDT. If this
peak represents the phases CulnsSes or CulnsSeg [167, 168], we could conclude that the
incorporation of Ag further drives the formation of this Cu-poor ODC at least near the CdS
interface. X-ray photoelectron spectroscopy (XPS) results of sister samples have shown
an increased Cu-poor surface with the addition of Ag-alloying to support this observation
[151].

The increase in ODC concentration corresponds most with the slight improvements
seen in Jg on the macro-scale and does not trend with the changes in device V. that
are under question. This observation is supported by results from Sharan et al.[57], which
showed Culn;Ses has a lower valence band maximum (VBM) and wider bandgap compared
to CulnSe,. The increased concentration of the ODC at the CdS interface lowers the VBM
at the junction and acts as a hole barrier, increasing carrier collection through reduced
recombination.

The results for the intensity of the E/B, mode (hashed boxes) instead show a different
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Figure 4.11: Boxplot data for the Lorentzian peak fitting results of two Raman modes,
ODC at 152 cm™ (solid boxes) and E/B at 212-218 cm™ (hashed boxes) and V. values

shown in blue squares (right y-axis).
behavior from that of the ODC mode, not appearing to be directly related to the addition
of Ag. Overall, the intensity of the E/B, mode trends very closely, but inversely, with the
change in V. in the devices (shown as blue square markers in Figure 4.11). The direct
relationship between the E/B; intensity and the V. is demonstrated in Figure 4.12. The
linear fit of the data shows clearly the existing inverse trend between the two variables.
The boxplot for CIS+KF shows the lowest intensity values of the E/B, mode and the
tightest distribution paired with the highest device V. while the opposite is true for the
ACIS+KEF case. Note that the median values for peak intensity, shown as teal lines within
the boxplots, are all of similar values for all four samples. This indicates that the upper
half of the data is becoming more widely distributed and having higher intensities that
trend directly with the bulk V... The broader distribution of the peak intensity for the
E/B; mode indicates increased chemical inhomogeneity in the form of cation ordered CIS.
The expectation of increased cation ordering is not unrealistic as the formation energy of
cation ordered CIS is estimated to be only 8meV/4 atoms (~0.2 kJ/mole) higher than that

of chalcopyrite CIS [166], and therefore can easily form during or after growth [164].
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fit results. The structure on the bottom left is an example of the expected order of cations
in chalcopyrite CIS.

4.4.1 Connection of Cation Ordering to Electrostatic Potential Fluctuations

The observation that cation ordering is inversely correlated to the V. suggests there is
a meaningful relationship between the two that may be capable of describing the low open-
circuit voltage in the ACIS+KF sample. From the results of PL mapping, recombination
active defects were not found to be related to the reduced V. found for the sample alloyed
with Ag and treated with KF-PDT (ACIS+KF). This indicates that the impact of cation
ordering must not come directly through defect recombination.

Instead, cation ordering is a result of a different arrangement of the Cu and In atoms
about the Se atoms. Cation ordered structures near surfaces and interfaces usually originate
from the surface reconstruction needed to relieve the electrostatic dipole characteristics of
CIS surfaces, which contrary to other semiconductors have a polar nature [169]. This

reconstruction involves creating rows of defects, like V™ and Inc,2*. These charges com-
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pensate each other as well as the surface dipole, and the overall inhomogeneity of the charge
distribution causes potential fluctuations as described by Shklovskii and Efros’ theory for
semiconductors with high levels of defects and compensation [41, 42].

Being that XPS results did show an increasingly Cu- and Ag-poor surface for the
ACIS+KF sample, relative to the ACIS and CIS+KF cases, the surface of the ACIS+KF
is reasonably more populated by charged defects that require compensation by impurities.
Dirnstorfer et al. described that defects are compensated by the formation of charged im-
purities, which creates a Coulomb potential with a depth that is dependent on the ratio of
the concentration of charged impurities to free carriers (holes in the case of CIS) [42]. As
the ratio of compensation by charged impurities increases, likely due to greater deviation
from stoichiometric CIS, the depth of the fluctuations increases and can exceed the acti-
vation energy for recombination of donors or acceptors, in turn causing it to become the
dominating mechanism [42].

Valdes et al. observed the ACIS+KF has the lowest activation energy of recombination,
which they attributed to potentially increased interface recombination [147]. From the
PL results, increased interface recombination was not found to occur in the ACIS+KF,
helping to support the conclusion that instead the lowest activation energy of recombination
affects the V,. by making the device which the most easily affected by the existence of
electrostatic potential fluctuations. This conclusion is also in agreement with the suggestion
by Siebentritt, which stated that electrostatic potential variations are generally the most
responsible for V. losses in CI(G)S solar cells and can amount to differences in voltages
of up to 100 mV [18]. This discrepancy in open-circuit voltages is on the order of what
was observed between the CIS+KF and the ACIS+KF.

Furthermore, Mainz et al. completed a comprehensive study on the growth of CIGS
by the selenization process where Cu,In, and Ga are co-sputtered and then annealed in a

Se atmosphere to complete the growth [170]. Their work found that the process time for
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growing high-quality CIGS absorbers is limited rather by the formation and then evolution
of cation ordered CIGS, rather than being limited by the time it takes for complete Se
incorporation. Similarly, Sopiha et al. found recently by calculation that Ag-alloying can
make the CIGS alloy unstable, which can result in film decomposition during the additional
temperature step of PDT [152]. This highlights the impact of process time on reducing
cation ordering and recommends that, in the case of samples grown with Ag, additional

annealing time may be required to minimize cation ordering after applying KF-PDT.

4.5 Influence of Cation Ordering on Contact Selectivity

The previous sections demonstrated that the existence of cation ordered CIS at the
CdS/CIS interface is directly related to the performance losses in the ACIS+KF sample.
Measuring the external radiative efficiency (ERE) can further indicate whether the elec-
trostatic potential fluctuations caused by compensating the cation ordered defects limit the
device performance through recombination or an issue of the contacts/interfaces [171].
ERE works by first biasing the device to open-circuit voltage conditions where the carriers,
electrons and holes, have distinct quasi-fermi levels. Then a calibrated excitation laser is
incident to the sample and the emitted photons from the bias laser only are filtered and
measured by a dual-phase lock-in amplifier [172]. The ERE signal measured by the lock-in
amplifier is then the ratio of emitted photons to those incident, represented as a percentage.
From this value, the implied voltage can be calculated as a function of the bandgap and
temperature.

Figure 4.13 shows a graphic of the band diagram of a device measured with ERE, where
the iV value represents the implied voltage from the quasi-fermi level splitting in the device.
The emitted photons that are produced due to laser stimulation serve to describe the emis-
sion efficiency of the absorber, where the created voltage is independent of the specific

contact resistances (denoted as rho/textsubscriptc,h). Instead, the voltage (V) measured
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Figure 4.13: Band diagram graphic of external radiative efficiency measurements, which
require a device under bias to produce fermi-level splitting. Taken from Onno ef al. [170].
across the electrodes is reduced by the contact resistances of the left (hole) and right (elec-
tron) electrodes. The value differences between the measured V. across the electrodes,
where the bands flatten, and the implied V. (iV,) calculated from the ERE measurement,
are therefore a sign of the contact resistances in the device. The greater the reduction in
Vo relative to the iV, the more the contact resistances are negatively affecting the output
voltage of the device. In the inverse case, the closer the two values, the more “perfect” or
carrier-selective the contacts can be considered.

Table 4.2 shows a direct comparison between the voltages for each of the four CIS
samples. Studying strictly the iV, results, the trends follow closely to what was expected
from the addition of KF-PDT for passivating defects. The implied voltage increases in
both samples treated with a KF-PDT compared to their untreated counterparts, similarly to
the results described by Elanzeery et al. [173]. This implies that the KF-PDT does have an
impact on reducing recombination in the CIS absorbers. From the ERE results, it seems the
addition of Ag alone does not have a significant impact on increasing the voltage, however

this is reasonable due to the low overall concentration of Ag added.
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Table 4.2: Comparison of Measured Open-Circuit Voltage to Calculated Implied Voltage
from ERE

Sample Voe V) Vo (mV) AVye (mV)

CIS 437 460 23
CIS+KF 479 467 -12
ACIS 431 458 27
ACIS+KF 331 475 144

Despite the minimal observed impact of Ag-alloying on its own, the ACIS+KF demon-
strates the highest implied V. as was originally expected. This observation becomes even
more clear when studying the delta between the measured device V. and the iV,.. The
delta V. for the ACIS+KF sample is over 100 mV greater than any other sample. This
again relates to the conclusion by Siebentritt ef al. that suggested electrostatic potential
fluctuations can result in over a 100 mV difference [18]. As a note, the AV, cannot physi-
cally be negative and so the observed discrepancy arises from an accuracy limitation of the
current tool setup or the calculation of the iV value from the ERE.

Therefore, the ERE results suggest that while the absorber quality was improved by
the combination of Ag and KF, the low resulting device V. for the ACIS+KF is a factor
of greater contact resistance rather than increased recombination within the absorber. This
further supports why the ACIS+KF sample demonstrated increased PL yield (Section 4.3)
despite the observation of an increased concentration of cation ordered CIS. Combining the
findings from the PL, Raman spectroscopy, and ERE measurements, we can conclude that
the formation of cation ordered structure at the CdS interface is detrimental to the contact
quality of the device.

These findings are extremely important when beginning the consideration of industrial
CIGS devices. Industry standards incorporate both Ag and KF-PDT to achieve record effi-
ciencies [15]. This section has demonstrated that combining complimentary measurements
can provide holistic view of the absorber, the contacts, and the device behavior. The devel-

opment of contactless measurements such as ERE can serve as a highly effective first step
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in device characterization. Results from ERE can point to where ensuing characterization
should focus, either on the absorber quality or the contacts and interfaces. In the follow-
ing section, a similar approach will be used to evaluate what limits device performance in

devices that contain Ga, as well as optimized concentrations of both Ag and KF.
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Chapter 5

METASTABLE DEFECTS IN INDUSTRIALLY-RELEVANT ACIGS SOLAR CELLS

In the previous chapter, the importance of optimized Ag and KF post-deposition con-
centration temperatures and process times was highlighted in the simpler materials system,
CulnSe,. It was found that Ag and K can drive increased formation of cation ordered CIS,
a different atomic ordering than the standard chalcopyrite structure. Cation ordering was
hypothesized to drive down the device V. due to increased electrostatic potential fluctua-
tions that arise from the need of impurities to compensate the defects of the cation ordered
structure.

Commercial CI(G)S solar cells also commonly incorporate Ag and K for increased J
and V.. These devices have been optimized for their concentrations such that they can
demonstrate efficiencies over 18.5% on full sized modules. As a result, their performances
are more limited by issues with long term reliability. In thin film solar cells, light soaking
response has been frequently cited as a source of reduced current collection efficiency [73].
In particular, devices demonstrate a metastable response to light soaking, which makes
reliable and predictable field performance more elusive.

The light soaking response in CIGS has been observed to occur on relatively short
time frames, often within a few hours. It has been proposed that light soaking behavior
arises from either the electromigration of elements within the absorber [78, 81, 174] and/or
through changes in the configuration of the defect pair V.-V, between an acceptor and
a donor [64, 67]. XRF mapping can again be applied in this situation in order to evaluate
metastable defects by combining it with electrical measurements to relate composition to its
impact on the device. In this chapter, nano-scale X-ray absorption near-edge spectroscopy

(XANES) measurements are described that look into the coordination environment around
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Cu and Se and the potential evolution with light soaking.

5.1 Sample Preparation and Background

Fully encapsulated mini-modules were prepared by standard roll-to-roll processing by
MiaSole Hi-Tech Corp [64, 76]. Samples were alloyed with Ag and treated with a KF
post-deposition treatment. Different concentrations of Se were applied initially to the Mo
back contact to drive the formation of MoSe,. The samples studied here are denoted high
PS (pre-selenization) as excess Se was deposited prior to the CIGS growth. After the
mini-modules were prepared, half of the samples were placed in a dark heat (DH) tester at
85°C for 1000 hours, following the procedure described in [69]. This resulted in samples
denoted as initial and DH, respectively. An example of the mini-modules studied is seen in

Figure 5.1.

Module Under Test

Figure 5.1: Image of the mini-modules studied. The sample is shown during the light
soaking procedure used.

JV curves of multiple sister mini-modules (7 each) were measured under 1-sun illumi-
nation before and after 24 hours of light soaking (LS). Figure 5.2 shows the trend in Jg,
Vo, fill factor (FF), and efficiency (n) after LS, DH, and DH+LS. The results show that ef-
ficiency values after DH and LS follow a different trend depending on the pre-selenization
conditions. In particular, for the high PS sample, changes in the efficiency with dark heat

and light soaking are driven by changes in V. and FF. Regardless of the PS concentration,
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Figure 5.2: J-V characteristics of 7 sister samples to those studied with XRF, shown for
the high PS (black, left) and low PS (red, right) samples for efficiency (1), Vo, Jsc, and fill
factor (FF). Data courtesy of MiaSole.
Jsc values are reduced for both initial state and DH state upon light soaking, yet the drop
in Jg 1s more pronounced in the Low PS case. This is potentially related to the impact
that Se concentration on the back contact has on the double-grading of Ga in the absorber
depth, which has been shown to relate to V. and Jg in devices [20]. Nikolaeva et al. even
related Ga concentration in the depth to reduced electrostatic potential fluctuations after
light soaking [25].

XRF/XBIC/XBIV measurements were performed at end station 2-ID-D of the Ad-
vanced Photon Source at Argonne National Laboratory. After mapping the samples at room
temperature, they were light soaked (LS) ex-situ for 24 hours under 1-sun illumination us-

ing an LED lamp as was seen in Figure 5.1, and then remeasured. Sample temperature
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was measured regularly during the light soaking process to ensure no sample heating took
place. After light soaking, measurements were repeated on the same areas of those mea-
sured before LS. Data was fitted and quantified, then corrected for thickness variation by

dividing by the total elemental concentrations [118, 154].
5.2 Behavior in High Pre-selenization ACIGS
5.2.1 Role of Compositional Variations

We first consider the mini-modules that have not been exposed to dark heat, denoted as
the “initial” case. Figure 5.3 demonstrates the distribution of the Cu and Se areal density
before light soaking (top row) and after light soaking (bottom row). The general features
and contrast between the two elements do not seem to change significantly after light soak-
ing. Only the Se channel appears to cluster more, seen by the increased range of the data.

Calculating the change in the data range for both Cu and Se before and after light soaking,
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Figure 5.3: Example XRF maps of the distribution of Cu and Se in the high pre-
selenization case of the initial samples before and after light soaking.

59



3500 5000
Before - 20.90 Before - 61.28

30004] After - 20.92 | Atter - 61.36

2500
(2]

£ 2000

Pi

; 1500

No. Pixels

No

1000

500

o

I
18

20 22

1 | |
58 60 62 64

Cu at% - Initial Se at% - Initial

Figure 5.4: Histograms showing the change in the distribution of the Cu and Se atomic
percentages (at%) for the high PS sample before (red) and after (blue) light soaking for the
initial case. Median values are included in the legend.

it was found that while the distribution of the Cu concentration remains constant, the range
of Se concentration increases by up to 40%. This quantifies the observation of increased
clustering of Se and indicates that Se may be migrating due to exposure to light soaking.
Note that the maps before and after were taken in the same general area, but not exactly the
same regions due to limitations in sample registration. Therefore, while the features cannot
be directly compared, their shape and distribution has been observed to be similar across
different map areas.

Taking into consideration data from multiple maps, the distribution of the Cu and Se
concentrations are shown in Figure 5.4. The distribution of the data after light soaking
appears to shift slightly for both elements. From the previous calculations, we know that
the overall width of the distribution is not changing for the Cu. This further indicates that
Se may be moving within the absorber layer. In order to validate Se migration, cross section
XRF measurements are planned for future work.

Figure 5.5 shows equivalent histograms for Cu and Se concentration before and after
light soaking for the dark heat samples. In this situation, the change in the distribution of
Cu and Se does not appear to be significantly changed, even when analyzing over multiple

maps representing over 22.5k data points. This highlights the complexity of the metasta-
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Figure 5.5: Histograms showing the change in the distribution of the Cu and Se atomic
percentages (at%) for the high PS sample before (red) and after (blue) light soaking for the
DH case. Median values are shown in the legend.

bility in CIGS solar cells.

5.2.2 Relationship of Composition to Performance

Both XBIC and XBIV maps were taken to describe variations in current and voltage.
An example of two XBIV maps, before and after light soaking of the dark heat sample
are shown in the bottom of Figure 5.6. The maps were measured of the same areas but
were slightly shifted, which is exemplified by the white dashed boxes in the images that
highlight a feature that is the same in both maps. The maps being of the same area allow
us to clearly observe the change in the features upon light soaking. Overall, the XBIV map
becomes more blurred with LS, but even the encircled blue feature changes in its overall
appearance.

The top row of Figure 5.6 plots the average values for XBIC and XBIV, such that they
may be directly related to the bulk JV measurements. Interestingly, the trends observed
for Jsc and XBIC are very closely related, following the same overall trend. The XBIV
signal, on the other hand, has a inverse trend with that observed for the device V.. Note
that because all of the electrical maps were taken using a lock-in amplification setup, the

values do not represent the absolute value of the parameter (I,V) at the nano-scale, but
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Figure 5.6: The average values (top) of XBIV (left) and XBIC (right) calculated from
the nano-scale maps. Example maps for the spatial distribution of the XBIV signal are
shown (bottom) for the dark heat high pre-selenization sample, before (left) and after (right)
light soaking. The dashed white box marks a distinguishable feature seen in both maps to
demonstrate that the data are from the same areas.

rather a signal in a defined frequency band around the reference frequency range. Because
of this, and the particular dependence that Js. and V. have with injection level (linear vs.
logarithmic), the XBIC results follow the macro-scale Jg trends, but the XBIV response
is more difficult to correlate with V. as the samples undergo LS and DH. A closer look
at the logarithmic dependence of V. with injection level shows that the rate at which V.
changes with injection in the high injection regime is smaller for good performing cells than
for poor performing ones. The importance of such considerations have also been discussed
elsewhere with regards to surface photovoltage measurements [175].

The observation of changes in feature sharpness on the nano-scale was observed on
CIGS before, however the changes were induced by increasing temperature [176]. In the

work by Stuckelberger et al., the XBIV data that became sharper with increasing temper-
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Figure 5.7: Histogram distributions of the median standardized voltage (left) and current
(right) signal for the initial sample (solid line) and dark heat sample (dashed line) before
(blue) and after (pink) light soaking.

ature was transformed from maps into histograms to visualize the decreasing width. In a
similar fashion, the histograms of the XBIV signal are shown in Figure 5.7.

From the histograms, it is clear that with light soaking, the signal is broadened, as was
suggested by the blurred appearance of the XBIV map. This broadening may be indicative
of a change in the carrier diffusion length: as the diffusion length increases and carriers
travel further before being collected, the XBIV measurement becomes less resolved from
pixel-to-pixel. This is especially the case if the carrier lifetime begins to surpass the mea-
surement rate in certain areas.

Looking similarly at the XBIC signal, we find that the signal is also broadened with
light soaking. Both samples (initial and DH) show a change in the overall shape of the
histograms after LS. Both develop a shoulder, however to opposite sides of the mean. The
initial case after LS becomes skewed to the right, whereas the DH case after LS becomes
skewed to the left, toward lower XBIV signal. The development of such shoulders toward
the low XBIC signal was shown in Chapter 4 and was found to be related to compositional

inhomogeneity. To isolate the shoulder data from the mean data, K-means clustering was
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Figure 5.8: Split violin plots for the high and low XBIV (left) and XBIC (right) data, found
by taking the data above and below one standard deviation of the normalized electrical
signal. The thin dashed lines represent the upper and lower quartiles and the thick dashed
line represents the median.

used to separate the electrical maps into two groups of high and low signal.

The electrical data for each group was analyzed and plotted in the form of split violin
plots shown in Figure 5.8. Looking first at the XBIV data, there are two trends that stand
out. Firstly, light soaking results in a broader distribution for both the high and low areas
of both the initial and DH state, in agreement with the previous finding. This validates that
the increased distribution in XBIV is occurring due to a greater intensity of pixels in both
the high and low XBIV groups, such that the data is broadened symmetrically. Secondly,
the impact of light soaking on the distribution of XBIV in the DH is significantly more
extreme than in the initial case.

The data for XBIV then become broader symmetrically with light soaking, with the
DH case more affected relative to the initial case. The results for XBIC show an opposite

behavior. The data are asymmetrically skewed after light soaking, with the low XBIC areas

becoming worse to a greater extent than the high XBIC areas become better. The increase
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Figure 5.9: Histograms showing the change in the distribution of the Cu and Se atomic
percentages (at%) for the low PS sample before (red) and after (blue) light soaking for the
initial case.

in the low XBIC tail’s distribution with light soaking may be related to what is responsible
for the reduced Jy. with LS seen from the J-V measurements. Note that the violin plots
display histograms fitted with a normal distribution in order to form the violin boundary,
which is the reason why the violin plots on the sides that the data is cut off at the limits of
one standard deviation is not a sharp line, but rather curved.

In the high pre-selenization sample, Se migration was observed and may be related to
the changes in the device performance that occur with dark heat and light soaking. The
change in performance was observed to occur through increased carrier diffusion length or
lifetime. Increased diffusion length may very well be possible in the instance that certain
trap defects are removed with light soaking. However, further analysis of the data is re-
quired to directly relate the two observations. Additionally, the importance of excess Se in
the proposed process needs to be elucidated to determine if Se migration is limited only to

the case of excess Se case (high PS).
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5.3 Behavior in Low Pre-Selenization ACIGS
5.3.1 Role of Compositional Variations

The low pre-selenization case demonstrates a different behavior with regards to the
chemical composition. Figure 5.9 shows the initial Cu and Se atomic percentages as they
change with light soaking. In this sample, the median concentrations shift much more
significantly, without a change in the overall distribution. Thus the XRF results would
indicate that the sample becomes more Cu poor and Se rich, though this is not possible.
Instead, due to the nature of secondary absorption in XRF measurements, a lower Cu signal
suggests the movement of Cu toward the back of the cell, deeper into the absorber and thus
having less likelihood of exiting the sample to be read by the fluorescence detector.

It is important to note that the concentrations may vary between before and after maps
due as the map areas were not representative of the same locations. To validate that direct
comparison is accurate, we have checked that the elemental concentrations in pg/cm? of the
entire map areas are consistent before and after LS. The samples have also been normalized
for thickness variations, through the procedure provided by West et al. [154], to prevent any
measured change in composition arising due to increased material thickness.

The samples for the DH instead do not change significantly with LS (Figure 5.10) and
the median concentrations remain constant. The histograms shown of data for after light
soaking (blue) do seem to become broader, however, this is due to a decrease in the dwell
time for these maps. The shortened dwell time causes overall reduced signal-to-noise and
affects the distribution of the maps. Other map data also confirms that there is minimal
change between the Cu and Se distribution before and after light soaking of the dark heat
case. The mechanisms through which dark heat may minimize elemental re-distribution is

not clear at this time.

66



8000 .
Before - 20.23 50004 | 2?tfec:r?616;i70

7000 | After - 20.20
6000 40004
%)
@ 5000
X
o 4000
o
= 3000
2000
1000

No. Pixels

o

0N 11
24

16 18 20 22

58 60 62 64
Cu at% - Dark Heat Se at% - Dark Heat

Figure 5.10: Histograms showing the change in the distribution of the Cu and Se atomic
percentages (at%) for the low PS sample before (red) and after (blue) light soaking for the
DH case.

5.3.2 Relationship of Composition to Performance

The overall trends for the average XBIV and XBIC signal are shown in Figure 5.11.
Again, the average XBIC values relate closely to the behavior on the macro-scale, corre-
sponding closely with the Jg. values. The V. again is not related to the XBIV signal, as
can be expected. The map data in the bottom of Figure 5.11 also again show an reduced
image contrast with light soaking (left).

Unlike in the high PS case, the average XBIC and XBIV signals for the low PS case
trend almost perfectly with one another. This can indicate that the measurements are being
dominated by the series resistance of the device, which affects both electrical measure-
ments. A change in series resistance with light soaking or dark heat is not unexpected and
has been observed in literature before [72, 177, 178]. Series resistance in fully encapsu-
lated devices may be affected a change in the thickness of a MoOy layer at the back contact
[179]. X-ray diffraction measurements used to probe the formation of Mo- and Se-related
layers are discussed in the following section.

The histograms of the XBIV signal in the low PS samples observe the same broadening

as in the high PS samples. However, the initial and dark heat samples show the same
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Figure 5.11: The average values (top) of XBIV (left) and XBIC (right) calculated from
the nano-scale maps. Example maps for the spatial distribution of the XBIV signal are
shown (bottom) for the dark heat low pre-selenization sample, before (left) and after (right)
light soaking. The dashed white box marks a distinguishable feature seen in both maps to
demonstrate that the data are from the same areas.

behavior in this case, demonstrating almost identical distributions within the before and
after light soaking categories. This similarity between the performances of the initial and
DH samples would suggest that there is no significant difference in the diffusion length, and
in turn the defect chemistry, with dark heat. This could further support the hypothesis that
the low PS samples are most greatly affected by increases in series resistance, particularly
with DH. It shows that performance variations between initial and DH most likely are
not coming from a change in the defect chemistry. Again, greater analysis of XANES
measurements will also allow us to validate the absence of significant changes in defects

with dark heat, especially.
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Figure 5.12: Histogram distributions of the median standardized voltage (left) and current
(right) signal for the initial sample (solid line) and dark heat sample (dashed line) before
(blue) and after (pink) light soaking.

5.4 Contact Quality, Selectivity and Mo-Related Secondary Phases

As evidenced in the previous Chapter in Section 4.5, external radiative efficiency mea-
surements can be useful for narrowing down the culprits of or behind efficiency losses in
completed devices. Here, X-ray diffraction was completed to investigate the formation of
secondary phases that may influence the contact quality for the high or low pre-selenization
samples. A positive relationship between the selenization concentration and secondary
phase concentration is expected because as Se is applied to the Mo prior to growth, a thin
layer of MoSe; has been shown to form. that may help to reduce recombination by dis-
couraging the growth of MoOy [180]. The XRD patterns are shown in Figure 5.13 for the
low PS case. Beneath the patterns are simulated patterns of certain commonly observed
secondary phases including KInSe, and In,Se3 [103, 158, 181].

The most dominant peak is assigned to the polymer, ethylene-tetrafluoroethylene (ETFE)
[182]. The samples studied were fully encapsulated module pieces to retain the direct com-
parison to industry standards. However, this does limit the interpretation of the XRD data

as a portion of the XRD patterns for the CIGS layers are buried beneath the signal from the
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Figure 5.13: X-ray diffraction patterns for the low pre-selenization sample with and with-
out dark heat exposure, and before and after light soaking. Simulated patterns of some
expected secondary phases are shown below the figure. The pattern for ACIGS is not

observable due to the strong signal coming from the polymer encapsulants, primarily the
ETFE. Results courtesy of Dr. Leah Kelly.

encapsulants.

Of the patterns easily distinguished, there are a few things that can be said about the
existence and evolution of secondary phases in the devices. In Figure 5.13, some of the
peaks corresponding to the secondary phase In,Se; were identified. Alternatively, no peaks
were identified for MoSe,. This may be due to the fact that In,Se3 is more expected to form
at the CIGS surface due to the Cu-poor environment, whereas MoSe; is expected to be at
the back of the CIGS absorber where signal attenuation by the encapsulants makes the
signal weaker.

The existence of In,Ses furthermore seems to be more clearly observed prior to light

soaking; particularly note the peaks at 30 degrees and 44 degrees fade away after light
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soaking. Additionally with light soaking, the ETFE peak shifts slightly to lower 26, which
would indicate an increase in the interatomic spacing. The shift is more pronounced in the
sample that has been previously dark heated. The changes to the polymer can therefore be
a symptom of heating [182] or even a change to the structure of the polymer due to light
exposure, such as yellowing that has been evidenced to occur in other commonly used solar
cell encapsulants [183, 184].

Similar results on In,Se3 dissolution with light soaking were observed for the high
PS case. This is expected because despite the pre-selenization concentration, the samples
were anticipated to be similarly copper poor at the surface. The preliminary indications
of a change in secondary phases at the surface suggest that there is a change in the defect
environment in the devices as a function of light soaking, as was previously hypothesized.

As was demonstrated in the case of the CIS, Raman spectroscopy can be a useful tool in
evaluating secondary phases at the surface of the ACIGS absorber. Figure 5.14 shows the
average Raman spectra taken from 2D Raman maps for each of the samples, high and low
PS, before light soaking. The spectra show similar peaks for all four samples, suggesting
there is no significant contribution from any additional phases. It is important to note again
as a reminder that due to the laser wavelength, the Raman measurements are only sensitive
within the first 80-100 nm of the ACIGS absorber.

Similar peaks are found for the ACIGS samples as were observed previously in Chapter
4. The A, vibration for the CIGS is visible at 174 cm™!, as is the CdS mode at 304 cm™. The
spectra on the right of Figure 5.14 are the acquired Raman results for the various module
encapsulants used in the mini-modules. Comparing the left and the right, it is clear that a
number of vibrational modes in the polymers interfere with peaks of interest for the CIGS.
In particular, the ETFE is again a major limitation to the analysis of the Raman results. The
majority of the Raman signal appears to arise from the polymer materials, and due to the

peak overlaps, it is a challenge to remove the background signals from the CIGS.
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Figure 5.14: Average Raman spectra for the four samples, before light soaking (left).
Raman spectra of the encapsulant layers, including the stainless steel denoted as ’decal’.
168, DH66 - high PS; 162, DH63 - low PS.

Although the direct identification of secondary phases that may influence band bending

at the contacts is unclear, ERE measurements are still able to clarify if there is any signif-

icant influence of contact resistance in any of the devices. Table 5.1 shows the results for

the determination of the implied V. from the ERE measurements of the modules prior to

light soaking. The four samples all show similar implied voltages calculated from the ERE

results.

Table 5.1: Comparison of Measured Open-Circuit Voltage to Calculated Implied Voltage
from ERE in ACIGS Mini-Modules Before Light Soaking

Sample

iVoc (mV) Voo (mV) AV, (mV)

Initial, Low PS 660
Initial, High PS 668

DH, Low

PS 702

DH, High PS 689

680 -18
660 8
696 6
695 -6

The difference between the implied V. and measured device V. are found to be small

and within reason of the measurement error (+/- SmV). This observation suggests that the

modules have near-perfect contact selectivity regardless of pre-selenization concentration

or dark heat exposure. Near-perfect contact selectivity was also observed for the light
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Figure 5.15: PL peak position values calculated from a Gaussian fit of each individual
PL spectrum in a 2D PL map of 400 pixels. The left figure compares the change in peak
position after the initial samples are dark heated; the right figure compares the peak position
after the initial samples are light soaked. 168, DH66 - high PS; 162, DH63 - low PS.
soaked samples. This indicates that the trends in efficiency in Figure 5.2 with light soaking
and dark heat are almost entirely caused by the absorber quality itself. In particular, this
may further support the hypothesis that metastable defects are responsible for changing the
minority carrier concentration after light soaking.

It is important to note that there are limitations to the absolute quantification of the
iVoc that may under- or overestimate the actual iV,.. This is exemplified in the initial
sample with low PS, which has a large, negative AV that is hypothesized to arise from
inaccurate calculation of the iV,.. The calculation for the implied voltage depends on
the theoretical ideal voltage, which is dictated primarly by the absorber bandgap. CIGS
absorbers frequently have graded bandgaps that increase in energy toward the center of the
absorber due to increased Ga concentration. Bandgap grading makes it difficult to estimate
an effective E,.

The bandgap values used for the estimations in Table 5.1 were found from the average

peak position value of 400 PL spectra in each of the modules, taken with a 532 nm green

laser. The results from Gaussian fitting of the spectra are shown in boxplots in Figure 5.15.
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The mean E, varies significantly enough between the samples that it influences the iV, by
sometimes 10 mV. The distribution of the calculated E, for the high PS dark heated sample
(DH66) and the low PS initial sample (162) is very narrow, suggesting a high degree of
homogeneity in bandgap for these samples. The other two samples, however, have a wide
distribution, which clearly makes it difficult to estimate the bandgap correctly.

The lower estimated bandgap for two of the samples also indicates a difference in the
ACIGS composition at the surface near the CdS surface. In particular, a narrower bandgap
at the surface would suggest that is additionally Ga-poor and would suggest against the ex-
istence of secondary phases such as In,Se; that has a much wider bandgap than CIGS. The
compositional variation and corresponding bandgap does not appear to be directly related
to the Se pre-selenization concentration, though it may be indicative of how the device re-
sponds to dark heat, as the samples showed opposing behaviors with the application of DH.
Light soaking was found to influence the bandgap estimations and distributions in the same
way as dark heat for the two separate pre-selenization concentrations.

The opposing trend in bandgap with dark heat exposure or light soaking is similar
to that from the histograms in the previous sections. The shift to higher or lower Se/Cu
concentrations trended oppositely between the pre-selenization groups. Together, these
results begin to point selenium content as the origin of the voltage loss. However, taking
into the consideration of the ERE results, we can conclude that the impact of Se content is
to the absorber quality and not to contact selectivity at either interface. It is likely that the

Se content changes the minority carrier population and/or the defect density.
5.5 X-ray Absorption to Study Copper and Selenium Defects

XRF was complimented by X-ray absorption measurements to elucidate the changes
in the nearest neighbor environment about the Se atoms. Multiple XANES spectra were

taken at the Se absorption edge for statistics. Figure 5.16 shows an example of the XANES
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Figure 5.16: XANES spectra of the ideal CIGS structure with no defects (grey), the exper-
imental data of 5 spectra for the low pre-selenization sample before light soaking for the
initial case (pink). The shaded border represents the range of the data measured. The solid
lines demonstrate the change in the Se XANES spectra with the addition of certain defects.
Image courtesy of Srisuda Rojsatein.
measurements taken for the Low PS initial sample. Included in the figure is the theoretical
spectrum produced for a pure CIGS structure. The experimental data deviates significantly
from the ideal theoretical spectrum, as is expected due to the highly defective nature of
CIGS solar cells. The presence of defects was detected in all samples, regardless of the pre-
selenization content, the heat exposure (initial or DH), and the light soaking state (soaked
or unsoaked).

However, as shown in Figure 5.16, the existence of different defects do change the
appearance of the spectra. Their influence is particularly seen as it pertains to the first

peak of the Se XANES at 12659 eV. For instance, the first peak becomes sharper with the

addition of V¢, to Vge. This demonstrates how the primary information to obtain from
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Figure 5.17: Se XANES spectra of the low PS initial sample. Five spectra were measured
for each samples and the shaded areas represent the range of the results. The change in
the spectra with light soaking (left) and dark heat (right) are shown relative to the corre-
sponding initial case. The solid colored lines (red, green, purple) demonstrate the modeled
change in the Se XANES spectra with the addition of certain defects. Image courtesy of
Srisuda Rojsatein.

these measurements is through a detailed analysis of the changes in the peak shapes as well
as the ratios of the first and second peak.

Figure 5.17 shows the results for the Low PS initial and dark heat Se XANES. The
dark heat XANES spectra show a reduction in the variability between measurements as the
shaded bands representing the data distribution are narrower. This would suggest that the
Se local environment becomes more homogeneous with dark heat exposure. Additionally,
the first peak seems to shift to the left and become sharper with dark heat, potentially
indicating a relative increase in Vge. The reasoning as to why increased homogeneity may
be expected with dark heat needs to be considered as does a more detailed analysis of the

ratios of the first and second peak heights as a function of dark heat and light soaking

exposure.

5.5.1 Experimental XANES Results in Plan View

Figure 5.18 shows the average Se XANES spectra for the high (left) and low (right)

PS samples, before and after light soaking. The general shape of the XANES spectra
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Figure 5.18: Selenium XANES spectra calculated as the average of 5 spectra per sample
for the low pre-selenization sample before and after light soaking for the initial and dark
heat samples.

indicate that the Se local environment demonstrates similar behavior in the low and high
PS situations. The first peak changes most in its sharpness and energy position, seeming to
consistently shift to the right after light soaking regardless of the starting condition of the
sample. The shift to the right of the first peak was suggested in Figures 5.16 to be from an
increase copper vacancies in addition to the already existing Se vacancies.

The spectra shown in Figure 5.18 are the average of XANES spectra taken from dif-
ferent areas of the devices, particularly from both high and low XBIC areas. While subtle
changes in the first peak may be noticeable, the averaging of the XANES information in the
depth of the device eliminates any nuance in the Se local environment occurring throughout
the absorber depth. The elemental migration suggested by the XRF histograms suffered a
similar problem due with the plan view measurements. Therefore, the following chapter
will look at the XRF distribution and XANES spectra along the depth of the absorber to
reveal additional information about the change in the Se local environment particularly at

the two ACIGS interfaces.
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Chapter 6

CROSS SECTION MICROSCOPY OF METASTABLE DEFECTS

The previous chapter investigated two possible hypotheses for what causes metastable be-
havior in commercial ACIGS modules. The first is the migration of elements in the depth
of the absorber as a function of some external bias, including light or voltage bias. The
other is that the predicted copper-selenium vacancy pair, Vse.-Vcy, changes in its defect
state between an acceptor and donor configuration with the energy provided from light
exposure.

Plan view XRF mapping and electrical characterization indicated a slight but signifi-
cant change in the distribution of Cu and Se concentration as a function of light soaking.
The rearrangement of the composition was dependent also on the Se concentration used
to create a back surface field on the Mo contact, where samples with low pre-selenization
concentration showed a greater rearrangement of Cu atoms than the high pre-selenization
case. Furthermore, plan view XANES spectra suggested a potential signature of a change
in the defect chemistry with light soaking.

This chapter seeks to directly investigate elemental migration and the metastable defect
pair Vge-Vy by studying devices in cross section before and after light soaking. These
two mechanisms are hypothesized to describe the metastable device behavior observed in
CIGS upon light soaking and dark heating. A combination of cross section XRF/XBIC and
XANES spectra along the absorber depth were used to respectively study the hypotheses.
Cross section samples were prepared by cutting 1 cm? portions from the modules studied
in Chapter 5 and mechanically polishing the exposed absorber edge to create a smooth
surface for the XRF measurements. Samples were encapsulated in epoxy to maintain their

structure and prevent warping of the steel substrate during polishing. Polishing mats with
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decreasing grit size were used without the use of water until the final surface was polished
using a 3 um diamond suspension in ethylene glycol.

As a note, the cross section samples were deemed to be“infinitely thick” to the X-
ray beam, meaning that the beam is fully attenuated by the material. This results in an
averaging of XRF signal through the cross section. This sample configuration was chosen
for a few reasons: 1) to ensure high enough signal of the Se XANES when measured using
an only 150 nm spot size; 2) to increase the compositional information by looking at a
greater portion of the absorber; and 3) due to limitations in the ability to make very thin
samples from encapsulated modules. In other situations, cross section measurements are
preferred to be done on TEM windows that are made to be thinner than one grain thick
(less than 2 um in the case of CIGS) because they are better able to resolve individual
grain boundaries. This however can result in low signal for both XRF/XANES and XBIC

measurements.

6.1 Measurement Background

X-ray fluorescence measurements were done at sector 2-ID-D of the Advanced Photon
Source using an incident energy of 12.8 keV (Sey edge). Measuring at the Se-edge provides
simultaneous XRF information on Cu and Se spatial distributions. The same sample areas
were measured before and after light soaking for a direct comparison of the changes in
composition. Samples were connected using silver paint and metal wiring to the original
module metallizations.

An example of the map data is shown in Figure 6.1 for the low pre-selenization sample
before light soaking. The white dashed lines are used to delineate the CIGS sample because
significant signal was also measured from the top of the module that was facing the XRF
detector. The signal from the module surface can be seen to the right of the cross section

area. Removing this signal can be extremely difficult as it depends on the sample surface

79



Cu XRF Map 50 Se XRF Map

40 &
E 100 5
=40 > =40 =
g 0 = 5 80 =
30 o 30 o
5 20 .'E 5 v 160 "E
% 20 s 220 40 @
S 102 = g
> 10 8 > 10 20 8
3 [}
0 ’ 0 O 0 . (7}
0 10 20 10 20
X position (um) X position (um)
Fe XRF Map XBIC XRF Map x1078
50 g NE 50
—_ 250 £ ~ 5

=_ 1 ' 200 = —

= 30 § 30 4 ‘g

2 B 150 © -2 39

©» 20| T @20 Q

g 100 § & 2>

> 10 50 8 > 10 : g
o . £ o0 |
0 10 20 0 10 20
X position (um) X position (um)

Figure 6.1: XRF maps of Cu and Se (top) and Fe and XBIC (bottom). The sample shown
is the initial low PS sample prior to light soaking. White dashed lines are used to delineate
the 1.8-2 um wide ACIGS layer. The fluorescence signal to the right is corresponds to the
top of the module.
being perfectly perpendicular to the beam across the entire map. Also in the figure is the
map for the Fe signal, which represents the stainless steel back substrate. Not included, but
also observable, were the Ti diffusion barrier, the Mo back contact, the CdS junction, and
the ZnO TCO.

In the following sections, the XRF and XBIC map data were analyzed by summing the
values along the y-axis. The absolute values for the integrated elemental concentrations are
useful primarily for identifying and validating the absorber boundary and the Mo and CdS

interfaces. The data normalized to the maximum value for each element is more useful in

depicting any shifts in the Cu, Se, or XBIC signal.
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6.2 Behavior in Low Pre-Selenization ACIGS

Figure 6.2 shows the integration along the y-axis of the cross section maps for the
initial low PS case before (top row) and after (bottom row) light soaking. The green dashed
lines delineate the same area isolated in the example maps provided in Figure 6.1. In
addition to the Cu and Se concentrations, Mo and Cd concentrations were included in
the absolute, non-normalized line scans (left column) in order to further mark where the

absorber interfaces are.
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Figure 6.2: Line profiles for the Cu, Se, Cd, and Mo concentrations as well as XBIC signal
intensity before (top) and after (bottom) light soaking. The left column is the integrated sum
of signal intensity, while the right column shows the normalized profiles. The green dashed
lines delineate the ACIGS absorber based on the XRF map and the Cd and Mo peaks.

From the absolute values on the left, it is difficult to observe any significant shifts in the
Cu and/or Se positions as a function of light soaking. The right column therefore shows the

Cu, Se, and XBIC intensities normalized to their maximum values for direct comparison.
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The line profiles before (top) and after (bottom) light soaking appear almost identical. The
XBIC peak does not shift after light soaking (it appears slightly offset only due to the
slight offset in the centering of the map after light soaking). More importantly, there is
no observable change in the maximum Se or Cu concentrations after light soaking. This
implies that in the initial sample, with low PS, there is no redistribution of elements along
the absorber depth, at least within the sensitivity of the XRF measurements.

The histogram shifts observed in Figure 5.9 showed a significant decrease in the mean
Cu concentration with light soaking. Contrasted against the cross section results for the
initial low PS sample with light soaking, we conclude that any redistribution of Cu occurs
in the lateral direction within the absorber. A lateral rearrangement of atoms in the sample
is also supported by the previously shown PL results (Figure 5.15). It was the initial low PS
that became significantly more inhomogeneous in terms of bandgap after either dark heat
or light soaking. As the measurements are surface-sensitive 2D maps, the boxplot data are
more representative of lateral changes within the map area than any changes in the bandgap
throughout the absorber depth (measurement only sensitive to the first 80-100nm).

A lack of elemental migration was not demonstrated instead for the dark heat case with
low PS. Figure 6.3 shows the normalized line profiles for the dark heat sample before (left)
and after light soaking (right). The signal for the lines is not as well defined in the initial
case due to natural bending of the substrate during the dark heat treatment. The normalized
lines clearly show that prior to light soaking, the Cu concentration is greatest near the Mo
and stainless steel substrate. After light soaking, however, the Cu migrates back into the
absorber to align almost exactly with the Se concentration.

The movement of Cu, rather than Se, is supported by the boundaries of the Mo and Cd
that were used to define the absorber. Furthermore, theoretically Cu is significantly more
likely to be the most mobile atom in CIGS. This was observed by Gartsman et al. in CIS

[81, 82]. Separately, it has been shown that modulating the Na doping concentration helps
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Figure 6.3: Normalized integrated line profiles of the dark heat low PS sample before (left)
and after light soaking (right).

to regulate ion migration in CIGS [185]. And lastly, Cu is similarly a very mobile species
in CdTe devices [186, 187].

The XBIC signal is blurred in the after light soaking figure potentially due to degrada-
tion. It may also represent a shift in the XBIC signal toward the CdS interface. Due to the
limitation of the width of the scan, it is not possible to visualize if the XBIC does peak to
the right or is blurred out due to the sample. The XBIC signal for the sample prior to light
soaking also suggests the signal is focused toward the CdS interface. This is in opposition
to what was observed for the initial case, where the XBIC signal peak was slightly away

from the ACIGS absorber center toward the Mo-side of the device.
6.3 Behavior in High Pre-Selenization ACIGS

The integrated line profiles for the high PS samples are shown in Figure 6.4. The Cu
distribution in the initial case is very skewed from the Se distribution prior to light soaking.
After light soaking, the position of the Cu is shifted toward the back of the device, near the
Mo interface and the steel substrate. At the same time that the Cu moves, the peak in XBIC

signal also shifts slightly toward the Mo interface, away from the CdS interface.
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Figure 6.4: Normalized integrated line profiles of the initial (left) and dark heat (right)
high PS sample before (top) and after light soaking (bottom).

No change in Cu or Se distribution is observable for the dark heated case. The line
profiles for Cu and Se appear consistent before and after light soaking. The XBIC signal
instead shifts slightly toward the CdS interface in the light soaked case. This would im-
ply a potential increase in the minority carrier concentration near the CdS, which can be
influenced by the change in the electronic configuration of the Vg.-Vy, defect pair. This
again follows the trend that nano-scale observations in XBIC appear to trend in the opposite
direction with light soaking depending on whether the sample was dark heated or not.

A shift in composition only for the initial case and not the dark heated is in agreement
with the histogram observations in Section 5.2.1. In the plan view measurements, only the

initial case showed a significant shift in composition, which was observed more strongly
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in the Se channel. The dark heat composition both in plan view and cross section therefore
remained unchanged. This may suggest that the process of dark heat helps to stabilize the
composition of the device in the case of high PS content. This is also supported by the
significant reduction in the range of calculated bandgap values for this sample.

The mean bandgap value of the initial high PS sample was found to increase upon light
soaking. This would suggest that as Cu moves away from the absorber surface, where the
PL measurements are sensitive, the bandgap becomes larger, which is in agreement with
DFT calculations by Zhao et al. that concluded devices with less Cu (or increased Ga) have
larger bandgap energies [188]. The movement of copper corresponding to a movement of
XBIC also in the same direction implies there is a change to the bandgap that is affecting
the generation. Instead, in the dark heat case, the XBIC signal shifts slightly toward the
CdS interface despite no observable change in the composition. This indicates more likely
a change in either recombination or carrier concentration, both of which could be altered
as a result of the Vg.-V, defect pair.

Similar results for the XBIC peak position were observed in the plan view measure-
ments. The mean normalized current for the initial case shifted down upon light soaking,
whereas it shifted up in the dark heated case. The shift in intensity observed for the plan
view combined with the knowledge of the peak XBIC position from the cross section mea-
surements demonstrates the influence XBIC position has on XBIC signal measured. Also,
the shift in XBIC being unaccompanied by a change in the composition suggests that a
change in defect chemistry rather than elemental migration is what is driving the perfor-
mance changes. If this is the case, it should be made clear by the cross section XANES

results that will be discussed in the following section.
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Figure 6.5: A graphical representation of the XANES measurement procedure across the
ACIGS absorber and interfaces. The left shows a schematic of the device section viewed in
cross section, the center image is of the XBIC signal of the greater ACIGS region, which
includes the Mo back contact and the CdS interface. The right image is the point-by-point
XANES along the absorber position versus the energy in keV around the Se edge.

6.4 Investigating Metastable Defects by Cross Section XANES

In addition to elemental migration being a potential contributor to light-induced metasta-
bility in Cu(In;_,Ga,)Se, devices, metastable defects may exist simultaneously or inde-
pendently of elemental migration. Cross section Se XANES measurements were done of
the same samples shown previously, along the same areas. Spectra were taken in steps of
200-400 nm starting on the Mo back contact and across the 2um thick absorber into the
CdS interface. Measurements were deliberately done of the Mo and CdS to understand the
appearance of the Se XANES in the absence of significant Se concentrations.

At each point, 60 eV (+/- 30 eV) was measured about the Se absorption edge at 12.67
keV. Figure 6.5 provides a graphic of the measurements as they were done. The map of the
XBIC signal in the center delineates where the CIGS absorber was positioned. The white
dashed lines outline the 2 um thick map region of the XANES spectra. The surface plot to
the right demonstrates the collapsed XANES spectra line-by-line from the Mo contact (bot-
tom row) to the CdS interface (top row). Towards the middle of the map, the increase in the
signal around 12.66 keV is attributed to the center of the ACIGS absorber and represents the

strongest signal from the Se XANES. This method of visualization can be useful in future
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Figure 6.6: XANES spectra across the initial low PS absorber from the Mo interface (blue)
to the CdS interface (red). The right figure is a zoom of first peak from the top, bottom, and
middle spectra to demonstrate the change in the shape of the peak.

work that incorporates machine learning techniques for spectral unmixing to quantitatively

estimate the concentrations of the defects present.

6.4.1 Low Pre-Selenization

In the low PS sample, only the dark heat case showed any elemental migration with light
soaking. The use of cross section XANES may help to determine if elemental migration is
a connected or an isolated process from the proposed metastable defect behavior involving
Vse-Veu. Figure 6.6 shows the XANES spectra taken point-by-point moving across the
ACIGS window from the side of the Mo back contact toward the CdS junction. The figure
on the right is a zoom of the first peak of the XANES spectra, where the majority of
the changes with light soaking and with absorber position are observed. This again is
hypothesized to be due to a change in the relative defect concentrations as was shown in
Figure 5.16.

Measuring XANES in cross section clearly provides more evidence than the summary
information provided from the plan view measurements. While the plan view measure-

ments indicated just a shift to the right and a sharper 1st peak with light soaking, the cross
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Figure 6.7: XANES spectra taken along the ACIGS cross section for the initial low PS
case after light soaking. The purple arrow shows the inversion of the trend in the peak
shape compared to the un-light soaked conditions.

section data shown here has a clear, but subtle transition from one peak shape to another.
The peak toward the CdS interface is right shifted in the un-light soaked case and then
devolves to a left-shifted, rounder peak moving toward the Mo. Based on the theoretical
estimations in Figure 5.16, this observation suggests increased copper vacancies toward the
CdS interface. This is unsurprising as it is often expected that CIGS absorbers be Cu-poor
at the CdS junction.

Figure 6.7 shows the same spectra taken of the sample after light soaking. In this case,
the peak at the CdS interface is now much more round and shifted to the left. Instead, the
lines toward the Mo interface, particularly the green lines, are much more pointed in shape.
The last few lines toward the Mo correspond to spectra taken off of the ACIGS absorber,
evidenced by the disappearance of the spectral features. With this, it seems as though the
Cu-poor surface is altered after light soaking.

The observation of a change in the defect concentrations across the absorber depth is
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in contrast to the lack of elemental migration observed in this sample. This implies that
light soaking behavior in the low PS initial case comes almost entirely from a change
in defect density. Following the Lany-Zunger model for Vg.-V ¢y, the change in relative
concentrations of the two defects would cause a change in the minority carrier population
as the defect switches from a shallow acceptor to a shallow donor[67]. The change in
carrier population would be seen in the Jy., which was the case for all of the light soaked
situations. As a reminder, in Figure 5.2, the Ji. was reduced upon light soaking for all of
the samples regardless of pre-selenization concentration or dark heat exposure.

Figure 6.8 shows the similar analysis for the dark heated low PS sample before and
after light soaking. The left column shows the spectra normalized to the maximum Se
signal for each spectrum with the lines stacked by 0.1. The right column instead shows
the spectra without the offset. The XANES spectra for the DH case do not show any
significant variation before and after light soaking. In both cases, the peak becomes more
shallow moving away from the Mo back contact. This sample showed Cu migration with
light soaking. The results for the initial and dark heat would suggest then that elemental

migration and metastable defects occur independently and may inhibit each other.

6.4.2 High Pre-Selenization

Based on the behavior observed in the low PS sample, it is hypothesized that the initial
sample in the high PS should demonstrate no defect metastability, as it had instead demon-
strated Cu migration. Figure 6.9 shows the XANES spectra for the initial sample before
and after light soaking. The shape and position of the first peak does not appear to change
with the position within the absorber. Rather the peaks, and therefore the defect chem-
istry, appear to be consistent across the sample and change in shape uniformly after light
soaking. The results imply that though the defect concentrations are changing with light

soaking, potentially connected to the Vge-V ¢, defect pair, they do not change within the
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Figure 6.8: XANES spectra taken along the ACIGS cross section for the dark heat low
PS case before and after light soaking. The left column demonstrates the spectra using an
offset of 0.1. The right column demonstrates all of the data overlayed.

absorber itself and should not be responsible for the shift in XBIC signal seen in Section
6.2.

This change is slight and may be within the statistical error of the measurement. Quan-
titative analysis will be required to estimate what changes in defect concentrations are nec-
essary to produce the observed peak shifts. Only then can defect metastability in the high
PS initial case be ruled out. However, based on the previous observations, it is possible that
the initial high PS showed minimal change in the defect chemistry due to the Cu migration
previously observed.

In the case of the dark heat sample, shown in Figure 6.10, the first peak appears to have

an inversion in shape after light soaking, similarly to the initial low PS case upon light
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Figure 6.9: XANES spectra taken along the ACIGS cross section for the initial high PS
case before and after light soaking. The left column demonstrates the spectra using an
offset of 0.1. The right column demonstrates all of the data overlayed.

soaking, again showing that there are similarities between the two. Before light soaking,
the first peaks near the Mo interface appear rounded; after light soaking, they become more
pointed and pronounced. The second peak also becomes broader for some spectra after
light soaking, indicating a change in the second nearest neighbors to Se.

The difference in the shape and height of the first peak across the absorber also becomes
more dramatic with light soaking of the DH sample. Where the overlaid spectra of the Se
XANES before light soaking show a nearly consistent first peak shape (Figure 6.10, top
right), after light soaking (Figure 6.10, bottom right) the first peak shows changes between
the CdS in red and the CIGS absorber center in green. A similar discrepancy in the first

peak across the absorber was found for the high PS sample but before light soaking. After
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Figure 6.10: XANES spectra taken along the ACIGS cross section for the dark heat high
PS case before and after light soaking. The left column demonstrates the spectra using an
offset of 0.1. The right column demonstrates all of the data overlayed.

light soaking, instead, the first peak became more similar across the absorber.

This shows there is a change in the local environment within CIGS that changes with
light soaking. It also shows that the response to light soaking is influenced by whether or
not the sample was dark heated. This finding seems connected to the observations made
in Figure 5.2 that demonstrated light soaking causes reduced V. in the initial high PS
sample, but instead causes recovered V. for light soaked dark heat samples. A priori,
this could mean that a grading of the local Se environment across the absorber, rather
than a homogenization of the local environment, benefits the device V. through some
mechanism. Fitting the XANES spectra will provide more information on what exactly the

offset of the first peak across the absorber means with regards to local environment and
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defects. In the future, the results from fitting can also be correlated to results from the

XBIC signal that is measured simultaneously with the Se XANES.

6.4.3 Simulation of Defects from Se XANES

Linear combination fitting can be used to quantifiably evaluate the change in defects
upon light soaking and depending on the location in the absorber depth. In order to do so,
an improved understanding of the simulated CIGS structure is required. The spectra in Fig-
ure 6.11(top left) show the simulated perfect CIGS crystal expected for a structure with 100
Se atoms. The relaxed structural models were optimized using density-functional theory
(DFT) and the XANES spectra were then simulated using FEFF-9 [189]. The simulated
spectra for the perfect crystal are shown as the colored lines and retain the appearance of
only one peak as was previously shown in Figure 5.16. Also included in black is an exam-
ple of the experimental spectra obtained for the previous measurements; spectrum shown
is for the initial high PS sample prior to light soaking.

Next, common defects in CIGS were simulated for their affect on the simulated XANES
spectra with a focus on V¢, and Vg, and also Cuy, interstitials, which are also anticipated
defects though they are frequently considered to be electronically neutral [58, 190]. The
results of the simulated spectra that result from certain defects and concentrations are seen
in the remainder of Figure 6.11. The same experimental spectrum is included in each
sub-figure for comparison to the shape change in the spectra resulting from the respective
defect. For instance, the addition of 10 selenium vacancies appears to be responsible for
a pointed first peak, as was observed in some of the experimental data of the previous
sections.

From the simulated defect structures, linear combination fitting can be used to find the
combination of spectra with distinct defect concentrations that best fit each of the experi-

mental spectra. In the CIGS chalcopyrite structure, Se is four-coordinated, with two sites
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Figure 6.11: Simulated XANES spectra for the perfect CIGS crystal with 100 Se atoms
(top right) and then with various quantities of commonly reported CIGS defects. Blue and
green curves simulate the maximum possible signal and the minimum possible signal. The
black curve in all figures represents an example experimental spectrum acquired. Dashed
lines highlight the two peaks found in place of the first peak for the experimental spectra
for reference. Results courtesy of Srisuda Rojsatein.

belonging to Cu and the remaining two being some combination of In and Ga depending
on the In:Ga ratio. The second nearest neighbors of Se are 12 Se atoms.

Figure 6.12 shows the breakdown of the calculated ratios of Cu, In, and Ga first nearest
neighbors to Se in the high PS initial sample, before (top) and after (bottom) light soaking.
Looking firstly at the Cu results, there is a clear difference in the number of Cu nearest
neighbors present between the Mo interface and the CdS interface. The further away from
the Mo and into the CdS side of the device, the increasing concentration of 2Cu and 1Cu
neighbors, where 2Cu indicates there are 2 Cu atoms as the nearest neighbor, 1Cu is one
nearest, and 0Cu implies a Cu vacancy. On the other hand, the Mo side has increasingly 0
Cu nearest neighbors.

The concentrations of Cu neighbors to Se are also changed after light soaking. The

change overall seems to come from a general reduction in Cu vacancies, which occurs

more significantly toward the CdS interface than the Mo back contact. Toward the Mo
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Figure 6.12: Linear combination fitting results for the first nearest neighbors to Se. In the
ideal chalcopyrite structure, Se has four nearest neighbors, of which two Cu atoms (2Cu)
are anticipated and the other two sites are shared by In and Ga. A 0 indicates a vacancy.
Results courtesy of Srisuda Rojsatein.

contact, there is an increase in the number of 2Cu. This is compensated by a significant
decline in Cu nearest neighbors toward the center of the absorber. The change in Cu nearest
neighbors alone can point to a rearrangement of atoms upon light soaking.

Changes to the In nearest neighbors to Se (center column of Figure 6.12) change min-
imally with light soaking, but the existence of 1 nearest neighbor does increase toward the
Mo contact with light soaking. There is little evidence at all to In vacancies and a major
part has 2 In nearest neighbors, implying a CulnSe; structure. The opposite is true for the
Ga nearest neighbors, where the majority is attributed to Ga vacancies, followed by 1 Ga
nearest neighbor. Inversely to the In, there is very little existence at all of 2Ga that would

imply a CuGaSe; phase, though the concentration of 2Ga does increase subtly toward the

CdS interface. Overall, the changes in the In and Ga nearest neighbors occur much less
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significantly with light soaking than those of Cu.

Similar observations in the change in type of defect across the absorber as well as the
change in concentration after light soaking was found for In and Ga related defects. These
findings are critical in that they directly demonstrate the existence of metastable defects
upon light soaking. Expanding the analysis to also look at the second nearest neighbors
shows in addition to a change in type of defects present, there is an inverse shift in Se and
Cu defects with light soaking. In the initial high PS samples, a decrease in Se atoms as the
second nearest neighbor was found after light soaking, which was paired with an increase
in Cu atoms, at the Mo back contact. This is exactly like what was found from the cross
section XRF line profiles that showed a shift of Cu toward the back of the device, away
from the CdS, upon light soaking.

Figure 6.13 shows instead the calculated second nearest neighbors to Se center atoms
for before (top) and after (bottom) light soaking of the initial high PS sample. The left
column is the weight percent of Se second nearest neighbors to Se, of which 12 are expected
in the perfect crystal. The results show the majority of the the Se nearest neighbors are 11
or 10 atoms and relatively zero Se center atoms are perfectly neighbored by 12 Se atoms.
The empty sites are then either filled with interstitial atoms or are left as vacancies. After
light soaking, the device overall has a greater proportion of Se center atoms that have fewer
Se second nearest neighbors.

The reduction in Se second nearest neighbors after light soaking corresponds with a
significant increase in two Cu second nearest neighbors. The change happens most toward
the CdS interface, where also the greatest concentration of fewer Se second nearest neigh-
bors (red) occur. The changes to the Cu atoms indicate a rearrangement of the structure. In
the nearest neighbors to Se, one-fewer Cu atoms were found near the CdS interface. In the
second nearest neighbors, however, 2Cu were increasingly observed near the CdS.

The change in the Se second nearest neighbors contains more nuance than can be ex-

96



Cu

Il 2cu| | 1Cu[ ] oCu

100 }!

1T —
| ]
|

[T

60

[1

[

40 I

20 || | o

[

g
3
£
D
3
2
3
@

Se Atomic Weight (% )

II 1
I

&é”\&"‘&@ ¢ o'”o"’o"‘cf’s"’

100

o)

g Il

x —

g = 80 —

N B W

w— o 60

£ =

. o —

:. g40 ] L

L I =

Q I 2 20— || |

3: [ JE s | =

g 0 s | R | S
okmn’b‘\q’%bgollTllllllll
FTEFEYF o oo I eSS F PO

0
Positions
Figure 6.13: Linear combination fitting results shown as the atomic weight percent of the
number of Se atoms with each type of second nearest neighbor. In the ideal chalcopyrite
structure, Se is expected to have 12 second nearest neighbors that are all Se atoms (white
bar). Results courtesy of Srisuda Rojsatein.

o .
Positions

tracted solely by the comparison to Cu. Being that there are 12 total sites that can be filled
as second nearest neighbors to Se, the change between 6 and 10 Se neighbors can result
from any combination of changes to the other elements. In the future, greater analysis can
be completed to form a full understanding of the changing chemical environment. These
results so far demonstrate that there is a clear influence of light soaking on the chemical
environment in the absorber.

Similar analysis of the low PS sample is needed in order to elucidate if the results ob-
served are directly related to the elemental migration of Cu or occur strictly from a change

in localized defect metastability. Furthermore, expanding the analysis to the dark heat sam-
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ples will demonstrate if dark heat plays a role in metastable defects or if the XANES spectra

of the dark heat samples are influenced by distortion in the lattice.

98



Chapter 7

INTERPRETING X-RAY BEAM INDUCED VOLTAGE

This chapter addresses some considerations as to how to conduct and interpret X-ray
beam induced voltage (XBIV) measurements in compliment to the measurement of nano-
scale electrical signal by means of X-ray beam induced current (XBIC). In particular, an
understanding of what device characteristics (e.g. V. or Jg) are represented when only
a narrow relative fraction of a solar cell is under illumination, as is the case in nano- and
micro-scale induced current or voltage measurements. A number of theoretical and exper-
imental approaches were considered in order to develop a deeper understanding of X-ray
beam induced current and voltage and the significance of the relationship between the two.

Generally, induced current measurements are well accepted to be representative of local
Jsc, which is possible in part due to the linear relationship existing between illumination
and current [36]. At the same time, however, lifetime is not linearly related to the injection
level, represented by the excess minority carrier concentration (An) [36]. Compared with
current measurements from current-density curves, which use a broad spectrum 1-sun light
source, induced current measurements often use a monochromatic incident source with
differing power densities. This suggests that a direct translation of the results from any
induced current measurement to J is still not fully accurate.

One example that demonstrated the limitations in interpretation was work by Jin and
Dunham that observed simulated EBIC signals that increase at grain boundaries, but were
not found to correspond to greater device I [191]. This finding comes also in part due
to the narrow spot size used in EBIC measurements. While one of the benefits of induced
current measurements is often the narrow spot size that allows for spatial information of

the electrical performance, it also serves to complicate the interpretation of the results as
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they pertain to bulk device characteristics.

As beam spot sizes are reduced down to um or nm, the majority of the cell then remains
in the dark and this is critical to consider in the interpretation of XBIV and XBIC mea-
surements. Localized current measurements are easier to interpret because it is normalized
to the cell area measured. Thus, induced current measurements are still a direct measure-
ment of the carrier collection efficiency that have the added benefit of spatially resolved
information on defects and inhomogeneties [192, 193].

Voltage measurements using only partial illumination instead certainly do not relate
directly to macro-scale V,. measurements due to the impact of the majority of the cell
being in the dark. For thin film devices that have a transparent conducting oxide (TCO)
layer, the partial illumination forces an averaging of the quasi-fermi level splitting (QFLS)
to occur across the entire device [171]. Vishnoi et al. experimentally demonstrated the
impact of partial illumination on solar cell parameters using single crystal n*-p silicon
solar cells. The results show that an averaging of voltage occurs as expected, however it is
limited by the resistive load of the dark region. This occurs because carrier movement is
no longer happening only perpendicular to the junction as is the expected case in full-field
illumination, but rather laterally as well [194]. The impact on V. and J. was found to
be greater when the top contact was in the shaded region. This should not be an issue,
however, in thin film solar cells where the top contact is a TCO covering the entirety of the
cell.

One way to address this is by biasing devices using a full-field illumination. As an
example, El-Hajje et al. mapped the QFLS of a CIGS device using calculations from PL
with the sample under a source of even illumination equivalent to 450 suns [195]. This is
similar to the setup used for the ERE measurement described in previous chapters. It is
important to note that as of the time of this writing, all XBIC/XBIV measurements were

done in the dark, using no bias lighting and therefore the considerations necessary for the
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appropriate interpretation of the results are addressed herein.

7.1  Simulating the Impact of [llumination Size on Device Parameters

An initial understanding of how device parameters scale with illumination area was
simulated using the open-source program Quokka [196, 197]. The program solves carrier
transport equations in quasi-neutral silicon devices; other programs such as Sentaurus are
more appropriate for solving more elaborate situations where the excess electron and hole
concentrations are not approximately equal, as well as situations where 2D modelling is
required.

The simulations were done using a 150 um thick, n-type monocrystalline Si solar cell
with interdigitated back contacts (IBC) to reduce the impact of shading. The bulk resistivity
was held constant at 0.1 Qcm. The minority carrier lifetime was set to 2.9 ms. Additional
parameters including the diffusion and metal geometries were the same as those listed in
Table VII of [198].

Figure 7.1 shows the simulated IV parameters (efficiency, Vo, Jsc, and FF) as a function
of the illumination coverage fraction (x-axis), or the percentage of the cell area illuminated
where 100% is equivalent to 1-sun illumination. For a reference, samples studied for XBIC

2 in active area, which would result in an

with a spot size of 150 nm were on average 1 cm
illumination coverage fraction of <0.01%. For each set of simulations, a range of contact
resistivities (p.) were studied. To evaluate the impact of the dark saturation current, J, two
separate values of “good” (=0 A/cm?) and “bad” (10719 A/cm?). Note that in the figures,
the x-axis is logarithmic, and therefore the shapes of the lines are in agreement with solar
cell equations for the dependence on injection (current is linear, voltage is logarithmic).
The impact saturation current can be clearly seen for its affect on the V., where there

is an reduction of over 50 mV for a bad Jy. This is unsurprising as it follows directly

from the diode equations for a solar cell [36]. Instead, the Jg is largely unaffected by
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Figure 7.1: Simulated J-V characteristics under 1-sun illumination, efficiency (1), Voc, Jsc,
and fill factor (FF), as a function of illumination coverage fraction and as they depend on
contact resistance (p.) and dark saturation current (Jy). Results courtesy of Barry Hartweg.
the saturation current. Even contact resistance is does not have much impact unless under
close-to full illumination conditions, where the majority of the cell is generating current,
and only when the contact resistance is especially high. A similar effect of especially high
contact resistance tanking the V. is noticeable as well, simply highlighting the general
need for reasonable contacts to be able to extract proper IV curves.

The results in Figure 7.1 for the low illumination coverage fraction show only a dif-
ference in the V. depending on the dark saturation current. The dark saturation current
is a descriptor of recombination and depends in part on the material bandgap, but is also
found to increase significantly in CIGS with increasing electrostatic potential fluctuations

[155]. Electrostatic potential fluctuations were observed previously in Chapter 4 and were
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Figure 7.2: Calculated values of J. and V. for a good and poor cell as a function of injec-
tion level. The equations used are shown below. Figure courtesy of Michael Stuckelberger.
concluded to arise due to inhomogeneities in the CIS when treated for both Ag and KF.
Therefore, by producing higher quality devices, for instance through optimizing Ag and
KEF, it is possible to minimize the saturation current. One such example was shown by
Karki et al. that studied RbF treated CIGS and found that the alkali treatment successfully
reduced the saturation current [199].

The dependence of the current and voltage on injection level is shown again in Fig-
ure 7.2. Here, the curves are calculated from the solar cell equations (shown on the bot-
tom) without any modeling. The figure shows a comparison between a good performing
and poor performing cell and the expected short-circuit current (left) and open-circuit volt-
age (right). Due to the linear dependence of the current on injection level, the range of J
values (shown as the horizontal shaded boxes labeled with arrows) follows linearly, where
despite the injection level, the good cell has a greater range of Jg. than the poor cell. The
right of Figure 7.2 instead shows the V. and its logarithmic dependence on injection. De-
pending on the injection conditions, the range of V. can actually be larger for the poor cell

than the good cell, seen for the higher injection level situation. This suggests that XBIV
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measurements, which are considered to be low injection conditions for CIGS, are not di-
rectly proportional to the V. of the device under test. J4. and XBIC should be proportional,
as was shown in both Figure 7.1 and 7.2.

It is therefore more complicated to relate XBIV measurements to the bulk parameters,
in part due to its dependence on dark saturation current and in part due to the logarithmic
dependence on injection level. For the time being, the most effective way to utilize the
XBIV data is by focusing only on relative changes within individual maps and directly
correlating to XBIC. Only once injection level studies of XBIV have been completed will

there be a better understanding of its appropriate interpretation.

7.2 Interpreting Correlative XBIC/XBIV

Determining the appropriate way to interpret results from XBIC vs. XBIV measure-
ments depends on an understanding of the device J-V parameters prior to measuring. This
means that, first, an understanding of the losses of the device (shunt resistance, series re-
sistance, and dark saturation current) need to be considered. This is partly because the
efficiency of devices with higher shunt resistances is reduced to a lesser degree in low
injection conditions than devices with low shunt resistance. This is well exemplified in
the case of concentrator solar cells, that demonstrate the higher the shunt resistance under
cloudy conditions, the less the device efficiency is reduced based on the injection level
[200].

On the other hand, under high injection conditions, devices become more dependent on
their series resistance[200]. Thus it is also important to calculate the approximate injection
conditions expected for the absorber type (CdTe, CIGS, perovskites, etc.). This is done
by first measuring the flux of the X-ray beam used for the electrical measurements. A
calibrated PIN-diode is used to detect the X-ray photons downstream of the X-ray optics.

The signal from the pin diode, in counts, is measured with the beam on and off and the
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difference is calculated to remove the background signal from the actual signal induced by
the X-ray beam.

The flux can then be converted to an approximate value for the injection level by con-
verting the counts to V, a value set by the beamline for the scalar channels, and then V
to A based on the Stanford pre-amplifier settings used[124]. The signal now in amps is
multiplied to the calibrated sensitivity of the pin-diode (measured to be 2178 photons/s/pA
at the Se-edge at 12.8 keV) to calculate the photon flux in photons/s.

Lastly, using the Equation 7 from Stuckelberger et al. for the material-specific correc-
tion factor and multiplying it by the incident photon flux calculated before, the injection
level of the X-ray beam can be estimated [34]. For the majority of the experiments de-
scribed herein, which used an incident X-ray energy above the Se-K edge, a photon flux of
approximately SE8 photons/s was calculated. This equates to an injection level in the range
of 1E12 cm™.

For CIGS, doping densities are frequently in the range of 10'> to 10'6 cm™[201, 202],
but may even be up to 10'® cm™[127]. This means that most likely, X-ray beam induced
electrical measurements are operating under low injection conditions, and the more suscep-
tible the measurements are to the shunt resistance. Similar to what was concluded for the
dark saturation current, the sensitivity to shunt resistance should be equally applied to the
device, meaning that relative changes in higher or lower XBIV signal do represent a true
observation.

With this information, we conclude that the comparison of relative changes in XBIC
or XBIV maps are representative of local variations in Jg. and Vo.. An example of the
direct correlation of XBIC and XBIV within maps is demonstrated in Figure 7.3. The
example shows the correlation of XBIV to XBIC for the low PS modules studied in plan
view, before (left) and after (right) light soaking. The appearance of the correlations before

and after light soaking (comparing corresponding left and right images) can be directly
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Figure 7.3: Hexbin plots to show the correlation of XBIV vs. XBIC for the initial (top) and
dark heat (bottom) low PS sample before (left) and after (right) light soaking. Increasing
brightness from purple to yellow indicates a greater denisity of data points within the pixel
bin. Dashed white lines are the least mean square regression.

compared as they are taken from the exact same samples, in nearby areas, using the same
lock-in settings.

The correlations indicate a clear change in the electrical behavior after light soaking and
occurring independently of dark heat exposure. The slope of the correlation becomes more
flat with light soaking, which suggests that the current current is no longer as spatially
related to the voltage. The slope flattening out is a result of both the XBIC and XBIV
signals becoming broader. Both signals become broader to create a rounded cluster of data,

and the line, calculated by least mean squares, only minimizes the distance of the points

from the line. Therefore, what is primarily occurring is the broadening of these signals in
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2D space.

From the histograms in Figure 5.12 for the low PS case, we observed an increased the
width for both XBIV and XBIC with light soaking. Since the electrical measurements are
done using a lock-in amplifier, the signal observed is dependent upon the optical chopper
frequency and the measurement dwell time. If the two parameters are not well matched,
the transient decay of the electrical signal can be observed. What we can conclude from
the increased distribution of the histograms and the broadening of the hexbin plots is that
the diffusion length of the carriers has changed. This is because the lock-in parameters
were maintained exactly the same, including the chopper frequency, and thus an increase
in the broadness of XBIC/XBIV comes from carriers traveling farther than before and
contributing to a “blurred” image.

An increase in diffusion length with light soaking has recently been proposed by other
groups as well [25]. In the work by Nikolaeva et al., the diffusion length was found to
increase after even brief light soaking, which was attributed to the filling of defect states
close to the CdS buffer interface. The observation in XBIC/XBIV of increased diffusion
length also corresponds with preliminary XANES findings that there is a change in the
defects present at the CdS interface after light soaking.

Separately, in both the initial and dark heat samples, the XBIC signal is reduced overall
after light soaking. The fact that the lower XBIC does not correspond with lower XBIV
suggests that it is not driven by an increase in recombination, but rather must come from
a change in the minority carrier concentration after light soaking. This may also be con-
nected to the change in defects and their position in the absorber after light soaking, as was
proposed by the XANES results.

Similar work done by Heise et al. observed an almost directly opposite trend in CIGS.
With light soaking, samples instead showed an increase in minority carrier concentration

and at the same time, a reduction in diffusion length [73]. These behaviors were concluded
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to compete against each other, resulting in a simultaneous increase in V. and decrease in
Jsc. Though the trends in minority carrier concentration and diffusion length were found
to be opposite to those observed here, it is very likely that this arises from a difference in
composition. In particular, the study of pre-selenized CIGS films changes the chemistry of
the absorber and the resulting defect concentrations quite significantly compared to samples
with no excess Se.

While this chapter has sought to address some of the considerations necessary for nano-
scale electrical measurements, additional progress is required for a complete understanding
of how to connect multi-scale characterization techniques. Studying samples directly for
diffusion length or lifetime as a function of light soaking would be useful. While the slope
and distribution of the XBIC and XBIV are most likely equally informative of changes in
diffusion length, the XBIC signal is more sensitive to changes in the minority carrier con-
centration and diffusion length. The addition of contactless measurements such as ERE and
PL are also highly necessary prior to the interpretation of XBIC/XBIV results in that they
describe if the X-ray electrical measurements are dominated by the absorber quality, simi-
larly to what has been discussed here, or if they are dominated by contact resistances. This
section focused only on changes in the absorber quality because previous ERE measure-

ments shown in Section 5.4 demonstrated no issues with contact quality for these devices.
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Chapter 8

CONCLUSIONS

The goal of this work was to apply an array of characterization techniques in order to
understand the impact that the incorporation of additional elements to Cu(In;_,Ga,)Se;
thin film solar cells has on the film properties and the resulting device performance. The
use of a multi-scale characterization framework demonstrated its ability to highlight the
primary sources of reduced performance in an otherwise complex and intricate material
system.

The proposed framework can be broken into primary characterization techniques and
secondary ones. Primary techniques are those that should be used in almost every instance
to create an initial understanding of the film quality and the device. Included here is the
use of current-voltage measurements (IV), external radiative efficiency (ERE), and pho-
toluminescence (PL) to diagnose the absorber quality for recombination and the quality
of the contact selectivity. ERE in particular is the ideal starting point for characterization
by indicating whether the performance is limited more by the contacts or by the absorber
properties. This was demonstrated by the ERE of ACIS+KF samples versus commercial
ACIGS samples. While the ACIS+KF V. loss was able to be attributed to the contact qual-
ity through ERE, commercial modules instead showed the device properties were almost
entirely described by issues in the absorber quality.

The addition of nano-scale XRF and XBIC/XBIV is also useful in complimenting the
conclusions from ERE/PL. The simultaneous mapping of the film composition and de-
vice performance allows for the identification of compositional inhomogeneities and their
connection to collection efficiency. In general, 2D mapping techniques provide additional

information than generalized measurements such as ERE and IV. XBIC/XBIV mapping
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can be used to identify local shunted regions, defect clusters, or pinholes due to incomplete
film coverage (as can be the case for CdS).

One major challenge to correlative X-ray microscopy (XRM) is the limited sample ar-
eas studied. Increasing measurement speeds at various beamlines are allowing for higher
through-puts and therefore increased statistics, however, the area studied relative to the de-
vice size remains small and limits how representative such measurements can be, especially
in the case of commercial modules. Therefore, complimenting nano-scale mapping tech-
niques such as XRM with broader scale mapping techniques, such as electroluminescence
or full-field photoluminescence can help diagnose shunting and recombination within the
entire module but with limited resolution and information.

Secondary techniques may include those such as Raman spectroscopy, X-ray diffrac-
tion, and X-ray absorption near edge structure (XANES). They are can be used to identify
specifically the sources of recombination, shunting, or limitations in contact selectivity.
For example, when ERE indicated that the ACIS+KF sample was limited by contact selec-
tivity and XRM found increased compositional inhomogeneity within the sample, Raman
spectroscopy then identified a surface phase of cation ordered chalcopyrite CIS. Secondary
techniques take the critical knowledge acquired from primary techniques and specify the
defects or phases in the absorber or at the interfaces that are responsible for device perfor-
mance. Knowing the phases or defects that form then dictates the changes that need to be

made to the growth procedure in order to avoid them.

8.1 Recommended Future Work

One area of focus that may be of interest to consider next is the distribution and effect of
Ga in CIGS or ACIGS absorbers. Ga-grading in CIGS is frequently used to create a differ-
ent absorber bandgap throughout the absorber depth. With Ga-doping also comes increased

potential defects as well as lattice compression due to the smaller Ga atoms replacing In.
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The behavior of Ga could be understood using the same techniques outlined in the doc-
ument, including X-ray diffraction to look at the structural change with Ga incorporation
and Ga XANES to understand the chemical environment, and in turn defects. Injection
and temperature-dependent PL. measurements would also contribute to a knowledge of the
defects states that exist with the addition of Ga, but also Ag and alkali post-deposition
treatments.

Raman and PL measurements using multiple incident wavelengths would also provide
additional information on the structure and recombination at various points in the depth of
the absorber. Herein, only a surface-sensitive, green laser (wavelength 532 nm) was used.
However, in Ga-graded devices, the PL results are not representative of the entire device
stack and the calculated peak positions actually only account for the surface of the absorber.
Incident lasers such as red (633 nm) or near-infrared (785 nm) have greater penetration
depths in CIGS. Therefore, it would be ideal to conduct PL and Raman mapping with
additional wavelengths.

Lastly, studying the effects of light soaking and dark heat can be improved by increasing
the measurement frequency. The multi-scale characterization framework should be applied
to devices and cells light soaked for different time scales, from a minutes to a few hours.
This is necessary to address the knowledge gap of the time scale of defect metastability. As
of this writing, it is unclear how quickly defects change in their electronic state and how
quickly they are capable of returning to their initial state. The same is true for sample dark
heating. Dark heating for 1000h is not a feasible time length if dark heating is to be used
as a potential field process for undoing the effects of light soaking during module opera-
tion. Therefore, the minimum time required for dark heating to recover device performance

should be understood.
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8.1.1 Sample Preparation and Measurement Work-flow

The ability to directly correlate measurements of various length scales is still limited
due primarily to the inability to identify the same measurement regions across character-
ization techniques. This is in part due to the measurements themselves, which identify
different material properties (e.g. composition from XRF vs. recombination from PL) and
that do not necessarily have the same features. Furthermore, the change in resolution also
results in features being more or less visible depending on the measurement spot size. To
aid in cross-measurement compatibility, the advancement of fiducial markers is required.

This is especially important for larger devices, such as mini-modules.

8.1.2 Improving XBIC/XBIV Measurements

The considerations for XBIV in Chapter 7 demonstrate the benefit that can come from
conducting XBIV measurements under light bias. In doing so, the XBIV measurement
can become sensitive to spatial variations the quasi-fermi level splitting. Detailed analysis
should be done in the future to evaluate the difference in spatial resolution and spatial
correlation to XBIC found from doing biased and un-biased XBIV measurements.

More reliable electrical contacting can also help with improving the overall results
achieved from XBIC/XBIV measurements. Limitations exist as to the use of Ag paint
particularly to the extent that its application can cause local shunting to the device. De-
posited metal contacts or metal wiring such as busbars help to reduce the risk of device
damage by the use of Ag paint.

Little understanding exists as to the importance of the distance between the metalliza-
tions and the measurement area. The electrical measurements are in part limited by the
minority carrier diffusion length, the contact resistivities (especially of the TCO), and the

contact selectivity. XBIC signal may be effected by the distance between the X-ray beam
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and the contacts. Therefore, an experimental study of XBIC and XBIV as a function of

spacing between metallization is recommended.

8.1.3 Data Analysis and Processing

Significant improvements can be made to reduce data processing times by the automa-
tion of data analysis and visualization. Specifically, the Python and MatLab codes used for
handling the data should be generalized to allow for more variation in the measurements
obtained. The addition furthermore of more “intelligent” tools, such as appropriate clus-
tering algorithms and machine learning techniques should be evaluated and selected. The
same is true for a faster approach to image registration.

Even with the use of fiducial markers, image registration is required for more exact
analysis and correlation of map data. As repeated maps are taken, for instance XBIC
then XBIV maps or PL then Raman maps, stage precision is not enough to ensure that
the maps are perfectly overlaid. By correcting for shifts in repeated measurement areas,
the strength of the pixel-by-pixel correlation can be improved, but current approaches for

image registration often involve a high degree of user input.
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