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i 

ABSTRACT 
 

Automation is becoming more autonomous, and the application of automation as 

a collaborator continues to be explored. A major restriction to automation’s application as 

a collaborator is that people often hold inaccurate expectations of their automated 

collaborator. Goal alignment has been shown to be beneficial in collaborations and 

delegation decisions among human-human and human-automation collaborations. Few 

studies have investigated the difference that goal alignment has on human collaborators 

compared to automated collaborators. In this 2 (goal aligned or misaligned) x 2 (human 

or automated) between-subjects study, participants complete a simplified triage patient 

task and then are given the opportunity to stay with their manual task solution or to 

delegate their decision and go with their collaborator’s recommendation. Participants 

never delegated to collaborators with goals that were not aligned to theirs. Participants 

working with human collaborators that have similar goals to them were more often 

delegated to and more often associated with a better triage performance. These results can 

inform the design of similar systems that foster collaboration and achieve better team 

performance. Although goal alignment was crucial for delegation decisions, it was 

difficult to achieve complete agreement of goals. Future research should investigate 

effective methods to better communicate goals among collaborators. 
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INTRODUCTION 

Complex work systems require complex solutions. These complex solutions can help 

numerous fields such as the military, autonomous vehicles, and healthcare. All of these 

fields require complex decision-making and the productivity of the systems relies on the 

coordination of people from multidisciplinary backgrounds effectively working together 

(Pype et al., 2018; Xiao & Mackenzie, 1998) However, the people within these complex 

systems are often overloaded with decisions to be made and, because complex systems 

are dynamic (Sterman, 1994), some people within the system may find themselves with 

extra capacity when another person is overloaded. To better balance the workload among 

everyone in a complex work system, people can delegate tasks to one another (Richards 

& Stedmon, 2016).  

 Healthcare is a complex system that needs a way to offload decision-making. 

Additionally, because healthcare workers share a common goal of providing high-quality 

care to the patient, they are more likely to seek expertise from their peers and collaborate 

with one another (Pype et al., 2018). Healthcare workers are often compelled to delegate 

because they operate with insufficient resources (Knickman & Snell, 2002; Walker & 

Gilson, 2004) in a high-risk environment which makes their time and energy to make 

complex moral decisions limited (Dzindolet et al., 2002; Liehner et al., 2022; Lyons & 

Stokes, 2012). When healthcare workers become overworked, they routinely delegate 

tasks to one another as a way to cope with the overwhelming workload (O’Malley et al., 

2015; Ridde et al., 2012; Yukl & Fu, 1999). However, with the shortage of healthcare 

workers (Leong et al., 2021), fewer people have the capacity to take over these complex 

decisions.
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 Automation has been considered a potentially useful tool to add to these complex 

systems, such as healthcare because automation can assist people in their tasks (Miller & 

Parasuraman, 2007; Sun & Botev, 2021). In particular, automation that acts as a decision 

support system can be helpful in offloading tasks from people. Because automation is 

typically an assistant to people, they are less likely to be overwhelmed with decisions and 

often have the capacity to receive delegated decisions (Parasuraman & Riley, 1997). 

However, it is not easy to introduce a collaborator (automated or otherwise) into a 

new environment and expect it to immediately acclimate to the healthcare environment. 

The decisions that healthcare workers routinely make are cumbersome and complex, 

balancing many factors. A collaborator must be able to independently perform well 

enough so that the worker can trust it and be willing to collaborate and ultimately 

delegate decisions to that collaborator (Lee & See, 2004).  

 

Background Literature 

To best implement and facilitate these collaborators, it is crucial to understand 

what makes people willing to collaborate and ultimately delegate their decisions to 

others. Part of unpacking this reasoning involves understanding the involved 

collaborators, and what collaboration entails. Collaboration occurs between two agents 

interacting and “behaving together, in some relation to one another…who also have some 

past and/or future relation to each other” (McGrath, 1984). Collaborative agents can 

possess any number of goals that are not necessarily shared among the other agents it is 

collaborating with, so calling this collection of collaborative agents a “team” might be 

misleading (Salas et al., 1992). Additionally, collaborative agents can take many physical 
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forms. Sometimes these collaborators can take the physical form of other people, but 

more recently, there has been an influx of automated collaborators bearing delegated 

tasks. Automated collaborators are thought to be a simple solution to alleviating the task 

overload of workers (Miller & Parasuraman, 2007; Sun & Botev, 2021). Collaborators 

could take many forms (e.g., a pencil, a chair, a pet), but people expect that other people 

and automation will have an exceptionally high capability of making a good decision 

(Dijkstra, 1999; Dijkstra et al., 1998; Dzindolet et al., 2002). Decisions can only be 

appropriately delegated to those that could perform the task on behalf of the person 

(Cheong, 1996), therefore, people and automation are the two forms of primary focus of 

potential collaborators.  

However, just because people and automation are perceived as the most capable 

collaborators does not make them equal. When people collaborate with other people, they 

expect their collaborator to be skilled at adjusting to unprecedented circumstances 

(Bainbridge, 1983; Sheridan, 1995) and would typically prefer to collaborate with 

another person (Dzindolet et al., 2002) for these unprecedented situations. On the other 

hand, people collaborating with automation expect their collaborator to be highly skilled 

at parsing through information quickly and operating efficiently (Bainbridge, 1983). For 

tasks that are believed to be better suited for these strengths of automation, a person will 

have higher expectations for an automated collaborator’s performance than they would 

for a human collaborator’s performance (Dijkstra, 1999; Dijkstra et al., 1998; Dzindolet 

et al., 2002; Lyons & Stokes, 2012). Similarly, when people are paired with a human 

collaborator for an automated-preferred task, they may be more likely to assume their 

human collaborator will perform inconsistently (Madhavan & Wiegmann, 2007) and pay 
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extra attention to their human collaborator’s contribution. This extra attention can lead to 

improved performance (Wickens et al., 2023). However, this potentially improved 

performance only occurs because people do not trust their human collaborator’s 

performance for that particular task. Because of the different expectations people hold for 

each form of collaborator, the willingness to collaborate with each form may vary highly 

depending on the situation. 

Yet sometimes, effective collaboration is still inhibited because the perceived 

strengths and expectations for each form of collaborator are misguided and result in 

inappropriate willingness to collaborate. Misguided expectations often arise from under-

trusting a collaborator. When a person trusts a collaborator less than they should, they 

will be less willing to collaborate and therefore under-use their collaborator, resulting in 

less willingness to delegate their decision. (Dzindolet et al., 2002; Lewandowsky et al., 

2000; Muir, 1994; Pruitt & Kimmel, 1977). 

It is important to understand and bolster people’s willingness to collaborate so that 

they are eventually willing to delegate decisions appropriately. When collaborating with 

other people, people expect other people to perform inconsistently (Madhavan & 

Wiegmann, 2007). This expected inconsistent performance lowers the trust a person has 

in their human counterpart and lowers their reliance on their human collaborator (Lyons 

& Stokes, 2012). However, the reduced trust may result in a more careful verification of 

their human collaborator’s work (Patterson et al., 2007). When collaborating with 

automation, people expect automation to perform very consistently, and almost even 

perfectly. People expect automation to perform so well, that any sight of error, their trust 

in automation, and its ability to perform well, disproportionality drops (Dzindolet et al., 
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2002; Madhavan & Wiegmann, 2007). When the expectations held for a collaborator are 

hastily assumed, people are less likely to appropriately trust their collaborator – human or 

automated. Therefore, there is a need to establish trust of a collaborator more accurately. 

A common argument as to why trust is easily inappropriately allocated is due to a 

lack of transparency of the collaborator’s overarching goals. Without understanding the 

goals behind a collaborator’s actions, it is difficult to predict the collaborator’s actions in 

the future and trust is inhibited (Rempel et al., 1985; Trzebiński & Marciniak, 2022). Past 

studies have tried to investigate how human and automated collaborator’s goals could be 

made clearer and their positive impacts. Most of these studies regarding clearer goals in 

human-automation collaborations are theoretical or anecdotal studies that state the 

importance of goal alignment, rather than empirical (Hall, 2003; Klein et al., 2004; Li & 

Lee, 2022). Most empirical studies that investigate human-automation collaborations are 

focused on aligning outcomes and performance (Chiou & Lee, 2015; Lewandowsky et 

al., 2000; Liehner et al., 2022; Lyons & Stokes, 2012) instead of goals. There is a severe 

lack of empirical research that demonstrates the influence of goal alignment in human-

automation collaborations on a person’s trust, expectations, and treatment of an 

automated collaborator. 

 

Shared goals can reestablish expectations 

 Sharing goals can be beneficial because it allows people to better guess the intent 

behind each collaborator. A goal is an objective or aim of an action (Locke & Latham, 

2012). Goals can often be aligned and shared among those in a group. Shared goals 

between human collaborators have been overwhelmingly associated with positive 
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impacts. Group goals foster a willingness to engage (Mannix & Neale, 2005) and 

cooperate with each other (Bogaert et al., 2008). Sharing similar goals is so influential 

that even when people who did not want to collaborate were assigned a shared group 

goal, everyone cooperated more than groups without a shared goal (Bostyn et al., 2023). 

The shared goal allowed people to establish the expectations of their collaborators more 

accurately and led to a more appropriate willingness to collaborate with each other. This 

ability to join people’s efforts together through better-established expectations makes 

goal alignment potentially very influential in fostering trust and cooperation between 

collaborators beyond just human-human collaborations.  

Goal alignment has been predominately studied among human-human 

collaborations, typically in the work organization fields (Foddy et al., 2009; Krebs, 

1975). Many studies have been theoretical studies, discussing the concept of optimal 

collaboration between people. When collaborating with other people, people who share 

similar personality traits and ideologies prefer to collaborate with one another (Bogaert et 

al., 2008). The same preference holds true with behavior – people who behave similarly 

tend to want to collaborate with one another (Becchio et al., 2010; Bostyn et al., 2023; 

Fitzsimons & Lehmann, 2004). Goal alignment is influential in collaborations between 

people. Many studies have investigated goal alignment in human collaboration using 

trust-related games in which one person can make a decision that would put them at a 

disadvantage unless their collaborator made the same decision. In these studies, the 

participants tended to favor collaborators who demonstrated the same behavior as 

themselves, and disfavored collaborators who were dissimilar to themselves (Becchio et 

al., 2008; Bostyn et al., 2023; Krebs, 1975). 
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The goal alignment benefits from collaborating among humans would likely 

similarly translate to collaborating with automation. Because people cooperate with 

automation in a similar way to how they cooperate with other people (Lewandowsky et 

al., 2000; Nass et al., 1996), it is plausible to assume that goal alignment would be 

similarly influential in human-automation interactions as it is in human-human 

interactions. This idea has already been indirectly supported through past studies. Past 

studies have shown that when people can customize automated products and services so 

that they better align with their needs and desires (e.g., picking which information is 

relevant to be displayed), people are more trusting of that automation (Koufaris & 

Hampton-Sosa, 2004; Shao et al., 2019; Sia et al., 2009). Additionally, revealing what the 

automation would do in a decision-making situation and the reasoning behind their 

potential decision led to increased trust, acceptance, and assistance in reaching the 

participant’s goals (Verberne et al., 2012). From these past studies, it has been 

demonstrated that when the person understands and expects that the automation is 

working favorably with their own goals, willingness to collaborate increases, and 

delegating their decision to the automation increases. 

 Although past studies have established that people’s willingness to collaborate is 

influenced by goals (and the establishment of expectations that come with these goals) 

for both human and automated collaborators, many of these studies end with the 

participant’s action to collaborate or not, only testing with human collaborators or 

automated collaborators. Very little research has been conducted that focuses on the 

comparison of collaborator form (human versus automated collaborators) in combination 

with goal alignment status, and how those combinations affect delegation decisions. 
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Additionally, very few studies have extended their assessment to include the performance 

that results from the participant’s decision to collaborate or not. If the performance is 

better when collaboration is rejected, even if both collaborators share the same goal, then 

collaboration may not be as beneficial as past work assumes. Conversely, performance 

may vary by the decision to collaborate (or not collaborate) when paired with an 

automated or human collaborator. 

 

Current Study 

 People often lack appropriate expectations of their collaborators, which leads 

them to under-trust their collaborators, whether human or automated (Dzindolet et al., 

2002; Madhavan & Wiegmann, 2007). This under-trust compels people to under-utilize 

their collaborators and reap the benefits of collaboration. To re-establish the expectations 

of collaborators and make the collaborators more attractive to delegate to, this study 

proposes the benefit of shared group goals (Bogaert et al., 2008; Bostyn et al., 2023). 

These shared goals have encouraged participants to work together and strive towards a 

common outcome with their collaborator, regardless of whether the collaborator is human 

or automated. 

This study aims to investigate the influence of goal alignment among human and 

automated collaborators on a person’s delegation decision. Additionally, this study 

investigates how participants’ delegation decisions affected decision-quality performance 

based on a pre-determined point system and objective optimal solution. The four 

hypotheses for this study are below: 
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H1: People working with goal-aligned collaborators will delegate decisions more often 

compared to the people working with goal-misaligned collaborators. 

H2: People working with automation will delegate decisions more often compared to the 

people working with other people. 

H3: People working with goal-aligned automation will delegate decisions the most often 

compared to the other groups in the study.  

H4: People working with human collaborators will have the highest decision-quality. 

 

METHOD 

To examine the decision-making collaborator characteristics that influence 

delegation techniques and performance, this experiment used a 2 (goal alignment status: 

aligned vs. misaligned) x 2 (collaborator physical form: human vs. automation) between-

subjects factorial design. Participants were randomly assigned to one of the four 

conditions: paired with a human with goals aligned (H-GA) collaborator, human with 

goals misaligned (H-GM) collaborator, automation with goals aligned (A-GA) 

collaborator, or automation with goals misaligned (A-GM) collaborator. Because 

delegation likelihood varies heavily by the context in which the decision must be made 

(e.g., high-risk, moral dilemma, Dzindolet et al., 2002; Liehner et al., 2022; Lyons & 

Stokes, 2012), the task was designed to engage moral judgments in a somewhat risky 

environment while also incorporating objective numerical optimization. This context was 

selected to address the most consequential situation in which delegation could be highly 

beneficial or highly detrimental. Delegation performance was measured by the quality of 

their decision. The quality of the participant’s decision was measured by their final 
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decision compared to the most optimal solution and how well they adhered to given 

restraints. Open-ended questions were asked following their finalized output to further 

understand participants’ goals and their decision-making process.  

 

Participants 

An a priori power analysis with a medium effect size (d = 0.25), power of 80%, 

and alpha of 0.05 indicates the need for 124-128 participants. Participants were required 

to be at least 18 years old, have access to a computer or laptop with Zoom installed, and 

be fluent in English. Participants who did not meet these requirements were excluded. 

Participants could be compensated with either 1 course credit hour or could be entered in 

a drawing for five $25-worth gift cards. In total, 133 participants were recruited, 

primarily from a large southwestern university. One participant was removed because 

they did not provide coherent responses to the open-ended questions. This resulted in 132 

participants. 

 

Task Environment 

 Participants were told that there would be 20 potential patients. However, the 

participant could only treat 13 of those 20 patients. The participant’s task was to 

determine which 13 patients should be treated. Each of the 20 patients had associated 

profit, relationship, and severity points. These points estimate the amount of money 

earned from treating that patient, how much positive investment treating that patient 

would generate (i.e., the one-on-one time between the patient and physician alluding to 

the quality of care the clinic can provide), and the severity of the patient’s condition, 
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respectively. When choosing their patients, participants were instructed to maximize each 

set of points and achieve the highest overall points. Additionally, the second goal 

participants were instructed to adopt was adhering to a point differential target which will 

be described later. 

 

Procedure 

Participants arrived in the virtual meeting room and were sent a link to the 

consent form. Once participants gave their informed consent, participants were told to 

imagine themselves as a primary care physician. Their task was to determine which 

patients should be treated at their clinic.  

First, the experimenter went over a tutorial patient selection task in which 

participants were taught the essential skills to select patients. The tutorial Google Sheet 

had 20 potential patients. In addition to understanding how to read each patient’s points, 

the participants were instructed on how to select patients and how to read the 

automatically generated point sums for the patients selected. 

Once the tutorial was complete, the participants were sent their own Google Sheet 

like the one used in the tutorial, but with a new set of 20 patients. All participants 

received the same set of 20 patients for the experimental task. Participants were 

instructed to select which 13 patients they would like to treat among the 20 presented, 

taking as long as they needed to decide. Right before sending participants their 

experimental Google Sheet, they were reminded of the two goals they are instructed to 

adopt. Participants verbally stated when they were finished making their selection. Once 

they stated they were complete, participants could not change their selection.  
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After the participant’s manual selection, the participant was introduced to their 

randomly assigned one of four decision-making collaborators. Participants were told that 

their collaborator had picked their own 13 patients from the same set of 20 patients which 

produced the summation of their patients’ profit, relationship, severity, and overall points 

(same generated sums that participants had access to for their manual selection). These 

decision-making collaborators were not real, and their answers were predetermined. 

Participants were shown the four sums from the collaborator’s selected 13 patients, but 

not which 13 patients were selected. The participant could choose to accept the 

collaborator’s recommendation (e.g., delegate their decision) or reject its 

recommendation completely and keep their self-generated patient selection. Participants 

could take as long as they needed to decide between their own manually generated 

solution or to delegate to their collaborator’s generated solution. 

Once the participant verbally said their delegation decision (manual solution or 

collaborator’s solution), the experimenter conducted a semi-structured interview with the 

participants to understand why they ultimately accepted or rejected the collaborator’s 

recommendation and what decision-making process was used. After the questioning was 

complete, the participant filled out a demographics survey, was debriefed, and the study 

concluded. 

 

Materials 

Decision-making collaborators 

 Participants were randomly assigned to only one of four conditions: H-GA 

collaborator, H-GM collaborator, A-GA collaborator, and A-GM collaborator. Two of 
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these conditions involved goal aligned collaborators, and the other two conditions 

involved goal misaligned collaborators. All four conditions had an equal overall sum of 

points, but the collaborators with goals aligned met the point differential target, whereas 

the collaborators with goals misaligned did not meet the point differential target. The 

collaborators with aligned goals recommended the maximum number of points possible 

while adhering to the target discussed in the next section (the optimal decision-quality). 

The collaborators with misaligned goals recommended the maximum number of overall 

points but did not adhere to the guidelines. The collaborators with goals misaligned did 

not adhere to the guidelines by prioritizing the wrong set of points than what is instructed 

by the system. In this way, the goal aligned collaborators met both two goals, and the 

goal misaligned collaborators only met one of the two goals. 

Each of the four collaborators had a three-sentence background description 

including their physical form, past work application, and how the collaborator typically 

prioritizes profit and relationship among patients. Each collaborator’s description and 

their recommended points can be found in Appendix A. 

 

Point system 

 Each of the potential 20 patients that the participant could treat was accompanied 

by their profit points, relationship points, and severity points, as described earlier. Each 

set of points was given on a 1-5 scale where 5 represents the most monetary profit, the 

most positive relationship investment, or the most severe condition, respectively. These 

three sets of points highly simplify common factors that are important when making a 

triage decision. The points for each patient were randomly generated.  
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To encourage participants to prioritize relationship points, a point differential 

target guideline was implemented. Participants were told there was a recent new 

guideline from the primary care physician union that states their total relationship points 

should be at least 10 points higher than the total profit points. If the point differential 

target was not met, the participant would incur a penalty. For every point that the total 

relationship points are less than the total profit points, the participant’s clinic would lose 

10% of its client base. Therefore, if the total relationship points and total profit points 

were equal (or total profit points were greater than total relationship points), the 

participant’s clinic would lose 100% of its client base. 

 The goals outlined were to meet the 10-point differential target and to maximize 

the overall sum of points. Mathematically, this would result in the two goals-aligned 

collaborators’ recommendation. All goals, however, will likely try to maximize severity 

points to treat those that most need care as a secondary goal. 

 

Measures 

 In addition to the delegation decision, there were additional measures recorded. 

These measures will be discussed below. 

 

Decision-quality 

Decision-quality was measured from the participant’s total sum, deducting 

proportionally to the magnitude to which they fell short of the 10-point guideline. The 

optimal solution is the 13 patients that reach the maximum amount of points possible 

while adhering to the 10-point guideline between relationship and profit points. If the 
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participant’s total sum (either their manually generated solution or the accepted 

collaborator’s solution) did not meet the 10-point guideline, the participant’s total sum 

was proportionally scaled down based on the extent to which it did not meet the 

guideline. For example, if the participant’s raw score was 150 but they only had a 9-point 

difference between relationship and profit instead of the specified 10, their total sum 

would be reduced by 10% to achieve their final score of 135 (150 x 0.9 = 135). However, 

if the 10-point guideline was met, there would be no deduction because the total sum 

would just be multiplied by 1.0 to reach an identical final score. This final score is 

considered the decision-quality. This decision-quality represents the performance of the 

participant’s final decision. 

 

Semi-structured interview 

 Once the participant had made their delegation decision, the experimenter asked 

the participant general questions about their decision-making process. From these 

questions, the experimenter may follow up with clarification questions or questions to 

understand their values (e.g., “what was your priority of points?”). Sometimes, 

participants volunteered information about hypothetical situations (e.g., if the 

collaborator recommended different numbers). 
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RESULTS 

 Multiple chi-squared tests were conducted to test the four hypotheses and 

understand how goal alignment and physical form influence delegation decisions and 

quality.  

 To assess collaborator’s goal alignment status and a participant’s likelihood to 

delegate their decision to their collaborator and accept the collaborator’s 

recommendation, a chi-squared test was run. A significant difference was revealed, [2(1, 

N = 2) = 39, p = 0.4.238e-10, 1.0 = פ] (H1). This effect was clearly seen by zero 

delegations to collaborators with misaligned goals. About half of the participants paired 

with a goals aligned collaborator delegated to their collaborator, whereas the other half 

stayed with their manual solution. (Table 1).  

 

Table 1 

Count of Participants’ Delegation Decisions Based on Goal Alignment 

Collaborator’s Goal Alignment and 

Delegation Decision 

Count 

Goals Aligned, Collaborator’s Choices* 
Goals Aligned, Manual Choice 

Goals Misaligned, Collaborator’s 

Choices* 
Goals Misaligned, Manual Choices 

39 
27 
0 

66 

*Two numbers compared in Chi-squared test for H1. 

 

To test physical form’s impact on delegating to a collaborator’s recommendation, 

a chi-squared test was run, which revealed no significant difference between the 

likelihood to delegate to the human versus automated collaborator, [2(1, N = 2) = 2.077, 

p = 0.150, 0.23= פ] (H2). 24 (36%) of the participants paired with a human collaborator 
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delegated their decision to their collaborator. 15 (23%) of the participants paired with an 

automated collaborator delegated to their collaborator (see Table 2). 

Combining goal alignment and physical form, the decisions to delegate were 

looked at across the four collaborators holistically. The number of participants that 

delegated their decision to their collaborator for each of the four collaborators is shown in 

the graph below (Table 2). 

 

Table 2 

Count of Participants’ Delegation Decisions Based on Collaborator Type 

Collaborator Type Number of Participants That Delegated 

H-GA 
A-GA 

H-GM 
A-GM 

24 

15 

0 
0 

 

 The results of the chi-squared test found that there was a significant difference 

between the four groups, [2(3, N = 4) = 43.154, p = 2.283e-09, 0.61 = פ] (H3).  

Finally, to investigate the characteristics of collaborators that result in the highest 

decision-quality, a chi-squared test was used. Below are the participants that resulted in 

the optimal solution and their assigned collaborator (Table 3). 

 

Table 3 

Count of Participants That Ended with the Optimal Solution 

Collaborator Type Count 

H-GA 
A-GA 
H-GM 

A-GM 

26 
18 
6 

2 
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There was a significant difference between the four collaborator types and their 

likelihood to end with the optimal solution, [2(3, N = 4) = 28, p = 3.362e-06, 0.42= פ] 

(H4). There was not, however, a significant difference between the number of participants 

that ended with an optimal solution between the human and automated collaborators 

across goal alignment statuses, [2(1, N = 2) = 2.769, p = 0.096, 0.18= פ] or between just 

the human-aligned and automated-aligned collaborators, [2(1, N = 2) = 1.455, p = 0.228, 

 It should be noted that just because a participant ended with an optimal solution  .[פ =0.23

does not necessarily mean that they delegated to their collaborator. 18 participants 

manually achieved the optimal solution (the same recommendation as a collaborator with 

goals aligned), which will be discussed next. 

 

Exploratory Analysis 

 It was surprising that only about half of participants with goal aligned 

collaborators delegated to their collaborator. To further investigate this outcome, the 10 

instances in which participants paired with a goal aligned collaborator manually achieved 

the optimal solution – a recommendation identical to their collaborator were examined. 

The delegation decisions and their paired collaborator can be seen in the table below 

(Table 4). 

 

Table 4 

Collaborator Type and Delegation Decision for Manually Optimal Solution 

Collaborator Type and Delegation 

Decision 

Count 



19 

A-GA, Manual 
A-GA, Collaborator 

H-GA, Manual 

H-GA, Collaborator 

3 
1 
2 

4 

    

 The frequency of delegation decisions among those that manually achieved the 

optimal solution with the four goals-aligned collaborators was not significantly different, 

[2(3, N = 4) = 2, p = 0.572, 0.26= פ]. Additionally, there was no significant difference 

among the delegation decisions among the automated collaborators, [2(1, N = 2) = 1, p = 

 פ ,and among the human collaborators, [2(1, N = 2) = 0.667, p = 0.414 ,[פ =0.50 ,0.317

=0.33]. Although there was no significant difference observed, generally participants that 

manually achieved identical solutions to their collaborator tended to delegate to their 

human collaborator more often than to their automated collaborator. 

In many cases, people delegated to their human collaborator because the 

participant felt that the collaborator had more expertise in the area than themselves. In 

other cases, participants delegated to their human collaborator to protect their 

collaborator’s feelings. Some participants even considered their collaborator’s future 

career promotions in their delegation decision to allow the collaborator an opportunity to 

showcase their work. Often, participants expected that being paired with a human 

collaborator would allow the opportunity to discuss each other’s reasoning. Participants 

rarely thought that it would be possible to converse with and understand the reasoning 

behind an automated collaborator’s recommendation. 

To further examine participants’ delegation decisions when paired with goal 

aligned collaborators, it became clear from their open-ended responses that some 

participants held priorities that differed from their collaborators’ priorities. The goals-
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aligned collaborator was designed to match the goals imposed by the experiment design: 

maximize total points and to meet the point differential target. Nearly all participants met 

the point differential target to avoid penalties, but 42 out of the 132 (32%) adopted self-

imposed goals. 38 of those self-imposed goals prioritized severity over relationship or 

total sum as the scenario outlined. In prioritizing severity, participants took an average 

loss of about 7 points from the optimal solution (146/153). Of the 93 manual decisions, 

38 (41%) were from participants prioritizing the external severity goal over the total sum 

goal. Several of the participants that prioritized severity volunteered that they interpreted 

the task as a moral judgement in which severity should always be prioritized in any 

healthcare environment. Other, less common external goals adopted by participants 

include creating a point differential beyond the target, trying to balance all sets of points, 

and prioritizing profit points. 

 

DISCUSSION 

This study aimed to examine how a collaborator’s goal alignment status and either 

human or automated physical form affects the participant’s delegation decision and 

decision-quality. Among the four collaborator types (H-GA, H-GM, A-GA, A-GM), H-

GA was most often delegated to and most frequently achieved the highest decision-

quality. Although goal alignment was most indicative of people’s delegation decisions, 

physical form was less influential. More importantly, the results show that the 

combination of physical form and goal alignment together was a significant indicator of a 

participant’s delegation decision. 
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The individual collaborator attribute that revealed to be most indicative of 

delegation likelihood was goal alignment status (H1). Rather, goal misaligned status 

proved to be the most polarizing because collaborators with misaligned goals were never 

delegated to. Regardless of the collaborator’s physical form, goal alignment (or 

misalignment) was crucial in the participant’s decision to delegate their decision or not. 

This reflects the findings from Bostyn and colleagues (2023) and that goal alignment is 

influential in fostering trust, not only in human-human relationships, but also human-

automation relationships. Even though many participants imposed their own goals into 

the system (which will be discussed more in-depth later), collaborators that had goals 

aligned enough with the participant were still influential on their willingness to delegate. 

Therefore, the delegation likelihood between human and automated collaborators were 

similar when it came to (not) delegating to a collaborator with misaligned goals.  

 Surprisingly, unlike goal alignment status, collaborator physical form was not 

indicative of delegation decisions. This goes against the hypothesis that most participants 

would interpret the task as numerical and prefer the automated collaborator (H2). Perhaps 

collaborator physical form lacked influence on people’s delegation decisions because 

participants interpreted the task in different ways. Some participants interpreted the task 

as numerical, but many also interpreted the task as a predominately moral judgement 

task. For the participants that interpreted the task as a numerical task, they likely favored 

automated collaborators because automation is expected to be better at efficiently parsing 

through information (Bainbridge, 1983). On the other hand, for participants that 

interpreted the task as a moral judgement task, they likely favored human collaborators 

because people are expected to better prevent moral risk (Liehner et al., 2022). It is 
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definitely possible participants had different levels of trust propensity (Colquitt et al., 

2007) to either human or automated collaborators, which would have been supported (or 

perhaps contributed) to their interpretation of the task. However, the task interpretation 

affected how the participant trusted their collaborator and ultimately decided to delegate 

or not to their collaborator. Participants likely interpreted the task in different ways, 

which resulted in them responding with great variety in their preference to a particular 

collaborator physical form – in ways that were unexpected. This variety of interpretation 

occurred frequently and made predicting the more attractive collaborator physical form 

difficult to identify. 

However, when the collaborator’s physical form was paired with a specific goal 

alignment status, the combination proved to be more attractive and alluded to delegation 

decisions. More specifically, participants most often delegated to the H-GA collaborator. 

This opposed the hypothesis that participants would most often delegate to the A-GA 

collaborator (H3). Like the finding for H2, fewer participants than anticipated interpreted 

the task as numerical, which could explain why the H-GA collaborator was more 

attractive. From numerous open-ended accounts, people evaluate more intricate 

considerations when collaborating with another human than when collaborating with 

automation. This would make it feasible that having goals aligned with a human 

collaborator would carry more weight than having goals aligned with an automated 

collaborator. However, human collaborators alone were not enough to indicate delegation 

decisions. The human collaborator must also be paired with goals aligned to the 

participant for the participant to feel willing to delegate their decision. 
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 The combination of physical form and goal alignment together is also the only 

characteristic that is associated with the highest decision-quality. Not only was the H-GA 

collaborator most often delegated to, but it was also associated with the optimal decision-

quality most often. This slightly matched the hypothesis that participants would anticipate 

other people as being unreliable (Madhavan & Wiegmann, 2007) and would carefully 

assess their collaborator’s solution when it appeared reasonable (H4). However, the 

hypothesis did not include goal alignment status, so the combination of the two 

characteristics was profound. However, the H-GA collaborator was no more likely than 

the other three collaborators to warrant delegation when the participant manually 

achieved the identical score. Similarly, collaborator physical form and goal alignment 

alone did not significantly impact delegation decisions among those that manually 

achieved the optimal decision-quality. Yet put together, the combination of human with 

goals aligned (H-GA) resulted in a highest decision-quality, outperforming the decision-

quality that either characteristic achieved on its own. 

 Many participants did not achieve the optimal decision-quality, but this was often 

by choice. As mentioned earlier, many participants adopted external, self-imposed goals 

outside of the study’s scenario, even when the study design explicitly outlined the goals 

that should be adopted. Perhaps in other scenarios and other environments, the person 

may have less background knowledge to create self-imposed goals. However, these self-

imposed goals may reflect the different interpretations of the task regardless of the 

background knowledge they held, where people emphasized different aspects of the same 

task. Because these different interpretations and emphasis were so prevalent, it appears 
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inevitable that people will frequently impose their own goals into a system. These goals 

can be difficult to predict and may very well be outside of the system’s design.  

 

Limitations 

 This task highly simplifies an extremely complex system, describing patients with 

only three numbers. Three numbers could never fully encompass a person and would be 

quite insufficient in deciding a triage order. However, this simplicity allowed participants 

to understand the situation and complete the task without any background knowledge. If a 

similar experiment were to be run in an environment that better reflects reality and 

includes more characteristics about each patient, people’s decisions and behavior may 

change. These more complex patient considerations will better mirror reality, but may 

also uncover more variety in places that people will emphasize – creating a wider variety 

of potential self-imposed external goals. 

 In a real-world environment, it is common for people to adopt their own goals 

because, people are under various restraints outside of the experimental design. People 

are constantly juggling several priorities at a time that are unique to that person and their 

life, so it is impossible to preemptively design collaborators with fixed goals that 

accommodate all goals any participant could ever adopt. For feasibility of this lab study, 

collaborators that were supposed to have goals aligned with the participant had goals 

aligned with the system, even when the system goals were not actually adopted by the 

participant. Because participant’s goals did not always exactly coincide with the “goals 

aligned” collaborator, decisions may have been different if participants were paired with 

a collaborator that more accurately represented each of their goals. 
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Future Research 

 Future studies could create a similar study that mimics the goals of the participant 

so that the recommendations proposed by the collaborator better reflect that individual’s 

goals and is more closely “goals aligned”. This could be as simple as the goal aligned 

collaborator recommending an answer that is numerically identical to what the participant 

manually generates. The collaborator’s goals (and subsequent recommendation) then, 

however, could not be predetermined prior to the experiment, and would require real-time 

adjustments based on the participant’s goals. This study design would also require 

understanding the participant’s goals while they are going through the task.  

 Understanding goals in real time would be a great step in the field and could 

allow more accurate goal alignment. Real time goal communication is a more efficient 

method of goal specification because more comprehensive beforehand goal specification 

is quite laborious and time intensive (Mager, 1972). This current study has shown that 

goal alignment has a large influence on delegation decisions. Therefore, the next step 

would be to establish a method to communicate goals in real time so that the collaborator 

can understand and react to the goals of the other people in their group.  

  

Conclusion 

 This study investigated the performance and delegation differences among human 

and automated collaborators with two different goal alignment statuses. A collaborator’s 

physical form alone is not indicative of a person’s willingness to delegate. Goal 

alignment among collaborators has shown to be influential enough to sway a person’s 
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willingness to collaborate, across physical forms. And together, the human physical form 

with goals aligned combination appears appealing still. Yet, goal alignment is difficult to 

achieve, even with a human collaborator, due to different interpretations of the system 

and external self-imposed goals that people bring into the system. Many people indirectly 

strive for true goal alignment through the anticipated discussions with a human 

counterpart. Through these conversations, people can understand reasoning and can 

compromise. 

 Automated collaborators hold many advantages over human collaborators, yet the 

idea of discussion and compromise with an automated collaborator is not perceived as 

possible. The field needs a way to facilitate dialogue between human and automated 

collaborators so that the same expectation of discussion is held with automated 

collaborators. If both human and automated collaborators are expected to discuss their 

decision with other collaborators, more accurate goal alignment is likely to be achieved. 

With more accurate goal alignment, people will become more willing to collaborate, and 

the collaboration will become more cohesive and seamless. This study lends itself to 

future discovery of explainable artificial intelligence (XAI) and the development of more 

effective communication among collaborators – human or automated. 
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APPENDIX A 
 

COLLABORATOR DESCRIPTIONS AND RECOMMENDED POINTS 
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 Each participant was assigned one of the four collaborators. When the participant 
was introduced to their collaborator, they were shown the following description about 

their collaborator and the set of points corresponding to their recommendation. 
 

 
Figure A1. The description and respective set of points associated with the human and 
aligned goals collaborator. 

 
Figure A2. The description and respective set of points associated with the human and 

misaligned goals collaborator. 
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Figure A3. The description and respective set of points associated with the automation 
and aligned goals collaborator. 

 

 
Figure A4. The description and respective set of points associated with the automation 

and misaligned goals collaborator 
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