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ABSTRACT  

   

Natures hardworking machines, proteins, are dynamic beings. Comprehending the 

role of dynamics in mediating allosteric effects is paramount to unraveling the intricate 

mechanisms underlying protein function and devising effective protein design strategies. 

Thus, the essential objective of this thesis is to elucidate ways to use protein dynamics 

based tools integrated with evolution and docking techniques to investigate the effect of 

distal allosteric mutations on protein function and further rationally design proteins. To this 

end, I first employed molecular dynamics (MD) simulations, Dynamic Flexibility Index 

(DFI) and Dynamic Coupling Index (DCI) on PICK1 PDZ, Butyrylcholinesterase (BChE), 

and Dihydrofolate reductase (DHFR) to uncover how these proteins utilize allostery to tune 

activity. Moreover, a new classification technique (“Controller”/“Controlled”) based on 

asymmetry in dynamic coupling is developed and applied to DHFR to elucidate the effect 

of allosteric mutations on enzyme activity. Subsequently, an MD driven dynamics design 

approach is applied on TEM-1 β-lactamase to tailor its activity against β-lactam antibiotics. 

New variants were created, and using a novel analytical approach called "dynamic distance 

analysis" (DDA) the degree of dynamic similarity between these variants were quantified. 

The experimentally confirmed results of these studies showed that the implementation of 

MD driven dynamics design holds significant potential for generating variants that can 

effectively modulate activity and stability.  

Finally, I introduced an evolutionary guided molecular dynamics driven protein design 

approach, integrated co-evolution and dynamic coupling (ICDC), to identify distal residues 
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that modulate binding site dynamics through allosteric mechanisms. After validating the 

accuracy of ICDC with a complete mutational data set of β-lactamase, I applied it to 

Cyanovirin-N (CV-N) to identify allosteric positions and mutations that can modulate 

binding affinity. To further investigate the impact of mutations on the identified allosteric 

sites, I subjected putative mutants to binding analysis using Adaptive BP-Dock. 

Experimental validation of the computational predictions demonstrated the efficacy of 

integrating MD, DFI, DCI, and evolution to guide protein design. Ultimately, the research 

presented in this thesis demonstrates the effectiveness of using evolutionary guided 

molecular dynamics driven design alongside protein dynamics based tools to examine the 

significance of allosteric interactions and their influence on protein function.  
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CHAPTER 1 

INTRODUCTION 

 

Proteins constitute a fundamental component of cellular machinery and hold immense 

significance in a plethora of biological processes. (Kessel and Ben-Tal, 2018; Lodish et al., 

2000). Based on their involvement in specific processes, they are classified as: (a) structural 

proteins that make up the main structure of connective tissues (Dominguez and Holmes, 

2011; Ricard-Blum, 2011), (b) regulatory proteins that are fundamental in regulation of  

the cell cycle (Bettencourt-Dias et al., 2004; Quon et al., 1998; Tyson et al., 2002), (c) 

transport proteins that are involved in moving molecules like nutrients and metabolites into 

and out of cells (André, 1995; Ayrton and Morgan, 2001; Griffith et al., 1992; Jack et al., 

2001), (d) immune proteins that play a vital role in protecting the body against foreign 

invaders (Boulanger, 2009; Kaufmann, 1990; Vierstraete et al., 2004), and (e) enzymes 

that facilitate a wide range of chemical reactions necessary for the life of the cell. As 

indicated by these classifications, proteins are important in facilitating multiple biological 

processes. 

In order to fulfill their functional roles, proteins adopt a structure comprising four 

primary levels. The primary structure of the protein is the 1D (one dimensional) order of 

amino acids which is referred to as its sequence. The secondary structure is known as 

repeating localized 2D patterns called alpha helices and beta sheets. The combination of 

the secondary structure elements makes up the tertiary structure of the protein which 

describes its 3D fold. Finally, the quaternary structure of a protein is its biological 
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assembly, and can consist of many tertiary structure subunits as in a complex (Bahar et al., 

2017; Kessel and Ben-Tal, 2018). Considering all the levels, the structure of a protein is 

critical for its function, and its amino acid sequence dictates function. Even a minor change 

in its 1D amino acid sequence can have profound effects on its 3D fold and activity. Hence, 

the relationship between the sequence, structure, and function of proteins is of great 

significance in understanding biological systems. However, understanding this intricate 

relationship between protein sequence and function poses a formidable obstacle (Kazan et 

al., 2022; Modi et al., 2021a). Study of proteins, and understanding this relationship can 

help in prediction of structure and function of new and unknown proteins, providing a 

foundation for new discoveries in biology and medicine (Hospital et al., 2015). 

The study of proteins has a long history, dating back to the early 19th century, when 

scientists first discovered the presence of proteins. By the 20th century, starting from the 

first studies related to amino acid sequence and structure determinations in the 1960s, in 

knowledge of the relationship between sequence, structure and function has been continued 

to expand  (Hospital et al., 2015; Kendrew et al., 1960; Perutz et al., 1960; Stretton, 2002). 

1.1 Structural Analysis of Proteins 

Historically, investigations pertaining to proteins, their structure, and interactions 

focused on isolating, purifying, and characterizing individual proteins by using different 

experimental techniques such as X-ray crystallography, Nuclear magnetic resonance 

(NMR), Electron microscopy (EM), and Circular dichroism (CD) spectroscopy. Although 

these methods highlight structural features of proteins, they are expensive and due to 

technical complexities only limited number of protein targets could be studied at one time. 
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With the advent of computers and advancements in computational biology, it has become 

possible to study proteins on a larger scale using computational methods (Geng et al., 

2019).  

For that reason, beginning from the early 1960s, computational methods have been 

utilized to tackle various questions about the attributes of proteins. Hydrophobicity, a 

physicochemical property, is commonly employed to describe the secondary structures of 

proteins, and this property plays a crucial role in the initial interactions during protein 

folding. In 1962, the first hydrophobicity scale for amino acids was introduced to aid in 

prediction of folding/unfolding energetics of the protein by assigning different potentials 

based on hydrophobic and hydrophilic behavior of amino acid (Cid et al., 1992; 

Ponnuswamy et al., 1980; Simm et al., 2016; Tanford and Lovrien, 1962; Wilce et al., 

1995; Zviling et al., 2005). Peptide bond potential functions give rise to more accurate 

calculations of protein conformational changes by allowing the energy of a peptide bond 

rotation to be estimated (Brant and Flory, 2002; Jorgensen and Tirado-Rives, 1988; 

Némethy and Scheraga, 1965; Zimmerman, 1985). In the late 1960s, Ramachandran plots 

were introduced. Focused on the conformations of amino acids, Ramachandran plots 

provide a graphical representation of the allowed and disallowed regions of the torsion 

angles (Carugo and Djinović-Carugo, 2013; Fowler et al., 2020; Hollingsworth and 

Karplus, 2010; Kendrew et al., 1958; Ramachandran and Sasisekharan, 1968; Vega et al., 

2000). 

In the 1970s, disulfide bridge prediction methods, secondary and tertiary structure 

prediction methods, and protein folding simulations were introduced. These methods allow 
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for estimation of protein stability, and continue with studies on protein kinetics and folding 

pathways (Argos et al., 1976; Beale and Buttress, 1969; Cantor and Schimmel, 1980; 

Chandrasekaran and Balasubramanian, 1969; Chou and Fasman, 1974; Froimowitz and 

Fasman, 1974; Guzzo, 1965; Holley and Karplus, 1989; Janin et al., 1978; Kao and Karlin, 

1986; Kotelchuck and Scheraga, 1969; Levitt and Warshel, 1975; Lewis et al., 1970; 

McCammon et al., 1977; Némethy and Scheraga, 1977; Nishikawa, 1983; Prothero, 1966; 

Schiffer and Edmundson, 1967). Beginning in the 1980s and 1990s, rational protein design 

techniques were introduced. These techniques specialize in engineering proteins tailored 

for specific functions by modifying the protein structure. Continued by the advancements 

in protein structure prediction methods, where the structure of the protein is predicted using 

only the amino acid sequence, these techniques elucidate details on how most proteins fold 

into their functional forms (Argos et al., 1982; Blake and Johnson, 1984; Blundell et al., 

1987; Cohen et al., 1980; Cohen and Kuntz, 1989; Duan and Kollman, 1998; Go, 1983; 

Jaenicke, 1987; Levitt and Warshel, 1975; Liwo et al., 1999; Sternberg and Thornton, 

1978; Zemla et al., 1999). 

Although having knowledge of the protein structure is a crucial step in rational design, 

the lack of sequence-structure correspondence poses a significant challenge, where high-

throughput sequencing has generated vast protein sequence datasets without corresponding 

3D structures (Marks et al., 2011). Since experimental structures can only be determined 

for a fraction of proteins, computational methods for protein structure modeling have 

gained importance, providing models suitable for various applications. One of the 



 

  5 

revolutionary computational approaches to study proteins was protein structure modeling, 

in particular homology modeling.  

The term "homology modeling" also known as comparative modeling, refers to the 

process of modeling the 3D structure of a protein by utilizing structural information from 

known configurations of similar proteins (Rodriguez et al., 1998). Homology modeling has 

been a useful tool in predicting the structure of new proteins based on the known structure 

of similar proteins (Geng et al., 2019; John and Sali, 2003). This method involves utilizing 

existing structure segments and energy evaluations to build protein structures, which can 

be accomplished by analyzing established protein structures (for example, Rosetta) (Rohl 

et al., 2004a). Additionally, deducing co-evolutionary signals between amino acid residues 

in homologous sequences can aid in the prediction of protein structures from scratch. The 

accuracy of predicted protein models can vary, but they can potentially be utilized in a 

variety of ways (Bradley et al., 2005; Marks et al., 2011; Rohl et al., 2004b; Zhang, 2009). 

Homology models provide valuable information about the spatial arrangement of 

important residues in the protein, allowing for the study of binding sites and the design or 

docking of drugs. Stable and reliable repositories have been developed to provide access 

to these annotated and evaluated models. However, this approach does have limitations, 

one of which is that homology modeling assumes that the new protein will have a similar 

structure to the reference protein. In the recent years deep learning algorithms have 

surpassed the capabilities of homology modeling by predicting the fold of a protein by 

using only 1D sequence information (Binder et al., 2022). Although most of the proteins 

are considered to have a specific fold, they are not static entities. Rather they are considered 
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to be dynamic, as they constantly undergo conformational changes in response to their 

environment to perform their biochemical activities. Based on these limitations, in the 

2000s, there was a transition towards utilizing computational techniques to investigate not 

only the structure and function relationship, but also the dynamics of proteins (Geng et al., 

2019). 

1.2 Dynamic Nature of Proteins and Computational Tools for Exploring Protein 

Dynamics 

While protein structural analysis is valuable for the field, proteins are actually highly 

dynamic in nature, constantly undergoing a variety of motions and conformational changes. 

The ability of proteins to undergo conformational changes is essential for their function, as 

it allows them to carry out various tasks. The conformational changes observed in proteins 

arise from their interactions with surrounding molecules, and studying these conformations 

can provide insights into the molecular mechanisms underlying diverse biological 

processes (Bettati et al., 2011; Dill and Bromberg, 2010; Fuxreiter, 2014). For example, 

enzymes carry out specific chemical reactions by positioning their active sites in a specific 

conformation (Daniel et al., 2003; Geng et al., 2019; Kaltenbach and Tokuriki, 2014; 

Kazan et al., 2023; Kolbaba-Kartchner et al., 2021). Additionally, changes in the dynamic 

behavior of proteins can be indicative of disease states or other physiological changes in 

an organism, making the study of protein dynamics an important area of research in 

biomedicine. 

Techniques such as NMR spectroscopy, Fluorescence Resonance Energy Transfer 

(FRET), Hydrogen-Deuterium Exchange Mass Spectrometry (HDX-MS) are commonly 
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used experimental techniques to study protein dynamics and provide insight into their 

biological functions (Schirò et al., 2020). However, computational methodologies often 

serve as valuable complements to experimental analyses, offering rapid and efficient means 

to gain deeper insights into protein conformational changes (Andrusier et al., 2008). Hence, 

in the 2010s with the introduction of novel tools, the availability of increasingly powerful 

computational resources has accelerated progress in the field of protein dynamics research 

(Dill and Bromberg, 2010; Dill et al., 2008; Dill and MacCallum, 2012; Eisenberg et al., 

2000; García de la Torre et al., 2000; Goddard et al., 2018; Gohlke et al., 2000; Kollman 

et al., 2000; Kuhlman and Baker, 2000; MacKerell Jr. et al., 2000; Nei and Kumar, 2000; 

Pandey and Mann, 2000; Schwikowski et al., 2000; Sreerama and Woody, 2000; Wang et 

al., 2000). 

To this end, molecular docking  and molecular dynamics (MD) simulations have been 

utilized to investigate protein behavior at the molecular level to understand their dynamic 

nature (Bahar et al., 2017; Bolia et al., 2014a; Bolia and Ozkan, 2016; Campitelli et al., 

2020; Hansson et al., 2002; Hollingsworth and Dror, 2018; Hollingsworth and Karplus, 

2010; Hospital et al., 2015; Kazan et al., 2022; Modi et al., 2021a). The original purpose 

of these methods was to allow theoretical physicists to study systems consisting of many 

interacting particles, such as atoms or groups of atoms, using the principles of classical 

mechanics (Binder, 1995; Durrant and McCammon, 2011; Piana et al., 2014; Rapaport, 

2004; Shaw et al., 2008). Expanding on the same principles, the interactions between 

proteins and peptides/ligands can be investigated by the same tools (Hvidsten et al., 2009). 

These interactions can be either transient or long lasting, and they are governed by specific 
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chemical and physical properties of these interacting bodies. The study of protein-protein 

and protein-ligand interactions is an important field of research, as it provides insights into 

the molecular mechanisms that regulate various biological processes (Geng et al., 2019; 

Perez et al., 2016; Vendruscolo and Dobson, 2011).  

1.2.1 Molecular Docking 

In general, docking is initiated using a pre-existing protein structure and a ligand 

structure that are both experimentally solved using structural discovery techniques, and 

comprises two main steps: (i) the rapid creation of an ideal conformation where the protein 

and ligand are bound together, and (ii) the evaluation of the strength of the interaction 

between the protein and ligand in the resulting complex (Chodera et al., 2011; Cournia et 

al., 2017; Mobley and Dill, 2009). The first docking approach was developed in the early 

1980s by Kuntz et al. (Kuntz et al., 1982). Since then, different attempts have been 

conducted to enhance docking algorithms and overcome the difficulties in docking 

(Brooijmans and Kuntz, 2003; Huang et al., 2006; Jones et al., 1997; Meng et al., 1992, 

2011; Morris and Lim-Wilby, 2008; Pagadala et al., 2017; Pinzi and Rastelli, 2019; Taylor 

et al., 2002). 

Most earlier docking methods utilize rigid docking in which the amino acids of receptor 

of the protein are restricted into rigid bodies, and only the target ligand is allowed to move 

around the protein’s binding site while conducting energy minimization (Gerek and Ozkan, 

2010; Totrov and Abagyan, 2008; Zacharias, 2010). Rigid docking presents a significant 

issue: proteins are not static and undergo a range of conformational changes. The task is 

arduous, demanding a high degree of accuracy at the expense of computational time, owing 
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to the intricate nature of the conformational space sampled during a binding event and the 

complexity of the energy function used to estimate affinities. (Gerek and Ozkan, 2010; 

Gray et al., 2003; Schneidman-Duhovny et al., 2005).  

Therefore, novel docking techniques have been developed to tackle the aforementioned 

issue raised from rigid docking by incorporating receptor flexibility to a certain degree, 

which can be broadly classified into two categories: (i) induced fit docking and (ii) 

ensemble docking (Bolia and Ozkan, 2016; Cummings et al., 2005; Guterres and Im, 2020; 

Kitchen et al., 2004). These approaches are grounded in biological models that account for 

the variances between bound and unbound protein conformations (Andrusier et al., 2008; 

Bienstock, 2012; Lexa and Carlson, 2012; Totrov and Abagyan, 2008; Zacharias, 2010). 

Induced fit docking approach posits that proteins undergo continuous conformational 

changes induced by the approaching ligand, and upon attaining a bound conformational 

state, can maximize its interactions with the ligand molecule to form a complex (Mashiach 

et al., 2010; Sherman et al., 2006). On the other hand, the ensemble docking techniques 

leverage several tools, including molecular dynamics, energy minimization, Monte-Carlo 

minimization, and normal mode analysis to generate conformations prior to modeling 

binding (Andrusier et al., 2008; Cardozo et al., 1995; Chaudhury and Gray, 2008; 

Dominguez et al., 2003; Fitzjohn and Bates, 2003; Lexa and Carlson, 2012; Lindahl and 

Delarue, 2005; Marrink et al., 2007; May and Zacharias, 2008; Meiler and Baker, 2006; 

Morris et al., 2009; Noid, 2013; Ritchie, 2008; Smith et al., 2005; Wang et al., 2007). 

Ensemble docking methods differ from explicit protein flexibility modeling by considering 

protein flexibility before docking using a limited number of discrete protein conformations 
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(Cavasotto and Abagyan, 2004; Ding and Dokholyan, 2013; Lauck et al., 2010; Österberg 

et al., 2002). While these methods are popular, they can only model flexibility for a limited 

number of receptor residues and the time required for docking using these methods 

increases linearly with the number of structures in the ensemble. They also only permit 

limited backbone changes and side chain rotation sampling, and therefore cannot sample 

large-scale backbone conformational changes (Cozzini et al., 2008; Harmalkar and Gray, 

2021; Hornak et al., 2006a, 2006b; Liu and Chen, 2016; Maier et al., 2015). 

It is important to use effective and intelligent sampling strategies that mimic nature 

while generating ensembles from any of the aforementioned approaches to consider the 

dynamic nature of proteins. Because, the success of a docking approach depends on 

generating a receptor ensemble that encompasses a wide range of binding site 

conformations observed in nature, while excluding those that predict incorrect poses (Bolia 

et al., 2014a; Bolia and Ozkan, 2016; Harmalkar and Gray, 2021; Totrov and Abagyan, 

2008). 

In order to address these difficulties associated with molecular docking, a new flexible 

docking technique called Adaptive BP-Dock (Adaptive Backbone Perturbation-Dock) was 

developed by Bolia and Ozkan (2016). This method is based on Perturbation Response 

Scanning (PRS) (Atilgan et al., 2010; Atilgan and Atilgan, 2009; Bolia and Ozkan, 2016) 

which calculates the fluctuation responses of residues in a protein using linear response 

theory (LRT) (Amemiya et al., 2011; Essiz and Coalson, 2009; Ikeguchi et al., 2005; 

Manson and Coalson, 2012; Yang et al., 2014) and RosettaLigand which account for ligand 

flexibility and side chain rotamer sampling of the protein receptor. In Adaptive BP-Dock, 
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the receptor residues of the protein are simultaneously perturbed with a unit force, and a 

new receptor conformation is obtained using PRS. The ligand orientation is then optimized 

in this new perturbed receptor conformation through RosettaLigand's flexible ligand 

protocol (Meiler and Baker, 2006). The approach incorporates full backbone protein 

flexibility, and full ligand flexibility, while reducing the time and cost associated with 

traditional experimental methods, making it easier to study protein interactions on a larger 

scale while simulating the natural course of a binding event (Atilgan et al., 2010; Bolia et 

al., 2014a; Bolia and Ozkan, 2016; Gerek and Ozkan, 2011, 2010; Kazan et al., 2022).  

Previous investigations  involving the utilization of Adaptive BP-Dock have effectively 

demonstrated its rapid testing capabilities on PDZ-peptide, HIV-ligand, and CV-N-glycan 

systems (Bolia et al., 2014b; Bolia and Ozkan, 2016). Initial implementation of Adaptive 

BP-Dock exhibited promising outcomes in discerning between binders and non-binders. 

Nonetheless, enhancements to its prediction accuracy were warranted. A significant 

challenge persists in its application to protein-ligand systems exhibiting high flexibilities 

on both receptor and ligand. Moreover, incorporating the conformational changes 

occurring during the transition from an unbound state to a bound docked state poses a 

formidable modeling challenge in induced fit approaches. One such example is the lectin-

glycan system. This system exhibits intricate complexities stemming from the flexible 

nature of ligand (glycans) and the promiscuous binding affinities of proteins (lectins) 

towards ligand (glycans). Therefore, to overcome these limitations, in this thesis, the 

capability of Adaptive BP-Dock is expanded to utilize the docked poses from end of the 

simulations to be iteratively fed back as an initial conformation to ensure an induced fit 
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docking approach and sample conformational changes going from unbound to bound states 

(Kazan et al., 2022). In addition, a new technique is implemented scaling the displacement 

of residues due to perturbations to optimize perturbed poses, allowing sampling of a diverse 

set of conformations. Details of Adaptive BP-Dock is explained in Chapter 2. 

The extended version of Adaptive BP-Dock was employed to assess its accuracy in 

predicting the binding behavior of several protein systems such as WW domain 

(manuscript under review), PDZ domain of PSD-95 (manuscript in preparation), and CV-

N (in chapter 7) (Kazan et al., 2022). The findings revealed a remarkable improvement in 

the results, indicating that the new enhancements incorporated into Adaptive BP-Dock 

enabled it to accurately capture the underlying trend in binding (Kazan et al., 2022). 

Building upon the success achieved with known targets, a blind prediction study was 

conducted whereby Adaptive BP-Dock was employed to model binding interactions of 

novel mutants of CV-N towards dimannose. Subsequent experimental validation 

confirmed the accuracy of the predictions made by Adaptive BP-Dock, thereby 

demonstrating the success of the extended approach. 

1.2.2 Driving Mechanical Insight from Molecular Dynamics (MD) Simulations  

While molecular docking provides predicted structures of protein ligand complexes and 

corresponding empirical binding energies, another commonly used more physical approach 

is molecular dynamics (MD) simulations to sample protein conformations. MD involves 

solving classical equations of motion numerically based on the physical force on each 

particle (Geng et al., 2019; Hospital et al., 2015). However, the integration time steps must 

be small, typically femtoseconds (10-15 s), and understanding biologically relevant events 
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(e.g., protein folding), ranging to microseconds (10-6 s), necessitates a large number of 

numerical calculations (Dill and Bromberg, 2010; Karplus and McCammon, 2002; Shaw 

et al., 2008). In the past 40 years, the time scales achieved through atomistic MD 

simulations have been rapidly increasing, surpassing the growth rate of Moore's law 

(Karplus and McCammon, 2002; Shalf, 2020; Vendruscolo and Dobson, 2011). As a result, 

these simulations allow us to observe the changes in the protein structure over time (e.g., 

dynamics). Moreover, similar to docking, MD simulations can also be used to model 

protein-ligand and protein-peptide interactions, providing valuable insights into the 

detailed energetics and mechanics of these interactions at the expense of computation time 

(Gilson and Zhou, 2007; Guterres and Im, 2020).  

Besides investigating the dynamic behavior of proteins, MD simulations are a powerful 

computational tool for understanding the impact of mutations on protein function (Chen et 

al., 2019; Jubb et al., 2017; Karplus and Petsko, 1990; Lori et al., 2013; Stefl et al., 2013; 

Wang et al., 2020, 2011; Xiong et al., 2021). The stability and activity of a protein are 

heavily dependent on its amino acid sequence, and changes to critical regions of the protein 

sequence can compromise its function (Campitelli et al., 2020; Modi et al., 2021a). For 

instance, a mutation can result in misfolding and aggregation, leading to various diseases 

such as Alzheimer's, Huntington's, cystic fibrosis, and cancer. The effects of a mutation on 

protein activity or function are influenced by several factors: the residue position where the 

mutation happens, the sequence background the mutation is added on, and the type of 

amino acid that is substituted (Kazan et al., 2022; Modi et al., 2021a). Deciphering the 

intricate connection between mutations and protein function poses a formidable challenge 
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owing to its multifaceted nature, necessitating a comprehensive investigation of the protein 

sequence. 

The sequence of a protein carries the footprint of the taken evolutionary steps. The 

variations in the amino acid types would reflect the divergent evolutionary paths taken by 

various species leading to changes in activity or function. One of the most widely used 

techniques in investigating evolutionary history is detecting frequency of observing 

specific amino acid types (conservation) by using multiple sequence alignment (MSA), 

which involves aligning a large number of related protein sequences in order to detect 

evolutionary signals that may have been preserved over time. A high conservation suggests 

that the amino acid type on a location doesn’t change over time, and an amino acid change 

on it would lead to detrimental outcomes. These positions are shown to be commonly 

located on functionally critical regions of the proteins (e.g., catalytic sites).  

Recent studies have demonstrated that mutations occurring in regions distal to binding 

sites or catalytic regions can still have a significant impact on protein function. These 

mutations, which are distant from the functionally important sites and are not directly 

involved in catalysis or binding, but still play important roles in regulating the function of 

the protein, are named “allosteric mutations” (Kazan et al., 2022; Kolbaba-Kartchner et al., 

2021). These distal mutations can serve as reliable indicators of allosteric regulation or the 

presence of allosteric effects, even in the absence of noticeable structural changes or major 

alterations in local dynamics near the mutation site.  

The term "allostery" was first introduced in 1961 by Monod and Jacob to describe a 

type of inhibition where the inhibitor is not a structural analog of the substrate (Monod et 
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al., 1965). In the 1960s, two models: the concerted Monod-Wyman-Changeux (MWC) 

model, and the sequential Koshland-Némethy-Filmer (KNF) model were developed to 

explain allosteric effects, and for almost two decades, the concept of allostery was 

characterized by conformational changes. However, in 1984, Cooper and colleagues 

proposed a new allosteric model that did not involve conformational changes and 

introduced the term "dynamic allostery," which emphasized the contribution of entropy to 

allostery (Cooper and Dryden, 1984; Liu and Nussinov, 2016). Through utilization of 

dynamic allostery, distal mutations can act as dynamic allosteric regulators of function, 

affecting the protein's activity through interactions with parts other than functional sites of 

the protein. 

The complexity of the relationship between mutations and protein function is further 

compounded by the fact that the same mutation can have different effects on function based 

on the current sequence background of the protein. This variation in the impact of a 

mutation highlights the limitations of predicting the effects of a mutation based solely on 

sequence information (Bahar et al., 2017; Kazan et al., 2022; Liu and Nussinov, 2016; 

Palmer et al., 2015). Accurately identifying key residues and amino acid substitutions that 

contribute to disease related outcomes, loss of function, or enhanced activity is vital for 

understanding how proteins function and further lead design efforts. 

In this thesis, to overcome these challenges, I utilized protein dynamics analyses tools 

Dynamic Flexibility Index (DFI) (Kumar et al., 2015b; Larrimore et al., 2017) and 

Dynamic Coupling Index (DCI) (Campitelli et al., 2020; Larrimore et al., 2017). These 

tools are explained in Chapter 2 in details. Briefly, DFI provides a means of quantifying 
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the degree of flexibility of a particular residue, which can be useful in understanding the 

impact of mutations on protein function. DCI, on the other hand, provides a measure of the 

degree of dynamic coupling between two residues. Particularly computed dynamic 

coupling analysis between a position and functionally important residues can help identify 

distal residues that could affect protein function upon mutations (i.e., allows us to 

distinguish allosteric residues).  

Consequently, in Chapter 3, I applied DFI and DCI on PICK1 PDZ domain to study 

the change in peptide binding specificity and gain mechanistic insight on the dynamic 

differences modulating the binding. The PDZ family consists of small modular domains 

that binds to the C-terminal tail of different proteins to take part in allosteric modulation of 

various cellular signaling processes (Kennedy, 1995; Ponting, 1997; Stevens et al., 2022a). 

Given that these domains interact with a diverse range of peptides, it is essential to 

investigate how different binding partners induce varied allosteric effects on the same PDZ 

domain. Therefore, PICK1 PDZ domain, which can bind to different ligands, is an ideal 

model to explore this question and examine the network of interactions that contribute to 

dynamic allostery. The results indicate the change in binding affinity is reflected by unique 

dynamical changes at distal regions of PDZ. We showcase these differences focusing on 

key residues identified in previous experimental studies (Christensen et al., 2019; Kalescky 

et al., 2015) by pointing out the drastic differences uncovered by dynamic coupling and 

network analyses. 

In Chapter 4, I expanded the DFI and DCI analyses on an enzyme system plant-derived 

cocaine hydrolase variants Butyrylcholinesterase (pBChE) to investigate its kinetic 
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behavior. BChE functions in a dimeric form and with DFI and DCI, I uncovered unique 

dimerization dynamic and intricate change in coupling in-between monomer units 

indicating the enhancement of activity of mutant BChE is due to changes in its dynamics. 

Moreover, dynamic changes leading to an enhanced anticholinesterase scavenging ability 

were investigated. The results indicate that dynamic modeling of the protein can shine light 

on how new pBChE variant can attain a higher activity. 

Moreover, in Chapter 5, DFI and DCI were used to investigate the effect of point 

mutations on the activity of Escherichia coli dihydrofolate reductase (DHFR) from a 

dynamics point of view. It was demonstrated that mutations distal to functionally important 

loops, specifically the M20 and FG loops, could have an impact on these loops in DHFR. 

To investigate this phenomenon, MD simulations were conducted to study the dynamics 

of these loops in wild-type DHFR using DIF and DCI metrics. It's important to note that 

the DCI score between two distant, non-interacting residues is not necessarily symmetrical 

due to the complex conformational dynamics of a protein. To address this, I further 

extended the DCI metric by introducing a new classification technique termed DCIasym, an 

asymmetric variant of DCI which quantifies the difference in fluctuation response of 

residue i when perturbing residue j compared to the response of residue j when perturbing 

residue i (DCIij - DCIji). DCIasym helps determine which of the two residues exerts more 

influence over the motion between them. Using DCIasym, I assigned “Controller” and 

“Controlled" labels based on the degree in asymmetric coupling with two functional loops: 

M20 and FG. If the functional loops have a higher DCIasym score with distal residues, that 

distal residue is classified as “Controlled” otherwise “Controller”. This “Controller” and 
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“Controlled” classification discerned residues that are detrimental to function. It also 

identified residues that are non-conserved and dynamically dominating control over 

functional loops which are on average showing activity enhancing outcomes. The results 

further affirms that the “Controller” and “Controlled” classification outperforms other 

common metrics and can be used as complementary to them. 

The findings obtained from the extensive investigation encompassing chapters 3, 4, and 

5 have substantiated the computational prowess of the employed tools MD, DFI and DCI, 

thus solidifying their viability for tackling complex tasks including enzyme design and 

protein engineering. The subsequent exploration of these challenges in chapters 6 and 7 

represents a natural progression building upon the established foundation. 

1.2.3 Integration of MD with Co-evolutionary Analysis 

In addition to the tools studying protein dynamics, integration of co-evolution between 

distal locations in proteins can lead to a better understanding of the structure function 

relationship (Bepler and Berger, 2021; de Juan et al., 2013; Wang et al., 2017; Xu, 2019). 

This can enhance the identification of allosteric mutations (de Juan et al., 2013; Pollock et 

al., 2012). The co-evolution of residue pairs is driven by their mutual dependence and the 

interplay between their impact on function and control of activity (Liu and Nussinov, 2016; 

Pollock et al., 2012). Therefore, with co-evolution, we can gain insight into the relationship 

between residue pairs and their interactions (i.e., the contacts they form in the 3-D 

structure). Although it has been of great interest in finding spatial contacts, co-evolution 

can also reveal residue pairs that are distant to each other but showing a coherence.  
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To study co-evolution, various strategies are used to analyze the evolution of protein 

residues and their interactions over the course of evolutionary trajectories. Some of the 

common strategies are mutual information (MI) (Ding et al., 2016; S.D. Dunn et al., 2008; 

Gloor et al., 2005; Shackelford and Karplus, 2007; Simonetti et al., 2013), direct 

information (DI) (Gouveia-Oliveira and Pedersen, 2007; Hopf et al., 2012; Hopf et al., 

2019; Marks et al., 2011; Ovchinnikov et al., 2015), and direct coupling analyses (DCA) 

(Morcos et al., 2014a, 2011). These methods focus on the statistical dependence between 

pairs of residues in a protein sequence. This information is used to detect correlations 

between residues that may be indicative of co-evolution, particularly those in contact in the 

3-D structure. Hence, by targeting functional sites in a protein, co-evolution can highlight 

residues that are evolutionarily coupled to them. I combined co-evolutionary analysis with 

protein dynamics, and in this thesis I aim to find allosteric mutations that could potentially 

modulate function distally (de Juan et al., 2013; Pollock et al., 2012). 

By incorporating information from both dynamic and coevolutionary features, I 

hypothesize that the impact of distal mutations on protein function can be predicted. 

Moreover, residue positions can be altered by amino acid substitutions to enhance or impair 

protein function. This relationship is explored in chapter 6, where employed MD, DFI an 

DCI metrics with evolutionary conservation information to tackle an enzyme design 

challenge with TEM-1 β-lactamase that could potentially enhance the activity towards 

penam/cephem antibiotics. The active sites of TEM-1 are located in the center of the 

protein. This creates a unique challenge: i) mutations on the active sites and surrounding 

residues are previously shown to diminish activity, ii) there are limited number of residues 
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that are far from the active site. We utilized DFI and DCI applied on MD simulation 

trajectory to uncover these unique residues in TEM-1. An obstacle in modeling mutations 

on residues that are rigid is that these residues in TEM-1 are investigated to lead deleterious 

outcomes upon mutations. Hence, instead of directly mutating these residues we followed 

another strategy which involves designing residues around these rigid points with Rosetta 

software. The two sets of variants based on the location they are designed around (rigid or 

flexible) were subjected to MD simulations and then analyzed by DFI and DCI.  

With the development of a novel approach termed dynamic distance analysis (DDA), 

which highlights the similarities of DFI profiles, I examined the dynamic profiles of 

dynamics based rigid and flexible designs. With DDA, we demonstrated that alterations by 

mutations in residues surrounding highly coupled (high DCI with catalytic sites) rigid (low 

DFI) residues affected enzymatic activity and stability, while targeting flexible (high DFI) 

uncoupled (low DCI with catalytic sites) residues maintained native-like properties. The 

results are confirmed by experimental characterization and indicate that evolutionary 

guided MD driven dynamics designs have a great potential in creating variants which is 

capable of modulating the activity and stability in a wide range. 

As previously discussed, protein design has limitations stemming from the large 

combinatorics of residues and amino acid types available. From what was learned from 

applications of evolutionary tools, MD simulations, and post-MD dynamics analyses; I 

theorize that, an evolutionary guided molecular dynamics driven protein design scheme 

will narrow down the sample space, and significantly reduce time and resources spent for 

protein engineering challenges. For this end, following the success of previous enzyme 
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design challenge, in chapter 7, I developed integrated co-evolution and dynamic coupling 

(ICDC) (Kazan et al., 2022). ICDC involves the use of dynamic coupling and statistical 

co-evolution analysis to identify distal residues that modulate binding site dynamics 

through allosteric mechanisms. To validate ICDC, I analyzed the mutational fitness data of 

β-lactamase and discovered that rigid positions (low DFI) showing high co-evolution and 

dynamic coupling (high DCI) with the catalytic sites have significant impacts on function. 

After the verification with a complete enzyme dataset, I applied ICDC approach to 

Cyanovirin-N (CV-N), a lectin with specific di-mannose binding. Lectin-glycan systems 

are extremely challenging to study with high order of randomness stemming from glycans 

and promiscuity of lectins. Therefore, a computational approach to help design novel 

variants specifically tailored to glycan targets is necessary. Hence, I employed ICDC to 

identify allosteric positions and mutations to modulate binding affinity. 

The impact of mutations on identified allosteric sites are further explored by subjecting 

putative mutants to binding analysis using Adaptive BP-Dock. The results of binding 

prediction with Adaptive BP-Dock revealed a critical residue, I34, which has potential in 

enhancing, abolishing, and not effecting binding. With these diverse effects, I investigated 

the mutations further to understand their dynamic characteristics compared to wild type. 

I34Y mutant show binding enhancing behavior. When the dynamics of the mutant is 

analyzed with DFI metric, it showed that the mutation rigidifies the binding site residue 

dynamics relative to wild type. A rigid binding site could potentially maintain interactions 

with the dimannose easier than a flexible binding pocket. Further investigation of the 

binding pocket revealed the volume of the pocket of the I34Y mutant is smaller than the 
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wild type. A smaller binding pocket is related to non mobile behavior seen with DFI and 

further confirms that the binding is modulated by this distal mutation. The computational 

predictions are verified by experiments showing the power of implementing MD, DFI, 

DCI, and evolution together to guide protein design. The results derived from chapter 7 

can be used to make predictions about the impact of mutations on protein function, 

including the effect of mutations on stability, activity, and specificity (Kazan et al., 2022).  

Based on all above studies conducted within the scope of this thesis, Chapter 8 

concludes the thesis by summarizing the results obtained from using evolutionary guided 

molecular dynamics driven design with protein dynamics based tools to investigate the role 

of allosteric interactions in protein function. Overall, the identification of allosteric residues 

and the study of their impact on protein activity and stability using dynamics based design, 

and docking are crucial steps in understanding protein function, and the development of 

new drugs and therapies. The findings presented in this thesis highlight the success of these 

novel computational tools in characterizing allostery and the vital role it plays in regulating 

protein dynamics and therefore function.  
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CHAPTER 2 

METHODS FOR INVESTIGATING PROTEIN DYNAMICS AND GUIDE PROTEIN 

DESIGN 

2.1 Modeling Proteins on a Molecular Level 

To gain mechanistic insight on intricate behavior of proteins, as mentioned earlier in 

the preceding section, the dynamic nature of them needs to be investigated. The native 

structure of the protein (excluding intrinsically disordered proteins) is its completely 

folded, functional conformation. This conformation is unique and is result of a combination 

of hydrogen bonding interactions, van der Waals interactions, and disulfide bonds between 

amino acids. Although native structure is often referred as a single conformation, proteins 

are dynamic in nature, hence they attain multiple conformations. This plethora of 

conformations are considered to be a proteins’ functional ensemble. Within the 

conformational ensemble some of the conformations could be similar to each other, and 

these conformations could be further consolidated and classified as states of the protein. 

Different proteins attain different states based on the biological process they are serving. 

Even for a single protein, there could be multiple states and those states could have large 

conformational differences compared to each other. Investigation of these multitude of 

states and ensembles require impractical number of experimental resources which can 

surmount to large magnitude of expenses. Therefore, the use of computational techniques 

can serve as an initial screening with low cost of setup and high scalability capabilities. 

These computational tools favor rapid testing and can explore the protein conformational 

changes on timescales and atomistic details not practical for experimental techniques (Dill 
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and MacCallum, 2012; Kessel and Ben-Tal, 2018). Computational approaches used in this 

thesis are explained as follows in detail.  

2.1.1 Molecular Dynamics 

Molecular Dynamics (MD) simulations, used in this thesis, are one of the most 

widespread used computational approaches to examine the dynamic nature of proteins 

(Binder, 1995; Dill and Bromberg, 2010). In general, MD simulation is used to study the 

motion and behavior of atoms and molecules over time. In the context of proteins, MD 

simulate the movement of individual atoms in the protein and the surrounding solvent. The 

basic idea is to numerically solve the equations of motion for each atom, considering 

interatomic forces and interactions. By integrating these equations over time, the 

simulations can provide mechanical insights into the behavior and properties of proteins. 

By solving Newton's equations of motion for a system of interacting particles, MD 

tracks the trajectory of every atom through time in these classical systems. Newton's 

equations of motion consider forces acting on particles. The forces between particles and 

their corresponding energetic potentials in MD are the results of the interactions within the 

all-atom system and is often defined by molecular mechanical force fields (Michaud-

Agrawal et al., 2011). With these empirical force fields one can describe the total energy 

(potential) of the system by using the coordinates of atoms and the forces acting on them. 

Empirical component of force fields come from experiments or computational estimations 

of complex properties and are integrated as the parameters of the force field. By using the 

parameter set, the potential energy of the system could be calculated.  
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The many particle systems are commonly described by bonded and non-bonded 

interactions. Covalent bonds, electrostatic interactions, van der Waals interactions, 

Coulomb and Lennard-Jones potentials are some of the components of potential energy 

functions which sum up to the total potential of the system.  
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Where U is the potential of the system of particles, and the terms in the equation related to 

bonds, and angles are modeled with harmonic expression. Dihedral potential is estimated 

using a Fourier term. The final term in the equation is related to van der Waals forces. It is 

the sum of Lennard-Jones potential, and Coulomb potential. Every term in the force field 

function could be tailored to a specific protein system or could be generalized. Hence, a 

diverse number of force fields and a set of parameters describing them have emerged. The 

history of force fields spans back to 1960s where only several components like Lennard-

Jones potentials and dihedral angles of amino acids were used to describe small protein 

systems. With the advance of computational tools and widespread availability of computer 

hardware capable of executing complex algorithms, new and more advanced force fields 

have emerged. Assisted Model Building and Energy Refinement (AMBER) (Salomon-

Ferrer et al., 2013a), Chemistry at HARvard Macromolecular Mechanics (CHARMM) 

(MacKerell Jr. et al., 2000), Optimized Potentials for Liquid Simulations (OPLS) (Bylesjö 

et al., 2006), and GROningen MOlecular Simulation (GROMOS) (Schmid et al., 2011) are 



 

  26 

some of the most popular examples of force field packages encompassing a wide range of 

protein, protein-ligand, and DNA systems. 

In addition to force fields, to generate a simulation condition as close to natural 

conditions as possible several other factors need to be included. Proteins often naturally 

exists in solutions and the solution contains various other molecules like water, ions, lipids, 

other proteins and have intrinsic properties such as temperature and pressure.  

Water molecules are the most abundant particles in cells and interacts with every 

protein system (Kollman et al., 2000). Therefore, an accurate description (model) of water 

is crucial for effective MD simulations. Water is generally modeled in two different ways: 

implicit, and explicit. In the implicit approximation water is considered as a field around 

the protein. Oppositely, in the explicit definition, each and every water molecule around a 

protein is considered to have an actual 3D structure and interactions (i.e., both with protein 

and themselves) reproducing some of the characteristics of water. The advancements with 

these models come with an additional challenge: the complexity of the water model is 

directly correlated with the computational cost. Hence depending on the system in hand, 

the complexity of the water model (depending on the number of interaction points in the 

water molecule model) needs to be selected (Mark and Nilsson, 2001). The three point 

water model is widely accepted and often provides results correlating highly with its natural 

form leading to better density and diffusion coefficients. To gather a deeper characteristic 

on the interactions of water with proteins, four and five point water models could be 

selected with increasing computational expenses. While water models could be explicit 

around the proteins, the number of water molecules can immensely impact the 
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computational time. Hence, a feasible number of water molecules to simulate proteins 

needs to be evaluated. To achieve this, first a simulation box needs to be defined to restrict 

the amount of water molecules to a finite amount, meanwhile allowing the simulation to 

process to take into account the full picture of the surrounding environment.  

The simulation box in MD is referred as the large enough container (or water box) 

which holds both the protein and water molecules. While this boundary condition 

effectively reduces computational cost, the interaction of water molecules with the box 

boundary needs to be evaluated. To overcome this issue of molecules interacting with a 

box wall, periodic boundary condition (PBC) approaches have been developed (Makov and 

Payne, 1995). PBC allows the simulation box to repeat itself infinitely next to each other. 

With this approach, when a molecule passes the boundary conditions, it appears on the 

other side of the box. Although it comes with a clear advantage, the PBC can lead to protein 

interacting with the clone of itself on the next box. To overcome this, a distance from the 

protein to the boundary of the box needs to be defined that diminishes the interactions of 

proteins with themselves. The distance is often selected by considering the electrostatics. 

The Debye length is a measure of distance where the electric field or the effect of 

electrostatics of the protein becomes negligible. To this end in the selection of box 

conditions, a minimum distance (selected as 16Å for the MD simulations in this thesis) 

from the protein is utilized. 

Temperature and pressure are intrinsic properties and defines the thermodynamical 

properties of the system (Berendsen et al., 1984; Feller et al., 1995). In MD simulations, 

temperature is commonly referred as thermodynamic temperature and is a measure of the 
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average kinetic energy of particles. Temperature in MD simulations are regulated by 

algorithms that add/remove heat from the system called thermostats. Acting as a heat bath 

thermostat help keep temperature at a desired level. In a familiar manner the pressure is 

regulated by barostats. In consideration with these properties, proteins can be simulated 

with MD in nature-like thermodynamical conditions. 

In this thesis, for protein systems of DHFR and β-lactamase (Chapter 5 and 6), the MD 

simulations were conducted with AMBER software package. The initial conformations 

were solvated with TIP3P three point water models in a simulation box with size calculated 

by measuring the minimum distance from the proteins. The systems are then neutralized 

by adding sodium and chlorine ions. For the parametrization of the systems AMBER 

ff14SB force filed parameter set was used. The initial system is minimized with steepest 

descent and conjugate gradient algorithms. The system is then heated up to 300K, and 

simulated in the isothermal, isobaric, constant number of particles ensemble (NPT) under 

1 bar pressure. Langevin thermostat, Berendsen barostat is utilized to regulate temperature 

and pressure, respectively. The production trajectories were run for 2μs. 

For Lectin-glycan system (CV-N-dimannose) in Chapter 7, GROMACS (Gromacs 

version 2018.1) package is used for MD simulation. The solvation box is set using the same 

technique explained previously. CHARMM36 force field is used for parametrizing the 

systems. The systems were neutralized with potassium and chlorine ions, followed by 

steepest descent minimization. Initial system is simulated for 5ns using Berendsen 

approach and then switched to Nose-Hoover thermostat and Parrinello-Rahman barostat. 

The production simulations were run for 2 µs at 300K temperature and under 1bar pressure. 
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2.1.2 Molecular Docking 

In this thesis, I utilized molecular docking to model the protein ligand interactions in a 

coarse grained manner and predict binding affinities. Molecular Docking approach stems 

from the idea of predicting the binding of a ligand to a protein target (Brooijmans and 

Kuntz, 2003; Huang et al., 2006). Ligands and proteins can interact in many different 

conformational patterns. Ligands are often much smaller in size compared to proteins. A 

ligand which interacts with one protein in a specific way could show a totally different 

pattern of interaction with another protein. This difference creates an immense challenge 

on modeling interactions of ligands with proteins as the combinatorics problem is 

unattainable. Protein Data Bank (PDB) contains structural information on both proteins 

and ligands. While the number of available solved structures are increasing exponentially 

every year, considering the number of available conformations of ligand-protein 

complexes model, acquiring experimental data for a specific ligand-protein system is not 

probable. Hence, to explore this vast landscape of protein ligand interaction models, 

molecular docking is crucial with its rapid modeling capabilities. 

Molecular docking consists of five vital steps in general. These steps include input 

preparation, protein and ligand conformation search, docking ligand to conformation, 

scoring and ranking of docked poses, and finally formal analyses of the docked poses. Input 

data preparation begins with fetching an X-ray crystallography (Drenth, 2007) or nuclear 

magnetic resonance spectroscopy (NMR) (Emsley et al., 2013) protein PDB data and 

continues with either fetching the ligand structure form PDB or creating the ligand 

synthetically by utilizing computational chemistry approaches (e.g., quantum mechanics 
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calculations). Conformational exploration step involves searching and generating possible 

conformations for both protein and ligand individually. A common method is a Monte 

Carlo scheme which creates samples by introducing random changes (e.g., translational or 

rotational moves) to the molecules. The third step is docking the ligand to the protein which 

engages a Monte Carlo sampling method to model the interactions between protein and 

ligand while translating the ligand in the direction of the protein receptor (Meiler and 

Baker, 2006). The docked poses generated by the docking step is then scored by selected 

potential functions. The selection of a potential function has a large impact on the ranking 

therefore, several different scoring methods have been developed. A knowledge based 

potential is a function in which each energy term is derived from statistical observations 

(Alford et al., 2017). Conversely, an empirical scoring function contains terms originated 

from empirical evidence stemming from experiments (Korb et al., 2009). In this thesis both 

of these scoring functions were employed to rank protein-ligand docked poses. Finally 

following the scoring and ranking, a detailed analyses of the top scoring docked poses is 

necessary. The bound poses can highlight important aspects of the binding modes of the 

complex. 

Each one of the molecular docking steps has their own challenges. Conformational 

sampling step is often considered to be the bottleneck of docking simulations. As 

previously discussed in MD simulation section, an all atomistic view of proteins comes 

with extensive simulation time. To overcome this challenge coarse graining techniques 

have been employed. I employed Elastic Network models (ENM) and Perturbation 

Response Scanning (PRS) in this thesis (Atilgan et al., 2001, 2010). ENM coarse grains 
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the protein by linking atoms (e.g., commonly alpha-carbon atoms) with elastic springs. 

Despite simplifying the interactions between atoms, it has been shown that ENM captures 

equilibrium dynamics related motions of the protein (e.g., vibrational frequencies). For a 

protein with N number of atoms, the harmonic potential of the whole system, U, could be 

defined as: 
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Where 𝑟. − 𝑟0 is the instantaneous distance between nodes i and j in the protein, and 𝑟.6 −

𝑟06 is the distance when the system is in equilibrium. The spring constant for the spring 

connecting the ith and jth node is given as 𝑘.0. With the potential equation, the motion of 

the protein around its equilibrium state can be described by investigating the normal modes. 

Assuming the protein is inside a potential well and there are outside perturbations to the 

system, the translational motion of the protein could be ignored. Therefore, by using 

Taylor’s expansion we can expand Eq. 2.2 as: 
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Where the first term of the equation is zero and could be neglected from the calculation as 

the system is in equilibrium, and the terms higher than second order has small contribution 

to the energy and could be ignored. We can write the revised version of Eq. 2.4 in a matrix 

form as: 

 𝑈 =	∆𝑹	𝑯	∆𝑹8 																																																													(2.5) 
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In which H is termed as the Hessian matrix containing the second order derivatives of the 

potential energy. To uncover the normal modes depicting the motion, single value 

decomposition is applied on Hessian matrix. The decomposition reveals eigenvalues and 

eigenvectors corresponding to frequencies and the directions of the motion of the protein. 

The first six eigenvalues and eigenvectors of the decomposition is zero as they are related 

to translational and rotational motion (translation in x,y,z coordinates plus rotation in x,y,z 

sums up to six). The eigenvectors with low non zero eigenvalues are related to the motions 

of the protein in directions that has functional relevance. By excluding the non zero 

eigenvalues and taking a pseudo inverse of the remainder Hessian matrix we can determine 

correlations between nodes. The Hessian inverse, 𝑯91, which contains covariances is 

shown to be proportional to a covariance matrix. 

Upon the model created by ENM, I apply PRS. PRS estimates the perturbation response 

of residues due to external forces exerted on each other position in the ENM network. PRS 

utilizes Linear Response Theory (LRT) (Ikeguchi et al., 2005; Yang et al., 2014), a 

mathematical framework, to describe the conformational changes resultant from external 

forces. In the context of molecular docking, PRS technique can be used to estimate the 

conformational changes of protein due to forces acting on the receptor of the protein by the 

ligand. With LRT, the forces exerted on the protein by the approaching/interacting ligand 

could be mimicked. PRS method first measures normal modes of the protein in the 

equilibrium (e.g., equilibrium positions), and uses these frequencies the protein vibrates at 

to recalculate new equilibrium positions by using harmonic potential imposed by ENM. 
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Following from Hessian inverse which contains position covariances, new positions of 

atoms upon a perturbation could be calculated. 

∆𝑹:5×1 =	𝑯:5×:5
91 	∆𝑭:5×1																																													(2.6) 

Where ∆𝑹 is the displacement vector, and ∆𝑭 is the external perturbation applied on the 

critical sites (e.g., active site residues). Updated positions for each residue are then 

calculated by: 

𝑹:5×1 =	𝑹𝟎:5×1 + 	𝛼 × ∆𝑹:5×1																																									(2.7) 

In which the 𝑹𝟎 contains the initial coordinates of the residues and 𝑹 vector represents the 

new perturbed coordinates of the atoms. The scaling parameter, 𝜶, is introduced to control 

the magnitude of the positional changes. Residue positions which the external perturbations 

are exerted on are selected based on the protein receptor information. The direction of the 

forces is random, and the magnitude is re-adjusted based on the RMSD change (lower than 

2 Angstroms) the applied forces cause to the system (comparing the perturbed pose 

coordinates with the original coordinates). 

While the advantage of PRS is fast calculation of effect of ligand binding, one of the 

disadvantages is the lack of solvent effects. However, an implementation of PRS combined 

with other molecular tools including solvent effect could hinder this disadvantage. To 

achieve this, the novel molecular docking approach termed Adaptive BP-Dock have been 

developed (Bolia and Ozkan, 2016; Kazan et al., 2022). 

Adaptive BP-Dock utilizes binding conformational sampling method PRS by using 

backbone perturbations (BP) to create perturbed poses of proteins interacting with ligand. 

This approach excels at adding conformational diversity to classical docking approaches 
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and induced fit sampling. Adaptive BP-Dock method begins with either a bound or an 

unbound conformation of a protein. When a bound conformation is used, docking 

approaches can easily sample the ligand conformation matching the binding pattern. 

Conversely, if an unbound protein conformation is used as a starting conformation, the 

protein itself needs to move through conformational landscape to find its lowest energy 

bound conformation that could be docked with the ligand. This requires sampling the 

binding induced conformational changes of protein and, PRS, which is included in 

Adaptive BP-Dock, can help determine these changes. Hence, in Adaptive BP-Dock, the 

protein structure is initially perturbed by external forces on protein receptor residues 

echoing the interactions with the ligand. The acquired perturbed pose is then subjected to 

energy minimization with AMBER software. This step re-models the side chain 

conformations that were neglected in the backbone perturbation step. Following 

minimization is the docking step. Docking step in Adaptive BP-Dock is provided by 

RosettaLigand approach (Meiler and Baker, 2006). RosettaLigand, part of Rosetta 

software, is a flexible ligand, rigid backbone docking scheme. This Monte Carlo method 

can sample the conformational changes of the ligand interacting with the receptor of the 

protein by holding the backbone of the protein rigid and only allowing only side chains to 

be flexible (i.e., have different torsional angles). RosettaLigand has been shown to be 

effective in docking small ligands and peptides to proteins while enabling full flexibility 

on ligand side. After the docking step the docked poses sampled are reranked by empirical 

scoring function X-score (Wang et al., 2002). X-score energy units (XEUs) calculated for 

protein-ligand complexes has been shown to provide higher correlation with experimental 
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binding energies. While the strategy provides a docked pose, the power of Adaptive BP-

Dock comes from its iterative sampling. During sampling of conformations, the complex 

explores a vast energy landscape, and some of the binding modes discovered by the 

docking algorithm could be a local minima in the landscape rather than a global one. 

Adaptive BP-Dock enables the complex to escape from these local minima by applying 

external forces (Brownian kicks) to the system. The predictive power of Adaptive BP-Dock 

has been tested with its application on lectin-glycan system in this thesis (Chapter 7). The 

flow chart of the Adaptive BP dock approach, using CV-N as an example, is shown in 

Figure 2.1. 

 

Figure 2.1: Flow chart of Adaptive BP-Dock, flexible docking approach (Kazan et al., 
2022). 

 
2.2 Evolutionary guidance in protein design 

It is well established in nature that organisms are formed by repeated cycles of 

mutation, genetic drift, and natural selection, and only the ones that adapt to these changes 

have been able to survive over time (Hughes, 2005, 1997; Kessel and Ben-Tal, 2018; 
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Kreitman and Akashi, 1995; Ohno, 2013; Soskine and Tawfik, 2010; Waters and Vierling, 

2020). Favorable genetic codes that provide survival are passed onto future generations 

and new species are evolved, while unfavorable codes are their hosts progressively being 

lost due to detrimental changes (Jäckel et al., 2008). During evolution, biochemical 

activities of proteins such as substrate binding and catalytic activities, and other features 

such as folding, and stability are changed due to mutations (Bordin et al., 2021; Jayaraman 

et al., 2022). These changes can result in the creation of new proteins with different 

functions, or the modification of existing proteins to improve their function or adapt to new 

environments due to insertion, deletion and substitution in amino acid types in their 

sequence (Bordin et al., 2021). Through studying the evolutionary history of proteins, we 

can gain insight into the relationship between residue pairs and their interactions (i.e., the 

contacts they form in the 3-D structure) (Bepler and Berger, 2021; de Juan et al., 2013; 

Wang et al., 2017; Xu, 2019). These interactions are associated with co-evolution, which 

is the coordinated changes in amino acid types that are observed in a residue pair. This 

interplay can result in the evolution of novel protein functions and is a crucial mechanism 

in the development of new biological systems and adaptation (Kazan et al., 2022; 

Larrimore et al., 2017). Co-evolved positions are dissected form the evolutionary history 

which is contained in the pool of similar sequences gathered from investigating protein 

family homology. The sequences in the pool are consolidated into a multiple sequence 

alignment (MSA) and the co-evolutionary information is revealed from the location pairs 

(Bordin et al., 2021; Campbell et al., 2016; de Juan et al., 2013; Rivoire et al., 2016; Salinas 

and Ranganathan, 2018; Torgeson et al., 2022; Yang et al., 2016). 



 

  37 

Co-evolutionary data has emerged as a valuable tool for analyzing the three-

dimensional (3-D) structural contacts of proteins (Jumper et al., 2021; Marks et al., 2012, 

2011; Wang et al., 2017). By leveraging abundant sequence information, it allows us to 

calculate primary contacts that closely mimic realistic structural contacts, enabling the 

creation of accurate contact maps. These contact maps play a pivotal role in protein folding 

studies where only sequence information is utilized to predict 3D fold (Morcos et al., 

2014b; Wang et al., 2016). Such insights provide valuable information about the spatial 

arrangement of residues and contribute to a deeper understanding of protein structure and 

function.  

In this study, diverse statistical approaches were employed, including the utilization of 

MISTIC, EVcouplings, and RaptorX webservers. RaptorX server uses a deep neural 

network. The network leverages both structural and sequence information including 

multiple ortholog protein families with similar function and phylogeny (Xu, 2019). This 

strategy has demonstrated exceptional accuracy in predicting contacts compared to 

alternative methods. The EVcouplings approach is a Mutual Information (MI) based 

technique that considers both co-evolution and conservation to calculate novel Direct 

Information (DI) (Hopf et al., 2019). While MI approach effectively captures true contacts, 

it can inadvertently include both direct and indirect contacts due to its global nature. To 

address this limitation, the MISTIC web server introduces a correction term into the MI 

function, compensating for limited statistics in an MSA with a restricted number of 

sequences (Simonetti et al., 2013). This approach proves particularly advantageous when 

dealing with rare homologs and MSAs containing multiple gaps in their alignments. By 
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integrating these various methods, this study aims to provide highly accurate predictions 

of residue couplings. The analysis of co-evolutionary data, in conjunction with other 

computational tools, contributes to a deeper understanding of protein dynamics and 

interactions. These findings enhance our knowledge of protein structure-function 

relationships and pave the way for further advancements in the field of protein research. 

2.3 Dynamic Flexibility Index (DFI) and Dynamic Coupling Index (DCI) 

The flexibility of a protein could be investigated by Dynamic Flexibility Index (DFI) 

to gather position based scores related to its motion (Gerek and Ozkan, 2011; Larrimore et 

al., 2017). The concept continues from equation (2.6) in which ∆𝑹 is the displacement 

vector, and Hessian inverse, 𝑯91, which contains covariance information. Here we replace 

∆𝑭 as the random external Brownian kick applied on the system. The Hessian inverse was 

previously calculated by using ENM, but the covariance information could also be gathered 

from MD simulations. Using a position (x, y, x in Euclidean space) based covariance on 

MD trajectory, 𝑯91 can be replaced by G, a coordinate covariance matrix. 

∆𝑹:5×1 =	𝑮:5×:5	 	∆𝑭:5×1																																													(2.8) 

When the process is repeated on every residue position to calculate residue response instead 

of solely on functionally critical residues, we can rewrite equation (2.8) as 
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Where a perturbation is applied on residue j and the magnitude of the average fluctuation 

response of another residue i is recorded. For every position the DFI score is calculated as: 
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In which i and j are residue positions in the protein and N is the total number of residues. 

DFI metric measure the flexibility/rigidity of a position, or in other words the resilience of 

a position to a perturbation. If a position is displaced higher compared to all the other 

residues in the protein due to a perturbation, DFI score would be high (i.e., residue is 

flexible). Conversely, low DFI score indicates that the residue location shows low mobility 

(i.e., residue is rigid). Rigid sites are communication hubs in a protein with many 

interactions with their surrounding atoms. Conversely, flexible sites are very mobile. 

Perturbations on rigid locations (i.e., temperature change, or a mutation) would have more 

impact on the protein’s dynamics compared to flexible locations. Hence, they are prone to 

perturbations.  

Understanding and identifying residues that has an impact on protein function is 

vital. To be able to predict the dynamic allosteric regulation for a given position, Dynamic 

Coupling Index (DCI) is developed (Larrimore et al., 2017). DCI uses the same 

fundamental theories as DFI. It measures the dynamic coupling between functionally 

critical sites and distal residues. This strength of coupling could be understood by 

investigating the residue response due to a perturbation on functionally critical sites. The 

fluctuation response of a residue i is measured by applying perturbations on functionally 

critical sites one by one, j, and calculating the average displacement. 
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Where N is the positions in the protein, and 𝑁>?'@A.&'+- is the functionally important 

residues, a subset of N. With the use of DCI, one can highlight the residues which have the 



 

  40 

highest dynamic allosteric coupling with active sites, and following, can target these highly 

coupled sites to further design activity enhancing mutants. 

I utilized DFI and DCI approaches in Chapters 3 through 7. DCI highlights the 

allosteric dynamic coupling between active sties and distal residues. Interestingly the 

coupling could be asymmetric, meaning DCI value when we perturb an active site, i, and 

check the response of a distal site, j, could be different than when j is perturbed and the 

response of residue i is examined. We can understand this asymmetry with a novel metric, 

DCIasym, which is calculated as: 

𝐷𝐶𝐼+)BC = 𝐷𝐶𝐼. − 𝐷𝐶𝐼0 																																											(2.12) 

I utilized DCIasym on Chapter 5 to investigate the relation between functionally critical sites 

and how they dominate control over the rest of the protein and defined novel “Controller” 

and “Controlled” classifications to identify possible activity enhancing positions. 
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CHAPTER 3 

INVESTIGATING THE ALLOSTERIC RESPONSE OF THE PICK1 PDZ 

DOMAIN TO DIFFERENT LIGANDS WITH ALL-ATOM SIMULATIONS  

 

This chapter is adapted from: “Stevens, A.O., Kazan, I.C., Ozkan, S.B., He, Y. (2022) 

Investigating the allosteric response of the PICK1 PDZ domain to different ligands with 

all-atom simulations Protein Science.31:e4474.” 

 

Amy O. Stevens conducted molecular dynamics simulations and network analyses. 

I. Can Kazan was responsible for the dynamic flexibility index and dynamic coupling index 

calculations.  

 

To fully comprehend the impact of dynamic allostery in the complex regulation of 

protein function, one must consider a broader range of proteins. The binding of an allosteric 

ligand at a specific site on the protein can propagate conformational changes or alter the 

protein's dynamic behavior, leading to effects at distal sites. Hence, based on the protein's 

structure, the characteristics of the ligand, and the interactions between them; different 

binding partners on the same protein can induce different outcomes. In order to unravel the 

significance of dynamic allostery in regulating protein function, in this chapter, we 

investigated two protein-ligand systems: PICK1 PDZ-DAT and PICK1 PDZ-GluR2 by 

utilizing MD simulations. I applied DFI and DCI analysis and discovered that i) different 

ligands induce different dynamic changes upon binding, ii) both ligands show dynamic 
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allostery with distal αA helix, and iii) residue I35 is a crucial canonical binding residue for 

the dynamic allostery. 

3.1 Abstract 

The PDZ family is comprised of small modular domains that play critical roles in the 

allosteric modulation of many cellular signaling processes by binding to the C-terminal tail 

of different proteins. As dominant modular proteins that interact with a diverse set of 

peptides, it is of particular interest to explore how different binding partners induce 

different allosteric effects on the same PDZ domain. Because the PICK1 PDZ domain can 

bind different types of ligands, it is an ideal test case to answer this question and explore 

the network of interactions that give rise to dynamic allostery. Here, we use all-atom 

molecular dynamics simulations to explore dynamic allostery in the PICK1 PDZ domain 

by modeling two PICK1 PDZ systems: PICK1 PDZ-DAT and PICK1 PDZ- GluR2. Our 

results suggest that ligand binding to the PICK1 PDZ domain induces dynamic allostery at 

the αA helix that is similar to what has been observed in other PDZ domains. We found 

that the PICK1 PDZ-ligand distance is directly correlated with both dynamic changes of 

the αA helix and the distance between the αA helix and βB strand. Furthermore, our work 

identifies a hydrophobic core between DAT/GluR2 and I35 as a key interaction in inducing 

such dynamic allostery. Finally, the unique interaction patterns between different binding 

partners and the PICK1 PDZ domain can induce unique dynamic changes to the PICK1 

PDZ domain. We suspect that unique allosteric coupling patterns with different ligands 

may play a critical role in how PICK1 performs its biological functions in various signaling 

networks.  
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3.2 Introduction 

PDZ (PSD-95/Dlg1/ZO-1) domains are highly abundant protein–protein interaction 

domains involved in regulating signaling pathways (Kennedy, 1995; Kim and Sheng, 2004; 

Morais Cabral et al., 1996; Ponting, 1997; van Ham and Hendriks, 2003; Ye and Zhang, 

2013). They play a critical role in many biological processes, such as managing cell 

polarity, regulating tissue growth and development, trafficking of membrane protein 

receptors and ion channels, and regulating cellular pathways (Brakeman et al., 1997; Harris 

and Lim, 2001; Romero et al., 2011). So far, 268 PDZ domains have been identified in 151 

unique human proteins (Luck et al., 2012). Despite the broad function and relatively low 

sequence identity within PDZ domains, the secondary structure is highly conserved. The 

canonical PDZ domains contain six β-strands and two α-helices and have a single binding 

site in the hydrophobic groove between the αB helix and the βB strand (Doyle et al., 1996), 

as shown in Figure 3.1a. PDZ domains most commonly interact with the final three to five 

C-terminal residues of target proteins via the carboxylate binding loop that is defined by 

the conserved χ-φ-Gly-φ motif, where χ is any residue and φ is any hydrophobic residue 

(Pedersen et al., 2014). Various groups have revealed how these highly conserved protein–

protein interactions propagate allosteric effects through the PDZ domain (Chen et al., 2007; 

De Los Rios et al., 2005; Dhulesia et al., 2008; Fuentes et al., 2004; Gianni et al., 2006; 

Grembecka et al., 2006; Kumawat and Chakrabarty, 2017; Lockless and Ranganathan, 

1999; Lu et al., 2016; Miño-Galaz, 2015; Morra et al., 2014; Niu et al., 2007; Tochio et al., 

2000; von Ossowski et al., 2006; Walma et al., 2002). 
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Figure 3.1: The PICK1 PDZ domain. (a) PICK1 PDZ domain with labeled secondary 
structures (PDB ID: 2PKU, ligand removed). (b) PICK1 PDZ-DAT complex (PDB ID: 
2LUI). DAT ligand is the final five C-terminal residues of DAT (HWLKV). (c) PICK1 
PDZ-GluR2 complex (PDB ID: 2PKU). GluR2 ligand is the final five C-terminal residues 
of AMPAR GluR2 (ESVKI). Notably, (b) and (c) are the starting structures of the all-atom 
MD simulations.  
 

The PDZ domain is considered to be a model system to study allostery within small 

modular domains. Allostery in the PDZ family was initially brought to the table when 

Lockless and Ranganathan (Lockless and Ranganathan, 1999) proposed a method to 

statistically predict allosteric residue networks using multiple sequence alignment. This 

method is based on networks of energetically coupled residues that are responsible for the 

propagation of allostery throughout the PDZ domain. This original work sparked a wide 

interest in studying allostery within the PDZ family. 

Many efforts have followed Lockless and Ranganathan's footsteps by applying various 

computational techniques, including direct coupling analysis (Gianni et al., 2011; Hultqvist 

et al., 2013), deep coupling scan (Olson et al., 2014), anisotropic thermal diffusion (Ho and 

Agard, 2010; Ota and Agard, 2005), rigid-residue scan (Kalescky et al., 2016), and 

interaction correlation via molecular dynamics simulations (Kong and Karplus, 2009; Lu 

most commonly interact with the final three to five C-
terminal residues of target proteins via the carboxylate
binding loop that is defined by the conserved χ-ϕ-Gly-ϕ
motif, where χ is any residue and ϕ is any hydrophobic
residue.12 Various groups have revealed how these highly
conserved protein–protein interactions propagate alloste-
ric effects through the PDZ domain.13,14,15–27

The PDZ domain is considered to be a model system
to study allostery within small modular domains. Allo-
stery in the PDZ family was initially brought to the table
when Lockless and Ranganathan13 proposed a method to
statistically predict allosteric residue networks using mul-
tiple sequence alignment. This method is based on net-
works of energetically coupled residues that are
responsible for the propagation of allostery throughout
the PDZ domain. This original work sparked a wide
interest in studying allostery within the PDZ family.
Many efforts have followed Lockless and Ranganathan's
footsteps by applying various computational techniques,
including direct coupling analysis,28,29 deep coupling
scan,30 anisotropic thermal diffusion,31,32 rigid-residue
scan,33 and interaction correlation via molecular dynam-
ics simulations,21,22,34 to reveal allosteric networks within
the PDZ family. Furthermore, experimental groups have
expanded our understanding of allostery in the PDZ fam-
ily with applications of nuclear magnetic resonance
(NMR)16,35,36 and mutational analyses.28,29,37 Despite the
abundance of domains in the PDZ family, these efforts
have primary focused on a few well-studied PDZ
domains, including Par-6 PDZ,38–40 PSD-95
PDZ3,17,20,23,36,37,41–45 PTP-1 E PDZ2,16,20,21,35,41,46 PTP-
BL PDZ.17,47 To the best of our knowledge, little attention
has yet been given to explore allostery of the PDZ domain
in Protein Interacting with C kinase-1 (PICK1).

PICK1 is a scaffolding protein involved in regulating
the trafficking of various membrane proteins via

endocytosis.48–50 PICK1 is an especially unique PDZ pro-
tein as it is the only protein in the human proteome that
is comprised of both a PDZ domain and a BAR
(Bin/amphiphysin/Rvs) domain.51–53 The PICK1 PDZ
domain forms protein–protein interactions with a variety
of integral membrane proteins, including the dopamine
transporter (DAT)54 and the GluR2 subunit of the AMPA
receptor.48 Widely accepted hypotheses suspect that such
PDZ-protein interactions lead to a propagation of signals
through PICK1 that alters its interdomain dynamics.49,50

This global transduction of signal through PICK1 could
be explained by allostery at the PICK1 PDZ domain. The
presence of allostery at the PICK1 PDZ domain would
have major implications in our understanding of the bio-
logical function of PICK1.

The purpose of this study is to use all-atom molecular
dynamics (MD) simulations to reveal how the atomic-
level interaction pattern affects the interaction mecha-
nisms and dynamics between the PICK1 PDZ domain
and two representative ligands. These ligands include the
final five C-terminal residues of two natural ligands:
DAT and AMPAR GluR2. The two systems of interest are
shown in Figure 1b,c. Here, we see that both ligands
induce dynamic allostery at the αA helix of the PICK1
PDZ domain. Furthermore, our results suggest that dif-
ferent ligands may trigger different dynamic changes to
the PICK1 PDZ domain. Lastly, our work identifies that
the hydrophobic core that is formed between the ligands
and residue I35 may be key to inducing such dynamic
allostery.

2 | RESULTS

Each trajectory experienced ligand dissociation events
(Figure S1). These dissociation events present a unique

FIGURE 1 The PICK1 PDZ domain. (a) PICK1 PDZ domain with labeled secondary structures (PDB ID: 2PKU, ligand removed).
(b) PICK1 PDZ-DAT complex (PDB ID: 2LUI). DAT ligand is the final five C-terminal residues of DAT (HWLKV). (c) PICK1 PDZ-GluR2
complex (PDB ID: 2PKU). GluR2 ligand is the final five C-terminal residues of AMPAR GluR2 (ESVKI). Notably, (b) and (c) are the starting
structures of the all-atom MD simulations.
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et al., 2016; Miño-Galaz, 2015), to reveal allosteric networks within the PDZ family. 

Furthermore, experimental groups have expanded our understanding of allostery in the 

PDZ family with applications of nuclear magnetic resonance (NMR) (Fuentes et al., 2006, 

2004; Petit et al., 2009) and mutational analyses (Chi et al., 2008; Gianni et al., 2011; 

Hultqvist et al., 2013). Despite the abundance of domains in the PDZ family, these efforts 

have primary focused on a few well-studied PDZ domains, including Par-6 PDZ (Peterson 

et al., 2004; Thayer et al., 2017; Whitney et al., 2011) PSD-95 PDZ3 (Bozovic et al., 2020, 

2020; Chi et al., 2008; Gerek and Ozkan, 2011; Gianni et al., 2006; Guclu et al., 2021; 

Kumawat and Chakrabarty, 2020, 2017; Morra et al., 2014; Petit et al., 2009), PTP-1 E 

PDZ2 (Cilia et al., 2012; Fuentes et al., 2006, 2004; Gerek and Ozkan, 2011; Lu et al., 

2016; Morra et al., 2014), PTP-BL PDZ (Gianni et al., 2006; van den Berk et al., 2007). 

To the best of our knowledge, little attention has yet been given to explore allostery of the 

PDZ domain in Protein Interacting with C kinase-1 (PICK1).  

PICK1 is a scaffolding protein involved in regulating the trafficking of various 

membrane proteins via endocytosis (Dev et al., 1999; Lu and Ziff, 2005; Rocca et al., 

2008). PICK1 is an especially unique PDZ protein as it is the only protein in the human 

proteome that is comprised of both a PDZ domain and a BAR (Bin/amphiphysin/Rvs) 

domain (Hanley, 2008; Karlsen et al., 2015; Madsen et al., 2012). The PICK1 PDZ domain 

forms protein–protein interactions with a variety of integral membrane proteins, including 

the dopamine transporter (DAT) (Bjerggaard et al., 2004) and the GluR2 subunit of the 

AMPA receptor (Dev et al., 1999). Widely accepted hypotheses suspect that such PDZ-

protein interactions lead to a propagation of signals through PICK1 that alters its 
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interdomain dynamics (Lu and Ziff, 2005; Rocca et al., 2008). This global transduction of 

signal through PICK1 could be explained by allostery at the PICK1 PDZ domain. The 

presence of allostery at the PICK1 PDZ domain would have major implications in our 

understanding of the biological function of PICK1.  

The purpose of this study is to use all-atom molecular dynamics (MD) simulations to 

reveal how the atomic-level interaction pattern affects the interaction mechanisms and 

dynamics between the PICK1 PDZ domain and two representative ligands. These ligands 

include the final five C-terminal residues of two natural ligands: DAT and AMPAR GluR2. 

The two systems of interest are shown in Figure 3.1b,c. Here, we see that both ligands 

induce dynamic allostery at the αA helix of the PICK1 PDZ domain. Furthermore, our 

results suggest that different ligands may trigger different dynamic changes to the PICK1 

PDZ domain. Lastly, our work identifies that the hydrophobic core that is formed between 

the ligands and residue I35 may be key to inducing such dynamic allostery.  

3.3 Materials and Methods 

3.3.1 Molecular Dynamics 

We studied two PICK1 PDZ systems: PICK1 PDZ-DAT complex and PICK1 PDZ-

GluR2 complex. The DAT ligand refers to the final five C-terminal residues (HWLKV) of 

the dopamine transporter (DAT), and the GluR2 ligand refers to the final five C-terminal 

residues (ESVKI) of the carboxyl tail peptide of the AMPA receptor GluR2 subunit. 

Experimentally determined crystal structures of the complex systems were used to generate 

the starting structure for all all-atom molecular dynamics simulations. (PDB ID: 2LUI 

(Erlendsson et al., 2014) and 2PKU (Pan et al., 2007), respectively). The PDB file of the 
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PICK1 PDZ-DAT complex (PDB ID: 2LUI) was manually edited by trimming terminal 

residues to ensure an identical sequence to the PICK1 PDZ- GluR2 system. Each starting 

structure is shown in Figure 3.1b,c. Each system was prepared using CHARMM-GUI (Jo 

et al., 2008; Lee et al., 2016). The most recently developed CHARMM36m (Huang et al., 

2017) force field with explicit solvent (TIP3P) was used in each simulation with the 

Groningen Machine for Chemical Simulations (GROMACS) package (Abraham et al., 

2015; Berendsen et al., 1995; Szilárd et al., 2015), version 2020.4. Counter ions (Na+ or 

Cl) were added to neutralize the systems at 293 K. Steepest-descent minimization and 1-

ns MD equilibrium simulations were carried out to generate equilibrated starting structures 

for the MD simulations. All bonds with hydrogen atoms were converted to constraints with 

the algorithm LINear Constraint Solver (LINCS). A Nose–Hoover temperature thermostat 

was used in each simulation. The time step was set as 2 fs, and snapshots were taken every 

100 ps. Each system was built in a 90Å 90Å 90Å cubic water box. Each system (PICK1 

PDZ-DAT and PICK1 PDZ-GluR2) had four replicates at 7 μs per trajectory, a total of 28 

μs (4 x 7 μs) per system.  

3.3.2 Defining the Bound State 

The PICK1 PDZ-DAT and PICK1 PDZ-GluR2 complex systems had various 

dissociation events over the four trajectories (Figure 3.2). It is important to define a 

boundary that separates the bound states from the unbound states. Because the PICK1 

PDZ-ligand complexes were very dynamic, we considered the distance distributions 

(Figures 3.3 and 3.4) of  four key binding residue pairs that have been previously identified 

(Jo et al., 2008; Pan et al., 2007) between the PICK1 PDZ domain and the ligands. For the 
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PICK1 PDZ-DAT and PICK1 PDZ-GluR2 complexes, residue pairs I37-L2 and I37-V2, 

respectively, display the clearest distinction on average between the bound state and 

unbound states. With these state-defining residue pairs, frames were classified bound or 

unbound.  

 

Figure 3.2: Distance between Ile37 of the PDZ domain and the P-2 position of the ligand 
during each trajectory. Spikes in the distance represent ligand dissociation.  

 

Figure 3.3: Distance distributions for the PDZ-DAT complex system. Distance is 
calculated using Ile37 of the PDZ domain and Leu-2 of the ligand.  
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Figure 3.4: Distance distribution for the PDZ-GluR2 complex system. Distance is 
calculated using Ile37 of the PDZ domain and Val-2 of the ligand. 
 

A bound state is defined as a distance less than 5.0 Å between any two atoms in I37 

and L2 for the PICK1 PDZ-DAT complex, and a distance less than 5.0 Å between any two 

atoms on I37-V2 for the PICK1 PDZ-GluR2 complex. To test the accuracy of the defined 

cutoff, cluster analysis was performed over the bound state trajectories to reveal the most 

probable positions of DAT and GluR2 about the PIKC1 PDZ domain. In this way, we 

obtained the five most probable clusters of each ligand.  

Figure 3.5 shows the PICK1 PDZ domain in gray while the most probable positions of 

the DAT (Figure 3.5a) and GluR2 (Figure 3.5b) are shown by unique colors. Our results 

confirm that the ligands reside in the PICK1 PDZ binding pocket in the defined bound state 

trajectories.  
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Figure 3.5: Cluster analysis reveals the most probable states of the (a) DAT and (b) GluR2 
about the PICK1 PDZ domain after dividing the trajectories into bound states. The PICK1 
PDZ domain is shown in gray and each cluster of the ligands is shown in a unique color. 
(a) Cluster 1 (orange) represents 62.7% of the frames, Cluster 2 (purple) represents 20.4% 
of the frames, Cluster 3 (pink) represents 8.1% of the frames, and Cluster 4 (green) 
represents 7.8% of the frames. Cluster 5 was excluded because if represents less than 1% 
of the frames. (b) Cluster 1 (orange) represents 37.1% of the frames, Cluster 2 (purple) 
represents 22.0% of the frames, Cluster 3 (pink) represents 20.8% of the frames, Cluster 4 
(green) represents 10.8% of the frames, and Cluster 5 (blue) represents 9.3% of the frames.  
 

3.3.3 Dynamic Flexibility Index (DFI) 

The DFI metric estimates the resilience of residues within a given protein system. 

Being a residue specific metric, DFI calculates relative flexibility scores (Larrimore et al., 

2017). By incorporating Linear Response Theory (LRT) and Perturbation Response 

Scanning (PRS) (Atilgan and Atilgan, 2009), DFI calculates the response of a residue due 

to a perturbation on another residue normalized by the average response of all residues in 

the protein (Bozovic et al., 2020). Position specific dynamics profiles are calculated by 

utilizing residue covariances. 

[ΔR]:5×1 = [𝑯]:5×:591 [F]:5×1                                     (3.1) 
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                                                 (3.2) 

 

equilibrated starting structures for the MD simulations.
All bonds with hydrogen atoms were converted to con-
straints with the algorithm LINear Constraint Solver
(LINCS).75 A Nose–Hoover temperature thermostat76,77

was used in each simulation. The time step was set as
2 fs, and snapshots were taken every 100 ps. Each system
was built in a 90 Å ! 90 Å ! 90 Å cubic water box. Each
system (PICK1 PDZ-DAT and PICK1 PDZ-GluR2) had
four replicates at 7 μs per trajectory, a total of 28 μs
(4 ! 7 μs) per system.

4.1 | Defining the bound state

The PICK1 PDZ-DAT and PICK1 PDZ-GluR2 complex
systems had various dissociation events over the four tra-
jectories (Figure S1). It is important to define a boundary
that separates the bound states from the unbound states.
Because the PICK1 PDZ-ligand complexes were very
dynamic, we considered the distance distributions
(Figures S2 and S3) of four key binding residue pairs that
have been previously identified68,69 between the PICK1
PDZ domain and the ligands. For the PICK1 PDZ-DAT
and PICK1 PDZ-GluR2 complexes, residue pairs I37-L"2

and I37-V"2, respectively, display the clearest distinction
on average between the bound state and unbound states.
With these state-defining residue pairs, frames were clas-
sified bound or unbound. A bound state is defined as a
distance less than 5.0 Å between any two atoms in I37
and L"2 for the PICK1 PDZ-DAT complex, and a distance
less than 5.0 Å between any two atoms on I37-V"2 for
the PICK1 PDZ-GluR2 complex. To test the accuracy of
the defined cutoff, cluster analysis was performed over
the bound state trajectories to reveal the most probable
positions of DAT and GluR2 about the PIKC1 PDZ
domain. In this way, we obtained the five most probable
clusters of each ligand. Figure 7 shows the PICK1 PDZ
domain in gray while the most probable positions of the
DAT (Figure 7a) and GluR2 (Figure 7b) are shown by
unique colors. Our results confirm that the ligands reside
in the PICK1 PDZ binding pocket in the defined bound
state trajectories.

4.2 | Dynamics flexibility index

The DFI metric estimates the resilience of residues
within a given protein system. Being a residue specific
metric, DFI calculates relative flexibility scores.78 By
incorporating linear response theory and perturbation
response scanning,79 DFI calculates the response of a res-
idue due to a perturbation on another residue normalized

by the average response of all residues in the protein.42

Position specific dynamics profiles are calculated by uti-
lizing residue covariances.

ΔR½ $3N!1 ¼ H½ $"1
3N!3N F½ $3N!1:

DFIi ¼
PN

j¼1 ΔRj
!! !!

iPN
i¼1

PN
j¼1 ΔRj

!! !!
i

:

The Hessian matrix, H, contains the second derivative of
potentials. Residue covariances are calculated by taking
the inverse of the Hessian matrix, H"1. The elastic net-
work model is commonly used to produce the Hessian
matrix. However, to include explicit solvent and better
estimate residue interactions, residue covariances can be
gathered from an MD simulation production trajectory.
In this study, we utilized the MD simulations to calculate
residue covariances. ∆R is a response vector calculated
by multiplying the covariance matrix with the force vec-
tor, F and contains the residue responses. The collection
of DFI values calculated from this approach is further
refined with a percentile ranking to normalize the scores.
A residue with a DFI score less than 0.2 is considered a
rigid location, while a position with a DFI score higher

FIGURE 7 Cluster analysis reveals the most probable states of
the (a) DAT and (b) GluR2 about the PICK1 PDZ domain after
dividing the trajectories into bound states. The PICK1 PDZ domain
is shown in gray and each cluster of the ligands is shown in a
unique color. (a) Cluster 1 (orange) represents 62.7% of the frames,
Cluster 2 (purple) represents 20.4% of the frames, Cluster 3 (pink)
represents 8.1% of the frames, and Cluster 4 (green) represents 7.8%
of the frames. Cluster 5 was excluded because if represents less
than 1% of the frames. (b) Cluster 1 (orange) represents 37.1% of
the frames, Cluster 2 (purple) represents 22.0% of the frames,
Cluster 3 (pink) represents 20.8% of the frames, Cluster 4 (green)
represents 10.8% of the frames, and Cluster 5 (blue) represents 9.3%
of the frames.
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The Hessian matrix, H, contains the second derivative of potentials. Residue 

covariances are calculated by taking the inverse of the Hessian matrix, H-1. The Elastic 

Network Model (ENM) is commonly used to produce the Hessian matrix. However, to 

include explicit solvent and better estimate residue interactions, residue covariances can be 

gathered from an MD simulation production trajectory. In this study, we utilized the MD 

simulations to calculate residue covariances. ∆R is a response vector calculated by 

multiplying the covariance matrix with the force vector, F and contains the residue 

responses. The collection of DFI values calculated from this approach is further refined 

with a percentile ranking to normalize the scores. A residue with a DFI score less than 0.2 

is considered a rigid location, while a position with a DFI score higher than 0.8 is 

considered a flexible residue. Rigid residues have been found to be important in protein 

stability and function (Modi and Ozkan, 2018).  

3.3.4 Dynamic Coupling Index (DCI) 

Utilizing the same elemental principles as described above, the DCI metric captures the 

dynamic allosteric coupling of pair of residues in a protein. DCI calculates the response of 

a residue due to a Brownian force applied to another residue in the same system normalized 

by the average response of the same residue due to perturbations on the rest of the proteins. 

The magnitude of the response represents the strength of the dynamic allosteric coupling 

of a site to another residue being perturbed. 

𝐷𝐶𝐼. =
∑ EFG*E&/5!"#$%&'#()
+!"#$%&'#()
*

∑ EFG*E&/5
+
*,-

                                       (3.3) 

A DCI score applied on binding site residues can reveal other residues in the protein 

that are highly coupled, meaning a binding event or the dynamics of the residue upon 
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binding will be highly affected. Notably, the DCI score is not an indicator of binding 

dynamics but rather how the binding dynamics are coupled to the rest of the protein. DCI 

metric can uncover long range allosteric communications related to the binding event 

(Atilgan and Atilgan, 2009; Campitelli et al., 2020; Modi et al., 2021b). Residues with a 

high DCI score indicate strong coupling with binding site and a position with a low DCI 

score is considered weakly coupled to the binding site.  

3.3.5 Network analysis 

Network analysis calculates the correlated movements between residues within a 

protein or protein complex by constructing residue-based and community-based weighted 

network graphs according to a trajectory. During the calculations, each residue is 

represented by a node in a network and the links between nodes are the cross-correlation 

values between these nodes. By using the algorithm developed by McCammon and Harvey 

(McCammon and Harvey, 1988), the displacement of the Ca atoms are used to assess the 

magnitude of all pairwise cross-correlation coefficients. If the correlation value is 1, the 

fluctuations of two Ca atoms are completely correlated. If the correlation value is 1, the 

fluctuations of two Ca atoms are completely anticorrelated (same period and opposite 

phase). Lastly, if the correlation value is 0, the fluctuations of two Ca atoms are not 

correlated. The analysis uses the calculated cross-correlation coefficients to return a 

community partition with the highest overall modularity value based on Girvan-Newman 

style clustering (Newman and Girvan, 2004). All the above analysis was carried out using 

the bio3d package (Grant et al., 2021, 2006; Skjærven et al., 2014). 
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3.3.6 Local frustration evaluations 

To quantify the degree of local frustration associated with the binding of different 

ligands to the PICK1 PDZ domain, the Frustratometer server (http://frustratometer. 

qb.fcen.uba.ar/) (Ferreiro et al., 2007; Parra et al., 2016; Rausch et al., 2021) was used to 

evaluate the two PDZ-ligand complexes investigated here. Default parameters were used 

when carrying out the assessments of local frustration, for example, a 5 Å radius cutoff 

value was applied. The PDB structures used in local frustration analysis contained only the 

PDZ domain, and the ligands have been removed.  

3.4 Results 

Each trajectory experienced ligand dissociation events (Figure 3.2). These dissociation 

events present a unique opportunity to explore the switching of dynamic states at the αA 

helix in real-time. First, we reveal the unique and specific ligand-protein interactions 

related to the dissociation events by performing hydrogen bond analysis across the two 

complex systems. Hydrogen bond analysis reveals canonical Class II PDZ-ligand 

interactions with the carboxylate-binding loop in each system (Figure 3.6). These results 

are in good agreement with previous experimental work (Christensen et al., 2019).  
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Figure 3.6: Hydrogen bonding network at the binding pocket of the (a) PICK1 PDZ-DAT 
complex and (b) PICK1 PDZ-GluR2 complex. PDZ-DAT and PDZ-GluR2 display a 
similar pattern of hydrogen bonding.  

 

Additionally, we performed a statistical analysis to rank the probability of each 

hydrogen bond forming in the binding pocket (Figure 3.7 and 3.8). The PICK1 PDZ- DAT 

system has three hydrogen bonds that occur in at least 90% of the bound frames, including 

I37(N)-L2(O), L2(N)-I37(O) and V0(N)-I35(O) (Figure 3.7). The PICK1 PDZ-GluR2 

system has three hydrogen bonds that occur in at least 70% of frames with the ligand bound, 

including I0(N)-I35(O), I37(N)-V2(O) and V2(N)-I37 (O) (Figure 3.8). These three most 

probable pairs in each system are in agreement with each other. In both systems, the most 

probable hydrogen bonds occur between (1) I37 and the residue at position P2 of the ligand 

and (2) I35 and the residue at position P0 of the ligand. These interactions are much more 

prevalent than interactions between G34-P0 and I33-P0.  

opportunity to explore the switching of dynamic states at
the αA helix in real-time. First, we reveal the unique and
specific ligand-protein interactions related to the dissocia-
tion events by performing hydrogen bond analysis across
the two complex systems. Hydrogen bond analysis reveals
canonical Class II PDZ-ligand interactions with the
carboxylate-binding loop in each system (Figure 2). These
results are in good agreement with previous experimental
work.55 Additionally, we performed a statistical analysis
to rank the probability of each hydrogen bond forming in
the binding pocket (Figures S4 and S5). The PICK1 PDZ-
DAT system has three hydrogen bonds that occur in at
least 90% of the bound frames, including I37(N)-L!2(O),
L!2(N)-I37(O) and V0(N)-I35(O) (Figure S4). The PICK1
PDZ-GluR2 system has three hydrogen bonds that
occur in at least 70% of frames with the ligand bound,
including I0(N)-I35(O), I37(N)-V!2(O) and V!2(N)-I37
(O) (Figure S5). These three most probable pairs in each
system are in agreement with each other. In both sys-
tems, the most probable hydrogen bonds occur between
(1) I37 and the residue at position P!2 of the ligand and
(2) I35 and the residue at position P0 of the ligand. These
interactions are much more prevalent than interactions
between G34-P0 and I33-P0.

While the above analysis reveals the most probable
hydrogen bonds within each complex, it is unclear if
these interactions are simply essential to the stability of
complex formation or, ultimately, if they effect the over-
all dynamics and subsequent dynamic allostery of the
system. To connect the changes in protein-ligand hydro-
gen bonding interactions (particularly, as related to
ligand dissociation) to protein dynamics, we explored the
correlation between ligand dissociation and the dynamics
of PICK1 PDZ domain by calculating the coupling of var-
ious residue-residue distance pairs over the first 3 ms of

each trajectory. Five pairs were considered in the cou-
pling calculation: I33-P0, G34-P!1, I35-P!2, S36-P!3 and
I37-P!4. The five PICK1 PDZ residues were chosen
because they comprise the βB strand which has been
identified as a key player in ligand binding by previous
work.11 These pairs were selected to represent the overall
interactions between PICK1 PDZ domain and ligand.
Figure S6 lists the 20 residue-residue pairs for each sys-
tem that are most strongly correlated with the distance
changes between the five selected pairs. Having the rela-
tive highest rank in both systems, we consider the dis-
tance between I33 (βB strand) and A58 (αA helix) as
directly dependent on the atomic-level interactions
between the PICK1 PDZ domain and ligand. Interest-
ingly, the I33-A58 distance can also be used to describe
the overall distance between the βB strand and the αA
helix. We explore the correlation between the PDZ-ligand
interactions and the distance between the βB strand and
the αA helix below.

Figure 3 describes representative dissociation events
for the PICK1 PDZ-DAT (Figure 3a,b) and PICK1 PDZ-
GluR2 systems (Figure 3c,d). First, we will consider
PICK1 PDZ-DAT system, where the dissociation of the
DAT is weakly correlated with the dynamics of the aA
helix (Figure 3a,b). The distance between I37 of the
PICK1 PDZ domain and L!2 of DAT was used to trace
the dissociation as defined in the Methods section. At
"2.5 ms, the distance between I37 and L!2 spikes as the
ligand dissociates from the binding pocket (Figure 3a,
black). This dissociation is confirmed by hydrogen bond
and surface area analysis. As DAT dissociates, the num-
ber of hydrogen bonds and the surface area between the
PICK1 PDZ domain and DAT drops to zero (Figure 3a,
blue and purple, respectively). The surface area between
the PICK1 PDZ domain and DAT was calculated using
solvent-accessible surface area. While the dissociation
event does not clearly correlate with the RMSD of the αA
helix (Figure 3a, red), it does result in a distinct increase
in distance between αA helix and the βB strand
(Figure 3a, green).

Next, we will consider the representative dissociation
event for the PICK1 PDZ-GluR2 system (Figure 3c,d). As
shown in Figure 3c, the dissociation of the GluR2 is
directly correlated with the dynamics of the αA helix.
The dissociation of GluR2 at "2.0 μs is confirmed by a
sharp distance increase between I37 of the PICK1 PDZ
domain and V!2 of GluR2 (Figure 3c, black), a loss of
hydrogen bonds between the PICK1 PDZ domain and
GluR2 (Figure 3c, blue), and a loss of surface area contact
between the PICK1 PDZ domain and GluR2 (Figure 3c,
purple). Interestingly, the disruption of PICK1 PDZ-
GluR2 interactions is correlated with dynamic changes at
the αA helix. Figure 3c (red) shows that the RMSD of the

FIGURE 2 Hydrogen bonding network at the binding pocket
of the (a) PICK1 PDZ-DAT complex and (b) PICK1 PDZ-GluR2
complex. PDZ-DAT and PDZ-GluR2 display a similar pattern of
hydrogen bonding
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Figure 3.7: Probability of each hydrogen bonding pair within the PICK1 PDZ-DAT 
complex. 

 

Figure 3.8: Probability of each hydrogen bonding pair within the PICK1 PDZ-GluR2 
complex. 
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While the above analysis reveals the most probable hydrogen bonds within each 

complex, it is unclear if these interactions are simply essential to the stability of complex 

formation or, ultimately, if they effect the overall dynamics and subsequent dynamic 

allostery of the system. To connect the changes in protein-ligand hydrogen bonding 

interactions (particularly, as related to ligand dissociation) to protein dynamics, we 

explored the correlation between ligand dissociation and the dynamics of PICK1 PDZ 

domain by calculating the coupling of various residue-residue distance pairs over the first 

3 ms of each trajectory. Five pairs were considered in the coupling calculation: I33-P0, 

G34-P1, I35-P2, S36-P3 and I37-P4. The five PICK1 PDZ residues were chosen because 

they comprise the βB strand which has been identified as a key player in ligand binding by 

previous work (Doyle et al., 1996).  

These pairs were selected to represent the overall interactions between PICK1 PDZ 

domain and ligand. Figure 3.9 lists the 20 residue-residue pairs for each system that are 

most strongly correlated with the distance changes between the five selected pairs. Having 

the relative highest rank in both systems, we consider the distance between I33 (βB strand) 

and A58 (αA helix) as directly dependent on the atomic-level interactions between the 

PICK1 PDZ domain and ligand. Interestingly, the I33-A58 distance can also be used to 

describe the overall distance between the βB strand and the αA helix. We explore the 

correlation between the PDZ-ligand interactions and the distance between the βB strand 

and the αA helix below: 
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Figure 3.9: Tabulated ranking of correlated distance pairs. Pairs that occur in both 
systems are marked (*). Ile33-Ala58 was selected as the representative pair. 
 

Figure 3.10 describes representative dissociation events for the PICK1 PDZ-DAT 

(Figure 3.10a,b) and PICK1 PDZ- GluR2 systems (Figure 3.10c,d). First, we will consider 

PICK1 PDZ-DAT system, where the dissociation of the DAT is weakly correlated with the 

dynamics of the aA helix (Figure 3.10a,b). The distance between I37 of the PICK1 PDZ 

domain and L2 of DAT was used to trace the dissociation as defined in the Methods section. 

At $2.5 ms, the distance between I37 and L2 spikes as the ligand dissociates from the 

binding pocket (Figure 3.10a, black). This dissociation is confirmed by hydrogen bond and 

surface area analysis.  

As DAT dissociates, the number of hydrogen bonds and the surface area between the 

PICK1 PDZ domain and DAT drops to zero (Figure 3.10a, blue and purple, respectively). 
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The surface area between the PICK1 PDZ domain and DAT was calculated using solvent-

accessible surface area. While the dissociation event does not clearly correlate with the 

RMSD of the αA helix (Figure 3.10a, red), it does result in a distinct increase in distance 

between αA helix and the βB strand (Figure 3.10a, green).  

Next, we will consider the representative dissociation event for the PICK1 PDZ-GluR2 

system (Figure 3.10c,d). As shown in Figure 3.10c, the dissociation of the GluR2 is directly 

correlated with the dynamics of the αA helix. The dissociation of GluR2 at 2.0 μs is 

confirmed by a sharp distance increase between I37 of the PICK1 PDZ domain and V2 of 

GluR2 (Figure 3.10c, black), a loss of hydrogen bonds between the PICK1 PDZ domain 

and GluR2 (Figure 3.10c, blue), and a loss of surface area contact between the PICK1 PDZ 

domain and GluR2 (Figure 3.10c, purple). Interestingly, the disruption of PICK1 PDZ- 

GluR2 interactions is correlated with dynamic changes at the αA helix. Figure 3.10c (red) 

shows that the RMSD of the αA helix increases with the dissociation of GluR2. Moreover, 

our analysis reveals a correlation between PICK1 PDZ-GluR2 interactions and the distance 

between the βB strand and the αA helix (Figure 3.10c, green). This distance separation may 

play a role in the destabilization of the αA helix.  
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Figure 3.10: Correlation between ligand dissociation and the dynamics of the PICK1 PDZ 
domain. (a) Representative PDZ-DAT trajectory. At $2.5 μs, the distance between I37 of 
PICK1 PDZ and L2 of DAT increases (black, A), the number of hydrogen bonds between 
the PICK1 PDZ domain and DAT decreases (blue), the surface area contact between the 
PICK1 PDZ domain and DAT decreases (purple), the RMSD of the αA helix does not 
appear to correlate with ligand dissociation (red), and the residue-residue distance between 
I33 of the βB stand and A58 of the αA helix increases (green). (b) ΔDFI between the bound 
and unbound states of the PICK1 PDZ-DAT trajectory 1. ΔDFI of PDZ-DAT indicates 
little change in the flexibility of the αA helix upon ligand dissociation. (c) Representative 
PDZ-GluR2 trajectory. At $2 μs, the distance between I37 of PICK1 PDZ and V2 of GluR2 
increases (black), the number of hydrogen bonds between the PICK1 PDZ domain and 
GluR2 decreases (blue), the surface area contact between the PICK1 PDZ domain and 
GluR2 decreases (purple), the RMSD of the αA helix increases (red), and the residue-
residue distance between I33 of the βB-stand and A58 of the αA helix increases (green).(d) 
ΔDFI between the bound and unbound states of the PICK1 PDZ-GluR2 trajectory 4. ΔDFI 
shows an enhanced flexibility of the αA helix upon GluR2 dissociation.  
 

αA helix increases with the dissociation of GluR2. More-
over, our analysis reveals a correlation between PICK1
PDZ-GluR2 interactions and the distance between the βB
strand and the αA helix (Figure 3c, green). This distance
separation may play a role in the destabilization of the
αA helix.

Finally, we calculated the change in the dynamics
flexibility index (ΔDFI) across the bound and unbound
states of each system (Figure 3b,d). ΔDFI reveals signifi-
cant changes in dynamics of the PICK1 PDZ domain due
to the dissociation of ligands. The important ligand bind-
ing regions, including the αB helix and βB strand, show
enhanced flexibility upon ligand dissociation. When the

interactions are disrupted, the key binding residues gain
more conformational freedom, and the flexibility
enhances. Thus, enhanced flexibility at the binding site is
a direct indicator of a dissociation. More interestingly,
ΔDFI also reveals unique changes to the αA helix upon
dissociation of each unique ligand. As represented by the
RMSD of the αA helix (Figure 3a, red), the dissociation of
DAT does not enhance the flexibility of the αA helix
(Figure 3b). Instead, the majority of the αA helix has little
change in terms of flexibility while A59 shows enhanced
rigidity (Figure 3b). Oppositely, there are significant
changes in dynamics of the αA helix due to the dissocia-
tion of GluR2 (Figure 3d). Echoing the RMSD of the αA

FIGURE 3 Correlation between ligand dissociation and the dynamics of the PICK1 PDZ domain. (a) Representative PDZ-DAT
trajectory. At !2.5 μs, the distance between I37 of PICK1 PDZ and L"2 of DAT increases (black, A), the number of hydrogen bonds between
the PICK1 PDZ domain and DAT decreases (blue), the surface area contact between the PICK1 PDZ domain and DAT decreases (purple),
the RMSD of the αA helix does not appear to correlate with ligand dissociation (red), and the residue-residue distance between I33 of the βB
stand and A58 of the αA helix increases (green). (b) ΔDFI between the bound and unbound states of the PICK1 PDZ-DAT trajectory 1. ΔDFI
of PDZ-DAT indicates little change in the flexibility of the αA helix upon ligand dissociation. (c) Representative PDZ-GluR2 trajectory. At
!2 μs, the distance between I37 of PICK1 PDZ and V"2 of GluR2 increases (black), the number of hydrogen bonds between the PICK1 PDZ
domain and GluR2 decreases (blue), the surface area contact between the PICK1 PDZ domain and GluR2 decreases (purple), the RMSD of
the αA helix increases (red), and the residue-residue distance between I33 of the βB-stand and A58 of the αA helix increases (green).
(d) ΔDFI between the bound and unbound states of the PICK1 PDZ-GluR2 trajectory 4. ΔDFI shows an enhanced flexibility of the αA helix
upon GluR2 dissociation
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Finally, we calculated the change in the dynamics flexibility index (ΔDFI) across the 

bound and unbound states of each system (Figure 3.10b,d). ΔDFI reveals significant 

changes in dynamics of the PICK1 PDZ domain due to the dissociation of ligands. The 

important ligand binding regions, including the αB helix and βB strand, show enhanced 

flexibility upon ligand dissociation. When the interactions are disrupted, the key binding 

residues gain more conformational freedom, and the flexibility enhances. Thus, enhanced 

flexibility at the binding site is a direct indicator of a dissociation. More interestingly, ΔDFI 

also reveals unique changes to the αA helix upon dissociation of each unique ligand. As 

represented by the RMSD of the αA helix (Figure 3.10a, red), the dissociation of DAT does 

not enhance the flexibility of the αA helix (Figure 3.10b). Instead, the majority of the αA 

helix has little change in terms of flexibility while A59 shows enhanced rigidity (Figure 

3.10b). Oppositely, there are significant changes in dynamics of the αA helix due to the 

dissociation of GluR2 (Figure 3.10d). Echoing the RMSD of the αA helix (Figure 3.10c, 

red) and the distance between I33 and A58 (Figure 3.10c, green), DFI analysis shows 

enhanced flexibility at the αA helix upon ligand dissociation (Figure 3.10d). As the I33-

A58 distance increases, the interactions between the αA helix and the carboxylate-binding 

loop become weaker to allow more fluctuations. Advancing to a dynamically more flexible 

regime, the αA helix is observed be to allosterically being altered by the dissociation event.  

To further explore the correlation between ligand binding and the dynamics at the αA 

helix, we performed protein network analysis. Protein network analysis can reveal the 

coupling of major movements by creating protein structure networks based on the primary 

motions of each residue. The analysis reveals the residues within the PICK1 PDZ domain 
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that are most strongly coupled to the ligands' motion. The motions of DAT (Figure 3.11a) 

and GluR2 (Figure 3.11b) are both coupled to the motion of the distal αA helix and the βB-

βC loop of the PICK1 PDZ domain. Interestingly, the motions of DAT are more strongly 

coupled to the βB and βC strands than are the motions of GluR2.  

 

Figure 3.11: Allosteric dynamic coupling within the PICK1 PDZ-ligand systems. (a) 
Protein structure network analysis of the PICK1 PDZ-DAT system. (b) Protein structure 
network analysis of the PICK1 PDZ-GluR2 system. The motions of DAT and GluR2 are 
both coupled with the distal αA helix. (c) DCI analysis of the PICK1 PDZ-DAT system. 
(d) DCI analysis of the PICK1 PDZ-GluR2 system. In both systems, the binding residues 
of the PICK1 PDZ domain57 are coupled with the αA helix.  
 

 

helix (Figure 3c, red) and the distance between I33 and
A58 (Figure 3c, green), DFI analysis shows enhanced
flexibility at the αA helix upon ligand dissociation
(Figure 3d). As the I33-A58 distance increases, the inter-
actions between the αA helix and the carboxylate-binding
loop become weaker to allow more fluctuations. Advanc-
ing to a dynamically more flexible regime, the αA helix is
observed be to allosterically being altered by the dissocia-
tion event.

To further explore the correlation between ligand
binding and the dynamics at the αA helix, we performed
protein network analysis. Protein network analysis can
reveal the coupling of major movements by creating pro-
tein structure networks based on the primary motions of
each residue. The analysis reveals the residues within the
PICK1 PDZ domain that are most strongly coupled to the
ligands' motion. The motions of DAT (Figure 4a) and
GluR2 (Figure 4b) are both coupled to the motion of the

distal αA helix and the βB-βC loop of the PICK1 PDZ
domain. Interestingly, the motions of DAT are more
strongly coupled to the βB and βC strands than are the
motions of GluR2.

Dynamic coupling index (DCI) was applied to each
system to explore the coupling of dynamics between
binding site residues and the global protein. The DCI
metric has previously been shown to capture allosteric
coupling of distal site to critically important residues in a
protein. Upon a binding event, the binding site residues
experience exerted forces from the ligand so that the
dynamics of the system may be affected. Notably, the
force exerted by the ligand not only affects the dynamics
of the binding site residues but may also affect the
dynamics of the global protein due to allosteric commu-
nication. The DCI metric measures the coupling strength
of a residue to a binding site. A highly coupled residue
will experience the repercussions of binding more than
weakly coupled residues. As shown in Figure 4c,d, DCI
analysis on the PICK1 PDZ-DAT and PICK1 PDZ-GluR2
systems reveals a coupling trend that echoes results from
network analysis at the αA helix. Both DAT and GluR2
binding residues observes strong coupling to the αA
helix.

Time-resolved force distribution analysis (TRFDA)56

was performed to reveal the punctual stress on each
PICK1 PDZ residue as a result of ligand binding as in pre-
vious work.57 TRFDA was performed over each trajec-
tory, and the per trajectory results were summed over
each complex system. The summed results are shown in
Figure S7. The 10 PICK1 PDZ residues that experienced
the greatest punctual stress for each system are listed in
Figure S8. Both DAT and GluR2 induce the greatest
punctual stress on the βB strand and αB helix, regions
that directly interact with the ligands. In the PICK1 PDZ-
DAT system, all six residues that experience the greatest
punctual stress comprise the βB strand. Oppositely,
GluR2 induces significant punctual stress on K83 of the
αB helix. These results point to the different interaction
patterns induced by different ligands binding.

Our analysis reveals that DAT and GluR2 can induce
unique stresses on the PICK1 PDZ domain, but the spe-
cific residues and mechanisms through which dynamic
allostery is propagated in the PICK1 PDZ domain remains
in question. A recent review of allostery in the PDZ fam-
ily58 notes that A46 (αA helix) of PTP-BL PDZ2 and A347
(αA helix) of PSD-95 PDZ3 have been consistently identi-
fied as allosteric residues in a wide array of computational
and experimental efforts.15,18,31,34,35,41,46,57,59–62 Further-
more, in a recent work exploring the interactions and
dynamics between the PICK1 PDZ domain and the small
molecule inhibitor BIO124, we propose that a structural
alignment of PICK1 PDZ, PTP-BL PDZ2, and PSD-95

FIGURE 4 Allosteric dynamic coupling within the PICK1
PDZ-ligand systems. (a) Protein structure network analysis of the
PICK1 PDZ-DAT system. (b) Protein structure network analysis of
the PICK1 PDZ-GluR2 system. The motions of DAT and GluR2 are
both coupled with the distal αA helix. (c) DCI analysis of the PICK1
PDZ-DAT system. (d) DCI analysis of the PICK1 PDZ-GluR2
system. In both systems, the binding residues of the PICK1 PDZ
domai57n are coupled with the αA helix.
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Dynamic coupling index (DCI) was applied to each system to explore the coupling of 

dynamics between binding site residues and the global protein. The DCI metric has 

previously been shown to capture allosteric coupling of distal site to critically important 

residues in a protein. Upon a binding event, the binding site residues experience exerted 

forces from the ligand so that the dynamics of the system may be affected. Notably, the 

force exerted by the ligand not only affects the dynamics of the binding site residues but 

may also affect the dynamics of the global protein due to allosteric communication. The 

DCI metric measures the coupling strength of a residue to a binding site. A highly coupled 

residue will experience the repercussions of binding more than weakly coupled residues. 

As shown in Figure 3.11c,d, DCI analysis on the PICK1 PDZ-DAT and PICK1 PDZ-

GluR2 systems reveals a coupling trend that echoes results from network analysis at the 

αA helix. Both DAT and GluR2 binding residues observes strong coupling to the αA helix.  

Time-resolved force distribution analysis (TRFDA) (Costescu and Gräter, 2013) was 

performed to reveal the punctual stress on each PICK1 PDZ residue as a result of ligand 

binding as in previous work (Li et al., 2022). TRFDA was performed over each trajectory, 

and the per trajectory results were summed over each complex system. The summed results 

are shown in Figure 3.12. The 10 PICK1 PDZ residues that experienced the greatest 

punctual stress for each system are listed in Figure 3.13.  
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Figure 3.12: Summed TRFDA for each complex system: (A) PICK1 PDZ-DAT and (B) 
PICK1 PDZ-GluR2. 

 

Figure 3.13: Time-resolved force distribution analysis (TRFDA) reveals the top ten PDZ 
residues with the greatest punctual stress in each complex system. DAT and GluR2 induce 
the greatest punctual stress on the bB strand.  
 

Both DAT and GluR2 induce the greatest punctual stress on the βB strand and αB helix, 

regions that directly interact with the ligands. In the PICK1 PDZ- DAT system, all six 

residues that experience the greatest punctual stress comprise the βB strand. Oppositely, 

GluR2 induces significant punctual stress on K83 of the αB helix. These results point to 

the different interaction patterns induced by different ligands binding.  
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Our analysis reveals that DAT and GluR2 can induce unique stresses on the PICK1 

PDZ domain, but the specific residues and mechanisms through which dynamic allostery 

is propagated in the PICK1 PDZ domain remains in question. A recent review of allostery 

in the PDZ family (Stevens and He, 2022a) notes that A46 (αA helix) of PTP-BL PDZ2 

and A347 (αA helix) of PSD-95 PDZ3 have been consistently identified as allosteric 

residues in a wide array of computational and experimental efforts (Cilia et al., 2012; 

Dhulesia et al., 2008; Du et al., 2010; Fuentes et al., 2006; Gerek and Ozkan, 2011; 

Kalescky et al., 2015; Kong and Karplus, 2009; Lee and Zheng, 2010; Li et al., 2022; 

McLaughlin et al., 2012; Ota and Agard, 2005; Walma et al., 2002). Furthermore, in a 

recent work exploring the interactions and dynamics between the PICK1 PDZ domain and 

the small molecule inhibitor BIO124, we propose that a structural alignment of PICK1 

PDZ, PTP-BL PDZ2, and PSD-95 PDZ3 suggests that this allosteric alanine residue on the 

αA helix is evolutionarily conserved across all three PDZ domains (Stevens et al., 2022b). 

This structural alignment also suggests that the interactions between BIO124 and I35 of 

the PICK1 PDZ domain may have a role in the propagation of signal to A58 of the αA 

helix (Stevens et al., 2022a). Notably, A58 forms a van der Waals surface with I35, which 

is directly involved in ligand binding. Here, our results support the importance of A58 as 

an allosteric residue in the PICK1 PDZ domain. Distance analysis reveals that I33-A58 

distance is coupled with ligand binding, protein network analysis identifies A58 in the 

network of residues dynamically coupled to the ligand, and DCI analysis indicates A58 is 

strongly coupled to binding site residues. We suspect that interactions between natural 
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ligands and I35 of the PICK1 PDZ domain may also have a role in the propagation of signal 

to the αA helix.  

We explore the role of I35 in propagating allosteric signal to the αA helix of the PICK1 

PDZ domain. Distance distribution and TRFDA are used to identify the degree of 

interactions between the ligands and I35. As shown in Figure 3.14a, distance distribution 

analysis was performed between the ligand and I35 for each system.  

 

Figure 3.14: The role of I35 in propagating allosteric signal. (a) Distance distribution 
between I35 of the PICK1 PDZ domain and the ligands. (b) Punctual stress on I35 of the 
PICK1 PDZ domain induced by the ligands  
 

Here, the distance is defined as the shortest distance between any two atoms in the 

ligand and I35. DAT (blue) and GluR2 (red) both form the close contact ($2 Å) with I35. 

In addition to exploring the distance distribution between ligands and I35, we also 

calculated the punctual stress on I35 induced by the ligand by using TRFDA. As shown in 

Figure 3.13, I35 is one of the top five residues that experiences the greatest punctual stress 

in each system. Figure 3.14b lists the punctual stress on I35 induced by DAT and GluR2. 

PDZ3 suggests that this allosteric alanine residue on the
αA helix is evolutionarily conserved across all three PDZ
domains.63 This structural alignment also suggests that
the interactions between BIO124 and I35 of the PICK1
PDZ domain may have a role in the propagation of signal
to A58 of the αA helix.63 Notably, A58 forms a van der
Waals surface with I35, which is directly involved in
ligand binding. Here, our results support the importance
of A58 as an allosteric residue in the PICK1 PDZ domain.
Distance analysis reveals that I33-A58 distance is coupled
with ligand binding, protein network analysis identifies
A58 in the network of residues dynamically coupled to

the ligand, and DCI analysis indicates A58 is strongly
coupled to binding site residues. We suspect that interac-
tions between natural ligands and I35 of the PICK1 PDZ
domain may also have a role in the propagation of signal
to the αA helix.

We explore the role of I35 in propagating allosteric
signal to the αA helix of the PICK1 PDZ domain. Dis-
tance distribution and TRFDA are used to identify the
degree of interactions between the ligands and I35. As
shown in Figure 5a, distance distribution analysis was
performed between the ligand and I35 for each system.
Here, the distance is defined as the shortest distance
between any two atoms in the ligand and I35. DAT (blue)
and GluR2 (red) both form the close contact (!2 Å) with
I35. In addition to exploring the distance distribution
between ligands and I35, we also calculated the punctual
stress on I35 induced by the ligand by using TRFDA. As
shown in Figure S8, I35 is one of the top five residues
that experiences the greatest punctual stress in each sys-
tem. Figure 5b lists the punctual stress on I35 induced by
DAT and GluR2. GluR2 induces a slightly greater punc-
tual stress on I35 than DAT does. As demonstrated by
Figure 3, GluR2 is more strongly coupled to the αA helix
than DAT is. This stronger coupling between GluR2 and
the αA helix may be a result of the strong punctual stress
at I35. Together, distance distribution analysis and
TRFDA point to the importance of interactions between
the ligand and I35 in inducing dynamic allostery at the
αA helix of the PICK1 PDZ domain.

As discussed in previous work, the dynamic allostery
can be closely related to the local conformational changes
resulting from local frustrations. To explore the local
frustration regions in PICK1 PDZ domains, the Frustrat-
ometer server was used. It can be seen from Figure 6a

FIGURE 5 The role of I35 in propagating allosteric signal.
(a) Distance distribution between I35 of the PICK1 PDZ domain
and the ligands. (b) Punctual stress on I35 of the PICK1 PDZ
domain induced by the ligands

FIGURE 6 Local frustration in allosteric PICK1-PDZ domains. (a) The frustratograms for the individual conformations, with the
minimally frustrated interactions in green lines, and the highly frustrated interactions in red lines. Left: PDB ID 2LUI, right: PDB ID 2PKU
(b) Quantification of the local frustration projected on each residue of the PICK1-PDZ domain with minimally frustrated interactions (green)
or highly frustrated interactions (red)

6 of 12 STEVENS ET AL.

 1469896x, 2022, 12, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/pro.4474 by A

rizona State U
niversity A

cq &
 A

nalysis, Lib C
ontinuations, W

iley O
nline Library on [05/02/2023]. See the Term

s and C
onditions (https://onlinelibrary.w

iley.com
/term

s-and-conditions) on W
iley O

nline Library for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons License



 

  66 

GluR2 induces a slightly greater punctual stress on I35 than DAT does. As demonstrated 

by Figure 3.10, GluR2 is more strongly coupled to the αA helix than DAT is. This stronger 

coupling between GluR2 and the αA helix may be a result of the strong punctual stress at 

I35. Together, distance distribution analysis and TRFDA point to the importance of 

interactions between the ligand and I35 in inducing dynamic allostery at the αA helix of 

the PICK1 PDZ domain.  

As discussed in previous work, the dynamic allostery can be closely related to the local 

conformational changes resulting from local frustrations. To explore the local frustration 

regions in PICK1 PDZ domains, the Frustratometer server was used.  

It can be seen from Figure 3.15a that the αA helix is indeed a local high frustration 

region. Moreover, there are other local frustration regions, for example, αB and βB-βC 

loop, which contain highly frustrated interactions. Interestingly, both of these two regions 

were identified in our network analysis (Figure 3.11), showing their correlations with the 

ligands. The tight green lines at the center highlight that the major structural “core” is 

conserved. The frustration projection on each residue is shown in Figure 3.15b. The ligands 

are part of the core and, at the same time, trigger frustration on the protein surface.  
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Figure 3.15: Local frustration in allosteric PICK1-PDZ domains. (a) The frustratograms 
for the individual conformations, with the minimally frustrated interactions in green lines, 
and the highly frustrated interactions in red lines. Left: PDB ID 2LUI, right: PDB ID 2PKU 
(b) Quantification of the local frustration projected on each residue of the PICK1-PDZ 
domain with minimally frustrated interactions (green) or highly frustrated interactions (red) 
 

3.5. Discussion 

The purpose of this work is to investigate the dynamic allostery in the PICK1 PDZ 

domain that can be induced by unique binding partners. We found that (1) the PICK1 PDZ 

domain exhibits dynamic allostery at the αA helix, (2) the unique interaction patterns 

between different binding partners and the PICK1 PDZ may induce unique dynamic 

changes to the PICK1 PDZ domain, and (3) the hydrophobic core that is formed between 

the ligands and I35 may be key to inducing dynamic allostery at the αA helix.  

Our results demonstrate that natural ligands DAT and GluR2 can induce dynamic 

allostery at the αA helix of the PICK1 PDZ domain. Protein structure network, DCI, 

TRFDA, and local frustration analysis show that both DAT and GluR2 are dynamically 

correlated with the αA helix. This dynamic correlation distant from the binding pocket 

points to the ability of DAT and GluR2 to induce dynamic allostery across the PICK1 PDZ 

domain. These results are in agreement with previous work which has identified the αA 

helix as an allosteric region within other PDZ domains, including Par-6 PDZ, PTP-1 E 

PDZ3 suggests that this allosteric alanine residue on the
αA helix is evolutionarily conserved across all three PDZ
domains.63 This structural alignment also suggests that
the interactions between BIO124 and I35 of the PICK1
PDZ domain may have a role in the propagation of signal
to A58 of the αA helix.63 Notably, A58 forms a van der
Waals surface with I35, which is directly involved in
ligand binding. Here, our results support the importance
of A58 as an allosteric residue in the PICK1 PDZ domain.
Distance analysis reveals that I33-A58 distance is coupled
with ligand binding, protein network analysis identifies
A58 in the network of residues dynamically coupled to

the ligand, and DCI analysis indicates A58 is strongly
coupled to binding site residues. We suspect that interac-
tions between natural ligands and I35 of the PICK1 PDZ
domain may also have a role in the propagation of signal
to the αA helix.

We explore the role of I35 in propagating allosteric
signal to the αA helix of the PICK1 PDZ domain. Dis-
tance distribution and TRFDA are used to identify the
degree of interactions between the ligands and I35. As
shown in Figure 5a, distance distribution analysis was
performed between the ligand and I35 for each system.
Here, the distance is defined as the shortest distance
between any two atoms in the ligand and I35. DAT (blue)
and GluR2 (red) both form the close contact (!2 Å) with
I35. In addition to exploring the distance distribution
between ligands and I35, we also calculated the punctual
stress on I35 induced by the ligand by using TRFDA. As
shown in Figure S8, I35 is one of the top five residues
that experiences the greatest punctual stress in each sys-
tem. Figure 5b lists the punctual stress on I35 induced by
DAT and GluR2. GluR2 induces a slightly greater punc-
tual stress on I35 than DAT does. As demonstrated by
Figure 3, GluR2 is more strongly coupled to the αA helix
than DAT is. This stronger coupling between GluR2 and
the αA helix may be a result of the strong punctual stress
at I35. Together, distance distribution analysis and
TRFDA point to the importance of interactions between
the ligand and I35 in inducing dynamic allostery at the
αA helix of the PICK1 PDZ domain.

As discussed in previous work, the dynamic allostery
can be closely related to the local conformational changes
resulting from local frustrations. To explore the local
frustration regions in PICK1 PDZ domains, the Frustrat-
ometer server was used. It can be seen from Figure 6a

FIGURE 5 The role of I35 in propagating allosteric signal.
(a) Distance distribution between I35 of the PICK1 PDZ domain
and the ligands. (b) Punctual stress on I35 of the PICK1 PDZ
domain induced by the ligands

FIGURE 6 Local frustration in allosteric PICK1-PDZ domains. (a) The frustratograms for the individual conformations, with the
minimally frustrated interactions in green lines, and the highly frustrated interactions in red lines. Left: PDB ID 2LUI, right: PDB ID 2PKU
(b) Quantification of the local frustration projected on each residue of the PICK1-PDZ domain with minimally frustrated interactions (green)
or highly frustrated interactions (red)
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PDZ2, PTP-BL PDZ1, and AF-6 PDZ (Dev et al., 1999; Gianni et al., 2006; Lu et al., 2016; 

Miño-Galaz, 2015; Morra et al., 2014; van den Berk et al., 2007; Whitney et al., 2011). 

Furthermore, dissociation events captured during our simulations presented a unique 

opportunity to explore dynamic changes to the PICK1 PDZ domain in real time. GluR2 

dissociation is directly coupled with increased fluctuations at the αA helix and increased 

distance between the αA helix and the βB strand. The distant shift of the αA helix and the 

βB strand agrees with secondary structure shifts seen in previously studied PDZ domains 

(Kumawat and Chakrabarty, 2017; Miño-Galaz, 2015). Notably, the dissociation of the 

PICK1 PDZ-DAT complex was not so clearly correlated to dynamic changes at the αA 

helix. These results suggest that different binding partners may induce different dynamic 

changes to the PICK1 PDZ domain.  

Previous work on the PTP-BL PDZ2 domain (Fuentes et al., 2006; Gianni et al., 2006) 

and the PSD-95 PDZ3 domain (Lockless and Ranganathan, 1999) has pointed to the 

importance of structural equivalents of I35 in propagating allosteric signal to the αA helix. 

Our work suggests that I35 may also be a key residue in propagating signals in the PICK1 

PDZ domain. Our results demonstrate that both DAT and GluR2 are dynamically coupled 

with the αA helix. Distance distribution analysis and TRFDA reveal that DAT and GluR2 

form the close contact with and induce the strong punctual stress on I35. These results 

suggest that interactions between the ligand and I35 are key to inducing dynamic allostery 

at the αA helix in the PICK1 PDZ domain. The release of the AlphaFold 2 provides a high-

resolution solution (Binder et al., 2022; Stevens and He, 2022b) to compare PDZ domains 

across multiple species and different proteins.  
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Our results identify dynamic allostery within the PICK1 PDZ domain. By comparing 

the responses of the PICK1 PDZ domain to the binding of different ligands, we see that the 

binding of different types of ligands may induce different dynamic changes to PICK1 PDZ 

domain. Our previous work on the PICK1 protein identified the αA helix of the PDZ 

domain as a key participant in inter- domain PDZ-BAR and PDZ-linker interactions (Kim 

and Sheng, 2004). We suspect that the ligand-induced dynamic changes at the αA helix 

may affect interdomain interactions and ultimately explain the long hypothesized 

conformational change of PICK1 upon ligand binding (Karlsen et al., 2015; Rocca et al., 

2008). An atomic-level resolution of the mechanism behind the PICK1 interdomain 

dynamics may greatly affect how we understand the PICK1 protein.  
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CHAPTER 4 

PLANT-EXPRESSED COCAINE HYDROLASE VARIANTS OF 

BUTYRYLCHOLINESTERASE EXHIBIT ALTERED ALLOSTERIC EFECTS OF 

CHOLINESTERASE ACTIVITY AND INCREASED INHIBITOR SENSITIVITY 

 

This chapter is adapted from "Larrimore, K.E., Kazan, I.C., Kannan, L., Kendle, R.P., 

Jamal, T., Barcus, M., Bolia, A.,Brimijoin, S., Zhan, C-G., Ozkan, S.B., Mor, T.S. (2017) 

Plant-Expressed Cocaine Hydrolase Variants Of Butyrylcholinesterase Exhibit Altered 

Allosteric Efects Of Cholinesterase Activity And Increased Inhibitor Sensitivity. Scientific 

Reports 7(1), DOI:10.1038/s41598-017-10571-z" 

I Can Kazan performed the analysis for Figs 5 and 6 and S2 presented in this work 

and wrote the corresponding text. Tsafrir S. Mor and Katherine E. Larrimore designed 

experiments and wrote the main manuscript text. Katherine E. Larrimore performed 

experiments for Figs 1, 2, 3 and 4. Latha Kannan, R. Player Kendle, Tameem Jamal, and 

Matthew Barcus assisted in protein preparation. Y.G., Stephen Brimijoin and Chang-Guo 

Zhan designed the cocaine hydrolase mutants of BChE, pBChEV2-5. Tsafrir S. Mor 

conceived the project.  

Chapter 3 presented how different binding partners induce varied allosteric effects on 

the same PDZ domain and this mechanism is revealed by applying DCI and DFI to evaluate 

the complex network of interactions that contribute to the dynamic allostery. In this 

chapter, I focused on examining allosteric mutations that significantly contribute to the 
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catalytic activity of an enzyme, cocaine hydrolase variants of Butyrylcholinesterase 

(BChE), which has an ability to hydrolyze cocaine and used for anti-cocaine treatment. 

Highly efficient cocaine-metabolizing variants of BChE were designed experimentally by 

our collaborators by introducing mutations. However, the effect of these mutations on the 

enzymes’ sensitivity to anticholinesterases and its specificity to choline ester substrates are 

unknown. Thus, I developed a coarse-grained ENM models that incorporate specific 

interactions based on amino-acid types (mutations) to sample conformational dynamics 

and used DCI and DFI analysis to uncover the crucial role of these mutations in tuning 

sensitivity of the variants of BChE to choline ester substrates. 

 

4.1 Abstract 

Butyrylcholinesterase (BChE) is an enzyme with broad substrate and ligand 

specificities and may function as a generalized bioscavenger by binding and/or hydrolyzing 

various xenobiotic agents and toxicants, many of which target the central and peripheral 

nervous systems. Variants of BChE were rationally designed to increase the enzyme’s 

ability to hydrolyze the psychoactive enantiomer of cocaine. These variants were cloned, 

and then expressed using the magnICON transient expression system in plants and their 

enzymatic properties were investigated. In particular, we explored the effects that these 

site-directed mutations have over the enzyme kinetics with various substrates of BChE. We 

further compared the affinity of various anticholinesterases including organophosphorous 

nerve agents and pesticides toward these BChE variants relative to the wild type enzyme. 

In addition to serving as a therapy for cocaine addiction-related diseases, enhanced 
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bioscavenging against other harmful agents could add to the practicality and versatility of 

the plant-derived recombinant enzyme as a multivalent therapeutic. 

4.2 Introduction 

The human serum enzyme butyrylcholinesterase (BChE) is a promiscuous enzyme 

capable of binding and/or hydrolyzing a diverse array of compounds including many 

natural and man-made toxicants of the central and peripheral nervous system, unlike the 

highly-selective, homologous enzyme, acetylcholinesterase (AChE) (Lockridge, 2015). 

BChE is capable of counteracting the toxicity of various anticholinesterases by binding to 

them before they reach their targets in the nervous system. BChE is capable of detoxifying 

organophosphorous (OP) nerve agents like paraoxon, as well as acetylcholine receptor 

antagonists, and psychoactive plant alkaloids such as cocaine (Chen et al., 2015; Decker, 

2005; Khan et al., 2005; Loizzo et al., 2008). Exogenously-supplied BChE can augment 

the bioscavenging capacity of the endogenous enzyme and provide broad protection by 

sequestering the anticholinesterase agents (Doctor and Saxena, 2005; Geyer et al., 2010a, 

2010b; Saxena et al., 2015). Moreover, recombinantly-produced BChE variants with 

improved binding affinities and catalytic prowess can be created to improve on the 

parameters of the wild type (WT) enzyme. 

In addition to improving BChE’s binding affinity toward anticholinesterase agents, the 

hydrolytic activity of human BChE (hBChE) against cocaine has also been a target for 

improvement. The catalytic activity of WT hBChE against cocaine is measurable, albeit 

slow, and provides one of the major detoxification pathways for the drug, generating non-

psychoactive metabolites (Carmona et al., 2000; Inaba et al., 1978). Mutants of BChE have 
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been rationally-designed, creating highly efficient recombinant cocaine hydrolases aimed 

toward an enzyme-based therapy to treat drug overdose and addiction (Pan et al., 2005; 

Sun et al., 2002a; Xie et al., 1999; Xue et al., 2013, 2011; Zheng et al., 2014, 2008; Zheng 

and Zhan, 2011). When designing BChE-based cocaine hydrolase mutants, care was taken 

to ensure that their ability to hydrolyze the crucially important substrate, acetylcholine 

(ACh), was not significantly enhanced. 

A low-cost, sustainable, source of recombinant BChE must be readily available to 

produce clinically useful quantities of BChE mutants. Rapid and high level transient 

expression of foreign proteins in plants is needed to efficiently screen copious numbers of 

mutant variants, while maintaining the ability to ramp up production greatly when mutants 

of particular interest have been established. Mammalian expression systems have been 

used to produce cocaine hydrolase variants of BChE (Chen et al., 2016), but such platforms 

can be difficult and expensive to scale up (Connors and Hoffman, 2013). Plant-based 

recombinant protein production systems, in particular transient expression systems that 

make use of viral vectors (Fig. 4.1a), have advantages including reduced production costs, 

similar or cheaper downstream costs, as well as easy scalability (Chen et al., 2015; Mor, 

2015; Topp et al., 2016). 
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Figure 4.1: Plant production and biochemical characterization of a cocaine hydrolase 
variant of BChE. (a) Plant- based strategy for the production of BChE. (i) Plant-expression 
optimized synthetic genes encoding human BChE and variants thereof were cloned into 
the TMV-based MagnICON vector system, which recombines in vivo to yield a cell-to-
cell-spreading replicon. (ii) WT Nicotiana benthamiana plants were infiltrated with 
agrobacteria harboring the MagnICON vectors (iii) and on peak accumulation day of the 
transiently- expressed recombinant enzymes, leaf material was harvested, homogenized 
and the enzymes were purified. Transient expression replicon: RpRd, RNA-dependent 
RNA polymerase; MP, movement protein gene; α,barley alpha-amylase signal peptide. 
Wavy lines represent the translation products of the replicon genes.(b) Purification of 
pBChEV4. Leaf extract from pBChEV4 –expressing plants was clarified by 70% 
(NH4)2SO4 precipitation then subject to ConA purification and eluted with stepwise 
increasing concentrations of methyl- α-D-mannopyranoside ([E1]-[E5]). Samples from 
these purification steps, protein size markers (M) and an un-infiltrated WT N. benthamiana 
extract control (C) were subject to SDS-PAGE followed by silver-staining (top) or BChE-
specific immunoblotting (bottom). Lanes in respective gels were loaded based on equal 
enzymatic activity. (c) Oligomerization of pBChEV4. Purified preparation of pBChEV4 

www.nature.com/scientificreports/

3SCIENTIFIC REPORTS | 7:10419 | DOI:10.1038/s41598-017-10571-z

and WT pBChE also exhibited similar turnover numbers (kcat = 2.6 × 104 min−1 and kcat = 2.6 × 104 min−1, respec-
tively) and catalytic e!ciencies with the substrate analog butyrylthiocholine (BTC, kcat/KM = 1.6 × 109 M−1min−1 
and kcat/KM = 1.8 × 109 M−1 min−1, respectively; Fig. 2, Table 1).

Catalytic e!ciency of pBChEV2 (F227A/S287G/A328W/Y332A), pBChEV3 (A199S/S287G/A328W/Y332G), 
and pBChEV4 (A199S/F227A/S287G/A328W/Y332G) toward BTC was reduced 100-, 37- and 5-fold, respectively, 
mostly due to a large reduction in the turnover number but also to small changes in the KM. An even larger drop 

Figure 1. Plant production and biochemical characterization of a cocaine hydrolase variant of BChE. (a) Plant-
based strategy for the production of BChE. (i) Plant-expression optimized synthetic genes encoding human 
BChE and variants thereof were cloned into the TMV-based MagnICON vector system, which recombines 
in vivo to yield a cell-to-cell-spreading replicon. (ii) WT Nicotiana benthamiana plants were in#ltrated 
with agrobacteria harboring the MagnICON vectors (iii) and on peak accumulation day of the transiently-
expressed recombinant enzymes, leaf material was harvested, homogenized and the enzymes were puri#ed. 
Transient expression replicon: RpRd, RNA-dependent RNA polymerase; MP, movement protein gene; α, 
barley alpha-amylase signal peptide. Wavy lines represent the translation products of the replicon genes. 
(b) Puri#cation of pBChEV4. Leaf extract from pBChEV4 –expressing plants was clari#ed by 70% (NH4)2SO4 
precipitation then subject to ConA puri#cation and eluted with stepwise increasing concentrations of methyl-
α-D-mannopyranoside ([E1]-[E5]). Samples from these puri#cation steps, protein size markers (M) and an 
un-in#ltrated WT N. benthamiana extract control (C) were subject to SDS-PAGE followed by silver-staining 
(top) or BChE-speci#c immunoblotting (bottom). Lanes in respective gels were loaded based on equal 
enzymatic activity. (c) Oligomerization of pBChEV4. Puri#ed preparation of pBChEV4 was analyzed by SEC-
HPLC; fractions were monitored for total protein content (top) and pooled fractions (0.5 mL every 1 min) for 
enzymatic activity (bottom). Inset: fractionation pattern of WT pBChE. Molecular mass standards are indicated 
with arrows. (d) Enzymatic hydrolysis of (−)-cocaine by WT pBChE and pBChEV4. Puri#ed samples of WT 
pBChE (green, 1.21 × 10−1 µM, upper and lower panel) and pBChEV4 (pink, 6.06 × 10−4 µM, upper panel). 
Curves represent nonlinear regression #tted to the Michaelis-Menten model (Equation 1). Fitting the data to 
the Radić model (substrate inhibition, Equation 2) does not result in a signi#cantly better #t (based on the extra 
sum-of-squares F test; p > 0.12 and p > 0.78 for the mutant and WT enzymes, respectively).
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was analyzed by SEC- HPLC; fractions were monitored for total protein content (top) and 
pooled fractions (0.5 mL every 1 min) for enzymatic activity (bottom). Inset: fractionation 
pattern of WT pBChE. Molecular mass standards are indicated with arrows. (d) Enzymatic 
hydrolysis of (−)-cocaine by WT pBChE and pBChEV4. Purified samples of WT pBChE 
(green, 1.21 × 10−1 μM, upper and lower panel) and pBChEV4 (pink, 6.06 × 10−4 μM, 
upper panel). Curves represent nonlinear regression fitted to the Michaelis-Menten model 
(Equation 1). Fitting the data to the Radić model (substrate inhibition, Equation 2) does not 
result in a significantly better fit (based on the extra sum-of-squares F test; p > 0.12 and p 
> 0.78 for the mutant and WT enzymes, respectively).  
 

Our lab has previously shown that the tobacco relative Nicotiana benthamiana can 

serve as a source for clinically-relevant quantities of cocaine hydrolase variants of BChE 

(Geyer et al., 2008; Larrimore et al., 2013). These highly efficient cocaine-metabolizing 

variants of BChE were designed with the goal of increasing catalytic efficiency of cocaine 

hydrolysis toward an anti-cocaine treatment. But how the newly introduced mutations 

affect the enzymes’ sensitivity to anticholinesterases and its kinetics with choline ester 

substrates remains unknown. 

Here we report the complex kinetic behavior of the plant-derived cocaine hydrolase 

variants of BChE (pBChE) and their enhanced anticholinesterase scavenging ability. Using 

Dynamic Coupling Index (DCI) analysis we have evidence that the mutations allosterically 

affect the catalytic triad not only within a single subunit, but also propagate to neighboring 

subunits of the BChE oligomer. 

4.3 Methods 

4.3.1 Dynamic Flexibility Index (DFI) Analysis 

Dynamic flexibility index (DFI) metric (Gerek et al., 2013) is based on the Perturbation 

Response Scanning method (PRS) that couples covariance matrix of residue displacement 
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with linear response theory (LRT) (Atilgan et al., 2010; Atilgan and Atilgan, 2009; Kumar 

et al., 2015b). 

PRS was originally based on the Elastic Network Model (ENM). In ENM, protein is 

viewed as an elastic network, in which each amino acid is represented by their C-alpha 

position, and a harmonic interaction is assigned to pairs of amino-acids within a specified 

cutoff distance (Atilgan et al., 2010). Simply put, in the WT BChE, two residues that are 

interacting with each other are represented by a harmonic interaction with the same spring 

constant (Fig. 4.2). In contrast, a mutation at a given position is considered to destabilize 

the interactions of the mutational site. Thus, this destabilization is introduced in the ENM 

as a decrease in spring constant providing a loss in interaction strength with mutated 

positions (lower right in Fig. 4.2), the mutation positions S199, A227, G287, W328, and 

G332 are shown as red spheres).  

In PRS, we apply a random Brownian kick as a perturbation to a single residue in the 

chain one at a time, sequentially. This perturbation mimics the external forces exerted on 

the protein through interactions with another protein, another biological macromolecule or 

small molecule ligand, in silico. The perturbation cascades through the residue interaction 

network and may introduce conformational changes in the protein. Then, we compute the 

response fluctuation profile of all other residues to the perturbation as linear response using 

Equation (4.1) where F is a unit random force on selected residues, H −1 is the inverse of 

the Hessian matrix and ΔR is the positional displacements of the N residues of the protein 

in three dimensions (Atilgan et al., 2001, 2010; Atilgan and Atilgan, 2009; Gerek and 

Ozkan, 2011; Gerek et al., 2013).  
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The response fluctuation profile is used to calculate the DFI scores using Equation 

(4.2), where h∆𝑅0j
.
 is the response fluctuation amplitude of position i, upon perturbing 

position j. Thus, the DFI of position i is the total fluctuation response of position i upon 

perturbing all positions in the chain one at a time. The DFI value for each position is 

normalized to the overall intrinsic flexibility of the protein chain. High and low DFI scores 

could be interpreted as dynamically flexible sites and rigid (hinge) sites,  respectively 

(Kumar et al., 2015a). The DFI scores can be converted into percentile ranking scores, 

namely % DFI.  

[ΔR]:5I1 = [𝐻]:5I:591 [F]:5I1                                     (4.1) 

𝐷𝐹𝐼. =
∑ J∆G*L&
+
*,-

∑ ∑ J∆G*L&
+
*,-

+
&,-

	                                            (4.2) 

4.3.2 Dynamic Coupling Index (DCI) Analysis 

The position-specific metric DCI uses PRS methodology to identify the residues that 

are allosterically linked to functionally critical positions through residue fluctuation 

dynamics for a given protein. The index DCI computes whether this position exhibits a 

higher fluctuation response to a perturbation that occurred at functionally critical sites (e.g. 

binding sites or catalytic site) compared to the perturbations at the other sites of the chain. 

It is measured as the ratio of average fluctuation responses of a given residue j upon 

perturbations of functionally critical sites to the average response of residue j upon 

perturbations placed on all other residues using: 

𝐷𝐶𝐼. =	
∑ \∆𝑹0\.	/𝑁>?'@A.&'+- 	
5!"#$%&'#()
0=1

∑ |∆𝑹0|.5
0=1 	/	𝑁

																																			(4.3) 
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In Equation (4.3), \Δ𝑅0\
.
 is the response fluctuation profile of residue j upon 

perturbation of residue i. The numerator is the average mean square fluctuation response 

obtained over the perturbation of the functionally critical residues Nfunctional; the 

denominator is the average mean square fluctuation response over all residues (Gerek and 

Ozkan, 2011; Kumar et al., 2015b). 

These DCI profiles can also be converted into rank profiles, which are labeled as % 

DCI profiles. The positions that have higher % DCI values are functionally important 

residues that are not linked to the functional residues by direct covalent bonds or non-

covalent interactions (e.g. hydrogen bonding and van der Waals interactions), but are 

allosterically communicating over longer distances (i.e. allosteric dynamic coupling) via 

residues that form extensive interaction networks. 
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Figure 4.2: Modeling of wild type and mutant by using Elastic Network Model (ENM).  
WT human BChE and BChEV4 are modeled by ENM. The spheres indicate the locations 
of alpha carbons of each amino acid and the sticks are representing the harmonic oscillators 
(i.e., springs) between them. The thickness of the sticks represents the magnitude of the 
spring constant. For WT hBChE the mutation positions are shown as blue spheres (A199, 
F227, S287, A328, and Y332) and for the pentavalent mutant BChEV4 the mutation 
positions are shown as red spheres (S199, A227, G287, W328, and G332). The spring 
constant for each connection is assumed to be same for the WT (i.e., the thickness of the 
blue sticks is same as grey sticks). The mutation at a given position are considered to 
destabilize the interactions of the mutational site. This is incorporated in the model as a 
decrease in spring constant (low thickness values are shown as red sticks indicating a loss 
in interaction strength with mutated positions).  
 

4.4 Results and Discussion 

4.4.1 Plant Production of a Recombinant Cocaine-Hydrolyzing Human BChE Variant 

Several research groups have been working on rational re-design of BChE into a 

cocaine hydrolase (Pan et al., 2005; Sun et al., 2001; Xie et al., 1999; Zheng et al., 2014; 

Zlebnik et al., 2014). The group led by Zhan used hybrid quantum mechanical/molecular 

Larrimore et al. Enzymology of Plant-derived Cocaine Hydrolyzing Butyrylcholinesterase Variants 7	

Supplementary Figure S2  1	
 2	

 3	

 4	
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mechanical (QM/MM) method-based predictions followed by validation through in vitro 

and in vivo experiments. This process provided evidence for a correlation between the 

measured catalytic efficiency of cocaine hydrolysis and the sum of the enzyme-substrate 

hydrogen-bonding distances within the first transition state. In successive papers Zhan et 

al. (2014) reported the further design of BChE variants with ever increasing catalytic 

efficiency (Gao et al., 2006; Gao and Zhan, 2006; Liu et al., 2013; Pan et al., 2005; Xue et 

al., 2013, 2011; Yang et al., 2010; Zheng et al., 2010, 2008).  

We previously reported on several of these variants (see Methods in Appendix A for a 

list of variants and their specifically-modified residues as well as Table A.2) using the 

deconstructed tobacco mosaic virus (TMV)-based expression system in plants (Fig. 4.1a) 

(Larrimore et al., 2013). This virus-assisted transient expression system exploits plant viral 

vectors deconstructed for the rapid, industrial-scale expression of foreign proteins (Geyer 

et al., 2010a, 2010b, 2008). In developing this technology, we focused on a variant, 

pBChEV4 (A199S/F227A/S287G/A328W/Y332G) reported to hydrolyze cocaine close to 

the upper limit set by substrate diffusion rates. Recently, another BChE variant with a 6th 

mutation, P285A, was reported with further 2-fold better catalytic efficiency potentially 

bringing it to the diffusion-limited maximal theoretical ceiling (Zheng et al., 2014).  

The pBChEV4 was purified as previously reported for its WT counterpart (Geyer et al., 

2010a). SDS-PAGE analysis of pBChEV4 revealed that it resolved with an apparent 

molecular mass of ~65–70 kDa. This is similar to previously described plant-derived BChE 

variants and slightly smaller than the ~85 kDa human BChE monomer, likely due to 

differences in glycosylation (Fig. 4.1b) (Geyer et al., 2010a; Schneider et al., 2014a). When 
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highly purified pBChEV4 was subjected to SEC-HPLC, about two thirds was dimeric (Fig. 

4.1c). Most of the remainder were monomers, but low amounts of tetramers were also 

detected (Fig. 4.1c). Similar preparations of the WT enzyme, obtained through transient 

expression using the MagnICON system, showed inverse proportions of monomers and 

dimers (Fig. 4.1c inset). Interestingly, stable expression of WT enzyme in transgenic plants 

results in a substantial tetramer fraction (Geyer et al., 2010a, 2010b).  

The plant-derived pBChEV4 was examined closely for its ability to hydrolyze (−)-

cocaine (Fig. 4.1d) and was found to have >2000-fold improved catalytic efficiency against 

that substrate (kcat/KM = 1.9 × 109 M−1 min−1) compared with the WT plant-derived 

enzyme (kcat/KM = 9.0 × 105 M−1 min−1). The higher efficiency is mostly due to a large 

increase in kcat of pBChEV4 as compared to WT pBChE (5805 min−1 vs 2.6 min−1, 

respectively) with nearly identical affinity to the substrate (KM = 3.0 μM vs KM = 2.9 μM, 

respectively). The catalytic efficiency of the plant-derived variant and its improvement 

over WT BChE are in agreement with reports of this same variant derived from other 

sources such as human embryonic kidney-293F cells (Zhan et al., 2014).  

4.4.2 Cocaine Hydrolase Variants of BChE Exhibit Altered Allosteric Effects 

The specific residues changed on the road to BChE-based cocaine hydrolases included 

those at the bottom of the catalytic gorge near the π-cation binding site (A328) and in the 

peripheral anionic site (Y332) (Sun et al., 2002a; Xie et al., 1999). Catalytic activity against 

(−)-cocaine was further improved through additional mutations to the oxyanion hole 

(A199) (Gao and Zhan, 2006), entrance to the gorge (S287) (Pan et al., 2005) and non-
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active site residues participating in H-bonding (F227) (Zheng et al., 2010). Together, these 

changes result in increased catalytic efficiency against (−)-cocaine and potentially affect 

the enzyme’s interactions with other substrates and ligands. Indeed, preliminary results 

with crude preparations revealed such effects (presented in The XIth International Meeting 

on Cholinesterases, Kazan, Russia, June 4–9, 2012 “Plant-produced butyrylcholinesterase 

variants as versatile bioscavengers”). It was, therefore, of interest to determine if there were 

other such allosteric effects on the function of several plant-derived BChE variants.  

Table 4.1: Catalytic activity of WT BChE and cocaine hydrolase variants against 
butyrylthiocholine and acetylthiocholine. 

 
a When b > 1, enzyme is exhibiting substrate activation; when b < 1, enzyme is exhibiting 
substrate inhibition; if b = 1, the enzyme is following Michaelis-Menten kinetics. 
 bn and x represent the Hill coefficients. See Scheme 2 of Supplementary Fig A.1 online 
and Equation A.3. Positive cooperativity is observed when either n > 1 or x > 1. Negative 
cooperativity is observed when n < 1 or x < 1.  
 

To rule out artifacts from our novel expression system, we first compared WT human 

plasma-derived (hBChE) to pBChE. The Michaelis-Menten constant (KM) of WT hBChE 

and WT pBChE was determined with the substrate, butyrylthiocholine. Nonlinear 

regression analysis showed values of 16.8 ± 2.9 μM and 14.6 ± 1.4 μM respectively, similar 
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be particularly important at low substrate concentrations. At higher substrate concentrations, e!ects on kcat are 
more prominent and result in the observed substrate inhibition (against BTC) and activation (against ATC). A 
non-equilibrium analysis of the interactions between the peripheral site and the active site, similar to the one 
o!ered by Rosenberry47, should provide further insight into the mechanism involved here.

Inhibition analysis. The mutations rendering enzyme variants with the ability to efficiently hydrolyze 
(−)-cocaine had profound allosteric e!ects on cholinesterase activity and our data suggest similar e!ects of those 
mutations on sensitivities to various anticholinesterases. To test this possibility we studied representatives of 
several important cholinesterase inhibitor classes including two OPs (paraoxon and Iso-OMPA), a carbamate 
(neostigmine) and an AChE-speci"c bisquaternary inhibitor (BW284c51). To this end, BTC hydrolysis was ana-
lyzed following a 30-minute incubation with the inhibitors.

Compared to the WT enzyme (either plasma- or plant-derived), pBChEV2 and pBChEV5 had dramatically 
increased sensitivity, re#ected in decreased IC50 values. $is was true for all tested anticholinesterase agents 
except for the AChE-speci"c inhibitor BW284c51 (Fig. 4, Table 2). In fact, each of the variants were 40–50 fold 
more sensitive to both OPs paraoxon and Iso-OMPA than the WT enzyme (p < 0.0001). In respect to neostig-
mine, the variants were also more sensitive than WT BChE but with smaller di!erences (10–20 fold). Similarly, 
increased sensitivities were observed in an earlier plant-derived cocaine-hydrolyzing variant pBChEV1 (A328W/
Y332A) previously described by Geyer et al.25.

Higher-than WT sensitivities to paraoxon were also seen with pBChEV3 and pBChEV4 but the increase was not 
as dramatic as in the other two variants (3–7 fold, Fig. 4, Table 2). $e inhibition rate constants (ki) for inhibition 
by paraoxon of WT pBChE and pBChEV4 were 3.14 × 106 and 1.7 × 107 M−1 min-1 respectively. On the other 
hand, sensitivities to the other OP, iso-OMPA, and to neostigmine were near WT levels.

Substrate WT hBChE WT pBChE pBChEV2 pBChEV3 pBChEV4 pBChEV5

BTC

Kinetic behavior Substrate activation Substrate activation Modi"ed Hill Modi"ed Hill Modi"ed Hill Modi"ed Hill
kcat/KM (M−1min−1) 1.6 × 109 1.8 × 109 1.8 × 107 4.9 × 107 3.4 × 107 3.2 × 108

kcat (min) 26241.2 25992.7 664.6 463.0 2806.0 27440.1
KM (µM) 16.8 ± 2.9 14.6 ± 1.4 37.1 ± 21.8 9.5 ± 3.2 83.0 ± 21.5 86.2 ± 27.7
Kss (mM) 2.2 ± 0.4 2.3 ± 0.3 0.4 ± 0.3 0.3 ± 0.1 0.4 ± 0.4 0.4 ± 0.2
ba 3.1 ± 0.2 2.5 ± 0.1 0.6 ± 0.2 0.3 ± 0.1 0.3 ± 0.2 0.7 ± 0.1
nb n.a. n.a. 1.1 ± 0.3 1.1 ± 0.2 2.8 ± 0.6 1.0 ± 0.2
xb n.a. n.a. 2.3 ± 2.0 2.3 ± 0.3 1.1 ± 0.6 1.5 ± 0.3
R2 0.98 0.99 0.83 0.95 0.95 0.95

ATC

Kinetic behavior Substrate activation Substrate activation Substrate activation Modi"ed Hill Michaelis-Menten Modi"ed Hill
kcat/KM (M−1min−1) 2.5 × 108 9.6 × 107 3.7 × 107 9.1 × 106 8.3 × 106 2.1 × 108

kcat (min) 9185.0 8490.1 3756.3 243.2 1093.3 16154.1
KM (µM) 36.7 ± 3.8 89.2 ± 7.8 101 ± 13 26.8 ± 4.8 132 ± 13 77.0 ± 4.5
Kss (mM) 2.3 ± 0.4 2.7 ± 0.5 2.4 ± 1.0 1.2 ± 0.4 n.a. 7.6 ± 3.3
b 2.2 ± 0.1 1.9 ± 0.1 1.6 ± 0.1 0.7 ± 0.1 n.a. 1.6 ± 0.3
n n.a. n.a. n.a. 0.9 ± 0.1 n.a. 1.4 ± 0.1
x n.a. n.a. n.a. 1.4 ± 0.5 n.a. 2.3 ± 1.1
R2 0.99 1.0 0.99 0.98 0.94 0.99

Table 1. Catalytic activity of WT BChE and cocaine hydrolase variants against butyrylthiocholine and 
acetylthiocholine. aWhen b > 1, enzyme is exhibiting substrate activation; when b < 1, enzyme is exhibiting 
substrate inhibition; if b = 1, the enzyme is following Michaelis-Menten kinetics. bn and x represent the Hill 
coe&cients. See Scheme 2 of Supplementary Fig S1 online and Equation 3. Positive cooperativity is observed 
when either n > 1 or x > 1. Negative cooperativity is observed when n < 1 or x < 1.

Paraoxon Iso-OMPA Neostigmine BW284c51
WT hBChE −8.04 ± 0.04 (0.9) −4.65 ± 0.03 (0.8)** −6.79 ± 0.02 (1)**** −3.86 ± 0.03 (2)****

WT pBChE −8.11 ± 0.03 (1) −4.77 ± 0.03 (1) −6.64 ± 0.01 (1) −3.55 ± 0.05 (1)
pBChEV2 −9.69 ± 0.06 (38)**** −6.45 ± 0.05 (48)**** −7.75 ± 0.04 (13)**** −3.82 ± 0.11 (2)*

pBChEV3 −8.65 ± 0.07 (3)**** −4.45 ± 0.10 (0.5)*** −6.69 ± 0.05 (1) −4.16 ± 0.10 (4)****

pBChEV4 −8.89 ± 0.05 (6)**** −4.87 ± 0.05 (1) −6.81 ± 0.03 (1)**** −4.62 ± 0.09 (12)****

pBChEV5 −9.77 ± 0.05 (46)**** −6.39 ± 0.06 (42)**** −7.88 ± 0.03 (17)**** −3.31 ± 0.11 (1)*

Table 2. Inhibition of BTC hydrolysis activity. Log IC50 values ± SEM of various anticholinesterase inhibitors 
versus WT hBChE, WT pBChE, and pBChEV2-5. Fold increase in sensitivity relative to WT pBChE is shown in 
parentheses. Concentration of BChE variants was ~5 mU. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001.
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to previous reports (Yang et al., 2010) and essentially identical to each other (Figs 4.3 and 

4.4, Table 4.1).  

 
Figure 4.3: BTC hydrolysis by WT hBChE, WT pBChE, and pBChEV2-5. (a) Reaction 
rates are plotted against substrate concentration (mean ± SEM). Plots in (b) zoom in on the 
low range of substrate concentrations. The 100% values and the goodness of fit values are 
as follows: WT hBChE, 100% = 1.57 ± 0.04 nmol/min, Equation (A.2), R2 = 0.98; WT 
pBChE, 100% = 1.21 ± 0.07 nmol/min, Equation (A.2), R2 = 0.99; pBChEV2, 100% = 
0.79 ± 0.10 nmol/min, Equation (A.3), R2 = 0.83; pBChEV3, 100% = 0.96 ± 0.01 
nmol/min, Equation (A.3), R2 = 0.95; pBChEV4, 100% = 8.9 ± 0.6 nmol/min, Equation 
(A.3), R2 = 0.95; pBChEV5, 100% = 8.1 ± 0.3 nmol/min, Equation (A.3), R2 = 0.95.  
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(~1000-fold) was observed in the catalytic e!ciencies of pBChEV3 and pBChEV4 toward the substrate analog acet-
ylthiocholine (ATC), but not in the case of pBChEV2, which dropped only 3-fold. Of note, the catalytic e!ciency 
of pBChEV5 (F227A/S287G/A328W/Y332G) toward both substrates remained equal to the WT enzyme (Table 1).

Human AChE and BChE exhibit characteristic allosteric e#ects due to low-a!nity substrate binding at the 
“peripheral site” (P-site) positioned near the entrance to the catalytic gorge35, 36. Despite the close homology 
between the two cholinesterases, their substrates exert opposite allosteric e#ects. AChE is inhibited by ACh con-
centrations above 5 mM, but BChE is stimulated by similar concentrations of ACh and BCh and their thioester 
analogues (ATC and BTC, Figs 2 and 3)30, 35, 37–41. $is remains true regardless of the source of the enzyme, as 
both WT hBChE and WT pBChE exhibited typical substrate activation against BTC and ATC (Figs 2 and 3, 
Table 1)8. A simple modi%cation of the Michaelis-Menten model (Equation 1) results in an adequate steady-state 
description of the phenomena of substrate activation and inhibition in WT cholinesterases (Equation 2, Scheme 
1 in Supplementary Fig. S1)39.

In striking contrast, hydrolysis of BTC by pBChEV3 and pBChEV4 revealed partial substrate inhibition (Fig. 2) 
reminiscent of the kinetics of human AChE with ACh as was previously reported for native and plant-derived 
human enzyme40, 41. But this inhibition (~40%) was much weaker than that exhibited by AChE (>90%), and their 
respective peak activities were reached at BTC concentrations of approximately 70 µM and 230 µM respectively 
(Fig. 2).

Even more complex enzymatic behavior was exhibited by pBChEV2 and pBChEV5, which di#er from each 
other only by, respectively, an alanine or a glycine residue at position 332 (Fig. 2). BTC at concentrations higher 
than approximately 125 to 375 µM had more limited inhibitory e#ect on these variants (about 20%, Fig. 2) as 
compared to pBChEV3 and pBChEV4. Interestingly, at still higher substrate concentrations (>2 mM) very slight 
but highly reproducible substrate activation re-appeared (Fig. 2).

Hydrolysis of the smaller substrate ATC also revealed di#erences between the four variants. In all tested vari-
ants, ATC has much weaker inhibitory e#ect on its hydrolysis. In fact, pBChEV2 and pBChEV5, which were some-
what inhibited by high concentrations of BTC, were clearly activated by high ATC concentrations, as was the 

Figure 2. BTC hydrolysis by WT hBChE, WT pBChE, and pBChEV2-5. (a) Reaction rates are plotted against 
substrate concentration (mean ± SEM). Plots in (b) zoom in on the low range of substrate concentrations. $e 
100% values and the goodness of %t values are as follows: WT hBChE, 100% = 1.57 ± 0.04 nmol/min, Equation 
(2), R2 = 0.98; WT pBChE, 100% = 1.21 ± 0.07 nmol/min, Equation (2), R2 = 0.99; pBChEV2, 100% = 0.79 ± 0.10 
nmol/min, Equation (3), R2 = 0.83; pBChEV3, 100% = 0.96 ± 0.01 nmol/min, Equation (3), R2 = 0.95; pBChEV4, 
100% = 8.9 ± 0.6 nmol/min, Equation (3), R2 = 0.95; pBChEV5, 100% = 8.1 ± 0.3 nmol/min, Equation (3), 
R2 = 0.95.
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Figure 4.4: ATC hydrolysis by WT hBChE, WT pBChE, and pBChEV2-5. (a) Reaction 
rates are plotted against substrate concentration (mean ± SEM). Plots in (b) zoom in on the 
low range of substrate concentrations. The 100% values and the goodness of fit values are 
as follows: WT hBChE, 100% = 0.97 ± 0.04 nmol/min, Equation (A.2), R2 = 0.99; WT 
pBChE, 100% = 3.0 ± 0.1 nmol/min, Equation (A.2), R2 = 1.00; pBChEV2, 100% = 4.7 ± 
0.1 nmol/min, Equation (A.2), R2 = 0.99; pBChEV3, 100% = 1.39 ± 0.00 nmol/min, 
Equation (A.3), R2 = 0.98; pBChEV4, 100% = 2.6 ± 0.1 nmol/min, Equation (A.1), R2 = 
0.94; pBChEV5, 100% = 12.0 ± 0.7 nmol/min, Equation (A.3), R2 = 0.99.  
 

WT hBChE and WT pBChE also exhibited similar turnover numbers (kcat = 2.6 × 

104 min−1 and kcat = 2.6 × 104 min−1, respectively) and catalytic efficiencies with the 

substrate analog butyrylthiocholine (BTC, kcat/KM = 1.6 × 109 M−1min−1 and kcat/KM 

= 1.8 × 109 M−1 min−1, respectively; Fig. 4.3, Table 4.1).  

www.nature.com/scientificreports/

5SCIENTIFIC REPORTS | 7:10419 | DOI:10.1038/s41598-017-10571-z

case of WT hBChE or WT pBChE (Fig. 3, Table 1). Still, pBChEV3 was inhibited at high concentrations of ATC 
(but not to the extent that BTC provoked), while pBChEV4 was not allosterically a"ected by the smaller substrate, 
exhibiting a hyperbolic Michaelis-Menten kinetic pro#le (Fig. 3).

Chen et al. found similar results regarding BTC for one of their cocaine hydrolyzing variants42. $eir mutant, 
hCocH, is a mammalian cell-derived equivalent of pBChEV4. $ey suggested that the change from substrate acti-
vation to substrate inhibition was due to destabilization of the rate-limiting step’s transition state when a second 
substrate molecule binds in the peripheral site. $is is plausible but remains speculative at this point.

$e complex kinetic behavior of certain variants is re%ected by the relatively poor #t between experimental 
data and the standard model for BChE and AChE’s allosteric e"ects (Equation 2, Scheme 1 in Supplementary 
Fig. S1). A closer look at hydrolysis rates at low BTC concentrations (Figs 2b and 3b) showed a sigmoidal pat-
tern as BTC concentrations rise. Sigmoidal behavior is characteristic for homo-oligomeric enzymes that exhibit 
cooperative binding of substrate molecules. Both BChE and AChE are oligomeric, tetramers and dimers being 
most common in vivo. But the common view is that oligomerization status does not a"ect the enzymatic proper-
ties of either enzyme43–45. BChE puri#ed from transgenic plants is about 50% tetrameric8, 9, while TMV-assisted 
transient-expression in plants yields a mixture of monomers and dimers with few tetramers (Fig. 1c)46. As will be 
explored further, it is possible that mutations introduced into BChE to improve its activity toward cocaine also 
a"ected subunit interactions, which in turn made the enzyme behave cooperatively. Nonetheless, even mono-
meric enzymes with multiple substrate binding-sites, like all cholinesterases, can also exhibit cooperative (or 
anticooperative) binding. We found that including Hill coe&cients describing cooperativity (or anticooperativity) 
into the standard analysis of uncompetitive inhibition, provides an adequate model to describe the behavior of 
the BChE variants against BTC and ATC (Scheme 2 in Supplementary Fig. S1). While the molecular mechanism 
is not yet established, the suggested model yields an estimate for factors that are assumed to be negligible for 
the WT enzymes (Scheme 2 in Supplementary Fig. S1). Speci#cally, the model anticipates the possibility that 
binding of one substrate molecule at either the peripheral or the active site may alter the binding of a second 
molecule in the other site. $e Hill coe&cients (Table 1) demonstrate weak positive cooperativity, which would 

Figure 3. ATC hydrolysis by WT hBChE, WT pBChE, and pBChEV2-5. (a) Reaction rates are plotted against 
substrate concentration (mean ± SEM). Plots in (b) zoom in on the low range of substrate concentrations. $e 
100% values and the goodness of #t values are as follows: WT hBChE, 100% = 0.97 ± 0.04 nmol/min, Equation 
(2), R2 = 0.99; WT pBChE, 100% = 3.0 ± 0.1 nmol/min, Equation (2), R2 = 1.00; pBChEV2, 100% = 4.7 ± 0.1 
nmol/min, Equation (2), R2 = 0.99; pBChEV3, 100% = 1.39 ± 0.00 nmol/min, Equation (3), R2 = 0.98; pBChEV4, 
100% = 2.6 ± 0.1 nmol/min, Equation (1), R2 = 0.94; pBChEV5, 100% = 12.0 ± 0.7 nmol/min, Equation (3), 
R2 = 0.99.
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Catalytic efficiency of pBChEV2 (F227A/S287G/A328W/Y332A), pBChEV3 

(A199S/S287G/A328W/Y332G), and pBChEV4 (A199S/F227A/S287G/A328W/Y332G) 

toward BTC was reduced 100-, 37- and 5-fold, respectively, mostly due to a large reduction 

in the turnover number but also to small changes in the KM. An even larger drop (~1000-

fold) was observed in the catalytic efficiencies of pBChEV3 and pBChEV4 toward the 

substrate analog acetylthiocholine (ATC), but not in the case of pBChEV2, which dropped 

only 3-fold. Of note, the catalytic efficiency of pBChEV5 (F227A/S287G/A328W/Y332G) 

toward both substrates remained equal to the WT enzyme (Table 4.1).  

Human AChE and BChE exhibit characteristic allosteric effects due to low-affinity 

substrate binding at the “peripheral site” (P-site) positioned near the entrance to the 

catalytic gorge (Barak et al., 1995; Masson et al., 2001). Despite the close homology 

between the two cholinesterases, their substrates exert opposite allosteric effects. AChE is 

inhibited by ACh concentrations above 5 mM, but BChE is stimulated by similar 

concentrations of ACh and BCh and their thioester analogues (ATC and BTC, Figs 4.2 and 

4.3) (Boeck et al., 2002; Chen et al., 2012; Evron et al., 2007; Masson et al., 2001; Radic 

et al., 1993; Shafferman et al., 1992; Yang et al., 2010). This remains true regardless of the 

source of the enzyme, as both WT hBChE and WT pBChE exhibited typical substrate 

activation against BTC and ATC (Figs 4.3 and 4.4, Table 4.1) (Geyer et al., 2010a). A 

simple modification of the Michaelis-Menten model (Equation A.1) results in an adequate 

steady-state description of the phenomena of substrate activation and inhibition in WT 

cholinesterases (Equation A.2, Scheme 1 in Fig. A.2) (Radic et al., 1993).  
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In striking contrast, hydrolysis of BTC by pBChEV3 and pBChEV4 revealed partial 

substrate inhibition (Fig. 4.3) reminiscent of the kinetics of human AChE with ACh as was 

previously reported for native and plant-derived human enzyme (Evron et al., 2007; 

Shafferman et al., 1992). But this inhibition (~40%) was much weaker than that exhibited 

by AChE (>90%), and their respective peak activities were reached at BTC concentrations 

of approximately 70 μM and 230 μM respectively (Fig. 4.3).  

Even more complex enzymatic behavior was exhibited by pBChEV2 and pBChEV5, 

which differ from each other only by, respectively, an alanine or a glycine residue at 

position 332 (Fig. 4.3). BTC at concentrations higher than approximately 125 to 375 μM 

had more limited inhibitory effect on these variants (about 20%, Fig. 4.3) as compared to 

pBChEV3 and pBChEV4. Interestingly, at still higher substrate concentrations (>2 mM) 

very slight but highly reproducible substrate activation re-appeared (Fig. 4.3).  

Hydrolysis of the smaller substrate ATC also revealed differences between the four 

variants. In all tested variants, ATC has much weaker inhibitory effect on its hydrolysis. In 

fact, pBChEV2 and pBChEV5, which were somewhat inhibited by high concentrations of 

BTC, were clearly activated by high ATC concentrations, as was the case of WT hBChE 

or WT pBChE (Fig. 4.4, Table 4.1). Still, pBChEV3 was inhibited at high concentrations 

of ATC (but not to the extent that BTC provoked), while pBChEV4 was not allosterically 

affected by the smaller substrate, exhibiting a hyperbolic Michaelis-Menten kinetic profile 

(Fig. 4.4).  
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X Chen et al. (2015) found similar results regarding BTC for one of their cocaine 

hydrolyzing variants. Their mutant, hCocH, is a mammalian cell-derived equivalent of 

pBChEV4. They suggested that the change from substrate activation to substrate inhibition 

was due to destabilization of the rate-limiting step’s transition state when a second substrate 

molecule binds in the peripheral site. This is plausible but remains speculative at this point.  

The complex kinetic behavior of certain variants is reflected by the relatively poor fit 

between experimental data and the standard model for BChE and AChE’s allosteric effects 

(Equation A.2, Scheme 1 in Fig. A.2). A closer look at hydrolysis rates at low BTC 

concentrations (Figs 4.3b and 4.4b) showed a sigmoidal pattern as BTC concentrations 

rise. Sigmoidal behavior is characteristic for homo-oligomeric enzymes that exhibit 

cooperative binding of substrate molecules. Both BChE and AChE are oligomeric, 

tetramers and dimers being most common in vivo. But the common view is that 

oligomerization status does not affect the enzymatic properties of either enzyme (Blong et 

al., 1997; Saxena et al., 2003; Velan et al., 1991). BChE purified from transgenic plants is 

about 50% tetrameric (Geyer et al., 2010a, 2010b), while TMV-assisted transient-

expression in plants yields a mixture of monomers and dimers with few tetramers (Fig. 

4.1c) (Schneider et al., 2014b).  

As will be explored further, it is possible that mutations introduced into BChE to 

improve its activity toward cocaine also affected subunit interactions, which in turn made 

the enzyme behave cooperatively. Nonetheless, even monomeric enzymes with multiple 

substrate binding-sites, like all cholinesterases, can also exhibit cooperative (or 

anticooperative) binding. We found that including Hill coefficients describing 
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cooperativity (or anticooperativity) into the standard analysis of uncompetitive inhibition, 

provides an adequate model to describe the behavior of the BChE variants against BTC 

and ATC (Scheme 2 in Fig. A.2). While the molecular mechanism is not yet established, 

the suggested model yields an estimate for factors that are assumed to be negligible for the 

WT enzymes (Scheme 2 in Fig. A.2). Specifically, the model anticipates the possibility 

that binding of one substrate molecule at either the peripheral or the active site may alter 

the binding of a second molecule in the other site. The Hill coefficients (Table 4.1) 

demonstrate weak positive cooperativity, which would be particularly important at low 

substrate concentrations. At higher substrate concentrations, effects on kcat are more 

prominent and result in the observed substrate inhibition (against BTC) and activation 

(against ATC). A non-equilibrium analysis of the interactions between the peripheral site 

and the active site, similar to the one offered by Rosenberry (Rosenberry, 2010), should 

provide further insight into the mechanism involved here.  

4.4.3 Inhibition Analysis 

The mutations rendering enzyme variants with the ability to efficiently hydrolyze (−)-

cocaine had profound allosteric effects on cholinesterase activity and our data suggest 

similar effects of those mutations on sensitivities to various anticholinesterases. To test this 

possibility, we studied representatives of several important cholinesterase inhibitor classes 

including two OPs (paraoxon and Iso-OMPA), a carbamate (neostigmine) and an AChE-

specific bisquaternary inhibitor (BW284c51). To this end, BTC hydrolysis was analyzed 

following a 30-minute incubation with the inhibitors.  
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Compared to the WT enzyme (either plasma- or plant-derived), pBChEV2 and 

pBChEV5 had dramatically increased sensitivity, reflected in decreased IC50 values. This 

was true for all tested anticholinesterase agents except for the AChE-specific inhibitor 

BW284c51 (Fig. 4.5, Table 4.2). In fact, each of the variants were 40–50 fold more 

sensitive to both OPs paraoxon and Iso-OMPA than the WT enzyme (p < 0.0001). In 

respect to neostig-mine, the variants were also more sensitive than WT BChE but with 

smaller differences (10–20 fold). Similarly, increased sensitivities were observed in an 

earlier plant-derived cocaine-hydrolyzing variant pBChEV1 (A328W/ Y332A) previously 

described by Geyer et al. (2008).  

Higher-than WT sensitivities to paraoxon were also seen with pBChEV3 and 

pBChEV4 but the increase was not as dramatic as in the other two variants (3–7 fold, Fig. 

4.5, Table 4.2). The inhibition rate constants (ki) for inhibition by paraoxon of WT pBChE 

and pBChEV4 were 3.14 × 106 and 1.7 × 107 M−1 min-1 respectively. On the other hand, 

sensitivities to the other OP, iso-OMPA, and to neostigmine were near WT levels.  

 

 



 

  90 

 
Figure 4.5: Inhibition profiles of WT hBChE, WT pBChE and pBChEV2-5. Residual BTC 
hydrolytic activity (mean ± SEM) with the indicated concentrations of paraoxon and Iso-
OMPA (OP inhibitors), neostigmine bromide (a carbamate inhibitor) and BW (an AChE-
specific bis-quaternary inhibitor). The legends in each panel list the traces in order of 
decreasing IC50. Plots of variants are compared to the human plasma-derived enzyme. ns, 
no statistical difference; *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.  
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Particularly interesting was the unexpected and small but statistically signi!cant increase in sensitivity of 
pBChEV3 and pBCHEV4 toward the AChE-speci!c bisquaternary inhibitor BW284c51 as compared to pBChE 
(4- and 12-fold greater than WT, respectively). "us, these variants have another AChE-like attribute besides 
substrate inhibition. "e inhibitor spans the length of the catalytic gorge, from the P-site at the surface of the 
protein to the active site at the bottom of the gorge48. "e only mutation common to both pBChEV3 and pBCHEV4 
and absent from the other two variants is A199S. "is alanine residue is conserved in both AChE and BChE and 
is adjacent to the catalytic triad’s serine residue (S198). "e equivalent position in AChE was not identi!ed in pre-
viously published research as relevant for the interaction with BW284C51. "e hydroxyl of the serine residue may 
contribute a new H-bond to interact with the central carbonyl of BW284c51. However, without further data we 
cannot rule out contributions to the increased sensitivity through direct and/or allosteric e#ects of other residue 
changes in addition to the A199S mutation.

"e substantially enhanced sensitivity of the cocaine hydrolases, especially pBChEV2 and pBChEV5 to the OP 
poisons, has important potential implications for detoxifying these harmful substances. One approach to detoxi-
!cation is to supply WT BChE to scavenge nerve agents. Another approach is to enhance BChE’s binding a$nity 

Figure 4. Inhibition pro!les of WT hBChE, WT pBChE and pBChEV2-5. Residual BTC hydrolytic activity 
(mean ± SEM) with the indicated concentrations of paraoxon and Iso-OMPA (OP inhibitors), neostigmine 
bromide (a carbamate inhibitor) and BW (an AChE-speci!c bis-quaternary inhibitor). "e legends in each 
panel list the traces in order of decreasing IC50. Plots of variants are compared to the human plasma-derived 
enzyme. ns, no statistical di#erence; *p < 0.05; **p < 0.01; ***p < 0.001; ****p < 0.0001.
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Table 4.2: Inhibition of BTC hydrolysis activity. Log IC50 values ± SEM of various 
anticholinesterase inhibitors versus WT hBChE, WT pBChE, and pBChEV2-5. Fold 
increase in sensitivity relative to WT pBChE is shown in parentheses. Concentration of 
BChE variants was ~5 mU. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001.  

 

Particularly interesting was the unexpected and small but statistically significant 

increase in sensitivity of pBChEV3 and pBCHEV4 toward the AChE-specific 

bisquaternary inhibitor BW284c51 as compared to pBChE (4- and 12-fold greater than 

WT, respectively). Thus, these variants have another AChE-like attribute besides substrate 

inhibition. The inhibitor spans the length of the catalytic gorge, from the P-site at the 

surface of the protein to the active site at the bottom of the gorge (Felder et al., 2002). The 

only mutation common to both pBChEV3 and pBCHEV4 and absent from the other two 

variants is A199S. This alanine residue is conserved in both AChE and BChE and is 

adjacent to the catalytic triad’s serine residue (S198). The equivalent position in AChE was 

not identified in previously published research as relevant for the interaction with 

BW284C51. The hydroxyl of the serine residue may contribute a new H-bond to interact 

with the central carbonyl of BW284c51. However, without further data we cannot rule out 

contributions to the increased sensitivity through direct and/or allosteric effects of other 

residue changes in addition to the A199S mutation.  
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be particularly important at low substrate concentrations. At higher substrate concentrations, e!ects on kcat are 
more prominent and result in the observed substrate inhibition (against BTC) and activation (against ATC). A 
non-equilibrium analysis of the interactions between the peripheral site and the active site, similar to the one 
o!ered by Rosenberry47, should provide further insight into the mechanism involved here.

Inhibition analysis. The mutations rendering enzyme variants with the ability to efficiently hydrolyze 
(−)-cocaine had profound allosteric e!ects on cholinesterase activity and our data suggest similar e!ects of those 
mutations on sensitivities to various anticholinesterases. To test this possibility we studied representatives of 
several important cholinesterase inhibitor classes including two OPs (paraoxon and Iso-OMPA), a carbamate 
(neostigmine) and an AChE-speci"c bisquaternary inhibitor (BW284c51). To this end, BTC hydrolysis was ana-
lyzed following a 30-minute incubation with the inhibitors.

Compared to the WT enzyme (either plasma- or plant-derived), pBChEV2 and pBChEV5 had dramatically 
increased sensitivity, re#ected in decreased IC50 values. $is was true for all tested anticholinesterase agents 
except for the AChE-speci"c inhibitor BW284c51 (Fig. 4, Table 2). In fact, each of the variants were 40–50 fold 
more sensitive to both OPs paraoxon and Iso-OMPA than the WT enzyme (p < 0.0001). In respect to neostig-
mine, the variants were also more sensitive than WT BChE but with smaller di!erences (10–20 fold). Similarly, 
increased sensitivities were observed in an earlier plant-derived cocaine-hydrolyzing variant pBChEV1 (A328W/
Y332A) previously described by Geyer et al.25.

Higher-than WT sensitivities to paraoxon were also seen with pBChEV3 and pBChEV4 but the increase was not 
as dramatic as in the other two variants (3–7 fold, Fig. 4, Table 2). $e inhibition rate constants (ki) for inhibition 
by paraoxon of WT pBChE and pBChEV4 were 3.14 × 106 and 1.7 × 107 M−1 min-1 respectively. On the other 
hand, sensitivities to the other OP, iso-OMPA, and to neostigmine were near WT levels.

Substrate WT hBChE WT pBChE pBChEV2 pBChEV3 pBChEV4 pBChEV5

BTC

Kinetic behavior Substrate activation Substrate activation Modi"ed Hill Modi"ed Hill Modi"ed Hill Modi"ed Hill
kcat/KM (M−1min−1) 1.6 × 109 1.8 × 109 1.8 × 107 4.9 × 107 3.4 × 107 3.2 × 108

kcat (min) 26241.2 25992.7 664.6 463.0 2806.0 27440.1
KM (µM) 16.8 ± 2.9 14.6 ± 1.4 37.1 ± 21.8 9.5 ± 3.2 83.0 ± 21.5 86.2 ± 27.7
Kss (mM) 2.2 ± 0.4 2.3 ± 0.3 0.4 ± 0.3 0.3 ± 0.1 0.4 ± 0.4 0.4 ± 0.2
ba 3.1 ± 0.2 2.5 ± 0.1 0.6 ± 0.2 0.3 ± 0.1 0.3 ± 0.2 0.7 ± 0.1
nb n.a. n.a. 1.1 ± 0.3 1.1 ± 0.2 2.8 ± 0.6 1.0 ± 0.2
xb n.a. n.a. 2.3 ± 2.0 2.3 ± 0.3 1.1 ± 0.6 1.5 ± 0.3
R2 0.98 0.99 0.83 0.95 0.95 0.95

ATC

Kinetic behavior Substrate activation Substrate activation Substrate activation Modi"ed Hill Michaelis-Menten Modi"ed Hill
kcat/KM (M−1min−1) 2.5 × 108 9.6 × 107 3.7 × 107 9.1 × 106 8.3 × 106 2.1 × 108

kcat (min) 9185.0 8490.1 3756.3 243.2 1093.3 16154.1
KM (µM) 36.7 ± 3.8 89.2 ± 7.8 101 ± 13 26.8 ± 4.8 132 ± 13 77.0 ± 4.5
Kss (mM) 2.3 ± 0.4 2.7 ± 0.5 2.4 ± 1.0 1.2 ± 0.4 n.a. 7.6 ± 3.3
b 2.2 ± 0.1 1.9 ± 0.1 1.6 ± 0.1 0.7 ± 0.1 n.a. 1.6 ± 0.3
n n.a. n.a. n.a. 0.9 ± 0.1 n.a. 1.4 ± 0.1
x n.a. n.a. n.a. 1.4 ± 0.5 n.a. 2.3 ± 1.1
R2 0.99 1.0 0.99 0.98 0.94 0.99

Table 1. Catalytic activity of WT BChE and cocaine hydrolase variants against butyrylthiocholine and 
acetylthiocholine. aWhen b > 1, enzyme is exhibiting substrate activation; when b < 1, enzyme is exhibiting 
substrate inhibition; if b = 1, the enzyme is following Michaelis-Menten kinetics. bn and x represent the Hill 
coe&cients. See Scheme 2 of Supplementary Fig S1 online and Equation 3. Positive cooperativity is observed 
when either n > 1 or x > 1. Negative cooperativity is observed when n < 1 or x < 1.

Paraoxon Iso-OMPA Neostigmine BW284c51
WT hBChE −8.04 ± 0.04 (0.9) −4.65 ± 0.03 (0.8)** −6.79 ± 0.02 (1)**** −3.86 ± 0.03 (2)****

WT pBChE −8.11 ± 0.03 (1) −4.77 ± 0.03 (1) −6.64 ± 0.01 (1) −3.55 ± 0.05 (1)
pBChEV2 −9.69 ± 0.06 (38)**** −6.45 ± 0.05 (48)**** −7.75 ± 0.04 (13)**** −3.82 ± 0.11 (2)*

pBChEV3 −8.65 ± 0.07 (3)**** −4.45 ± 0.10 (0.5)*** −6.69 ± 0.05 (1) −4.16 ± 0.10 (4)****

pBChEV4 −8.89 ± 0.05 (6)**** −4.87 ± 0.05 (1) −6.81 ± 0.03 (1)**** −4.62 ± 0.09 (12)****

pBChEV5 −9.77 ± 0.05 (46)**** −6.39 ± 0.06 (42)**** −7.88 ± 0.03 (17)**** −3.31 ± 0.11 (1)*

Table 2. Inhibition of BTC hydrolysis activity. Log IC50 values ± SEM of various anticholinesterase inhibitors 
versus WT hBChE, WT pBChE, and pBChEV2-5. Fold increase in sensitivity relative to WT pBChE is shown in 
parentheses. Concentration of BChE variants was ~5 mU. *p < 0.05. **p < 0.01. ***p < 0.001. ****p < 0.0001.
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The substantially enhanced sensitivity of the cocaine hydrolases, especially pBChEV2 

and pBChEV5 to the OP poisons, has important potential implications for detoxifying these 

harmful substances. One approach to detoxification is to supply WT BChE to scavenge 

nerve agents. Another approach is to enhance BChE’s binding affinity to anticholinesterase 

agents and create a more effective bioscavenger. Excitingly, though perhaps not surprising, 

mutations to BChE intended to enhance cocaine hydrolysis have altered the binding affinity 

of the cocaine hydrolases toward anti-cholinesterase inhibitors. The enhanced scavenging 

for OP nerve agents by the cocaine hydrolyzing variants suggests further development for 

dual use of the biologics.  

4.4.4 Dynamic Coupling Index (DCI) Analysis Predicts Allosteric Coupling Between the 

Pentavalent Mutations of pBChEV4 and its Active Site 

While all four variants exhibit novel enzymatic properties, the superior efficiency of 

cocaine hydrolysis of pBChEV4 compared to other variants (Fig. 4.1d, unpublished data 

and Zheng et al. (Zheng et al., 2014, 2008)), prompted further investigation of this variant. 

Specifically, we reasoned that the altered substrate preference, hydrolysis kinetics, and 

inhibitor sensitivity suggest that the mutated positions in pBChEV4 

(A199S/F227A/S287G/A328W/Y332G), all but one being quite distal to the active site, 

may be allosterically linked to the catalytic locus. To test this hypothesis we used a recently 

developed metric, the “Dynamic Coupling Index” (DCI) (Kumar et al., 2015b) that 

identifies residues exhibiting significant fluctuation upon perturbation of functionally 

important loci including the active catalytic site and other substrate binding sites in the 

protein (Gerek and Ozkan, 2011).  
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Using DCI analysis, we identified positions that dynamically couple to residues of the 

catalytic triad, i.e. S198, E325 and H438. According to this analysis, positions exhibiting 

high DCI values present residues that are dynamically linked to the active site despite being 

far away from the catalytic residues.  

In Fig. 4.6a, the %DCI values for human BChE upon perturbation of the three catalytic 

residues are color-coded within a spectrum of red-white-blue (from highest to lowest 

respectively). It appears that the five mutated positions of pBChEV4 variant (A199S, 

F227A, S287G, A328W and Y332G) are highly coupled to the catalytic triad. Conversely, 

a reciprocal analysis of perturbing the five mutated positions and measuring %DCI values 

for other residues show that the catalytic triad’s residues are highly coupled to these five 

mutated positions (Fig. 4.6b). This reaffirms our hypothesis concerning dynamic interplay 

between these mutated positions and catalytic residues. Moreover, the strong dynamic 

coupling between mutational sites and the catalytic site suggests that mutations alter the 

conformational dynamics of the enzyme, leading to changes in enzymatic function.  

The changes in catalytic properties of BChE variants can be partially attributed to the 

direct allosteric effect of peripheral amino-acid substitution on the catalytic triad suggested 

by DCI analysis (Fig. 4.6). Our results also raise the possibility that such mutations affect 

the interactions between enzyme subunits – specifically they may lead to increased 

enzymatic cooperativity (Figs 4.3 and 4.4).  
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Figure 4.6: %DCI profile of WT hBChE. The %DCI profiles for hBChE are color-
coded in a cartoon diagram from a spectrum of red-white-blue (red -highest, blue -lowest 
coupling to perturbation locations). (a) Upon perturbation of catalytic residues (S198, 
E325, and H438 shown as grey sticks) the five mutation positions (A199, F227, S287, 
A328, and Y332 shown as red sticks) shows high coupling (high % DCI values). (b) Upon 
perturbation of five mutation positions (A199, F227, S287, A328, and Y332 shown as grey 
sticks) the catalytic residues (S198, G325, and H438 shown as red sticks) shows high 
coupling (high % DCI values).  

 

4.4.5 Dynamic Flexibility Index (DFI) Analysis Predicts Global Flexibility Changes 

Upon Introduction of Mutations 

To further substantiate our hypothesis and provide mechanistic insights on how these 

five mutations lead to changes in enzymatic behavior, we explored the conformational 

dynamics of the WT and the pBChEV4 variant using a dynamic flexibility index (DFI). 

DFI computes the fluctuation response of a given position to the perturbations that occur 

at different parts of the protein using linear response theory, capturing the multi-

dimensional effects when the protein structure is displaced out of equilibrium for example 

when interacting with small molecules or other cellular constituents. DFI allows us to 

identify and map flexible and rigid positions in the structure (Butler et al., 2015; Gerek et 
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to anticholinesterase agents and create a more e!ective bioscavenger. Excitingly, though perhaps not surpris-
ing, mutations to BChE intended to enhance cocaine hydrolysis have altered the binding a"nity of the cocaine 
hydrolases toward anti-cholinesterase inhibitors. #e enhanced scavenging for OP nerve agents by the cocaine 
hydrolyzing variants suggests further development for dual use of the biologics.

Dynamic coupling index (DCI) analysis predicts allosteric coupling between the pentavalent 
mutations of pBChEV4 and its active site. While all four variants exhibit novel enzymatic properties, 
the superior e"ciency of cocaine hydrolysis of pBChEV4 compared to other variants (Fig. 1d, unpublished data 
and Zheng et al.16, 19), prompted further investigation of this variant. Speci%cally, we reasoned that the altered 
substrate preference, hydrolysis kinetics, and inhibitor sensitivity suggest that the mutated positions in pBChEV4 
(A199S/F227A/S287G/A328W/Y332G), all but one being quite distal to the active site, may be allosterically 
linked to the catalytic locus. To test this hypothesis we used a recently developed metric, the “Dynamic Coupling 
Index” (DCI)49 that identi%es residues exhibiting signi%cant &uctuation upon perturbation of functionally impor-
tant loci including the active catalytic site and other substrate binding sites in the protein50.

Using DCI analysis, we identi%ed positions that dynamically couple to residues of the catalytic triad, i.e. S198, 
E325 and H438. According to this analysis, positions exhibiting high DCI values present residues that are dynam-
ically linked to the active site despite being far away from the catalytic residues.

In Fig. 5a, the % DCI values for human BChE upon perturbation of the three catalytic residues are color-coded 
within a spectrum of red-white-blue (from highest to lowest respectively). It appears that the %ve mutated posi-
tions of pBChEV4 variant (A199S, F227A, S287G, A328W and Y332G) are highly coupled to the catalytic triad. 
Conversely, a reciprocal analysis of perturbing the %ve mutated positions and measuring % DCI values for other 
residues show that the catalytic triad’s residues are highly coupled to these %ve mutated positions (Fig. 5b). #is 
rea"rms our hypothesis concerning dynamic interplay between these mutated positions and catalytic residues. 
Moreover, the strong dynamic coupling between mutational sites and the catalytic site suggests that mutations 
alter the conformational dynamics of the enzyme, leading to changes in enzymatic function.

#e changes in catalytic properties of BChE variants can be partially attributed to the direct allosteric e!ect of 
peripheral amino-acid substitution on the catalytic triad suggested by DCI analysis (Fig. 5). Our results also raise 
the possibility that such mutations a!ect the interactions between enzyme subunits – speci%cally they may lead to 
increased enzymatic cooperativity (Figs 2 and 3).

Dynamic flexibility index (DFI) analysis predicts global flexibility changes upon introduction 
of mutations. To further substantiate our hypothesis and provide mechanistic insights on how these %ve 
mutations lead to changes in enzymatic behavior, we explored the conformational dynamics of the WT and 
the pBChEV4 variant using a dynamic &exibility index (DFI). DFI computes the &uctuation response of a given 
position to the perturbations that occur at di!erent parts of the protein using linear response theory, captur-
ing the multi-dimensional e!ects when the protein structure is displaced out of equilibrium for example when 
interacting with small molecules or other cellular constituents. DFI allows us to identify and map &exible and 
rigid positions in the structure51, 52. DFI can be considered a measure of the local conformational entropy of a 
given position within the set of interactions governed by the 3D fold of the protein due to its ability to probe the 
conformational space of a protein at the residue level. For example, we recently used DFI to provide mechanistic 
insights about emergence of new functions during the evolution of several protein families53, 54 and to explain the 
molecular basis of single-nucleotide polymorphisms associated with genetic-diseases49, 52, 55.

We measured the DFI values of residues for WT hBChE and pBChEV4, and the % DFI pro%les shows us the &exibil-
ity of the proteins in ranking order (Fig. 6a). Examining the &exibility of the monomer-monomer contact (binding) inter-
faces (Fig. 6b), it appears that the dimerization surface of pBChEV4 is less &exible in comparison with the WT counterpart. 
Rigidified monomer-monomer interface is often associated with increased affinity56, 57. The association constant for 

Figure 5. % DCI pro%le of WT hBChE. #e % DCI pro%les for hBChE are color-coded in a cartoon diagram 
from a spectrum of red-white-blue (red -highest, blue -lowest coupling to perturbation locations). (a) Upon 
perturbation of catalytic residues (S198, E325, and H438 shown as grey sticks) the %ve mutation positions 
(A199, F227, S287, A328, and Y332 shown as red sticks) shows high coupling (high % DCI values). (b) Upon 
perturbation of %ve mutation positions (A199, F227, S287, A328, and Y332 shown as grey sticks) the catalytic 
residues (S198, G325, and H438 shown as red sticks) shows high coupling (high % DCI values).
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al., 2013). DFI can be considered a measure of the local conformational entropy of a given 

position within the set of interactions governed by the 3D fold of the protein due to its 

ability to probe the conformational space of a protein at the residue level. For example, we 

recently used DFI to provide mechanistic insights about emergence of new functions 

during the evolution of several protein families (Kim et al., 2015; Zou et al., 2015) and to 

explain the molecular basis of single-nucleotide polymorphisms associated with genetic-

diseases (Butler et al., 2015; Kumar et al., 2015b, 2015a).  

We measured the DFI values of residues for WT hBChE and pBChEV4, and the % 

DFI profiles shows us the flexibility of the proteins in ranking order (Fig. 4.7a). Examining 

the flexibility of the monomer-monomer contact (binding) interfaces (Fig. 4.7b), it appears 

that the dimerization surface of pBChEV4 is less flexible in comparison with the WT 

counterpart. Rigidified monomer-monomer interface is often associated with increased 

affinity (Alvarez-Garcia and Barril, 2014; Li et al., 2015). The association constant for 

dimerization depends on the entropic cost at the binding interface: dimerization causes the 

binding interface to be more rigid and is therefore causing a decrease in entropy (negative 

entropy change associated with dimerization i.e. ΔSdimerization < 0). Because the entropy 

level associated with the WT contact surface is higher than in the mutant (i.e., the former 

is more flexible than the latter). Hence the entropic cost of dimerization is higher in WT 

than in the mutant (i.e. ΔSdimerization of WT is more negative than that of the mutant). 

These results support our observation that preparations of pBChEV4 have higher 

proportion of dimers as compared to pBChE, which is mostly monomeric.  



 

  96 

 

Figure 4.7: %DFI profile of WT hBChE and pentavalent mutant. (a) The %DFI profiles 
of WT BChE (blue) and BChEV4 (x-axis – residue numbers, y-axis – %DFI values at each 
position). (b)  Color-coded structure diagrams depicting the %DFI values at each position. 
The circled regions are part of the monomer-monomer contact region (V377, D378, T457, 
K458, A459, I462, Y500, R509, M511, T512, K513, R514, L515). (c) The % DFI profiles 
of monomeric (blue) and dimeric (green) WT BChE. (d) The %DFI profiles of monomeric 
(red) and dimeric (purple) BChEV4. (e) Color-coded structure diagrams depicting the 
values of %DFI differences between the dimeric forms of WT BChE and BChEV4 at each 
position. The red-white-blue code reveals loci with increased flexibility (shades of red), 
decreased flexibility (shades of blue) or no change (white) in the mutant dimer vs. the WT 
dimer.  
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dimerization depends on the entropic cost at the binding interface: dimerization causes the binding interface to be more rigid 
and is therefore causing a decrease in entropy (negative entropy change associated with dimerization i.e. ∆Sdimerization < 0). 
Because the entropy level associated with the WT contact surface is higher than in the mutant (i.e., the former is more !exible 
than the latter). Hence the entropic cost of dimerization is higher in WT than in the mutant (i.e. ∆Sdimerization of WT is more 
negative than that of the mutant). "ese results support our observation that preparations of pBChEV4 have higher proportion 
of dimers as compared to pBChE, which is mostly monomeric.

"e oligomerization of WT BChE is usually not regarded as a#ecting the enzymatic properties of the enzyme. 
However, the sigmoidal nature of the enzyme kinetics observed here in the mutant variants (Figs 2 and 3) suggests 
a degree of cooperativity. If this is the case we should see that dimerization induces new conformational dynamics 
in the mutant but less so in the WT. To test this possibility, we explored how dimerization may a#ect the dynamics 
of each monomeric subunit in WT and the mutant using DFI analysis. "e %ve residue substitutions are intro-
duced into the Elastic Network Model (ENM) model (see Methods) at the core of the DFI analysis as changes in 

Figure 6. % DFI pro%le of WT hBChE and pentavalent mutant. (a) "e % DFI pro%les of WT BChE (blue) 
and BChEV4 (x-axis – residue numbers, y-axis – % DFI values at each position). (b) Color-coded structure 
diagrams depicting the % DFI values at each position. "e circled regions are part of the monomer-monomer 
contact region (V377, D378, T457, K458, A459, I462, Y500, R509, M511, T512, K513, R514, L515). (c) "e % 
DFI pro%les of monomeric (blue) and dimeric (green) WT BChE. (d) "e % DFI pro%les of monomeric (red) 
and dimeric (purple) BChEV4. (e) Color-coded structure diagrams depicting the values of % DFI di#erences 
between the dimeric forms of WT BChE and BChEV4 at each position. "e red-white-blue code reveals loci with 
increased !exibility (shades of red), decreased !exibility (shades of blue) or no change (white) in the mutant 
dimer vs. the WT dimer.
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The oligomerization of WT BChE is usually not regarded as affecting the enzymatic 

properties of the enzyme. However, the sigmoidal nature of the enzyme kinetics observed 

here in the mutant variants (Figs 4.3 and 4.4) suggests a degree of cooperativity. If this is 

the case, we should see that dimerization induces new conformational dynamics in the 

mutant but less so in the WT. To test this possibility, we explored how dimerization may 

affect the dynamics of each monomeric subunit in WT and the mutant using DFI analysis. 

The five residue substitutions are introduced into the Elastic Network Model (ENM) model 

(see Methods) at the core of the DFI analysis as changes in the spring constants of the 

harmonic oscillators interconnecting the alpha-carbons of the adjoining amino-acids (Fig. 

4.2). In other words, since the mutations introduced local destabilization around the 

mutational sites, we modeled this effect as decreased spring constants for the interactions 

of the mutational positions (i.e. weakened harmonic interactions of the mutational sites).  

With this approach, we can predict global changes in flexibility upon introduction of 

mutations. The local disruption due to the mutations not only introduce enhanced 

flexibilities at the mutational sites, but can create a global flexibility change in all positions 

(i.e. change in DFI profile) due to network of interactions. In fact, it appears that the change 

in the flexibility of one region is compensated by the changes in flexibility of other regions. 

As could be expected based on the well-documented lack of cooperativity in BChE upon 

its oligomerization, the DFI profile of the WT hBCHE subunit in monomeric and dimeric 

form are quite similar (Fig. 4.7c). On the other hand, in the case of the BChEV4 mutant, 

the DFI profile of subunit in the dimer form differs notably from that in monomeric form 

(Fig. 4.7d). This change suggests that dimerization induces new conformational dynamics. 
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Interestingly, when we map the localized differences in the % DFI values between mutant 

and WT, we observed that the mutations lead to enhanced flexibility near the gorge site in 

the dimer, but less so in the monomer (Fig. 4.7e). The peripheral anionic site (D70, N68, 

Q119, A227), cation- π domain (W82, A328), acyl pocket (L289 V288), and phenothiazine 

ring site (Y332, F329) exhibited increased flexibility upon mutations, while the rigid 

profile of the catalytic triad (S198, E235, H438) did not change.  

The DFI analysis suggests that compared to the WT, BChEV4 should have a better 

propensity to dimerize and that within the mutant dimer there is an increase in flexibility 

near the gorge (Fig. 4.7e). We propose that changes in flexibility might facilitate 

propagation of conformational changes from one subunit to the other. Thus, at low 

substrate concentrations, binding of a substrate molecule on one of the subunits might 

positively affect substrate binding and/or turnover at the catalytic gorge of the other 

subunit, explaining the sigmoidal kinetic observed at low substrate concentrations (Figs 

4.3b and 4.4b). At higher substrate concentrations, allosteric effects within each subunit 

may lead to inhibition countering the cooperative enhancement and explaining the 

observed partial substrate inhibition (Figs 4.3a and 4.4a). While speculative, this suggested 

mechanistic explanation raises several predictions that will be tested by further 

experimentation and simulation including substrate docking.  

4.5 Conclusions 

The biochemical characterization of the plant-derived cocaine hydrolases reported here 

offers not only a better understanding of a novel anti-cocaine treatment, but also possible 

protection from potent pesticides and other anticholinesterase agents. The outcomes 
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demonstrate the practicality and versatility of plant-derived recombinant enzymes as 

potential multivalent biologics. As new mutations are being found to establish even more 

efficient cocaine hydrolases, the results reported here point toward the importance of 

testing these enzymes for their altered kinetic behavior toward their substrates and their 

potential as OP bioscavengers.  
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CHAPTER 5 

ALLOSTERIC REGULATORY CONTROL IN DIHYDROFOLATE REDUCTASE IS 

REVEALED BY DYNAMIC ASYMMETRY 

 

This chapter is adapted from: “Kazan, I. Can, Jeremy H. Mills, and S. Banu Ozkan. 

Allosteric Regulatory Control in Dihydrofolate Reductase is Revealed by Dynamic 

Asymmetry. Protein Science: e4700., https://doi.org/10.1002/pro.4700” 

 

In chapters 3 and 4, I successfully applied DFI and DCI metrics to investigate the 

dynamics of various proteins, and how changes in dynamics could relate to protein 

function. Following, here, in chapter 5, to evaluate the effect of mutations in allosteric 

residues on enzyme activity, Dihydrofolate reductase (DHFR) from Escherichia coli is 

used as the model enzyme system. DHFR is a vital protein in various biological processes 

in the cell such as DNA synthesis, and cell growth. To this end, I performed MD simulation 

to study the dynamics of functional loops in wild-type DHFR and used DFI and DCI 

analysis to evaluate how mutations on positions distal to functional looops modulate 

function. Besides two computational metrics DFI and, DCI, I used an asymmetric version 

of DCI (DCIasym) to uncover and developed a new classification per positions as 

“Controlled” or “Controller” of functional loops. The classification not only allowed us to 

predict functionally beneficial or detrimental substitutions, but also shed light on the 

underlying mechanisms by identifying specific evolutionarily non-conserved residues that 
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exert control over the dynamics of functional loops, providing valuable guidance aimed at 

enhancing enzymatic activity in search for therapeutic applications. 

 

5.1 Abstract 

We investigated the relationship between mutations and dynamics in Escherichia 

coli dihydrofolate reductase (DHFR) using computational methods. Our study focused on 

the M20 and FG loops, which are known to be functionally important and affected by 

mutations distal to the loops. We used Molecular Dynamics simulations and developed 

position-specific metrics, including the Dynamic Flexibility Index (DFI) and Dynamic 

Coupling Index (DCI), to analyze the dynamics of wild-type DHFR and compared our 

results with existing deep mutational scanning data. Our analysis showed a statistically 

significant association between DFI and mutational tolerance of the DHFR positions, 

indicating that DFI can predict functionally beneficial or detrimental substitutions. We also 

applied an asymmetric version of our DCI metric (DCIasym) to DHFR and found that certain 

distal residues control the dynamics of the M20 and FG loops, whereas others are 

controlled by them. Residues that are suggested to control the M20 and FG loops by our 

DCIasym metric are evolutionarily non-conserved; mutations at these sites can enhance 

enzyme activity. On the other hand, residues controlled by the loops are mostly deleterious 

to function when mutated and are also evolutionary conserved. Our results suggest that 

dynamics-based metrics can identify residues that explain the relationship between 

mutation and protein function or can be targeted to rationally engineer enzymes with 

enhanced activity. 
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5.2 Introduction 

The human-microbial antibiotic arms race has prompted extensive research efforts 

aimed at both developing new drugs and gaining a complete understanding of druggable 

enzymes (Aminov, 2010; Davies and Davies, 2010; Laxminarayan et al., 2013; Martínez, 

2008; Weinreich et al., 2006). One such enzyme is dihydrofolate reductase (DHFR), which 

has been investigated for its fundamental role in 5,6,7,8-tetrahydrofolate (THF) synthesis 

(Luk et al., 2013; McCormick et al., 2021; Reynolds et al., 2011; Schnell et al., 2004; 

Thompson et al., 2020). Due to an abundance of biophysical data (Schnell et al., 2004), 

DHFR from Escherichia coli represents an excellent model system for studying the 

relationship between protein dynamics and function. The catalytic activity of E. coli DHFR 

has been extensively studied. One major achievement in these studies was the 

crystallization of DHFR in conformations that represent intermediate steps of the 

enzymatic reaction pathway (Boehr et al., 2006; Sawaya and Kraut, 1997). These 

experiments revealed that multiple loops in DHFR are implicated in its function. For 

example, the M20 loop (residues 9-24) controls access to the active site and the FG loop 

(residues 116-132) stabilizes the M20 loop through hydrogen bonding interactions (Boehr 

et al., 2006; Cammarata et al., 2015; Sawaya and Kraut, 1997). Mutations on both of these 

loops have been reported to severely limit the activity of DHFR (Benkovic et al., 1988; 

Thompson et al., 2020), whereas positions distal to these sites can be altered to enhance 

activity (Agarwal et al., 2002; Benkovic et al., 1988; Bhabha et al., 2011; Rod et al., 2003; 

Thompson et al., 2020; Wang et al., 2006; Wong et al., 2005). 
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The dynamics of E.coli DHFR have also been thoroughly studied in an effort to gain 

insight into the impact of point mutations on its activity (Bhabha et al., 2013; Epstein et 

al., 1995; Gekko et al., 2000; Rodrigues et al., 2016; Tamer et al., 2019). These studies 

revealed that mutations in DHFR often modulate the enzyme’s activity indirectly and at a 

distance (Gekko et al., 2000; Tamer et al., 2019). Namely, in a series of computational and 

experimental studies, mutations distal to the active site of DHFR were shown to alter 

hydrogen bonding interactions and the rotamers of residues close to the active site through 

a network of interacting residues (Bhabha et al., 2013; Campitelli and Ozkan, 2020; Epstein 

et al., 1995; Gekko et al., 2000; Mauldin et al., 2009; Mauldin and Lee, 2010; Rodrigues 

et al., 2016). The critical role of dynamics in DHFR function has been studied previously 

(Bhabha et al., 2013; Campitelli and Ozkan, 2020; Epstein et al., 1995; Gekko et al., 2000; 

Mauldin et al., 2009; Mauldin and Lee, 2010; Rodrigues et al., 2016; Tamer et al., 2019) 

but a general relationship between dynamics of each position and their contribution to the 

activity has yet to be elucidated. 

We hypothesize that the position-specific dynamic features of DHFR can shed light on 

the diverse impact of mutations on its activity. Therefore, we thoroughly examined the 

dynamics of DHFR utilizing three computational metrics: the Dynamic Flexibility Index 

(DFI) (Kumar et al., 2015b; Larrimore et al., 2017; Modi et al., 2021b), the Dynamic 

Coupling Index (DCI) (Campitelli et al., 2021; Campitelli and Ozkan, 2020; Larrimore et 

al., 2017), and an asymmetric version of DCI, which we call DCIasym (Campitelli et al., 

2021; Campitelli and Ozkan, 2020; Ose et al., 2022). The DFI metric measures the 

normalized magnitude of response of a residue to perturbations applied on all other amino 
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acids; a high DFI value indicates high flexibility, conversely, a low DFI score suggests that 

a residue is highly rigid. Our DCI metric reports on the dynamic coupling between residues 

(Butler et al., 2018, 2015; Campitelli et al., 2021; Campitelli and Ozkan, 2020; Kazan et 

al., 2022; Kolbaba-Kartchner et al., 2021; Larrimore et al., 2017; Modi et al., 2021b; Modi 

and Ozkan, 2018). A high DCI value indicates high dynamic coupling between residues i 

and j, while a low DCI score implies weak coupling between these residues. Due to the 

complex conformational dynamics of a protein, the DCI score between two distal, non-

interacting residues is not necessarily symmetric. We therefore developed a new metric 

called DCI asymmetry (DCIasym), which reports the difference in fluctuation response of 

residue i when j is perturbed versus the response of residue j when i is perturbed (DCIij – 

DCIji). DCIasym can therefore be used to assess which of a pair of residues dominates the 

control of motion between them.  

In this study, we applied DFI, DCI, and DCIasym to molecular dynamics (MD) 

simulations of DHFR. Because the M20 and FG loops of DHFR are highly important for 

its function  (McCormick et al., 2021; Reynolds et al., 2011; Sawaya and Kraut, 1997; 

Schnell et al., 2004; Thompson et al., 2020), we used our DCI and DCIasym metrics to assess 

whether the distal regions of DHFR dynamically modulate these loops. We then compared 

these analyses to a published deep mutational scanning dataset (Thompson et al., 2020), 

which allowed us to link the activity of DHFR to its dynamics. Our dynamics metrics 

provided a link between the previously reported mutational data and collective motions of 

the enzyme. In particular, DCIasym allowed us to classify a given residue position as 

“controlled” (i.e., dynamically controlled by the loops) if its fluctuation response to a 
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perturbation on M20 & FG loops is considerably lower than the response of M20 & FG 

loops when that residue is perturbed. If the opposite is true, we classified that residue as 

“controller” (i.e., the residue is dynamically controlling the loop). When we analyzed the 

mutational outcome of the controlled and controller positions using previous deep 

sequencing data, we observed that “controller” positions act as allosteric hot spots (i.e., 

mutations at these positions modulate DHFR activity), whereas mutations on “controlled” 

positions are usually deleterious. Thus, dynamics based approaches (particularly the 

“controller” and “controlled” classification) could be used to better understand the 

relationship between protein dynamics and function in other proteins. 

5.3 Computational Methods Used to Determine the Relationship Between Mutations and 

Dynamics In Escherichia Coli Dihydrofolate Reductase (DHFR) 

5.3.1 Molecular Dynamics Simulations 

We used the AMBER molecular dynamics software (Salomon-Ferrer et al., 2013b) to 

study the dynamics of E. coli DHFR. The protein system is parametrized with ff14SB force 

field (Maier et al., 2015) and solvated with TIP3P explicit water model using minimum 

16Å distance from the protein to define the box size. The solvated protein is neutralized by 

sodium and chlorine ions and the energy is minimized with a steepest descent algorithm by 

ten thousand steps. The production trajectory was simulated with Isothermal, isobaric, 

constant number of particles ensemble (NPT) at 300K and 1 bar pressure. Langevin 

thermostat was utilized to maintain the kinetic temperature of 300K, and the pressure is 

regulated by the Berendsen barostat. Additionally, SHAKE algorithm was used constrain 

the hydrogens. The simulation is run for 2μs until convergence is achieved. We considered 
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the simulation converged when the root mean square deviation (RMSD) between the 

highest sampled conformation in consecutive time windows (i.e., the last 300ns windows 

and the 300ns window sequentially before it) is lower than 1Å. Similar to the procedure 

described by Sawle and Ghosh (2016), we used window sizes ranging from 100ns up to 

1μs to determine convergence. 

5.3.2 Dynamic Flexibility Index (DFI) 

Our DFI metric calculates the relative flexibility/rigidity of individual residues in an 

protein (Campitelli et al., 2020; Kumar et al., 2015b; Larrimore et al., 2017; Modi et al., 

2021b; Stevens et al., 2022b). The DFI algorithm, which is developed using Linear 

Response Theory (LRT) and Perturbation Response Scanning (PRS), calculates the 

average response of a residue as a result of a perturbation on every other residue in a protein 

(Gerek and Ozkan, 2011). Taking advantage of the residue covariances, DFI provides 

position specific flexibility profiles. 

[ΔR]:5I1 = [𝐻]:5I:591 [F]:5I1                                     (5.1) 

A Hessian matrix, H, is compiled from the second derivatives of potentials. The inverse 

of the Hessian matrix, H-1, contains residue covariances. The covariance matrix can be 

generated from a protein structure by utilizing an Elastic Network Model (ENM) or 

gathered from a MD simulation of the protein, which implicitly accounts for amino-acid 

side chain interactions and solvent interactions. We used the latter to calculate the dynamic 

metrics in this study. The residue response vector, ∆R, is the resultant vector containing 

the magnitude of responses from multiplying the covariance matrix by the force vector, F. 
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The dynamic flexibility index (DFI) for position i, which computes the normalized 

fluctuation response of a position upon perturbation on the chain is calculated as  

𝐷𝐹𝐼. =
∑ J∆G*L&
+
*,-

∑ ∑ J∆G*L&
+
*,-

+
&,-

	                                            (5.2) 

where \𝛥𝑅0\
.
= ]⟨(∆𝑅)$⟩ is the magnitude of fluctuation response at position i due to a 

perturbation at position j. 

The DFI score yields position specific information about the conformational dynamics 

of a protein system. Positions displaying low DFI scores are highly rigid. These sites often 

make more than an average number of interactions with their neighbors, which suggests 

that they represent crucial dynamic hubs in a protein. Conversely, positions with high DFI 

scores are often highly mobile regions of a protein. These sites do not contribute to the 

collective motion of a protein as substantially as the rigid regions.  

5.3.3 Dynamic Coupling Index (DCI) and DCI asymmetry (DCIasym) 

The DCI metric stems from the same fundamental analysis method that is used to 

carry out a DFI calculation (Campitelli et al., 2021; Larrimore et al., 2017). DCI measures 

the allosteric coupling between residue pairs. To carry out DCI analysis of DHFR, a 

random unit force was applied to residues contained in M20 & FG loops and was allowed 

to propagate through the protein until it reached a residue distal from the initial perturbation 

location. After probing all active site residues, we calculate a “magnitude of response” to 

other residues in the protein, which ultimately represents the strength of coupling between 

each active site residue and all other residues in the protein. A calculated DCI of position i 

suggests its response to a perturbation on position j and is calculated as follows: 
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DCI.0 =
EMG*E&

∑ EMG*E&
+
*,- 5⁄

                                                     (5.3) 

where, \ΔRO\
P
= ]⟨(∆R)$⟩ is the magnitude of the fluctuation response at position i due to 

perturbations at position j normalized over the average response of position i when any 

position in the protein is perturbed by a random Brownian force. Thus, DCIij > 1 indicates 

that position i is more sensitive to perturbations occurring on position j. Alternatively, a 

position with a DCIij value lower than 1 is regarded as weakly coupled to the site j. 

Moreover, the dominance in dynamic control can be determined by calculating the 

asymmetry between residue locations i and j. DCIij is defined as the response of residue i 

when residue j is perturbed and DCIji represents the response of residue j when residue i is 

perturbed. DCI asymmetry (DCIasym) (Campitelli et al., 2021; Campitelli and Ozkan, 2020; 

Ose et al., 2022) of location i is calculated as follows: 

𝐷𝐶𝐼+)BC = 𝐷𝐶𝐼.0 − 𝐷𝐶𝐼0.                                            (5.4) 

Given this definition, DCIasym can take both positive and negative value. Accordingly, 

we consider residues with DCIasym values around zero (between negative -0.05 to 0.05) to 

be dynamically coupled with the M20 and FG loops in a symmetric fashion. The residues 

with DCIasym values higher than 0.05 are considered as “controlled” (e.g., M20 loop 

controlled) and the ones with DCIasym values lower than -0.05 as “controller” (e.g., M20 

loop controller). 
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5.3.4 Solvent Accessible Surface Area (SASA) 

The SASA calculation is employed by using Naccess (Hubbard and Thornton, 1993). 

Naccess algorithm first creates a sphere with the radius of a water molecule and then rolls 

the sphere on the surface of the protein. The accessible surface area is calculated per 

residues by measuring the fraction of residue that is accessible to the solvent. 

5.3.5 Network Features 

Network Analysis of Protein Structures (NAPS) webserver is utilized to calculate the 

network features betweenness, closeness, and eigenvector centrality (Chakrabarty and 

Parekh, 2016). Betweenness measures how often an amino acid lies on the shortest path 

between two other amino acids in the protein. High-betweenness nodes have been 

previously shown as important residues for protein structure and function (del Sol and 

O’Meara, 2005). These residues are crucial in proteins, as the shortest paths between nodes 

(i.e., distal sites and active sites) pass through these nodes. Closeness metric shows how 

easily an amino acid can be reached by other amino acids in the protein. Eigenvector 

centrality measures how well an amino acid is connected to other important amino acids in 

the protein. Amino acids that are more easily reached by others and well connected to other 

important amino acids are important for maintaining the overall stability and function of 

the protein (Chakrabarty and Parekh, 2014; del Sol et al., 2006; van den Bedem et al., 

2013). 
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5.3.6 Number of Contacts 

To determine the average number of contacts, we analyzed the MD simulation 

trajectory by counting the Cα contacts within 10Å for each residue that appeared in over 

80% of the frames in the trajectory sampled every 1ns. 

5.4 Results and Discussion 

5.4.1 Distinguishing Tolerant vs Non-Tolerant Mutations and Understanding Mutational 

Outcomes Using Dynamic Flexibility Analyses 

To gain insight into the impact of mutations on DHFR activity, we first investigated 

the enzyme using DFI (Figure 5.1). In our DFI analysis, we use Brownian force 

perturbation to capture each position’s response to random perturbations exerted on the 

protein chain. When a mutation creates a disturbance in the equilibrium dynamics of the 

protein, the local network of interactions surrounding the mutational site is often altered. 

Thus, the DFI value of a position can give a first order approximation of the impact that a 

mutation at that site might have on the enzyme’s activity. We previously demonstrated that 

a high correlation exists between DFI values and modulation of protein function by disease-

related mutations (Campitelli et al., 2021; Campitelli and Ozkan, 2020; Modi et al., 2021b; 

Modi and Ozkan, 2018). Rigid locations identified by our DFI metric are often linked to 

disease related outcomes when mutated (Butler et al., 2018, 2015; Gerek et al., 2013; 

Kumar et al., 2015b; Ose et al., 2022); alternatively, flexible locations are less prone to 

these types of disadvantageous mutations. 

Our efforts to study the relationship between dynamics and function in DHFR began 

with molecular dynamics (MD) simulations of the enzyme using a model of apo DHFR 
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(PDB ID: 1rx2) from the Protein Databank. We chose to focus our simulations on the apo 

protein because previous studies using NMR suggested that the apo enzyme also samples 

bound state dynamics (Beach et al., 2005; Boehr et al., 2006). Thus, we believed that use 

of an apo structure would provide insight into the dynamics of DHFR in conformations 

present in both the apo and bound forms. We then analyzed these MD simulations using 

our DFI metric, which revealed that previously known functionally important M20 and FG 

loops display dynamics profile different than each other (Figure 5.1). In our previous 

studies (Gerek and Ozkan, 2011; Kolbaba-Kartchner et al., 2021; Modi et al., 2021b), we 

observed that residues that directly interact with ligands are often more rigid, and 

maintenance of this rigidity is important for enzyme function. We observe a similar trend 

with residue M20 and its neighbors (N18 and A19) in the M20 loop (Figure 5.1C), which 

directly interact with DHFR’s substrate. These positions are more rigid in our analysis than 

the remainder of residues in the loop. Moreover, residues D122 and T123 in the FG loop, 

and V13 and G15 on the M20 loop (Figure 5.1C) are also found to be less flexible relative 

to other residues within these loops. These residues have previously been shown to stabilize 

the neighboring loops (Luk et al., 2013; Reynolds et al., 2011; Sawaya and Kraut, 1997; 

Thompson et al., 2020). In agreement with our previous studies (Butler et al., 2018, 2015; 

Gerek et al., 2013; Kumar et al., 2015b; Ose et al., 2022), substitutions at M20 and FG loop 

positions with low DFI scores are experimentally shown to drastically diminish (if not 

abolish) the activity of DHFR (Thompson et al., 2020). Overall, the M20 loop shows a 

lower average DFI score (〈%𝐷𝐹𝐼〉 = 0.38) compared to the FG loop (〈%𝐷𝐹𝐼〉 = 0.77) 

implying modulation of DHFR activity by these loops are different (Figure 5.1B). 
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Figure 5.1: A) DFI profile of DHFR projected on the crystal structure with PDB ID: 
1rx2. Regions of high flexibility are colored red; regions of medium flexibility are 
colored white and highly rigid regions are colored blue. B) Functionally critical residues 
in the M20 (residues 9-24) and FG (residues 116-132) loops are shown as spheres 
colored by their DFI scores. C) The DFI profile of apo DHFR. D122 and T123 in the FG 
loop; and V13, G15, N18, and A19 on the M20 loop are highlighted with red colored 
vertical lines. 
 

To further understand the implication of the conformational dynamics of residues 

related to function in DHFR, we sought to relate data obtained using our DFI metric to 

previously reported experimental data (Thompson et al., 2020). Namely, we used the per 

residue functional classification defined by Thompson et al (2020), in which positions with 

advantageous mutations (named “Beneficial”), positions with WT-like behavior (named 

“Tolerant”), positions that possess both advantageous and disadvantageous mutations 

(named “Mixed”), residues with mostly disadvantageous mutations (named “Restricted”), 

and locations that exhibited almost no activity when mutated away from the wild-type 

amino acid (named “Intolerant”) are described. When we analyzed positions belonging to 
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the aforementioned categories from the perspective of their DFI values, we observed the 

following trends both in the absence (-Lon ) and the presence (+Lon) of Lon protease 

(Figure 5.2A): We found that "Tolerant" and "Beneficial" mutations were more commonly 

found in residues with high %DFI scores, suggesting that more flexible residues are better 

able to accommodate mutations without negatively impacting protein function. In contrast, 

"Intolerant" and "Restricted" mutations were more commonly found in residues with lower 

%DFI scores, suggesting that more rigid residues are less able to tolerate mutations without 

negatively impacting protein function. The difference between "Tolerant" and "Intolerant" 

distributions are statistically significant (p=0.0002). As well as the difference in 

distributions of "Beneficial" and "Restricted" with a p value of 2e-05. The "Mixed" 

residues do not show a particular trend towards either rigid or flexible.  

 
Figure 5.2: DFI score distributions for the five previously defined functional classes 
with and without the in the presence of Lon protease in Thompson et al. A) In the absence 
of Lon protease the “Intolerant” labeled residues almost always display very low DFI 
values, followed by the residues labeled as “Restricted” showing an overall rigid 
behavior (i.e., %DFI<0.6). Conversely, "Beneficial” and “Tolerant” residues are more 
commonly found in high DFI regions of the protein (i.e., % DFI≥0.6). The differences 
in these distributions are statistically significant, with p-values 0.0002 and 2e-05 
respectively, calculated by Fisher's exact test using 0.6 %DFI as the threshold value. 
Residues labeled “Mixed” are distributed across different DFI ranges. B) In the presence 
of Lon protease, DFI scores of the residues distributed among functional classes are 
similar to those when the Lon protease is absent. 
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Moreover, to understand the relationship between DFI and protease sensitivity of 

residues, we investigated the distribution of DFI values for residues that are tolerant to Lon 

(i.e., a residue with “Beneficial” label in the absence of Lon, is still “Beneficial” in its 

presence), and those that are susceptible (i.e., a residue with “Beneficial” label in the 

absence of Lon, is “Restricted” in its presence) (Figure 5.3). The box plots shows that 

residues that are susceptible to the presence of Lon protease overall have a slightly higher 

DFI value compared to residues that are tolerant suggesting that enhanced flexibility, low 

rigidity might play a role with stability, as our earlier studies showed that rigid sites 

contribute to overall folding stability of a protein (Butler et al., 2015; Modi et al., 2021a). 

In summary, these results support the strength of the DFI metric in assessing the functional 

outcome of mutations on the protein, regardless of whether they proximal to or distal from 

functionally important loops. 

 
Figure 5.3: Box plot of DFI values for two sets of residues related to their protease 
sensitivity. Residues that are tolerant to Lon protease have slightly lower DFI scores 
compared to the one that are susceptible (p < 0.23). This shows that the susceptible 
residues have a higher degree of flexibility than the tolerant residues. This observation 
is interesting because it may suggest that the degree of flexibility of a residue play a role 
in its susceptibility to protease activity and its overall stability. 
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5.4.2 Asymmetry in Dynamic Coupling Reveals Allosteric Mutational Sites 

Assessment of DHFR with our DFI metric also raised other important questions: First, 

how do residues distal to functionally important loops impact the overall enzymatic activity 

and second, what role do dynamic networks play in the control of DHFR function? 

Mutations found far from (but dynamically coupled to) functionally important loops, which 

we term “allosteric mutations”, have previously been shown to substantially affect enzyme 

activity (Benkovic et al., 1988; Campitelli et al., 2021; Gekko et al., 2000; Thompson et 

al., 2020). The manner in which such this long-range dynamic communication propagates 

through proteins can be highlighted with our dynamic coupling metric DCI (Campitelli et 

al., 2020; Modi et al., 2021; Ose et al., 2022). A high DCI value indicates high dynamic 

coupling between residues i and j, suggests that strong communication between these 

residues exists. A low DCI score implies weak coupling between residues and suggests the 

absence of strong communication between them (Campitelli et al., 2021; Campitelli and 

Ozkan, 2020; Kolbaba-Kartchner et al., 2021; Larrimore et al., 2017; Modi and Ozkan, 

2018). 

We applied DCI analysis to the M20 and FG loops to explore how these loops affect 

protein activity. Dynamic coupling analyses reveal that the M20 and FG loops, despite 

being close to each other, exhibit different long-distance interactions with the rest of the 

protein (Figure 5.4A). We also discovered that each loop is dynamically coupled to specific 

regions within DHFR. For example, helix B, which spans residues 24 to 35, is more 

coupled to the M20 Loop (Figure 5.4A), while the FG loop is highly coupled to β sheets C 

and D and the helical “E region” (residues 57 to 85, Figure 5.4C). 
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Figure 5.4: An analysis of DHFR using DCIasym. Panels A and C show DCI profiles 
measuring the dynamic coupling of the M20 (A), and FG (C) loops projected onto the 
DHFR structure; high coupling is shown in purple, low coupling is shown in green. 
Panels B and D show the distribution of DCIasym values of all residues calculated by 
targeting the M20 (B) and FG (D) loops. Positive DCIasym values indicate that the 
residues within the loop control interactions with other residues while negative values 
represent residues that control the dynamics of the loop.  

 

The complex network of the protein immediately suggested a disparity in dynamic 

coupling between positions that could be understood by an asymmetry in communication 

(Figure 5.4). Since each residue directly contacts a distinct set of neighboring residues, 

each position in a protein has a unique coupling network. Moreover, the dynamic coupling 

for position i with respect to j is not necessarily symmetric to the dynamic coupling of j to 

i. Thus, changes at position i may have larger effect on the flexibility of position j and vice 

versa. To capture this asymmetry, we created a novel metric DCIasym (Campitelli et al., 

2021). If the magnitude of difference between dynamic coupling scores of positions i to j 
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(DCIji) vs the coupling of j to i (DCIij) is significant, an asymmetry in communication 

between the two residues will exist. This asymmetry in communication can be informative 

on why certain amino acid substitutions at particular positions are more deleterious or 

beneficial to activity, vice versa. 

To explore how dynamic coupling between the M20 loop and the B helix or the FG 

loop and the E helix and the C and D sheets affected enzyme function, dynamic coupling 

was considered in both directions using our DCIasym metric. We first applied DCIasym to the 

M20 loop. We consider DCIasym values between -0.05 and 0.05 to suggest that both 

positions are symmetric in their coupling; in other words, neither position has dominance. 

Alternatively, a residue would be defined as an “M20 controlled position” when its average 

DCIasym score (calculated by taking the average of all M20 loop positions; i.e., 〈𝐷𝐶𝐼+)BC〉) 

is positive and larger than 0.05, and as an “M20 controller position” when 〈𝐷𝐶𝐼+)BC〉 is 

negative and lower than -0.05 (Figure 5.4B). The same analysis is repeated on the FG loop 

(Figure 5.4D). The “controlled”/”controller” categorization of residues is then compared 

with average selection coefficient values from the work of Thompson et al (2020) (Figure 

5.5). Selection coefficient values represent the impact of a mutation to DHFR activity 

relative to wild type. A mutation with a selection coefficient value around zero (±0.2) is 

considered as neutral. Values higher than 0.2 are beneficial to function, and conversely 

values lower than -0.2 are deleterious.  
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Figure 5.5: Analyses of the “controller” and “controlled” classified average selection 
coefficient value distributions (+Lon) for the M20 and FG loops. For both M20 and FG 
loops the average selection coefficient value distributions are different for “controller” 
and “controlled” labels. The residues with “controller” labels are commonly distributed 
near either neutral/enhanced (near zero, or positive) region while “controlled” residues 
display a distribution among negative values (deleterious) (M20 loop: p= 0.005, and FG 
loop: p= 0.008, Student's t-test). The gray distribution (line as the mean and shade as the 
variance) is generated by randomly selecting a different subset of residues (excluding 
“controller” / “controlled” residues) five times. Comparison of the randomly selected 
positions’ average selection coefficient distributions with those of “controller” and 
“controlled”, distributions of both M20 loop and FG loop shows that randomly selecting 
residues fails to capture the selection coefficient distribution of the “controller” residues 
(average p values over 5 random samples are 0.028, and 0.001, respectively) and 
“controlled” residues (p< 0.043 and <0.0425, respectively).  

 

When investigated, the distribution of average selection coefficient values of 

“controlled” and “controller” residues displayed a different pattern (Figures 5.5 and 5.6A). 

When residues that control the M20 loop are considered, the peak of the distribution is 

observed to be above zero, which indicates that mutations at these positions have, on 

average, a positive impact on the activity. Conversely, sites “controlled” by residues in the 

M20 loop display a broad distribution with high density around very negative values. This 

suggests that mutations at these residues have a deleterious effect on protein activity. A 

similar trend is observed when the FG loop is targeted with DCI and DCIasym analyses 

(Figure 5.5) (Figure 5.6B). Furthermore, comparison of the average selection coefficient 

distributions of “controlled” and “controller” residue positions with that of randomly 
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selected positions reveals the statistical significance of the distribution of our 

classifications in distinguishing the impact of mutations on activity (Figure 5.5).  

 
Figure 5.6: The asymmetry labeled average selection coefficient value (in the absence 
of Lon) distributions for the M20 and FG loops. A) Distribution for M20 loop plot shows 
“controller” and “controlled” labeled distributions are different (p= 0.005, Student's t-
test). B) FG loop value distribution show “controller” and “controlled” labeled 
distributions are different. (p= 0.008, Student's t-test). 

 

5.4.3 Beneficial Mutations are Enriched at Controller Sites 

To further assess the impact of amino acid substitutions on residues with variety of 

control over the M20 and FG loops, we combined the “controlled” and “controller” 

designations from each loop. Namely, in this analysis, a residue was defined as a 

“controller” if it exerts control over both the M20 and FG loops simultaneously and is 

considered a “controlled” residue otherwise. The average selection coefficient value 

distributions of “controlled” and “controller” residues differ from each other when viewed 

in this way (Figure 5.7A). Controller residues generally present more activity-enhancing 

amino acid substitutions compared to residues in the “controlled” category. Interestingly, 

the peak of the distribution of “controlled” residue mutations is below the neutral range 

(near -1.0). This indicates that mutations to “controlled” positions more often yield 

deleterious outcomes with respect to function. On the other hand, mutation of “controller” 

positions could gradually modulate function both positively and negatively and could 
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therefore act like rheostatic switches (Campitelli et al., 2021). This ultimately suggests that 

the M20 and FG loops themselves are highly conserved due to functional constraints. 

However, those residues that control the loops can affect the overall enzyme function by 

distally altering functionally important residues. 

 
Figure 5.7: Experimentally measured selection coefficient values of “controller” and 
“controlled” residues of the M20 and FG loops. A) A violin plot of average selection 
coefficient values of the residues controlling both loops suggests that these residues have 
a peak on positive values compared to those residues that are controlled by the loops 
(p=3e-07). This suggests that mutations to residues that are controller of the M20, and 
FG loops can potentially enhance the activity of DHFR, while mutations to residues 
controlled by these loops are mostly deleterious. B) A violin plot generated using the 
selection coefficient of all amino acid substitutions per position. The distribution of 
selection coefficient values for “controller” residues falls primarily in the neutral to 
positive range. Alternatively, a broader distribution is observed for residues controlled 
by both loops; mutations at these residues often have a drastic negative impact on 
activity. 
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To remove any bias that arose from averaging, we also obtained the distributions using 

selection coefficient values for every mutation (as opposed to average values for all 

mutational outcomes per position). When all selection coefficient values are considered, 

the differences in asymmetry between “controlled” and “controller” residues is more 

pronounced (Figure 5.7B). Additionally, when other functionally important sites, GH loop 

(spanning through residues 142 to 149) and Adenosine Binding Domain (residues 63, 64, 

and 65) are investigated, the results are similar to those found with M20 and FG loops 

(Figure 5.8). This striking difference in the distribution of functional outcomes of 

mutations on “controlled” versus “controller” residues illustrate the importance of dynamic 

allosteric control (McCormick et al., 2021; van den Bedem et al., 2013). Previously, we 

explored asymmetry in dynamic coupling by analyzing 591 pathogenic missense variants 

in 144 human enzymes (Ose et al., 2022). We showed that many mutations, far from the 

active site, exhibit deleterious behavior (sometimes leading to pathogenicity) due to their 

high coupling with the active site. Furthermore, we also observed that these mutations are 

coupled to the active site, but the coupling strength (DCI score) of the mutation sites back 

to active site is not as high, showcasing an indifference in coupling strength (asymmetry). 

The "controller" and "controlled" classification developed in this present work highlights 

the importance of dynamic coupling to active sites, in agreement with previous study. In 

addition, it highlights the degree to which asymmetry in this coupling can modulate 

function in a positive or negative direction. 
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Figure 5.8: Violin plots of experimentally measured selection coefficient values of 
“controller” and “controlled” residues of the A) GH loop and B) Adenosine Binding 
Domain. The distribution of selection coefficient values for “controller” residues follows 
an overall neutral trend. On the other hand, “controlled” residues show a diverse 
distribution spreading to negative (deleterious) ranges. The difference observed in the 
distributions of “controlled” and “controller” are statistically significant, with p values 
0.003 and 3e-07, for GH loop and Adenosine Binding Domain, respectively. 

 

5.4.4 Leveraging Asymmetry in Dynamic Coupling for Fine-Tuning Function: A 

Comparative Analysis of Other Metrics and Functional Outcomes 

To evaluate the effectiveness of the DCIasym metric in identifying residue positions with 

diverse activities upon mutations, we compared it with several other metrics that are 

commonly used to identify functionally critical sites such as solvent-accessible surface area 

(SASA) (Butler et al., 2015; Cao et al., 2019; Chan and Dill, 1990; Wei et al., 2013), 

average # of contacts as well as network metrics including betweenness, closeness, and 

eigenvector centrality values (Figure 5.9) (Chakrabarty and Parekh, 2016; del Sol et al., 
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2006; del Sol and O’Meara, 2005) (See methods). After computing these metrics for each 

residue, we grouped positions sharing similar values using histograms and analyzed the 

average and variance of the experimental average selection coefficients of the positions 

residing in each bin/group. The average of SASA values in each bin correlates with average 

experimental values (R=0.88), indicating that highly accessible residues are more likely to 

have neutral outcomes upon mutation. The average number (#) of contacts shows a 

correlation of -0.84 with experimental fitness, but the deviation at medium ranges suggests 

that, on average, most of these residues are deleterious to function when mutated. The 

betweenness scores show a relatively low correlation with the experimental values (R=-

0.65). Despite its strong correlation with fitness (R=-0.85), the observed average negative 

fitness values with all eigenvector centrality ranges suggest that underlying factors beyond 

altered functional outcomes upon substitution are not fully captured by this metric. The 

closeness measure identifies residue positions with high experimental fitness scores (>0.2) 

but fails largely to identify residues with deleterious behavior. In contrast, when we 

analyzed dynamic-based metrics (e.g., DCIasym) of the M20 and FG loops in the same 

manner, the results show that the DCIasym metric is the most effective in capturing the trend 

of changing fitness for both the M20 loop and FG loop, with high correlations of -0.98 and 

-0.97, respectively. This indicates that as a position becomes more controlled, mutations at 

that site are more deleterious; alternatively, “controller” residues yield more neutral or 

beneficial outcomes when mutated. These findings suggest that the “controlled” and 

“controller” classification based on the DCIasym metric can not only provide high accuracy 
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in identifying and characterizing residues, put can also help identify “controller” sites that 

may subtly tune the enzyme’s function when mutated. 

 
Figure 5.9: Correlation plots of binned structural and dynamic features with average 
selection coefficients A) Structural features SASA and B) average number (#) of contacts 
are binned and compared with experimental data. Both SASA and average # of contacts 
values of residues correlate well with the experimental data. Structural metrics 
betweenness, closeness, and eigenvector centrality are compared with average selection 
coefficient. C) Betweenness metric binned every 0.1 range shows that ranges from zero 
to 0.2 and 0.9 to 1.0 have higher fitness values relative to others (R=-0.65). D) 
Eigenvector centrality metric is binned every 0.1 range. The eigenvector centrality 
metric overall shows a good correlation, but all the bins have an experimental value 
lower than the neutral range (R=-0.85). E) Closeness metric binned every 0.01 range 
shows that residues with values from 0.15 to 0.19 shows great promise in enhancing the 
activity (R=-0.87). F) M20 loop and G) FG loop DCIasym value binned every 0.2 window 
shows that DCIasym values lower than zero yield higher activity compared to those 
positions in the positive ranged bins. This correlation fits well with the definitions of 
“controlled” and “controller”.  
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5.4.5 Examining the Interplay of Asymmetry in Dynamic Coupling and Evolutionary 

Conservation 

To gain insight into how our “controller”/”controlled” categorization relates to a 

position’s conservation, we utilized the ConSurf database (Ben Chorin et al., 2020; 

Goldenberg et al., 2009) to evaluate conservation of each site. Namely, the distribution of 

conservation of each residue in DHFR was considered with respect to its asymmetry 

categorization (Figure 5.10). Previous studies have shown that positions of M20 and FG 

loops are structurally and evolutionarily conserved (Bhabha et al., 2013; Thorpe and 

Brooks III, 2004; Weinreich et al., 2006). When the conservation of residues controlled by 

the M20 and FG loops was investigated, the “controlled” residues were found to be highly 

conserved, which agrees with our analysis. This suggests that mutations of “controlled” 

residues often yield deleterious outcomes and are therefore filtered out by natural selection. 

Alternatively, “controller” sites are found to be non-conserved, indicating that they can 

accommodate a diverse number of mutations. This behavior is observed in the deep 

mutational scanning data (Thompson et al., 2020) where mutations on “controller” residues 

enable enhancement or modular changes in the activity of DHFR. Conservation analyses 

showed that “controlled” residues are highly conserved, while “controller” sites are non-

conserved, allowing for a diverse number of mutations and enabling enhancement or 

modular changes in the activity of DHFR. Indeed, these results agree with the deep 

sequencing data where the mutations on controlled sites are usually deleterious; therefore, 

they are also eliminated during evolution.  
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Figure 5.10: Conservation distribution of DHFR positions designated either controlled 
by or controllers of the M20 and FG loops. Conservation values are obtained using 
ConSurf database (Ben Chorin et al., 2020; Goldenberg et al., 2009). Residues that are 
“controller” attain lower values (non-conserved) compared to “controlled” residues 
which are more distributed on higher (conserved) values. The Student's t-test showed 
that the difference in distribution was statistically significant (p= 0.003). 

 

To gain a deeper insight into why a distinction between “controlled” and “controller” 

residue conservation exists, we examined the flexibility of these positions; our previous 

studies highlighted a strong correlation between conservation and flexibility (Butler et al., 

2018; Campitelli et al., 2021; Kazan et al., 2022; Modi et al., 2021a; Ose et al., 2022). The 

analyses demonstrate that "controlled" residues are often highly rigid with an average 

%DFI score of 0.2 (Figure 5.11). Mutations occurring at these rigid sites typically have 

detrimental effects on function. In contrast, the "controller" residues exhibit a higher 

average %DFI value of 0.8 (Figure 5.11), indicating high flexibility. This flexibility 

enables these positions to tolerate a broader range of amino acid changes. Consequently, 

selectively targeting "controller" residues holds promise for random mutagenesis or 

rational design approaches aiming to finely adjust the activity of DHFR. We believe our 

dynamics metrics DFI and DCIasym could uncover these positions in other proteins as well. 
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Figure 5.11: A box plot showing %DFI distribution of “controlled” and “controller” 
residues. These distributions show that “controller” sites attain high %DFI values on 
average; conversely “controlled” positions are generally found to be rigid. 

 

5.5 Conclusion 

In this study, we show that dynamic based metrics can be utilized to better understand 

the functional outcomes of mutations in DHFR. DFI scores displayed great promise in 

differentiating positions that might lead to beneficial or deleterious functional changes. The 

DCI metric revealed that the long-distance dynamic coupling between the M20 loop and 

other residues in DHFR differs significantly differs from that of FG loop. These diverse 

allosteric features are further investigated with our novel DCIasym metric. The observed 

differences between residues that are controlled by or control two important loops in DHFR 

highlight how mutation of “controller” residues can fine tune enzyme activity through 

dynamic allostery. In addition, the evaluation of evolutionary conservation of “controlled” 

versus “controller” positions indicated that the “controller” sites are more amenable to 

mutations. On the other hand, “controlled” sites are more conserved since mutations to 

these sites often results in loss of function. Although our study was carried out using 
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DHFR, the conclusions drawn in this work display great promise for using dynamics 

metrics to gain a better understanding of how residues distal from functional portions of 

proteins can potentially modulate protein activity without compromising the fold. 
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CHAPTER 6 

THE ROLE OF RIGID RESIDUES IN MODULATING TEM-1 β-LACTAMASE 

FUNCTION AND THERMOSTABILITY 

 

This chapter is adapted from: “Kolbaba-Kartchner, B.; Kazan, I.C.; Mills, J.H.; Ozkan, 

S.B. (2021) The Role of Rigid Residues in Modulating TEM-1 β-Lactamase Function and 

Thermostability. Int. J. Mol. Sci. 22, 2895.” 

 

I Can Kazan shared first-authorship with Bethany Kolbaba-Kartchner. I Can Kazan 

conducted all computational work related to DFI, DCI, and MD simulations presented here 

while Bethany Kolbaba-Kartchner performed Rosetta design method and executed 

experimental characterization.   

 

Previous chapters were focused on elucidating the intricate interplay between protein-

ligand interactions, mutations, and the influential factors that drive protein dynamics, 

ultimately resulting in alterations in protein activity or function. Building upon this 

foundation, here, I explore a different enzyme system, β-lactamase, leveraging the acquired 

knowledge to further tackle the challenge of protein design. Bacteria produces β-lactamase 

to provide a defense mechanism against β-lactam antibiotics. Therefore, it is essential to 

investigate this enzyme to design more effective antibiotics for the treatment of infections. 

With this goal in mind, TEM-1 β-lactamase is used as a model system to design novel 

variants that are similar to a promiscuous and more stable ancestor of TEM-1 β-lactamase. 
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I applied DFI and DCI to initially uncover residues that could either potentially impact the 

activity upon mutations (rigid residues) or maintain neutrality (flexible residues). We 

modeled mutations around these rigid and flexible residues to create new designs using 

RosettaDesign. I also performed MD simulations of the Rosetta Models.  To evaluate the 

functional outcomes, I developed a novel approach "dynamic distance analysis" (DDA) 

which quantifies the dynamic similarities (DFI profile similarity form MD) of proteins to 

each other and highlights the variants with dynamics profiles closest to that of target 

protein. The results, which were experimentally validated by our collaborators, showed 

that the integration of MD driven dynamics design holds great promise in creating variants 

capable of effectively modulating the activity and stability of enzymes across a wide range.  

 

6.1 Abstract 

The relationship between protein motions (i.e., dynamics) and enzymatic function has 

begun to be explored in β-lactamases as a way to advance our understanding of these 

proteins. In a recent study, we analyzed the dynamic profiles of TEM-1 (a ubiquitous class 

A β-lactamase) and several ancestrally reconstructed homologues. A chief finding of this 

work was that rigid residues that were allosterically coupled to the active site appeared to 

have profound effects on enzyme function, even when separated from the active site by 

many angstroms. Here, our aim was to further explore the implications of protein dynamics 

on β-lactamase function by altering the dynamic profile of TEM-1 using computational 

protein design methods. The Rosetta software suite was used to mutate amino acids 

surrounding either rigid residues that are highly coupled to the active site or to flexible 
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residues with no apparent communication with the active site. Experimental 

characterization of ten designed proteins indicated that alteration of residues surrounding 

rigid, highly coupled residues, substantially affected both enzymatic activity and stability; 

in contrast, native-like activities and stabilities were maintained when flexible, uncoupled 

residues, were targeted. Our results provide additional insight into the structure-function 

relationship present in the TEM family of β-lactamases. Furthermore, the integration of 

computational protein design methods with analyses of protein dynamics represents a 

general approach that could be used to extend our understanding of the relationship 

between dynamics and function in other enzyme classes. 

6.2 Introduction 

Since the 1940s, β-lactam antibiotics, which target a key enzyme in bacterial cell wall 

biosynthesis, have been the antimicrobial weapon of choice in the war against bacterial 

infection (Coulson, 1985). The widespread use of β-lactams is likely a consequence of the 

fact that they are inexpensive to produce and have historically been effective in treating 

most infections. However, as the use of this class of antibiotics became more widespread, 

so too did the prevalence of β-lactamase enzymes, which hydrolyze the β-lactam ring and 

render the antibiotic nonfunctional (Coulson, 1985). Additionally, as new β-lactam 

antibiotics enter into clinical use, the remarkable adaptivity of β-lactamases complicates 

efforts to develop novel antibiotics that are resistant to degradation by this class of enzyme 

(Bush, 2018). The TEM family of β-lactamases has been thoroughly studied to gain insight 

into the manner in which resistance is achieved (Brandt et al., 2017; Brown et al., 2020; 

Cortina et al., 2018; Cortina and Kasson, 2018; Gobeil et al., 2019). Despite these efforts, 
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we currently possess an incomplete understanding of the relationship between sequence 

and function in this enzyme class. A major challenge is that several mutations have been 

identified that have a significant influence on function, but which are highly distal from 

the enzyme active site (Singh and Dominy, 2012). In addition, even single point mutations 

(e.g., the well-characterized, M182T substitution), which have minimal effects on 

enzymatic function can drastically affect the protein’s thermostability (Orencia et al., 2001; 

X. Wang et al., 2002). Our inability to rationalize the manner in which these thoroughly 

studied mutations alter enzyme function is suggestive of an incomplete understanding of 

the sequence-function relationships present in β-lactamases. This in turn limits our ability 

to develop novel classes of antibiotics that are not substrates for these enzymes (Fair and 

Tor, 2014). 

As explained in Chapter 1, a possible explanation as to how mutations distal to the 

active site can still exert influence at a great distance is that they serve to reshape the 

inherent dynamics of the enzyme (Campitelli et al., 2020; Doucet et al., 2007; Gerek et al., 

2009; Gerek and Ozkan, 2011; Kim et al., 2015; Larrimore et al., 2017; Modi et al., 2018; 

Modi and Ozkan, 2018; Zou et al., 2015). In a recent study, we explored this hypothesis in 

the TEM-1 β-lactamase using two in silico, dynamics-based metrics: the dynamic 

flexibility index (dfi) (Gerek and Ozkan, 2011; Kumar et al., 2015a), which measures the 

mobility of each residue, and the dynamic coupling index (dci) (Campitelli et al., 2018; 

Larrimore et al., 2017), which assesses the coupling between distant residues (Modi and 

Ozkan, 2018). Using these two metrics, we characterized TEM-1 and a set of ancestrally 

reconstructed TEM-1 variants that possess vastly distinct physical properties (i.e., 



 

  133 

thermostabilities) and functions (i.e., substrate specificity) despite having almost identical 

conformations (Risso et al., 2013; Salverda et al., 2010; Stiffler et al., 2015; Zou et al., 

2015). A major finding of our previous study was that TEM-1 and its ancestral homologues 

possessed distinct dynamic profiles and that these differences in dynamics appeared to have 

profound effects on enzyme function. Namely, rigid residues that are distal from, but highly 

coupled to, residues in the active site appeared to have substantial effects on protein 

function (Campitelli et al., 2020, 2018; Li et al., 2015; Modi and Ozkan, 2018). One 

intriguing hypothesis that might explain these data is that rigid residues can serve as “hubs” 

of dynamic communication. This notion has also been validated in the context of disease-

causing mutations in other proteins, in which mutations to rigid residues that are far from 

the active site are functionally deleterious (Campitelli et al., 2020; Gerek et al., 2013; 

Kumar et al., 2015b; Modi and Ozkan, 2018). 

More recently, we used both dfi and dci to analyze members of the TEM family that 

either arose in the clinic or were generated via directed evolution (Modi and Ozkan, 2018). 

In this study, we observed that mutations known to confer resistance to non-native 

substrates (1) often occur at particularly rigid residues as judged by our dfi metric and (2) 

appear to allosterically modify the flexibility of catalytic residues within the active site as 

suggested by our dci metric (Modi and Ozkan, 2018). Collectively, these studies support 

the hypothesis that rigid residues are of particular importance to the overall dynamics of 

proteins and may have a substantial impact on protein function if they are allosterically 

coupled to the active site. If our hypothesis is correct, mutations that alter the identity of 

allosteric rigid residues (or those in their vicinity) could have substantial effects on enzyme 
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activity; however, the ability to thoroughly explore this hypothesis is challenging. 

Although extensive datasets comprised of clinically derived TEM family variants 

additional variants generated via directed evolution (Stiffler et al., 2015) exist, the 

serendipitous identification of proteins with multiple mutations in the vicinity of known 

rigid residues would be unlikely. One potential solution is to use computational protein 

design methods to specifically target mutations to regions of interest. A major benefit of 

this approach is the ability to “pre-screen” each combination of mutations in silico to 

exclude variants in which protein folding is not predicted to be energetically favorable. 

In this work, computational protein design methods were used to alter the environments 

surrounding two residues that were identified as being rigid and highly coupled to the 

active site despite being separated from it by a great distance. Dynamic profiles of each 

designed protein (hereafter referred to as a “design”) were then generated and compared to 

that of an ancestrally reconstructed variant of TEM-1 (the “Gram-negative common 

ancestor” or GNCA), which possesses increased thermostability, but reduced activity 

against ampicillin relative to wild type TEM-1 (Risso et al., 2013). Principal component 

analysis (PCA) was used to identify designs with dynamic profiles that were predicted to 

be more similar to GNCA than extant TEM-1, and five designs were characterized in the 

laboratory. All designs exhibited reduced activity against ampicillin relative to TEM-1, but 

an increase in thermostability was also observed. Reduced activity against ampicillin and 

increased thermostability relative to TEM-1 are both features of GNCA. Alternatively, 

when identical design protocols were applied to flexible residues that were not coupled to 

the active site, native-like catalytic abilities and thermostabilities were maintained. Finally, 
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in an effort to further link dynamics to enzyme function, we developed a novel analytical 

approach termed the “dynamic distance analysis” (dda) that was applied retrospectively to 

our experimentally characterized proteins. The dda analysis appeared to capture functional 

differences between our designed proteins and could be a useful tool for dynamic profile 

analysis in future studies. Collectively, our results serve to further highlight the importance 

of allosteric rigid residues in regulating the dynamics of the TEM-1 β-lactamase. 

6.3 Computational Protein Design Methods Used for The Implications of Protein 

Dynamics on Β-Lactamase Function 

6.3.1 Molecular Dynamics (MD) 

The AMBER software package was utilized for simulating all β-lactamases in this 

study. Each system was parameterized with the ff14SB force field and the explicit water 

model TIP3P (Maier et al., 2015; Salomon-Ferrer et al., 2013b). The solvation box was 

assigned as 16 Å. The system was neutralized by sodium and chloride ions and minimized 

for 11,000 steps using the steepest descent algorithm. Isothermal, isobaric, and constant 

number of particles ensemble production trajectories were performed at 300K and 1 bar 

pressure. For each production, a 1 µs simulation was conducted. The residue covariances 

were calculated using a 50 ns length window shifted by 10 ns (example: 1–50 ns, 10–60 

ns, etc.) over the course of the trajectories. 

6.3.2 Dynamic Flexibility Index (dfi) 

The dfi metric (Gerek and Ozkan, 2011; Kumar et al., 2015a; Modi and Ozkan, 2018) 

calculates the relative flexibility/rigidity of a residue in a protein by incorporating the 

residue covariances. The protein can be modeled with the Elastic Network Model (ENM) 
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in which harmonic springs connect Cαs (Atilgan et al., 2010). Taking the second 

derivatives of the potential forms a Hessian matrix, H Equation (6.1). The inverse of the 

Hessian matrix is proportional to the covariance matrix. The models based on ENM cannot 

capture changes in the dynamics of the designed variants based on Cα positions alone. 

Therefore, we substituted the inverse of the Hessian with the covariance matrices from MD 

trajectories to capture the effect of mutations on the protein conformations. The covariance 

matrix, G, contains the residue covariances, obtained by the MD trajectories Equations 

(6.2) and (6.3) (Campitelli et al., 2020; Kumar et al., 2015b; Larrimore et al., 2017; Modi 

and Ozkan, 2018; Gerek et al., 2013). 

[ΔR]:5I1 = [𝐻]:5I:591 [F]:5I1                                     (6.1) 

[ΔR]:5I1 = [𝐺]:5I:5	 [F]:5I1                                     (6.2) 
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	                                            (6.3) 

The residue response vector (∆R) is the resultant vector containing the fluctuation 

responses from multiplying the covariance matrix with the force vector, F.  denotes 

the magnitude of the residue response fluctuation vector of position i, when j is exposed to 

a random force vector. 

6.3.3 Dynamic Coupling Index (dci) 

The dynamic coupling index (dci) (Campitelli et al., 2020; Larrimore et al., 2017; Modi 

and Ozkan, 2018) measures the degree of dynamic coupling between two residues. 

Namely, it captures the strength of displacement of a residue i upon perturbation of a 
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distinct residue j, relative to the average fluctuation response of position i when all of the 

positions within a structure are perturbed. Generally, this metric is used to establish the 

communication between a functionally important residue and other residues within the 

protein that are many angstroms away. The dynamic coupling index of a given residue i is 

calculated using the equation below Equation (6.4): 

𝑑𝑐𝑖. =	
∑ \∆𝑹0\.	/𝑁>?'@A.&'+- 	
5!"#$%&'#()
0=1

∑ |∆𝑹0|.5
0=1 	/	𝑁

																																			(6.4) 

where    corresponds to the magnitude of the residue response vector (∆R) for 

residue i when residue j is perturbed. The dci score thus provides information on the 

allosteric behavior of a location associated with active site dynamics. A high dci value 

implies strong coupling between active sites, inversely, a low scoring position is regarded 

as weakly coupled to the active site (Campitelli et al., 2020; Larrimore et al., 2017; Modi 

and Ozkan, 2018). 

6.3.4 Dynamic Distance Calculation 

Principal Component Analysis (PCA) was used to compare and cluster the flexibility 

profiles of the designed TEM-1 variants with respect to TEM-1 and GNCA. However, 

because the output of a PCA is dependent on the input data, the calculated distances 

between any designed protein and TEM-1 or GNCA can change with the inclusion of new 

or distinct data points (e.g., a different set of designed proteins). To account for this, we 

employed an iterative, random sampling approach to capture the relative distance of a 

designed protein from TEM-1 and from GNCA (Figure B.1). 
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For every designed TEM-1 variant, a dataset containing the target design, TEM-1, 

GNCA and an additional seven randomly chosen designs was constructed and used to 

generate a PCA. Namely, the dfi profiles of these ten proteins were merged into a matrix, 

X, of dimension Equation (6.5): 

(m x n)      (6.5) 

Here, m is the total number of datasets that are clustered together, which each have n 

number of attributes (n = total number of residues). Singular value decomposition of X was 

then carried out as follows Equation (6.6): 

[X]mxn = [U]mxm[S]mxn[V]nxn.     (6.6) 

Here, U and V are unitary matrices with orthonormal columns and are called left 

singular vectors and right singular vectors, respectively, and Σ is a diagonal matrix with 

diagonal elements known as singular values of X. 

The singular values of X, by convention, were arranged in a decreasing order of their 

magnitude, σ = {σi} representing the variances in the corresponding left and right singular 

vectors. The set of the highest singular values (representing the largest variance in the 

orthonormal singular vectors) can be interpreted to show the characteristics in the data X 

and the right singular vectors create orthonormal basis which spans the vector space 

representing the data. The left singular vectors contain weights indicating the significance 

of each attribute in the dataset as Equation (6.7): 

     (6.7) 
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Using these features of the decomposed singular vectors, we created another matrix, 

X* using only the highest three singular values which mimics the basic characteristics of 

the original dataset. It can be represented as Equation (6.8):     

        (6.8) 

Here, Σ* contains only the largest 3 singular values and V* contains the corresponding 

right singular vectors. The data were then clustered hierarchically based on the pairwise 

distance between different proteins in the reconstructed dfi data with reduced dimensions. 

The distance between designed protein, j1, and TEM-1, j2, was computed in the reduced 

dimension using three principal components Equation (6.9):    

        (6.9) 

We also calculated the distance between each designed TEM-1 variant and GNCA to 

measure the similarity in their flexibility profiles. The random selection of dataset was 

repeated a thousand times to create a diverse distance distribution and we called this 

distance profile analysis dynamic distance analysis (dda). The distributions were fit to a 

Gaussian mixture model with a Dirichlet prior to estimate the density and the mean of the 

dynamic distances (Bishop, 2006). The distributions and the mean distances were utilized 

for selecting the designed proteins that cluster close to GNCA and far from TEM-1 (Figure 

B.1). 

6.3.5 Rosetta Design Protocol 

A high-resolution (1.8 Å) structure of TEM-1 (PDB ID: 1btl) was processed to remove 

waters, non-proteinogenic molecules and a second copy of the protein in the asymmetric 
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unit. The resulting structure was subjected to an energy minimization using the Rosetta 

relax protocol; detailed descriptions of all computational protocols used in this study can 

be found in the Appendix B. 

The relaxed 1btl structure was used as an input to the DesignAround protocol within 

Rosetta using the ref15 score function. This algorithm first identifies spheres with user-

defined radii around a defined residue. Residues within these “design spheres” were 

subjected to in silico mutagenesis, conformational sampling and backbone minimization. 

6.4 Results and Discussion 

6.4.1 Computational Analysis Using dfi and dci 

Our efforts to better understand the relationship between protein dynamics and function 

began by identifying a TEM-1 variant that could serve as a basis of comparison to the wild 

type protein. Recently, the putative sequences of ancestral TEM-1 were predicted using 

Bayesian bioinformatics (Risso et al., 2013). Three ancestral TEM family homologues (the 

Gram-negative and Gram-positive common ancestor, PNCA; the Gram-negative common 

ancestor, GNCA, and enterobacteria common ancestor, ENCA) were observed to possess 

distinct physical and biochemical properties when characterized in the laboratory (Risso et 

al., 2013). This is likely a consequence of the fact that these proteins are thought to have 

existed at different times in the evolutionary history of this enzyme (Risso et al., 2013). 

We chose to focus our efforts on the ancestral homologue GNCA because its properties 

differ more substantially from TEM-1 than the other variants. Despite sharing > 50% 

identical residues (Figure 6.1A), nearly identical folds (1.3 Å root-mean-square deviation 
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(RMSD) over all Cαs, (Figure 6.1B), and conserved catalytic residues (Figure 6.1C), 

GNCA unfolds at a temperature that is ~35 °C higher than wild type TEM-1.  

 

Figure 6.1: Differences in sequence and structure between TEM-1 and its ancestral variant 
GNCA. A) Sequence alignment (Ambler numbering) of TEM-1 and GNCA shows a 54% 
sequence identity; conserved active site residues are highlighted in red boxes. B) The 
crystal structures of TEM-1 (PDB ID: 1btl), green and GNCA (PDB ID: 4b88), cyan are 
superimposed and the catalytic residues are shown as sticks within a red box. The low root-
mean-square-deviation (RMSD) indicates a high conservation of structure. C) Active site 
residues in TEM-1 and GNCA are shown in green and blue sticks, respectively. 

Furthermore, GNCA appears to be a “substrate generalist” in that it possesses 

measurable (but reduced) activity against penam antibiotics (e.g., penicillin) relative to 

TEM-1, while simultaneously possessing a far greater ability to degrade cepham antibiotics 

(e.g., cefotaxime) (Risso et al., 2013). 

It is difficult to rationalize the substantial differences in function and stabilities that are 

observed in GNCA and TEM-1 in light of the high sequence identity and structural 

similarities that exist for these proteins. Previous studies in our laboratory (Modi and 
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Ozkan, 2018; Zou et al., 2015) suggested that the inherent dynamics of both TEM-1 and 

GNCA might play a role in regulating their functions. To further explore this, we analyzed 

the dynamic profiles of both proteins using two metrics developed in our group: The 

Dynamic Flexibility Index (dfi) and the Dynamic Coupling Index (dci). The dfi method 

(Butler et al., 2015; Gerek et al., 2013; Kumar et al., 2015b) is based on Linear Response 

Theory and Perturbation Response Scanning (Atilgan et al., 2010) and calculates the 

resilience of a given residue to random force perturbations applied to other residues in the 

protein. A given amino acids dfi value is therefore related to the relative conformational 

entropy (i.e., flexibility) of that residue with respect to the rest of the protein. A high dfi 

value indicates high flexibility; conversely, a low dfi value indicates rigidity. The dci 

metric (Larrimore et al., 2017; Modi and Ozkan, 2018) is derived from the same theoretical 

origin as dfi and is used to quantify the degree to which two residues are dynamically 

coupled in terms of correlated motions. A high dci value between a pair of residues that do 

not interact directly indicates allosteric coupling and suggests that a perturbation to one 

residue will be transmitted to the other even over long distances. A low dci score implies a 

weak coupling between a residue pair, and no strong communication channel between them 

is expected. 

When we applied the dfi and dci analyses to extant TEM-1 and a set of reconstructed 

ancestral homologues including GNCA (Modi and Ozkan, 2018; Zou et al., 2015), our 

analyses indicated that rigid residues (i.e., those with low dfi scores) that are highly coupled 

to the active site can contribute substantially to protein function. In this study, we hoped to 
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further explore the importance of rigid residues to protein function by altering the identity 

of amino acids in their vicinity. 

We selected two residues in TEM-1 (V44 and V262) as targets for our study. Not only 

do both residues have low dfi scores (%dfi value < 0.2) (Figure 6.2A), but they are highly 

coupled to the active site (%dci > 0.7) (Figure 6.2B). These two residues were of particular 

interest to us because they are over 10 Å away from the active site and are located on 

adjacent β-strands with side chains facing opposite domains. We also identified three distal, 

flexible residues in TEM-1 (K55, P226, and K256) with high dfi scores (%dfi > 0.8) 

(Figure 6.2A) and low coupling to active site residues as evaluated by the dci metric (%dci 

< 0.4) (Figure 6.2B) and over 10 Å away from the active site to serve as controls. Alteration 

of the protein environments surrounding allosteric rigid residues would be expected to 

substantially modify protein function if our hypothesis is correct. Alternatively, 

modification of amino acids surrounding flexible residues with low dynamic coupling to 

the active site would be expected to result in proteins with native-like functions.  All of the 

allosteric rigid and uncoupled flexible residues we targeted for design are over 10 Å from 

the nearest catalytic residue, which suggests that mutations in their vicinities should only 

have an indirect effect on the active site unless other factors (e.g., dynamic coupling) are 

at play. 
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Figure 6.2: The dfi (panel A) and dci (panel B) values of each residue in TEM-1 are 
calculated and mapped onto the structure of TEM-1, which is shown as color coded 
cartoons. Catalytic residues are shown as grey spheres. Rigid and flexible residues used in 
this study are shown as spheres that are colored by either their dfi (panel A) or dci (panel 
B) score. Allosteric rigid residues, V44 and V262, have low dfi scores and high allosteric 
dynamic coupling with the active site residues. Residues K55, P226, and K256 are both 
highly flexible and exhibit low allosteric dynamic coupling to the active site. 

 

6.4.2 Computational Design of TEM-1 Variants 

In order to alter the amino acid compositions surrounding both the rigid and flexible 

residue positions, we used the Rosetta computational protein design suite (Leaver-Fay et 

al., 2011). The Rosetta software employs a Monte Carlo sampling protocol to randomize 

the identity and conformation (rotamer) of a randomly chosen residue; the fitness of the 

mutated protein is then assessed using the Rosetta energy function (Alford et al., 2017). In 
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the course of a single design trajectory, the Monte Carlo sampling algorithm is applied 

iteratively to a set of user-defined residues.  

We sought to develop a computational protocol within Rosetta that would substantially 

alter the chemical properties of the native amino acids without negatively affecting the 

protein’s ability to fold. To do this, the RosettaDesign algorithm (Kuhlman et al., 2003) 

was used to randomly mutate residues within “design spheres” that had radii from 8–12 Å 

surrounding each of the target residues (Figure 6.3A). Slight alterations to the conformation 

of the peptide backbone were allowed only for residues that fell within the design sphere. 

A second shell was also defined that extended 4 Å beyond the inner design sphere. Residues 

in this shell were precluded from mutating but were energetically minimized in the context 

of adjacent, mutated residues. Independent design trajectories were carried out for all rigid 

and flexible residues. The two rigid (V44 and V262) and three flexible (K55, P226 and 

K256) residues that served as targets for our studies were also prohibited from mutating 

during the design calculations (Figure 6.3B). Finally, catalytic residues (S70, K73, S130, 

E166, K234) were also maintained as their native identities and conformations during the 

design process. The designed proteins contained between two and eleven mutations with 

an average of seven mutations per protein. Ultimately, 64 unique designed proteins were 

generated using this approach. 
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Figure 6.3: Our general computational protein design strategy is shown schematically 
using the designed protein Rgd44c as an example. (A) Residues within an 8-12 Å sphere 
surrounding a given residue (V44 in this example) are considered to be candidates for 
mutation. (B) A combination of mutations surrounding the target residue are generated 
using the RosettaDesign algorithm and scored using the Rosetta energy function. An 
overlay of the Rgd44c design model with TEM-1 (panel B) indicates that this design 
protocol creates a diversity of mutations within the design sphere while leaving active site 
residues untouched. The target rigid residue (V44) is shown as a white sphere in both 
panels. Both catalytic and designed residues are shown as sticks. 

 
6.4.3 Selection of The Designed Proteins Using Flexibility Profiles 

To assess how the computationally designed mutations affected TEM-1 dynamics, we 

subjected all designed proteins to a 1 µs molecular dynamics (MD) simulation followed by 

analysis using the dfi metric (Figure 6.4A). In order to rapidly compare the dfi profiles of 

our designed proteins to those of TEM-1 and GNCA, we used a 2D principal component 

analysis (PCA). The PCAs both simplified our data and allowed for the facile visualization 

of relationships between the calculated dynamic profiles of the designed proteins (Figure 

6.4B). PCAs generated from our rigid designs showed a diverse distribution in both the 

first and second principal components (Figure 6.4C). On the PCA, several designed 

proteins were positioned relatively closer to GNCA in both components. We chose a subset 
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of five such designs in which the allosteric rigid residues had been targeted (henceforth 

referred to as “rigid designs”) for experimental characterization (Figure 6.4C).  

 
Figure 6.4: Dynamic analyses of TEM-1, GNCA, and the rigid designs. A) Depiction of 
the dfi profile of TEM-1 (green), GNCA (orange) and variant Rgd44c (purple). Rdg44c is 
chosen as an example for illustrative purposes. B) Portions of the full dfi profile of each 
protein (panel A) are expanded to highlight dynamic differences between the three proteins. 
A shift towards a GNCA-like dfi profile is an indication of a change in dynamical 
characteristics of a protein. C) Principal Component Analysis (PCA) is applied to the rigid 
designs. First and second principal components are plotted on the x- and y-axes, 
respectively. Designs chosen for experimental characterization are highlighted using 
darker colors and labeled with the design name. 

 
Four of the five rigid designs (Rdg44b, Rdg44c, Rdg262a, and Rdg262b, where the 

number in each name corresponds to the rigid residue that was targeted in the design 

calculations) clustered slightly away from TEM-1 and towards GNCA on both axes of the 

PCA; alternatively, Rdg44a, clustered near GNCA on the first principal axis but appeared 

as an outlier on the second axis. We hoped that experimental characterization of Rdg44a 

might help elucidate the parameters captured in each of the two principal components. It 
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should be mentioned that only four among the five rigid designs that were chosen for 

characterization had Rosetta scores that were lower (lower Rosetta scores imply lower 

energies) than TEM-1. The Rosetta score of Rdg262a was higher than TEM-1, but we 

selected this design for experimental characterization due to the fact that it clustered near 

GNCA in both axes of the PCA. 

To analyze the designed proteins in which flexible, uncoupled residues were targeted 

(henceforth referred to as “flexible designs”), we generated a PCA in which all flexible 

design candidates were compared to TEM-1, GNCA and all the rigid designs including 

those that were not selected for characterization (Figure B.2). Although a wide distribution 

of flexible designs was observed in this PCA, many of them clustered near TEM-1; a 

smaller subset clustered near the rigid designs we previously selected for characterization. 

In an effort to avoid biases that might have arisen if we chose only flexible designs that 

clustered with TEM-1 for analysis, we opted to experimentally characterize four flexible 

designs (Flx226a, Flx226b, Flx226c and Flx55) that clustered near the rigid designs chosen 

for experimental characterization and only one (Flx256) that clustered near TEM-1 (Figure 

B.2). Although clustering in similar locations in the PCA would suggest that the two 

proteins should have similar properties, it is difficult to infer what feature is represented on 

each axis of the PCA. We hoped that the diverse selection of proteins chosen for 

characterization would therefore provide information regarding whether rigid residues 

serve as hubs of dynamic control and also whether or not the PCA is a useful metric for 

discriminating between proteins with different activity and thermostabilities. 
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6.4.4 Experimental Analysis of The Designed Proteins 

As GNCA and TEM-1 differ substantially with respect to thermostability (90.3 °C and 

56.4 °C, respectively) and activity against penam β-lactam antibiotics (GNCA is ~2 orders 

of magnitude less efficient at degrading ampicillin than TEM-1), we chose to focus our 

analyses of the designed proteins on these characteristics. To do this, genes encoding each 

of the selected rigid and flexible designs were first cloned into the pET29b expression 

plasmid. Sequenced confirmed plasmids were transformed into a BL21 Star (DE3) 

Escherichia coli expression strain in preparation for further analyses. 

We assessed the resistance of our designed proteins to penam β-lactams by establishing 

the minimal inhibitory concentration of ampicillin (MICamp) for each of our designed 

proteins using the protocol of Wiegand et al. (2008). Briefly, BL21 Star (DE3) cells 

harboring a pET29b plasmid that contained a gene encoding one of our variants were 

grown in a liquid medium containing a range of ampicillin concentrations and 1 mM 

isopropyl β-D-1-thiogalactopyranoside (IPTG), which induced overexpression of our 

TEM-1 variants. The ability of cells to grow at each ampicillin concentration was 

determined by measuring the optical density at 600 nm (O.D.600); the lowest antibiotic 

concentration that inhibited growth was recorded. All rigid designs exhibited either 

minimal or no activity against ampicillin (Table 6.1). The two rigid designs that showed 

the highest activity against ampicillin, Rdg44c and Rdg262b, had MICamp values of 26 

µg/mL, which is two orders of magnitude less efficient than wild type TEM-1 (MICamp = 

1500 μg/mL), but is only half that of GNCA (MICamp = 43 μg/mL). Alternatively, the 
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MICamp values of all the flexible designs were in the range of 375-1500 μg/mL (Table 6.1) 

which is on par with wild type TEM-1. 

Table 6.1: Minimal Inhibitory Concentrations (MICamp) and melting temperatures of the 
TEM-1 variants. MIC values are determined in Luria broth. Melting points were 
determined by circular dichroism. NM indicates that a Tm was not established for this 
protein due to aggregation during purification. 

Variant MICamp (mg/ml) Tm (oC) 

GNCA 43 90.3 

TEM-1 1500 56.4 
Rdg44a < 2 NM 

Rdg44b < 2 63.1 

Rdg44c 26 66.4 
Rdg262a < 2 NM 

Rdg262b 26 56.4 

Flx226a 1500 57.4 
Flx226b 375 53.2 

Flx226c 1500 55.6 
Flx256 750 58.1 

Flx55 750 58.5 

 

Two possible explanations for the lack of activity against ampicillin observed in our 

rigid designs are: (1) that only poor protein expression was achieved or (2) that they did 

not fold into native-like structures; neither of these possibilities are directly examined in 

MIC assays. We therefore expressed and purified each of the designed proteins and 

assessed their abilities to adopt native-like structures using circular dichroism (CD) 

spectroscopy. All designed proteins were observed to express soluble (Figure B.3). 

However, two of the rigid designs, Rdg44a and Rdg262a, had a high propensity to 

aggregate during the purification process, which precluded further characterization. In 
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contrast, no aggregation of any of the flexible designed proteins was observed throughout 

the purification process. We subjected all purified proteins to both wavelength scans and 

thermal melts using CD, which allowed determination of the melting temperature (Tm) of 

each protein (Figure B.4). The Tms of all flexible designs fell into a range (53.2 °C to 58.5 

°C) that was within ~3 °C of the Tm of TEM-1 56.4 °C (Table 6.1). Alternatively, the Tms 

of the rigid designs varied greatly. Although the least stable of the allosteric rigid designs 

(Rdg262b) exhibited a Tm that was on par with TEM-1, two others exhibited marked 

increases in stability. Namely, Rdg44b and Rdg44c were measured to have Tms of 63.1 °C 

and 66.4 °C, respectively, which correspond to increases of ~6 °C and 10 °C relative to 

TEM-1. 

The residues targeted for design in this study exhibit a broad distribution of distances 

from the active site. For example, the two rigid residues (V44 and V262) are closer to the 

active site than any flexible residues that were targeted for design with distances of 10.1 Å 

and 17.3 Å, respectively, while the distance of the flexible residues from a catalytic residue 

ranged from 17.5 Å–22.1 Å. We therefore sought to assess whether or not a correlation 

existed with respect to the distance from a targeted residue to the active site and altered 

enzymatic function. To do this, we calculated the distances between the Cαs of all residues 

mutated during the design process and the Cα of the nearest catalytic residue for all 

experimentally characterized proteins (Table B.1) using the PyMOL software (The 

PyMOL Molecular Graphics System, Version 4.3; Schrödinger, LLC: New York, NY, 

USA). 
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The two designed proteins that had the shortest distances between a mutated residue 

and one of the catalytic residues both targeted residue 262 (Rdg262a and b). Rdg262a 

carries a mutation at position 233, which is directly adjacent in sequence space to catalytic 

residue 234. Rdg262b contains the next shortest distance between a mutation and an active 

site residue at 5.8 Å. Rdg262a showed no activity against ampicillin; it is possible that the 

observed lack of activity is due to the protein’s instability and/or propensity to aggregate 

as observed during purification. Alternatively, Rdg262b possessed an identical Tm to TEM-

1 but showed minimal activity against ampicillin despite containing a mutation that is only 

~6 Å away from a catalytic residue. On the other end of the spectrum, the nearest mutations 

to any catalytic residue in two of the flexible designs, Flx226a and c, are 18.5 and 17.5 Å 

away, respectively. Both of these TEM-1 variants showed near native activity against 

ampicillin, which is consistent with the fact that mutations that are both distant from and 

uncoupled to the active site should have little effect on activity. 

In the remaining designs, the distribution of distances between the nearest catalytic 

residue and a designed mutation are much more similar irrespective of whether rigid or 

flexible residues were targeted. For example, Rdg44a and Flx226b both have mutations 

that are 12.1 Å from a catalytic residue and Rdg44c and Flx55 have mutations that are 9.7 

Å and 9.8 Å away from the catalytic residues, respectively. As these pairs of proteins 

contain one rigid and one flexible design and also exhibit similar distances between the 

nearest mutation and any catalytic residue, they appear to provide a direct test of the 

implications of targeting mutations to flexible vs. rigid residues. Interestingly, Rdg44a was 

highly unstable and aggregation prone despite only having mutations over 10 Å away from 
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the catalytic residues. In contrast, Rdg44c had activity against ampicillin that was three 

orders of magnitude less than the wild type protein, but also showed a 10 °C increase in Tm 

relative to TEM-1. Alternatively, both flexible designs (Flx226b and Flx55) maintained 

substantial activity against ampicillin and exhibited Tms that were within 3 °C of wild type 

TEM-1 (Table 6.1). These data further support the notion that rigid, highly coupled 

residues play a large role in determining both the activity and physical properties of TEM-

1. Furthermore, the fact that the rigid designs that adopted a native-like fold showed a 

substantial decrease in activity supports the notion that our dci metric can provide 

meaningful information regarding residues that may be able to affect protein function via 

allosteric dynamic coupling to the active site. 

6.4.5 Dynamics Analysis of The Designed Proteins 

Experimental characterization of our designed proteins demonstrated that the MICamp 

values of the rigid designs were significantly reduced relative to both TEM-1 and the 

flexible designs irrespective of the distances between the nearest mutations and the 

catalytic residues. This suggests that changes in the local network of interactions 

surrounding rigid residues that exhibit long-range dynamic coupling with the active site 

may allosterically alter the flexibility of active site residues. In order to further analyze this 

possibility using our computational metrics, we calculated the flexibility of the active site 

residues in both sets of designed proteins using the dfi metric. The dfi values of each 

catalytic residue in our experimentally characterized proteins were subtracted from those 

of TEM-1 to generate a Δdfi profile (Figure B.5A). A clear difference between the Δdfi 

values of the catalytic residues of the rigid and flexible designs was observed (Figure 6.5).  
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Figure 6.5: The change in the dynamics profiles of experimentally characterized rigid (A) 
and flexible (B) designs (Δdfi values) are mapped onto the TEM-1 structure. Point 
mutations around the residues targeted for design and catalytic residues in TEM-1 are 
shown as spheres and labeled with their residue indices. The distance between the 
mutations closest to the catalytic residues are marked with red arrows and labeled with the 
corresponding distance in angstroms. The minimum distance in most designs is larger than 
10 Å (Rgd262a and b and Flx256 are exceptions), which suggests that the changes in 
dynamics of catalytic residues is due to distal allosteric communication with the active site 
in many instances. 
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Namely, the catalytic residues in the rigid designs underwent a greater change in 

relative flexibility (both increases and decreases) compared to the flexible designs. 

Alternatively, the relative flexibilities of the catalytic residues in the flexible designs 

exhibited a narrower distribution centered at zero (Figure B.5B). These data support the 

notion that the rigid residues we chose are highly coupled to the active site (as suggested 

by our original dci analysis) and also that targeting the local interaction of allosteric rigid 

residues can indeed alter the flexibilities of residues, even if they are separated by 

substantial distances. 

Our experimental results and the detailed dfi profiling of the experimentally 

characterized designs brought to light the fact that our initial PCA analysis did not appear 

to adequately discriminate between the activities of the designed proteins. Although 

designs in which rigid, coupled residues were targeted often possessed vastly different 

properties than those in which flexible, uncoupled residues were targeted, many of these 

designs clustered in similar areas of the PCA (Figure B.2). 

Therefore, we sought to develop a new metric that might have a greater discriminatory 

ability than the PCA alone. We developed an iterative method that we have termed the 

Dynamic Distance Analysis (dda) in which the “dynamic distance” of a designed protein 

to either TEM-1 or GNCA is computed relative to those of randomly selected groups of 

designed proteins. As the distance between any two proteins in a PCA (based on their three 

principal eigenvectors, see chapter 6.3.1) depends on the component proteins used to 

generate that PCA, randomly selected sets of designed proteins should yield a much better 
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picture of the true relationship between a given designed protein and a target protein (TEM-

1 and GNCA). 

To generate the dda profiles of our designed proteins, we used a bootstrapping approach 

in which we first generated multiple PCAs using small, randomly chosen subsets of 

designed proteins and then iteratively measured the distances between the dfi profiles of 

each designed protein and both GNCA and TEM-1 (Figure B.1). When we clustered the 

dda profiles of the rigid and flexible designs using a new PCA; a clear separation between 

the two emerges (Figure 6.6), which correlates well with their biophysical characterization. 

For example, flexible designs Flx55 and Flx256 cluster together in our dda analysis and 

also possess similar MICamp values (750 µg/mL). Similarly, Flx226a and Flx226c, whose 

MICamp values are the same as TEM-1 (1500 µg/mL), also appear in very similar regions 

of the dda PCA. The two rigid designs, Rgd44a and Rgd262a, which exhibited aggregation 

during purification, are both found as outliers in the dda clustering. Notably, Rgd44c and 

Rgd262b, which exhibit higher thermostabilities and similar MICamp values to TEM-1, are 

also clustered in the same vicinity. 

In an effort to assess whether or not the trends observed in the dda analyses of 

experimentally characterized proteins were universal, we applied dda to all the designed 

proteins, even those not chosen for characterization. Interestingly, the dynamic distances 

of the rigid designs are biased away from TEM-1 relative to their flexible design 

counterparts (Figure B.6A); conversely, the flexible designs form a narrower distribution 

that is closer to TEM-1. This suggests that flexible residues that are not coupled to the 
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active site do not likely contribute to the collective motion of the protein as substantially 

as do rigid residues. 

 
Figure 6.6: Dynamic distances are clustered for all characterized allosteric rigid (blue) and 
uncoupled flexible (orange) designs. The rigid designs and the flexible designs cluster 
separately. Designed proteins with similar MICamp values, (Flx55 and Flx256), (Flx226c 
and Flx226a), (Rdg262b and Rdg44c) cluster in the same vicinity. 

 

When the distances of our designed proteins to GNCA are considered, the uncoupled 

flexible designs display a sharp, narrow distribution that is distant from GNCA (Figure 

B.6B). Alternatively, the distribution of the rigid designs is broad and contains proteins 

with dynamic profiles that are more like that of GNCA. These data suggest that the re-

design of the environment surrounding rigid residues appears to alter the dynamics of 

TEM-1 more substantially than when the environment surrounding uncoupled flexible 

residues is targeted. 
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6.5 Conclusions 

The goal of this work was to better understand the relationship between structure and 

function in the TEM family of β-lactamases. Building on previous evolutionary studies on 

the β-lactamase enzyme TEM-1 (Zou et al., 2015), we explored the hypothesis that rigid 

residues can serve to both establish the global dynamic profile of the enzyme and exert 

substantial influence over physical properties (e.g., substrate specificities) so long as long-

range coupling exists between the rigid residues and the active site. To explore this, we 

used the Rosetta computational protein design software to re-design the local network of 

interactions surrounding residues that fit the aforementioned criteria. Our designed proteins 

were analyzed using computational metrics that assessed both the global dynamic profile 

and the allosteric coupling of each residue to the active site. Based on these metrics, a 

subset of our designed proteins was selected for experimental characterization. 

Ten designed TEM-1 variants were characterized with respect to the minimal inhibitory 

concentration of ampicillin as well as thermostability. These data suggested that targeting 

mutations to environments surrounding rigid residues that were highly coupled to the active 

site often resulted in a substantial shift in protein stability and function; alternatively, 

targeting flexible, uncoupled residues resulted in protein variants with more native-like 

activities and thermostabilities. Namely, when mutations were targeted to the vicinity of 

two rigid residues that do not directly interact with the active site, but which are highly 

coupled to it, a substantial reduction in TEM-1′s ability to degrade its native substrate was 

observed in all cases even though native-like folds were maintained in many cases. 

Alternatively, thermostabilities and activities against TEM-1′s native substrate were 
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maintained in a set of designed proteins in which residues that were neither rigid nor 

predicted to be coupled to the active site were targeted for mutagenesis. These results are 

consistent with our computational analyses of the designed proteins’ dynamics. Namely, it 

appears that altering the local interactions surrounding rigid residues that are highly 

coupled to the active site can allosterically alter the flexibility profiles of active site 

residues at a distance, which can in turn alter the biophysical properties of the enzyme. In 

an effort to identify an analytical method that was more informative as to the activities that 

designed proteins might possess, we developed a novel metric that measures the “dynamic 

distance” between two proteins. Many of our designed proteins with similar functional 

properties were observed to cluster together when analyzed by this algorithm. These results 

not only further support the potential importance of mutations in the vicinity of rigid 

residues, but also support the fact that coupling between distal residues and the active site 

can have profound effects on enzyme activities. 

The relationship between protein dynamics and function is highly complex and 

studying it represents an exceedingly difficult challenge (Knies et al., 2017; Ma et al., 2011; 

Orencia et al., 2001; Salverda et al., 2010; Singh and Dominy, 2012; Zhang et al., 2020). 

Our approach represents a new method for exploring this subject in a highly directed 

manner. We hope that additional application of these methods to distinct residues in TEM-

1 will ultimately provide a more complete understanding of the complex dynamic 

landscape present in this class of proteins. This could not only facilitate a rapid prediction 

of the biochemical properties of new clinical isolates but could also pave the way for the 

development of new antibiotics that specifically target new protein conformations 
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accessible only through alterations of the global dynamic profile. Finally, the methods 

reported here could also find use in understanding the dynamic profiles of other enzyme 

classes, which could have profound implications from the perspective of understanding and 

treating diseases. 
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CHAPTER 7 

DESIGN OF NOVEL CYANOVIRIN-N VARIANTS BY MODULATION OF 

BINDING DYNAMICS THROUGH DISTAL MUTATIONS 

 

This chapter is adapted from: “Kazan, I. C.; Sharma, P.; Rahman, M. I.; Bobkov, A.; 

Fromme, R.; Ghirlanda, G.;Ozkan, S. B. Design of novel cyanovirin- N variants by 

modulation of binding dynamics through distal mutations. eLife 2022;11:e67474.” 

 

I Can Kazan shared first-authorship with Prerna Sharma and Mohammad Imtiazur 

Rahman. I Can Kazan conducted all computational work presented here, while Prerna 

Sharma and Mohammad Imtiazur Rahman performed experimental works. 

 

Drawing upon the cumulative findings elucidated in preceding chapters, in the final 

chapter of this thesis, I introduce an evolutionary guided molecular dynamics driven 

protein design approach to identify distal residues that modulate binding site dynamics 

through allosteric mechanisms. To achieve this, I developed integrated co-evolution and 

dynamic coupling (ICDC) approach to identify distal residues, find amino acid 

substitutions, and assess the effect of mutations in modulation of function. Integrating the 

key concepts and findings from preceding chapters, ICDC combines dynamic information 

calculated by DFI and DCI with coevolutionary coupling information to identify residues 

that could have diverse effect on binding upon mutations. To validate the effectiveness of 

ICDC, I analyzed preexisting mutational fitness data of β-lactamase and discovered that 

rigid positions (low DFI) with high co-evolution  and dynamic coupling (high DCI) to the 
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catalytic sites exert significant influences on function. After confirming the approach with 

a comprehensive enzyme dataset, I applied ICDC to Cyanovirin-N (CV-N), a lectin with 

specific dimannose binding; for identification, mutation and assessment of allosteric 

positions that can modulate binding affinity. Once positions and possible amino acid 

substitutions were identified with ICDC, the novel variants are modeled with MD 

simulations. Then, the change in dimannose binding affinity of the variants relative to wild 

type is modeled by Adaptive BP-Dock as explained in detail in chapter 1 and 2. The 

predictions were validated by experiments conducted. The findings derived from this 

meticulous investigation and subsequent engineering of CV-N details the power of utilizing 

dynamic metrics combined with MD simulations and co-evolution. 

 

7.1 Abstract 

We develop integrated co-evolution and dynamic coupling (ICDC) approach to 

identify, mutate, and assess distal sites to modulate function. We validate the approach first 

by analyzing the existing mutational fitness data of TEM-1 β-lactamase and show that 

allosteric positions co-evolved and dynamically coupled with the active site significantly 

modulate function. We further apply ICDC approach to identify positions and their 

mutations that can modulate binding affinity in a lectin, Cyanovirin-N (CV-N), that 

selectively binds to dimannose, and predict binding energies of its variants through 

Adaptive BP-Dock. Computational and experimental analyses reveal that binding 

enhancing mutants identified by ICDC impact the dynamics of the binding pocket and 

show that rigidification of the binding residues compensates for the entropic cost of 
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binding. This work suggests a mechanism by which distal mutations modulate function 

through dynamic allostery and provides a blueprint to identify candidates for mutagenesis 

in order to optimize protein function. 

7.2. Introduction 

The evolutionary history of a protein comprises the ensemble of mutations acquired 

during the course of its evolutionary trajectory across different species, and contains 

valuable information on which residue positions contribute the most to a given protein’s 

3D-fold and function based on their conservation (Campbell et al., 2016; Rivoire et al., 

2016; Yang et al., 2016). Furthermore, the subset of positions that are co-evolved (i.e., 

correlated mutational sites) provide clues on specific, native-state interactions. Pairwise 

residue contacts inferred from co-evolved positions within a protein family can be used as 

distance restraints to accurately model 3D structures (de Juan et al., 2013; Hopf et al., 2019; 

Kamisetty et al., 2013; Kim et al., 2014; Tripathi et al., 2015). Recent revolutionary 

successes in accurate predictions of 3D protein structures combine these methods with 

machine learning strategies, that is, deep learning (Jumper et al., 2021; Wang et al., 2016; 

Xu, 2019). Co-evolved positions also embed information on protein function, for example, 

revealing how factors such as binding affinity and specificity are modulated across 

evolutionary history and species (Rivoire et al., 2016; Salinas and Ranganathan, 2018; 

Torgeson et al., 2022). However, accessing, interpreting, and applying this information in 

a predictive manner is very challenging; mutations observed in the evolutionary history are 

often distal from the functional sites, implying that protein dynamics are responsible for 

their effects on function and that these sites act as distal allosteric regulators of function 
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(Campitelli et al., 2020; Modi et al., 2021a; Romero and Arnold, 2009; Salinas and 

Ranganathan, 2018; Tokuriki et al., 2012; Wei et al., 2016). 

Molecular dynamics (MD) simulations can capture protein dynamics and reveal the 

impact of distal mutations on function (Bowman and Geissler, 2012; Campbell et al., 2016; 

Campitelli et al., 2020; Kolbaba-Kartchner et al., 2021; Modi et al., 2021a; Yang et al., 

2016). However, the computational cost of MD simulations of sufficient length can be 

prohibitively high; further, it’s often far from straightforward to forge a clear connection 

to function. To bridge this gap, we developed a framework to quickly evaluate MD 

trajectories and identify the sensitivity of a given position to mutation based on its intrinsic 

flexibility, which we assess using our dynamic flexibility index (DFI) metric, and on its 

dynamic coupling with functionally critical positions assessed by dynamic coupling index 

(DCI) (Campitelli et al., 2018; Gerek and Ozkan, 2011; Kumar et al., 2015b; Larrimore et 

al., 2017). DFI measures the resilience of a position by computing the total fluctuation 

response and thus captures the flexibility/rigidity of a given position. Applying DFI to 

several systems, we showed that rigid positions such as hinge sites contribute the most to 

equilibrium dynamics, and that mutations at hinge sites significantly impact function 

regardless of the distance from active sites (Kim et al., 2015; Kolbaba-Kartchner et al., 

2021; Modi et al., 2021a, 2021b, 2018; Zou et al., 2021, 2015). DCI measures the dynamic 

coupling between residue pairs and thus identifies positions most strongly coupled to 

active/binding sites; these positions point to possible allosteric regulation sites important 

for modulating function in adaptation and evolution (Butler et al., 2015; Campitelli et al., 
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2021; Kuriyan and Eisenberg, 2007; Lu and Liang, 2009; Modi et al., 2021a; Modi and 

Ozkan, 2018; Ose et al., 2020; Risso et al., 2018; Wodak et al., 2019). 

Here, we present integrated co-evolution and dynamic coupling (ICDC) approach to 

identify distal allosteric sites, and to assess and predict the effects of mutations on these 

sites on function. We propose a system to classify residue positions in a binary fashion 

based on co-evolution (co-evolved, 1 or not, 0) and dynamic coupling by DFI and DCI 

(dynamically coupled 1, or not, 0) with the functionally critical sites. This classification 

captures the complementarity of dynamics-based and sequence-based methods. We 

hypothesize that positions belonging to category (1,1), that is, positions both co-evolved 

and dynamically coupled with the functional sites, will have the largest effect on function. 

We validate our hypothesis first by analyzing the existing mutational fitness data for 

TEM-1 β-lactamase, available for every position of the protein (Stiffler et al., 2015). In 

agreement with our hypothesis, we find that mutations on category (1,1) positions 

significantly modulate the function. A large fraction of mutations enhancing enzymatic 

activity correspond to category (1,1) irrespective of distance from the active site. Second, 

we apply our ICDC approach to blindly predict and experimentally validate mutations that 

allosterically modulate dimannose binding in a natural lectin, cyanovirin-N (CV-N). CV-

N binds dimannose with nanomolar affinity and remarkable specificity (Barrientos et al., 

2003; Botos and Wlodawer, 2005, 2003; Mori and Boyd, 2001; O’Keefe et al., 2003). It is 

part of the CV-N family, found in a wide range of organisms including cyanobacterium, 

ascomycetous fungi, and fern (Koharudin et al., 2008; Koharudin and Gronenborn, 2013; 

Patsalo et al., 2011; Percudani et al., 2005; Qi et al., 2009). While the 3D folds is 
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remarkably conserved in all experimentally characterized members, the affinity and 

specificity for different glycans and, in particular, to dimannose varies significantly 

(Koharudin et al., 2009, 2008; Matei et al., 2016; Woodrum et al., 2013). To design CV-N 

variants with improved binding affinities for dimannose based on distal allosteric coupling, 

we binned each position in one of the four categories based on computed DFI, DCI, and 

co-evolution rates. We explored mutations at these sites based on frequency in the sequence 

alignment. After obtaining the mutant models through MD simulations, we assessed the 

impact of each naturally observed mutation on binding affinity by docking dimannose to 

the mutant models via Adaptive BP-Dock (Bolia et al., 2014a, 2014b; Bolia and Ozkan, 

2016). We chose position I34, which belongs to category (1,1) and is 16 Å away from the 

binding pocket, for experimental validation. We found that mutations I34K/L/Y had a 

diverse effect on glycan binding, either improving by two-fold or abolishing completely. 

Through experimental (explained in Appendix C) and MD studies we show that the 

observed improvement in binding affinity is due to changes in the dynamics of residues in 

the binding pocket; mutation I34Y leads to rigidification of binding sites, thus 

compensating the entropic cost of binding (Breiten et al., 2013; Chodera and Mobley, 2013; 

Cornish-Bowden, 2002; Fox et al., 2018). Mutations at an additional position (A71T/S) 

from category (1,1) showed evidence of the same allosteric mechanism governing the 

modulation of binding dynamics. Overall, this study provides not only a new approach to 

identify distal sites whose mutations modulate binding affinity, but also sheds light into 

mechanistic insights on how distal mutations modulate binding affinity through dynamics 

allostery. 
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7.3 Methods Used for Modulation of Binding Dynamics Of CV-N 

7.3.1 Adaptive BP-Dock 

Adaptive backbone perturbation docking, Adaptive BP-Dock in short, allows us to 

model the interaction between CV-N and glycans in silico (Bolia and Ozkan, 2016). 

Adaptive BP-dock combines the complex simulation of backbone flexibility of a protein 

into Rosetta’s ligand docking application (Davis and Baker, 2009). The common restriction 

in docking is the implementation of flexibility of receptor and ligand (Davis et al., 2009; 

Davis and Baker, 2009; DeLuca et al., 2015; Meiler and Baker, 2006). Rosetta included 

the flexibility of ligand in their monte-carlo sampling approach but lacking full receptor 

flexibility. This high order challenge is overcome by utilizing Perturbation Response 

Scanning (PRS) to compute backbone changes during docking (Atilgan and Atilgan, 2009; 

Bolia et al., 2014; Ikeguchi et al., 2005). This procedure also allows the modeling of 

transition from an unbound state to a bound state (Bolia and Ozkan, 2016). The 

computational cost of sampling is reduced by using a coarse-grained approach employing 

Elastic Network Model (ENM) leading to an efficient way of computing backbone 

perturbations, mimicking the ligand interacting with receptor (Atilgan et al., 2001, 2010; 

Atilgan and Atilgan, 2009). 

We employed Adaptive BP-Dock in modeling glycan CV-N interactions starting 

from an unbound conformation of CV-N. The perturbed pose of the protein is calculated 

using PRS. The structure is then minimized, and the side chains are added at this step. The 

glycan is docked to the minimized structure using RosettaLigand algorithm. Rosetta 

samples bound conformations using a knowledge based potential function and calculates 
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bound pose energies. The lowest energy docked pose is selected and feed back to 

perturbation step, and the same procedure is followed iteratively until a convergence is 

reached. At the end of each iteration the lowest energy docked pose is taken and binding 

score is calculated using an empirical scoring function X-score. X-score energy units 

(XEUs) has shown to provide higher correlations with experimental results (R. Wang et 

al., 2002). Adaptive BP-Docks iterative algorithm ensures the sampling does not get 

trapped in a local minimum and reaches a global minimum. The challenge of 

unbound/bound modeling is solved using the iterative approach as the conformations are 

led towards a bound pose with the help of PRS. 

7.3.2 Molecular Dynamics (MD) 

Gromacs simulations are conducted for P51G-m4 CV-N and all the variants in 

unbound form, and further for P51G-m4 CV-N, I34 variants I34K, I34L, I34Y, and A71 

variants A71S, A7T in bound form. (Abraham et al., 2015; Spoel et al., 2005). For each 

simulation the all-atom system is parametrized with CHARMM36 force field and explicit 

water model TIP3P. The solvation box is set to be minimum 16Å from the edge of the 

protein. The system is neutralized by potassium ions to sustain electroneutrality and 

minimized with steepest descent for 10000 steps. A short-restrained equilibrium is 

conducted in the constant number of particles, pressure, and temperature ensemble (NPT) 

for 5 ns using the Berendsen method at 300K temperature and 1 bar pressure. NPT 

production trajectories were performed with Nose-Hoover and Parrinello-Rahman 

temperature and pressure coupling methods for 2µs at 300K and 1 bar. For all cases 
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periodic boundary conditions and particle-mesh Ewald (PME) with interaction cutoff of 

12Å is employed with Gromacs version 2018.1. 

7.3.3. Dynamic Flexibility Index (DFI) 

DFI is a position specific metric that can measures the resilience of a given position 

to the force perturbations in a protein. It calculates the fluctuation response of a residue 

relative to the gross fluctuation response of the protein (Kumar et al., 2015b; Larrimore et 

al., 2017). DFI calculates residue response due to a perturbation by utilizing covariance 

matrices. 
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Residue response, ∆R, is calculated using Linear Response Theory (LRT) by 

applying force, F, in multiple directions to mimic isotropic fluctuations. Hessian matrix, 

H, contains second derivatives of potentials. The inverse of Hessian matrix, H-1, contains 

residue covariances, and interpreted as a covariance matrix. The covariance matrices can 

be gathered from MD simulations, and also by using Elastic Network Model (ENM) of a 

protein. In this study, MD covariance matrices have been utilized to incorporate residue 

interactions accurately. 

 Residues with low DFI score (below 0.2) are considered as hinge points. These 

points are communication hubs in this 3-D interaction network. Due to high coordination 

number, the residues exhibiting low DFI values are crucial as information gateways. While 

they do not exhibit high residue fluctuation to the perturbations, they quickly transfer the 



 

  170 

perturbation information to other parts, thus they are in control of collective motion of the 

protein. A change in low DFI positions (i.e., a mutation) will lead to a transformation in 

the communication grid and majority of disease-associated (i.e. function altering 

mutations) are often observed as hinges (Butler et al., 2015; Gerek et al., 2013; Kumar et 

al., 2015a). The substitution on these site usually alters catalytic activity or binding 

interaction (i.e., glycans) by modulating equilibrium dynamics (Campitelli et al., 2020). 

7.3.4 Dynamic Coupling Index (DCI) 

Dynamic Coupling Index (DCI) exploits the same framework of DFI (Campitelli et al., 

2020; Larrimore et al., 2017). DCI utilizes the residue response fluctuation upon random 

force perturbation at a specific residue position to investigate residues that exhibit long-

range coupling to each other. In DCI approach, a unit force is applied on functional residues 

(i.e., binding site residues) one by one and responses of all other residues are calculated. 
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																																			(7.3) 

With DCI scheme the residues with high response (high DCI score) indicates high 

long range dynamic coupling. Residues with high DCI values with binding sites play a 

critical role in intercommunication of a protein with the binding residues. These coupled 

residues are of utmost importance in how forces propagate through amino acid chain 

network on a binding event. Some of the coupled residues are far from the binding site but 

still encompass modulation capabilities over binding pocket. 
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7.3.5 Informing Dynamics from Co-evolution 

Co-evolutionary data paves the way to assessing 3-D structural contacts by utilizing 

available sequence information (Hopf et al., 2018; Marks et al., 2012; Morcos et al., 

2014a). Sequence information is more abundant compared to resolved protein structures. 

Exploiting the sequence information, primary contacts comparable to realistic structural 

contacts can be calculated and a contact matrix is formed. The accuracy of these contact 

maps is proved to be valuable in protein folding studies (Kryshtafovych et al., 2019; 

Morcos et al., 2011; Wang et al., 2016). Evolutionary coupling (EC) analysis is used to 

collect information on how much two residues in a protein sequence is in close proximity 

in 3-D structure. EC scores could be calculated by many different statistical approaches. In 

this study EC information is gathered by using RaptorX, EVcouplings, and MISTIC 

webservers (Hopf et al., 2019; Simonetti et al., 2013; Wang et al., 2017). While the 

limitation of these methods emerges from sequence homolog availability of a protein in 

multiple sequence alignment (MSA), RaptorX uses a deep neural network leveraging joint 

family approach, combining multiple ortholog protein families sharing similar function and 

phylogeny, to infer possible contacts. This method is proven to produce high accuracy in 

contact prediction compared to others (Wang et al., 2017). However, for a given MSA 

containing enough homolog sequences other methods are also strong in predicting spatial 

contacts. EVcouplings approach uses Direct Information (DI) to calculate co-evolutionary 

couplings. DI metric is a modified mutual information (MI) score considering consistency 

between pairwise probabilities and single amino acid frequencies (de Juan et al., 2013; 

Morcos et al., 2011). Nonetheless, MI, a global approach compared to local DI metric, is 
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accurate in capturing true contacts, while entangling indirect contacts from direct contacts. 

MISTIC web server has taken advantage of MI to calculate co-evolutionary couplings 

(Dunn et al., 2008; Gouveia-Oliveira and Pedersen, 2007; Simonetti et al., 2013). In their 

MI method they introduced a correction term to MI to surpass the low statistics gathered 

with an MSA containing limited number of sequences. This approach is very useful in 

cases where certain homologs are rare and MSA of these homologs have multiple gaps in 

their alignments. All of these methods are employed in this study to achieve high accuracy 

predictions in finding residue couplings. 

7.4 Results and Discussion 

7.4.1. Combining Long-Range Dynamic Coupling Analysis with Co-Evolution Allows to 

Identify Distal Sites That Contribute to Functional Activity. 

With our ICDC approach, we aim to explore the role of dynamics versus evolutionary 

coupling (EC) as well as the role of rigidity versus flexibility in allosterically modulating 

active/binding site dynamics. To this extent, we created four unique categories that classify 

residue positions based on residue DFI score, DCI score, and co-evolutionary score: 

category (1,1) is dynamically and co-evolutionarily coupled rigid sites (exhibiting %DFI 

values 0.2 or lower, showing 0.7 or higher %DCI with the binding site, and showing 0.6 or 

higher co-evolution scores with the binding site); category (1,0) is dynamically coupled 

but co-evolutionarily not coupled sites; category (0,1) is dynamically not coupled but co-

evolutionarily coupled sites; category (0,0) is dynamically not coupled, and co-

evolutionarily not coupled flexible sites (exhibiting %DFI values 0.7 or higher) (Tables 

C.1 and C.2); importantly, this classification is based on two independent statistical 
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approaches thus compensate the noise of individual approaches. Based on our evolutionary 

analysis (Campitelli et al., 2020; Modi et al., 2021b; Modi and Ozkan, 2018), we 

hypothesize that category (1,1) would impact protein activity or binding affinity the most. 

To test our hypothesis, we first analyzed the deep mutational scanning data available for 

the TEM-1 β-lactamase, correlating changes in ampicillin degradation activity (e.g., MIC 

values) with mutations to all possible amino acids at each position (Stiffler et al., 2015). 

The experimental results showed that amino acid substitutions at the catalytic site residues 

of TEM-1 negatively impacted activity. Mutations at other positions also affected activity; 

while most mutations were deleterious, surprisingly, others resulted in increased activity. 

The impact of mutations on dynamics and function of TEM-1 have been heavily explored 

but the distal mutational effects are still poorly understood (Kolbaba-Kartchner et al., 2021; 

Modi et al., 2021a; Modi and Ozkan, 2018; Salverda et al., 2010; Schneider et al., 2021; 

Stiffler et al., 2015; Thomas et al., 2010; Zimmerman et al., 2017; Zou et al., 2015). We 

applied our approach by obtaining DFI, DCI, and co-evolution scores for every position of 

TEM-1 and binning residue positions into each ICDC category (Table C.1 and Table C.3). 

We constructed fitness distributions for each category using the experimentally measured 

single mutant relative fitness values for all mutations per position provided in the dataset 

(Figure 7.1). 

We found that category (1,1) positions show the highest impact, both significantly 

enhancing and reducing ampicillin degradation by TEM-1 (Figure 7.1A&C). In addition, 

category (0,0) residue mutations (i.e., the exact opposite of category (1,1)) lie within the 

neutral-like activity range defined by Stiffler et al (2015), suggesting that mutations on 
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positions that neither co-evolve nor dynamically couple to active site do not affect the 

function significantly. Category (1,0) residues enhance activity more than those in the 

neutral category (0,0). Mutations in category (0,1) positions also modulate function in both 

positive and negative direction, albeit not as strongly as those in category (1,1). However, 

mutations that negatively impact activity are conspicuously under-represented in the 

multiple sequence alignment (MSA) of native sequences (Figure 7.1B), particularly in 

category (1,1).  

This finding implies nature mostly allows mutations that don’t compromise fold and 

function: Negative selection (i.e., elimination of amino acid types that are detrimental to 

the folding) is a major force in shaping the mutational landscape (Jana et al., 2014; Modi 

et al., 2021a; Morcos, 2020; Morcos et al., 2014a, 2013). Thus, the use of conservation 

information from MSA is a useful tool in eliminating deleterious amino acid substitutions 

in protein design. 

Our ICDC selection criteria effectively identifies residue positions and their amino 

acid substitutions that could fine-tune function without leading to a functional loss; and 

category (1,1) residues have the largest impact on function irrespective of their distance 

from active site (Figure 7.1C). 
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Figure 7.1: ICDC categories based on the dynamics and co-evolutionary analyses 
applied on TEM-1 β-lactamase. A) The distributions in the form of violin plots are 
obtained for each ICDC category using all available experimental mutational data 
(Stiffler et al., 2015) B) Violin plots showing the fitness values for amino acid 
substitutions observed in the natural sequences. C) The category (1,1) positions are 
mapped on 3-D structure. The catalytic site residues are shown in dark grey whereas 
category (1,1) positions are shown in magenta color. The function altering category 
(1,1) positions are widely distributed over the 3-D structure. 
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7.4.2 Application of ICDC Approach to Modulate CV-N Binding Affinity Through Distal 

Mutations 

CV-N is a small (11 kDa) natural lectin isolated from cyanobacterium Nostoc 

ellipsosporum which comprises two quasi-symmetric domains, A (residues 1–38/90–101) 

and B (residues 39–89 respectively), that are connected to each other by a short helical 

linker. Despite almost having identical structures, the domains show relatively low 

sequence homology (28% sequence identity and 52% similarity). Functionally, they both 

bind dimannose, yet the affinity is quite different, with domain B having tighter binding 

affinity (Kd = 15.3 µM), and domain A showing weak affinity (Kd = 400 µM) (Balzarini, 

2007; Bolmstedt et al., 2001; Li et al., 2015). 

To simplify our analyses, we used a designed CV-N variant, P51G-m4, that contains a 

single high-affinity dimannose binding site (domain B), folds exclusively as a monomer in 

physiological conditions, and is more stable to thermal denaturation than wild type 

(Fromme et al., 2008, 2007). The binding pocket of domain B of CV-N has been subjected 

to intense scrutiny to glean information on the origin of its binding specificity for 

dimannose (Bewley, 2001; Bolia et al., 2014a; Botos and Wlodawer, 2003; Li et al., 2015; 

Vorontsov and Miyashita, 2009). Previous mutational studies on the binding pocket 

residues have shown their importance in modulating interaction with dimannose 

(Barrientos et al., 2006; Bolia et al., 2014a; Chang and Bewley, 2002; Matei et al., 2016). 

All known substitutions of the binding residues led to decreased binding affinity for 

dimannose on domain B (Bolia et al., 2014a; Fujimoto and Green, 2012; Kelley et al., 

2002; Matei et al., 2016; Ramadugu et al., 2014). Evolutionary analyses shows that the 
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majority of the binding site residues are conserved in CV-N glycan interactions, suggesting 

that affinity is already optimized at the binding site (Koharudin et al., 2008; Percudani et 

al., 2005). We hypothesized that amino acid substitutions at distal positions could enhance 

the dimannose affinity of CV-N by rigidification of the binding site and applied our ICDC 

approach to CV-N to identify positions in each category (Table C.2). 

We generated models of CV-N variants in each ICDC category by mutating these 

positions to amino acid types observed in the MSA of CV-N family members, choosing 

the subset of sequences that have binding sites with identical or similar amino acid 

composition to P51G-m4 CV-N. As discussed above, this approach allows us to identify 

amino acid substitutions with the least impact on fold. All the substitutions identified (104 

variants in total) were modeled using the crystal structure of P51G-m4 CV-N (Fromme et 

al., 2008) and subjected to MD simulations (Abraham et al., 2015; Spoel et al., 2005). The 

best conformation sampled for each variant obtained from equilibrated production 

trajectories was used as a model for dimannose docking analysis. We evaluated the variants 

using Adaptive BP-Dock, a computational docking tool that incorporates both ligand and 

receptor flexibility to accurately sample binding-induced conformations and ranks them 

using X-scores binding energy units (XEUs). The details of Adaptive BP-Dock are 

explained in Chapter 2.1.2. In previous work on CV-N this method yielded good 

correlations with experimentally measured binding affinities (Kd), and established –6.0 

XEU as a good threshold to differentiate variants that bind dimannose from ‘non-binders’ 

(Bolia et al., 2014b; Li et al., 2015; Woodrum et al., 2013). Here, we applied Adaptive BP-

Dock initially on wild-type CV-N and its variants, P51G-m4 and mutDB (a mutant in 
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which binding by domain B has been obliterated) and the results recapitulate the success 

of previous studies (Table C.4). This result shows that Adaptive BP-Dock can correctly 

assess the dimannose binding of CV-N and its variants, thus, we applied it on new P51G-

m4 CV-N variants to predict the impact of mutations on dimannose binding. Figure 7.2 

shows the distribution of changes in predicted binding energy scores relative to the P51G-

m4 energy scores for mutations belonging to each binary category: a positive change in 

binding score represents an unfavorable effect on binding, and, conversely, a negative 

change in the score indicates an enhancement in binding. 

The substitutions on positions in category (1,1) (Figure 7.2) yield a wide range of 

change in binding energy scores: the tail of the distribution on the positive side reaches 

nearly a binding score change of 2.0 XEUs and on the negative site values below –0.5 

XEUs. Strikingly, the positions in category (1,1) yield the most binding enhancing energy 

scores compared to all other categories, mirroring TEM-1 results. Additionally, the 

substitutions applied in category (1,0) also result in more favorable binding energy scores 

for dimannose. Mutations in both category (1,1) and (1,0) present favorable binding energy 

scores. However, the number of mutations predicted to be enhancing binding in category 

(1,1) is more than those in category (1,0) (26% of category (1,1) compared to 14% of 

category (1,0)). Interestingly, the mutations in category (1,0) that disrupt the binding 

energy scores is not as strong as category (1,1), but similar to category (0,1) and (0,0). The 

observed mostly neutral behavior with category (0,0) agrees with the same trend obtained 

with TEM-1 analyses. 
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Figure 7.2: Predicted binding energies for each ICDC category. Mutations in category 
(1,1) positions comprise the highest number of binding energy enhancing mutations as 
well as deleterious mutations. Mutations in category (0,0) positions are mostly near 
neutral (Category (1,1) & (0,0) P value < 0.3). 
 

Overall, the distribution of computational binding scores of dimannose binding to CV-

N in each category aligns with the distribution of experimentally characterized TEM-1 

fitness results of the same category. However, there are some discrepancies, for example, 

there are beneficial mutations in category (0,1) in TEM-1, but we don’t observe the same 

trend in CV-N. This is due to the initial challenge faced in constructing the MSA of CV-N 

homologous proteins. There is limited sequence information, and most of the proteins in 

the CV-N family exhibits binding specificity to a different glycan (Fujimoto and Green, 

2012; Koharudin et al., 2009). In contrast, β-lactamase family proteins exhibit highest 

activity toward penicillin, and they have been subjected to strong natural selection leading 

to conservation in both fold and function (Salverda et al., 2010; Zou et al., 2021). Hence, 

the less noise in evolutionary analysis in case of β-lactamase family of proteins allows us 

to correctly filter deleterious type of substitutions based on the MSA. Regardless, however, 

in both cases, as hypothesized, substitutions on category (1,1) residues impact the function 

most. 
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To further investigate the mechanism of functional modulation of category (1,1) 

mutations, we chose the position with highest binding enhancing docking scores, I34, from 

category (1,1). I34 exhibits %DFI values lower than 0.2 (Figure 7.3A), is at least 16 Å 

away from binding residues (distal), dynamically coupled (Figure 7.3B) and co-evolved 

with the binding pocket (Tables C.3 and C.5). Moreover, docking scores of I34 variants 

suggest that the mutations (explained in Appendix C) can modulate binding in a wide 

range: I34Y variant leads to an increase in binding affinity (beneficial), I34K decreases the 

binding affinity (deleterious), and I34L yields no change (neutral) (Table 7.1). 

To verify the predictions of I34 variants, we first assessed the folding and thermal 

stability of these mutants by circular dichroism (CD) spectroscopy (Explained in Appendix 

C). Far-UV CD spectroscopy showed that all mutants are well folded and adopt a fold 

similar to the parent protein, characterized by spectra with a single negative band centered 

at 216 nm. We determined the stability of the mutants by CD monitored thermal 

denaturation; the thermal denaturation curves were analyzed to obtain apparent melting 

temperature (Tm) values (Explained in Appendix C). We found that the conservative 

mutation I34L is as stable as P51G-m4, with apparent Tm of 57.8°C and 58°C, respectively. 

In contrast, I34Y and I34K were less thermostable than P51G-m4 as shown by apparent 

Tm values of 54.7°C and 47°C, respectively. Not surprisingly, substituting a hydrophobic 

residue with a basic aliphatic amino acid (lysine) has a large destabilizing effect, while 

aromatic and polar tyrosine is better tolerated. The trend of thermostability is P51G-

m4~I34 L> I34 Y> I34 K (Figure C.1). 
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Figure 7.3: DFI and DCI analyses on CV-N. (A) Dynamic flexibility index (DFI) 
profile mapped onto cyanovirin-N (CV-N) structure: red corresponds to high DFI 
(very flexibile sites), and blue to low DFI values (rigid sites). Position I34 (low DFI 
score) is highlighted. (B) Dynamic coupling index (DCI) profile projected on CV-
N structure with green corresponding to sites exhibiting high coupling with binding 
site residues. 

 

Chemical denaturation experiments (Explained in Appendix C) were used to extract 

thermodynamic values, after ensuring complete equilibration at each concentration of 

guanidinium hydrochloride by incubating the samples for 72 hr (Patsalo et al., 2011). The 

∆GH20 values and Cm values of P51G-m4, I34L, I34Y, and I34K are found as 3.0, 2.94, 

2.91, and 2.38 kcal/mol and of 1.45, 1.39, 1.13, and 0.68 M respectively (Table 7.1). The 

results align with the thermal denaturation results: P51G-m4 is the most stable to 

denaturant, followed by I34L, I34Y, and I34K (Figure C.2). 
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Table 7.1: Predicted binding affinities of domain B, experimental ITC data, and chemical 
denaturation experiments for P51G-m4, and its I34 variants. 

Protein 

Predicted 
Binding 
Score 

(X-score 
energy 
unit) 

ITC 
dimannose 

Kd (μM) 

ITC 
dimannose 

ΔH 
(kcal/mol) 

ITC 
dimannose 

TΔS 
(kcal/mol) 
(T=298K) 

ITC 
dimannose 

ΔG 
(kcal/mol) 

∆GH2O 
(kcal/
mol) 

Cm 
(M) 

P51G-m4 -6.62 117 ± 3 -12.3 ± 0.3 -7.00 ± 0.3 -5.30 ± 0.3 3.01 ± 
0.047 

1.46 ± 
0.019 

P51G-m4-I34K -5.85 No-binding No-binding No-binding No-binding 2.40 ± 
0.124 

0.68 ± 
0.015 

P51G-m4-I34L -6.19 148 ± 2 -9.60 ± 0.1 -4.40 ± 0.1 -5.20 ± 0.1 2.95 ± 
0.077 

1.39 ± 
0.009 

P51G-m4-I34Y -6.75 64 ± 5 -4.35 ± 0.1 1.32 ± 0.2 -5.67 ± 0.2 2.91 ± 
0.157 

1.13 ± 
0.017 

 

Next, we evaluated the impact of the mutations on the dimannose binding affinity by 

isothermal titration calorimetry (ITC) (Explained in Appendix C) (Figure C.3); data were 

analyzed to extract Kd values listed in Table 7.1. We found that I34Y binds dimannose with 

tightest affinity (Kd: 64 µM) of all the mutants tested, a two-fold improvement over P51G-

m4 (Kd: 117 µM). Binding by I34L is slightly weaker with a Kd of 148 µM. No binding 

was observed for I34K in these conditions. Thermodynamic values extracted from ITC 

experiments (Table 7.1), suggesting that entropy changes play an important role in the 

observed changes in binding affinity: surprisingly, entropy is positive for I34Y, indicating 

an increase in disorder upon binding. 

To glean more information on the mode of binding by I34Y, we determined the X-ray 

structure (Explained in Appendix C) of the unbound and dimannose-bound form and 

compared it with the template protein P51G-m4. The fold is highly conserved (Figure 7.4) 

as shown by main chain RMSD of 0.16 and 0.20 Å with bound and unbound I34Y, 

respectively, and tyrosine is well tolerated at position I34.  
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Figure 7.4: The comparison of the crystal structures of P51G-m4 and I34Y. A) The 
crystal structures of I34Y (bound in magenta and unbound in cyan) and its template 
protein P51G-m4 (green) are superimposed. B) Overlay of bound structures of I34Y 
(magenta) and P51G-m4 (grey) (RMSD 0.15 Å); dashed lines depict polar interactions 
with dimannose. 

 
The binding pocket region is also structurally conserved compared to P51G-m4. 

Analysis of the polar contacts between dimannose and P51G-m4 and I34Y (Figure 7.4B) 

shows an identical number of hydrogen bonds (11) with the ligand, indicating a conserved 

binding pose. We compared the docked pose of I34Y acquired from Adaptive BP-Dock 

with the bound X-ray structure. The ligand shows an RMSD value of 0.75 Å (Figure C.4). 

These observations suggest that the increase in binding affinity of I34Y toward dimannose 

might be mediated by equilibrium dynamics, which are not captured by the crystal 

structure. This hypothesis is supported by the changes in entropy compensation measured 

experimentally (ITC) in dimannose binding by P51G-m4 (negative TΔS) and I34Y 

(positive TΔS). 



 

  184 

7.4.3 Molecular Mechanism Governing the Binding Dynamics In I34 Variants 

It is interesting to observe that a distal site can modulate binding affinity to a wide 

range based on amino acid substitutions. This finding has also been observed for 

allosterically regulated enzymes such as LacI, for which different amino acid substitutions 

on non-conserved sites lead to gradual changes in function, acting like a rheostatic switch 

to modulate function through conformational dynamics (Campitelli et al., 2021, 2020; 

Meinhardt et al., 2013; Miller et al., 2017; Swint-Kruse et al., 1998). To gather atomic level 

detail on how the substitutions on I34 dynamically modulate the binding affinity, we 

employed MD simulations in both bound and unbound forms (see Chapter 2 for details of 

the simulations). The unbound trajectories were analyzed for acquiring binding pocket 

hydrogen bond distances and pocket volume. Later, to learn about the ligand-induced 

conformational dynamic changes, the bound trajectories were utilized to estimate 

computational binding free energies (Deng and Roux, 2009; Okazaki et al., 2006). 

Previous computational work in our lab had linked binding affinity in the CV-N family 

to the accessibility of the binding pocket: A hydrogen bond between the amide hydrogen 

of N42 and carbonyl oxygen of N53 forms a closed pocket, hindering glycan accessibility, 

whereas the loss of this hydrogen bond leads to an open pocket (Li et al., 2015). Using the 

formation of this hydrogen bond in the trajectories of unbound WT and I34Y as metric for 

assessing open and closed conformations, we found that I34Y variant samples the open 

binding pocket more often than P51G-m4 (Figure C.5). 

Another compelling evidence differentiating I34 variants from P51G-m4 is the change 

in their binding pocket volumes estimated by POVME pocket volume calculation tool 
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(Wagner et al., 2017). The calculated pocket volumes for I34Y, I34K, and P51G-m4 were 

converted into frequencies to obtain probability distributions (Figure 7.5A), revealing that 

I34Y variant samples a more compact pocket volume compared to P51G-m4. If the pocket 

is too small or too large, dimannose cannot maximize its interaction with the protein, and 

a compact conformation enables dimannose to easily make the necessary hydrogen bond 

interactions with the protein. This optimum pocket volume sampled by I34Y may also 

explain the different binding energetics observed by ITC, in which a positive entropy 

change upon binding compensates for the loss in enthalpy compared to P51G-m4 (Table 

7.1) (Breiten et al., 2013; Cornish-Bowden, 2002). Pocket volume analysis reveals a larger 

value for I34K compared to P51G-m4, suggesting that this mutant cannot accommodate 

the necessary interactions with the dimannose resulting in loss of binding. We applied the 

same pocket volume calculation to the X-ray structures of P51G-m4 and I34Y variant, and 

we found volumes of 141 and 114 Å3 for P51G-m4 and I34Y, respectively, in the unbound 

forms (Figure 7.5B). These volumes correlate well with the mean volumes from MD 

trajectories, suggesting that the variants modulate the conformational dynamics of binding 

pocket. 



 

  186 

 

Figure 7.5: Binding pocket volume estimations for P51G-m4 and its variants. A) 
Probability distribution of the pocket volume analyses obtained from MD simulation 
trajectories. I34Y populates a conformation with an optimum volume more than others. 
P51G-m4 and I34L variant sample similar pocket volumes, but I34K variant has a larger 
pocket volume compared to others. B) Pocket volume comparison of the domain B of 
solved structures for P51G-m4 (purple) and I34Y variant (green). 
 

Overall, the conformational dynamics analysis of the unbound conformations indicates 

a shift of the native ensemble toward a smaller pocket volume upon I34Y mutation. This 

could explain the decrease in the entropic cost of binding observed in ITC results. We also 

analyzed the binding energetics by carrying out dimannose docking with 2000 different 

conformations sampled from the binding pocket volume distributions. We found that the 

small volume restrict accessibility to the side-chain conformations of binding residue R76 

in the I34Y variant, yielding different hydrogen bond patterns with the dimannose (Figure 

C.6) and suggesting a loss in enthalpic contribution. 
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The bound simulation trajectories were subjected to the MM-PBSA approach to 

estimate computational binding free energies and related enthalpic and entropic 

contributions (He et al., 2020; Rastelli et al., 2010). The results are tabulated on Table 7.2. 

The computed binding free energies capture the trend of experimental binding affinities 

(R=0.87). The I34Y variant displays a more favorable binding with dimannose compared 

to wild type. Interestingly, both experimental and computational results show I34Y 

compensating the enthalpic loss with entropic gain. While I34L variant enthalpic loss is 

greater than I34Y in computational approach, the overall binding free energy mirrors the 

ITC results. Additionally, loss of binding of I34K variant overlaps with the ITC data. 

Table 7.2: Binding free energies, enthalpy and entropy values for wild type CV-N and its 
variants calculated with MM-PBSA approach applied on dimannose bound MD 
simulations. 

 
 

7.4.4 Substitutions of I34 Modulates the Conformational Ensemble Leading to Change in 

Dimannose Binding Affinity 

Proteins adapt to a new environment by modulating the native state ensemble through 

mutations of different positions while keeping the 3D structure conserved (Campitelli et 

al., 2020; Kuriyan and Eisenberg, 2007; Li et al., 2015; Liu and Nussinov, 2017; Modi and 

Ozkan, 2018; Risso et al., 2018; Tripathi et al., 2015; Woodrum et al., 2013). As we also 

observed a similar pattern of conservation of structure yet change in function in our 
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designed CV-N I34 variants, we further analyzed the flexibility profiles of I34 variants. 

The DFI profiles clustered using principal component analyses match the 2D map of 

melting temperature and Kd as reaction coordinates, suggesting a correlation between 

changes in dynamics and changes in function (Figure 7.6). The 2D map shows I34L, P51G-

m4, and I34Y under the same cluster, with I34L and P51G-m4 close, while I34K is 

markedly different (Figure 7.6A). The dendrogram constructed based on the DFI profiles 

captures this clustering (Figure 7.6B) with P51G-m4 and I34L variant under the same 

branch, suggesting their dynamics are very similar; I34Y is under the same main cluster 

albeit in a different branch. I34K is under a separate branch, indicating different dynamics. 

This is in agreement with our previous studies, where substitutions on DARC spots 

modulate binding dynamics reflected in their flexibility profiles to adapt to a new 

environment (Campitelli et al., 2021; Kumar et al., 2015b; Modi et al., 2021a). 

 

Figure 7.6: Clustering of CV-N variants using DFI profiles and biophysical properties. 
A) 2D map of Kd and Melting temperature of P51G-m4 and its variants B) PCA 
clustering on the first two principal components of the DFI profiles as a dendrogram.  

 
We further gleaned a molecular view of the role of flexibility in binding by comparing 

changes in DFI profiles of the binding site residues with P51G-m4 for each mutant, in the 
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unbound and bound form (Figure 7.7A and B). We found that flexibility at position T57 is 

highly dependent on the amino acid at position I34: flexibility increases in I34K, 

suggesting a higher entropic penalty for binding interactions; It is unchanged in I34L, 

which has similar binding affinity. In contrast, T57 becomes much more rigid in I34Y 

mutant. This indicates the rigidification leading to a decrease in the entropic cost can 

contribute to the binding affinity enhancement of this mutant which is also in agreement 

with the ITC results. 

 
Figure 7.7: Changes in flexibility of the binding site residues upon mutations in bound 
and unbound forms. A) Change in flexibility of I34K, I34L, and I34Y relative to P51G-
m4 in unbound form are shown. Residues E41, N42, and T57 rigidifies on I34Y 
compared to P51G-m4. B) Change in flexibility of I34K, I34L, and I34Y relative to 
P51G-m4 in bound form are projected on structure. C) Hydrogen bonding interactions 
of residues I55, E56, T57, and C58 are shown for P51G-m4 and I34Y variant.  
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Comparison of the flexibility profiles of the bound form with those of the unbound form 

reveals that residue I34 in WT drastically gets rigidified upon binding, whereas I34Y variant 

does not. The decreased flexibility of T57 in the unbound form of I34Y accommodates the 

interactions with dimannose, contributing to the entropic compensation. In addition to the 

binding site residues of domain B, the flexibility of the rest of the residues also contributes 

to the total change in binding free energies. Therefore, we analyzed the correlation between 

(i) the sum of total change in flexibility of the binding site residues, (ii) the binding site 

residues and the residues exhibiting highly coupling with the binding pocket, with the 

experimentally measured binding affinity change. We observe a strong correlation between 

change in flexibility and change in affinity, as expected I34Y exhibiting tighter binding also 

gets more rigidified upon binding compared to P51G-m4. Moreover, inclusion of the highly 

coupled residues in addition to the domain B binding sites in computing the total sum of 

DFI scores yields a higher correlation with the experimental binding affinity change (Figure 

C.7A). On the other hand, the correlation between the flexibility change of the randomly 

selected residues and experimental binding affinities yields poor correlation coefficient 

(Figure C.7B). These results strongly support the role of dynamic allostery in modulating 

binding affinity. 

The rigidification of T57 in I34Y variant is compelling evidence that the distal mutation 

is allosterically controlling the binding site dynamics. We further computed the network 

of interactions that connects the residue position 34–57 and investigated whether distinct 

pathways emerge after I34Y mutation. We analyzed the hydrogen bond networks, 

particularly computed the possible network of hydrogen bonds creating pathways from 34 
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to 57 using the sampled snapshots from the MD trajectories (Figure C.8). This analysis 

presents a unique pathway from 34 to 57 by first forming a new hydrogen bond between 

the side chain oxygen of the Tyrosine 34 and the nitrogen of the Tyrosine 100 in I34Y 

variant. Furthermore, a second pathway is also found which is sampled much more 

frequently in I34Y variant strengthening the communication between positions 34 and 57. 

Thus, both pathways may contribute to the rigidification of T57. We also analyzed the 

conformations from MD clustered with highest percentage based on alpha carbon RMSD 

for I34Y and P51G-m4 and compared the hydrogen bond interactions of T57 and its 

neighboring residues. The closest neighbors of T57; positions I55, E56, and C58 

conserved their hydrogen bond interactions with their surrounding residues between 

P51G-m4 and I34Y. On the other hand, T57 makes an additional hydrogen bond 

interaction in I34Y compared to P51G-m4 (Figure 7.7C), suggesting that enhancement in 

hydrogen bond networking of T57 in I34Y leads to rigidification of this position in 

equilibrium dynamics. 

To gain more insight on distal dynamic modulation of binding pocket particularly the 

decrease of binding site flexibility through distal coupling, we computationally and 

experimentally characterized another residue, A71, belonging to category (1,1) and its 

mutations: T, S. The docking scores and DFI profiles of A71 variants show high similarity 

to position I34 ones. The variant A71T is predicted as binding enhancing by our docking 

scheme displaying a similar binding score as I34Y (A71T predicted binding score: –6.81 

XEU), whereas variant A71S is predicted as analogous to I34L variant (A71S predicted 

binding score: –6.20 XEU). This position is next to residue E72, which is within the 
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hydrogen bond pathway (Pathway 2) (Figure C.8) identified previously connecting I34 

and binding residue T57. Furthermore, the computed binding free energies by MM-PBSA 

is found to be correlating with position I34 results. The A71T variant shows a binding free 

energy near I34Y (A71T ΔG: –13.70 kcal/mol with ΔH: –29.33 kcal/mol and TΔS: –15.63 

kcal/mol), and A71S close to I34L (A71S ΔG: –9.98 kcal/mol with ΔH: –29.00 kcal/mol 

and TΔS: –19.02 kcal/mol). All computational analyses suggested that A71 can modulate 

binding affinity through distal dynamic coupling similar to I34, hence we experimentally 

characterized these two variants. 

The experimental binding affinity by ITC correlates with in silico predictions. When 

the change in total DFI score upon binding is compared to change in free energy of binding 

from ITC experiments (Figure C.7), A71T (ΔG: –5.70 kcal/mol with ΔH: –6.00 kcal/mol 

and TΔS: –0.30) features both a change in total DFI and ΔG closer to I34Y, and A71S 

(A71S ΔG: –5.10 kcal/mol with ΔH: –9.10 kcal/mol and TΔS: –4.00) shows a score 

identical to I34L. The entropy of A71T shows a similar change as I34Y experimentally 

(A71T TΔS: –0.30) indicating that the same compensation mechanism is utilized by 

another category (1,1) residue. A71S is closer to I34L (A71S TΔS: –4.00). Similar to 

I34Y, the melting temperature of A71T is lower than P51G-m4 (Figure C.1). Results of 

A71 variants further establish the potential of ICDC and category (1,1) residues in 

diversely tuning the binding affinity of domain B of CV-N through playing enthalpy-

entropy compensation of binding process. 
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Our new ICDC approach suggests that it is possible to identify and incorporate distal 

mutations into protein design bringing together evolutionary inferences with long-range 

dynamic communications within the 3D network of interactions. 
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CHAPTER 8 

FINAL REMARKS 

 

Proteins are highly dynamic in nature, and constantly undergoing variety of 

motions and conformational changes. One of the reasons for the alteration of protein's 

dynamic behavior or propagation of conformational changes is an allosteric mutation. 

Understanding dynamic allostery is important to elucidate the complex regulation of 

protein function and designing targeted therapeutics. By targeting allosteric sites and 

exploiting the dynamic properties of proteins, it may be possible to develop drugs that 

modulate protein function with higher specificity and fewer side effects. In the research 

conducted for this study, I first employed two protein dynamics analysis tools, namely 

Dynamic Flexibility Index (DFI) and Dynamic Coupling Index (DCI), which are 

extensively described in Chapter 2. DFI allows for the quantification of the flexibility level 

of individual residues, aiding in the comprehension of how mutations on rigid/flexible 

locations may influence protein function. On the other hand, DCI measures the extent of 

dynamic coupling of residues distant to functionally significant residues, enabling the 

identification of crucial residues that may impact protein function when subjected to 

mutation through dynamic allosteric regulation.  

The investigation conducted in Chapter 3 employed DCI and DFI to probe the 

relationship between the dynamics and the binding of the PICK1 PDZ domain in its 

interactions with two ligands, DAT and GluR2. Given the substantial complexities 

associated with PDZ ligand interactions, gaining a comprehensive understanding of the 
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recognition mechanisms between PDZ and ligands is of utmost importance for therapeutic 

applications. By comparing the dynamic responses of the PICK1 PDZ domain to binding 

different ligands, results show that the binding of various ligands can lead to distinct 

dynamic alterations in the PICK1 PDZ domain. The observations reveal that both ligands 

elicit dynamic allostery in the αA helix of the PICK1 PDZ domain. Notably, the study 

identifies the hydrophobic core formed between the ligands and residue I35 as a critical 

factor in triggering this dynamic allostery.  

Understanding the atomic-level mechanism behind the interdomain dynamics of 

PICK1 PDZ significantly enhances our comprehension of the relationship between 

dynamic allostery and protein’s functionality. In chapter 4, I extended the application of 

DFI and DCI in understanding enzyme-substrate interactions using Butyrylcholinesterase 

(BChE) as the model system. BChE showcases its exceptional capacity to neutralize 

dangerous substances, including paraoxon (an organophosphorous nerve agent), 

acetylcholine receptor antagonists, and psychoactive plant alkaloids such as cocaine. This 

characteristic has led to the utilization of BChE in the management of drug overdose and 

addiction. To facilitate the large-scale production of BChE mutants for clinical 

applications, the establishment of an easily accessible, economically viable, and 

environmentally sustainable source of recombinant BChE is of paramount importance. 

Although mammalian expression systems have been utilized for production of BChE 

variants targeting cocaine hydrolysis, scaling up such platforms can be challenging and 

costly. Therefore, plant based recombinant protein production systems are preferred 

because of reduced production cost, lower down-stream expenses, and the ability of easy 
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scale-up production. Previously, a close relative of tobacco, Nicotiana benthamiana, was 

utilized to produce large quantities of BChE variants that hold have high catalytic activity 

to use as treatments. These BChE variants contain multiple mutations. These mutations 

could be investigated to get a better understanding of how they modulate activity with 

choline ester substrates and anticholinesterases. Understanding the catalytic mechanism of 

pBChE is crucial for therapeutic purposes. Therefore, in order to reveal how mutations 

affect catalytic activity of BChE, I utilized DCI and DFI. The results showed that the 

mutations impact the activity by modulating the catalytic site dynamics. In addition, BChE 

functions as a dimer, and the dimerization is shown to connect two catalytic sites and 

mutations with dynamic allostery, creating a long range modulating effect. 

Furthermore, in Chapter 5, I extensively analyzed the complex relationship between 

mutations and dynamics in the enzyme dihydrofolate reductase (DHFR) using DFI and 

DCI. I also expanded upon the DCI metric by introducing a new classification technique 

called DCIasym. This classification, “Controller” / “Controlled”, compared with deep 

mutational scanning data, not only enabled me to estimate whether point mutations would 

have beneficial or detrimental effects on function, but it also provided insights into the 

underlying mechanisms by identifying specific residues that are not conserved throughout 

evolution but still exert control over the dynamics of functionally critical M20 and FG 

loops. The results obtained from the comprehensive investigation spanning chapters 3, 4, 

and 5 have solidified the computational effectiveness of DFI and DCI, establishing their 

suitability for addressing complex tasks such as enzyme design and protein engineering. 
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In Chapter 6, my research focused on understanding the significance of dynamics 

in the utilization of specificity in β-lactamase, particularly the modern TEM-1 variant. I 

aimed to identify specific residues and mutations, guided by dynamic metrics DFI and DCI, 

that could potentially enhance the activity of TEM-1 towards penam/cephem antibiotics. 

The active sites of TEM-1 are located at the core of the protein, presenting a unique 

challenge. Firstly, mutations on the active sites and surrounding residues have been shown 

to reduce activity. Secondly, the number of residues distant from the active site that could 

potentially alter activity is limited. To address these challenges, I employed DFI and DCI 

to identify these distal residues which are categorized as rigid or flexible, and dynamically 

coupled and not-coupled. Rigid residues are known to be critical for protein stability and 

activity and therefore could be target for mutagenesis studies. However, one hurdle in 

modeling mutations on rigid residues is that such mutations are known to have detrimental 

effects in TEM-1. Therefore, instead of directly mutating these rigid residues, we adopted 

an alternative strategy, which involved designing residues around these regions using 

Rosetta software. We generated two sets of variants based on their design location (rigid 

or flexible) and coupling with active site (coupled or not-coupled), and subjected them to 

extensive MD simulations. These simulations of variants were subsequently analyzed 

using DFI and DCI.  

The DFI and DCI analyses applied on MD simulations require using a single value 

decomposition technique to reduce the number of degrees of freedom of the multifaceted 

nature of time series dynamics from MD. To achieve this, I used Principal component 

analysis (PCA) to dissect the dynamic profiles of variants and wild type emerging from the 
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MD simulations. The results indicate that one such approach has a limitation, which is the 

number of data points in the input data has a large influence on the PCA components. To 

tackle this problem, I created a new approach termed “dynamic distance analysis” (DDA). 

DDA overcomes the requirement of having large number of data points in the input dataset 

by iteratively calculating PCA components by using subsets of the data. We used DDA 

analysis to identify the variants based on TEM-1 template that achieve dynamics behavior 

similar to GNCA. DDA revealed five promising designs. The designs were validated 

through experimental characterization and demonstrated that MD driven designs have 

substantial potential in creating variants capable of modulating activity and stability across 

a wide range. 

In chapter 7, I delved into modeling binding characteristics of a small lectin that 

specifically binds dimannose in order to engineer stable and robust lectins with desired 

glycan specificity. As a model system, we focused on Cyanovirin-N (CV-N), a lectin 

consisting of 101 amino acids, which exhibits micromolar binding affinity towards 

mannose-rich glycans. Specifically, CV-N's highest binding affinity is observed towards 

di-mannose, making it an ideal target for this study. However, traditional protein design 

approaches face challenges due to the vast number of potential combinations of residues 

and amino acid types. Based on insights gained from the application of evolutionary tools, 

MD simulations, and post-MD dynamics analyses with DFI and DCI, I propose integrated 

coevolution and dynamic coupling (ICDC) approach for identifying, mutating, and 

evaluating distal sites to modulate function. Once positions and potential amino acid 

substitutions are identified using ICDC, the variants are modeled and subjected to MD 
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simulations. The change in binding affinity relative to the wild type is then modeled using 

a docking tool developed in house: Adaptive BP-Dock. 

The results of binding prediction using Adaptive BP-Dock highlighted a critical 

residue, I34, which exhibited the potential to enhance, abolish, or have no effect on binding. 

To gain further insights, I explored the dynamic characteristics of the mutations compared 

to the wild type. The I34Y mutant displayed enhanced binding behavior. When analyzing 

the dynamics of the mutant using the DFI metric, it became evident that the I34Y mutation 

rigidified the dynamics of the binding site residue compared to the wild type. A rigid 

binding site has the potential to maintain interactions with dimannose more effectively than 

a flexible binding pocket. Further investigation of the binding pocket revealed that the I34Y 

mutant had a smaller pocket volume than the wild type, which aligns with the non-mobile 

behavior observed with DFI. This further confirms that the binding is influenced by this 

distal mutation. These computational findings were validated through experimental 

biophysical characterizations. Moreover, the experiments reveal that the entropic cost of 

binding has changed in this mutant relating back to its change in rigidity, implying that the 

binding affinity is modulated not by enthalpy but by the change in conformational 

dynamics. The findings are subjected to computational change in binding free energy 

calculations with Poisson-Boltzmann Surface Area (MM-PBSA). This estimation showed 

a similar result to experiments and docking scores, further capturing the enthalpy/entropy 

compensation behavior seen with experiments. These results, obtained through the 

investigation and engineering of CV-N, illustrate the power of combining dynamic metrics 

with MD simulations and co-evolution techniques. 
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The synergistic integration of computational techniques and the extensive body of 

work described herein establishes a fertile ground for further development and expansion. 

Beginning from an investigation of dynamics and its relation to function, an extension to 

predictive design and computational predictions of activity with docking sets the 

groundwork for wider applications on many different proteins and enzymes.  

This thesis emphasizes that the combined utilization of multiple techniques in 

relation to both structural, dynamics, and evolutionary side of protein research could 

complement each other. In future endeavors, the complementarity could be expanded by 

the introduction of new approaches such as Deep Neural Networks to carefully combine 

the metrics maintaining the intricate balance in relationship with protein sequence, 

structure, dynamics, and function. Moreover, in the context of docking methodologies, 

using an ENM with harmonic spring scaling stemming from amino acid specificity for 

covariance calculation offers the opportunity to incorporate a broader spectrum of 

dynamics based conformational sampling. This approach enables the inclusion of a more 

extensive range of molecular motions and enhances the accuracy of docking predictions. 

The ongoing development of computational tools, distinguished by their remarkable 

efficacy in accurately predicting protein binding events and identifying functionally 

relevant residues, has profound implications for medical research. 
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APPENDIX A 

EXPERIMENTAL METHODS AND SUPPLEMENT DATA FOR PLANT-

EXPRESSED COCAINE HYDROLASE VARIANTS OF 

BUTYRYLCHOLINESTERASE 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



 

  248 

A.1 DNA Constructs 

Previously, we reported that the full-length human WT BChE gene (UniProt accession 

number P06276) was optimized for expression in N. benthamiana plants (pBChE) (Geyer 

et al., 2010a, 2010b). A synthetic gene encoding the A328W/Y332A mutant of pBChE 

(Geyer et al., 2008; Sun et al., 2002a, 2002b) (named here pBChEV1) was used as the 

template for successive rounds of site-directed mutagenesis using the QuickChange 

method (Stratagene; mutagenic primers are listed in Supplementary Table A.1) yielding 

the following mutants: Variant 2 (pBChEV2): F227A/S287G/A328W/Y332A59, Variant 3 

(pBChEV3): A199S/S287G/A328W/Y332G15, Variant4 (pBChEV4): 

A199S/F227A/S287G/A328W/Y332G18, and Variant 5 (pBChEV5): 

F227A/S287G/A328W/Y332G (Brimijoin and co-workers, unpublished). The mutated 

genes (also listed in Supplementary Table A.2) were verified by DNA sequencing. A C-

terminal hexahistidine tag was added to the plant-expression optimized variants of BChE. 

The resulting constructs were then cloned into a deconstructed tobacco mosaic virus 

(TMV)-based plant expression vector (MagnICON, kind gift of Nomad Inc.) to be used 

in Agrobacterium tumefaciens-mediated transient expression in N. benthamiana. 
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Table A.1: Oligonucleotides used for site-directed mutagenesis. Forward (F) and reverse 
(R) primers are shown with mutation sites indicated in lowercase  

 

Table A.2: Cocaine hydrolase variants of butyrylcholinesterase used in this study.  

 

A.2 Transient Recombinant Protein Production in Plants 

An outline of the expression strategy is shown in Fig. 4.1a. All expression vectors were 

electroporated into A. tumefaciens strain GV3101 electro-competent cells. Transformed 

strains were screened via antibiotic selection as well as colony screen PCR and only 

positive colonies were used for downstream studies. Bacteria cultures were grown at 30 °C 

until mid-logarithmic phase, pelleted by centrifugation at 4,500 × g for 20 min at room 

temperature and then resuspended in infiltration buffer (10 mM 2-(N-morpholino) 

ethanesulfonic acid (MES), 10 mM magnesium sulfate heptahydrate, pH 5.5). Plants were 

infected either by needle-less syringe injection or by whole-plant vacuum infiltration. 

Larrimore et al. Enzymology of Plant-derived Cocaine Hydrolyzing Butyrylcholinesterase Variants 5	

Supplementary Table S2  1	
 2	

 3	

 4	

 5	

 6	

 7	
	 	8	

Table S2. Oligonucleotides used for site-directed mutagenesis. Forward (F) and reverse 
(R) primers are shown with mutation sites indicated in lowercase. 

Name  Primer Sequence  Mutation 
oTM607 (F) 5'CTTTGGAGAGTCTtctGGAGCTGCTTCTG3' A199S 
oTM608 (R) 5'CAGAAGCAGCTCCagaAGACTCTCCAAAG3' A199S 
oTM609 (F) 5'CCAATCTGGTTCCgctAATGCTCCTTGG3' F227A 
oTM610 (R) 5'CCAAGGAGCATTagcGGAACCAGATTGG3' F227A 
oTM611 (F) 5'GGAACTCCTTTGggaGTGAACTTTGGTC3' S287G 
oTM612 (R) 5'GACCAAAGTTCACtccCAAAGGAGTTCC3' S287G 
oTM613 (F) 5'GGATGAGGGTACAtggTTCCTTGTGggtGGAGCGCCTGG3' A328W/Y332G 
oTM614 (R) 5'CCAGGCGCTCCaccCACAAGGAAccaTGTACCCTCATCC3' A328W/Y332G 
oTM655 (F) 5'GGTTCCTTGTGgctGGAGCGCCTGG3' Y332A 
oTM656  (R) 5'CCAGGCGCTCCagcCACAAGGAACC3' Y332A 
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Table S1. Cocaine hydrolase variants of butyrylcholinesterase used in this study. 

Name Amino acid mutations References 

pBChEV2 F227A/S287G/A328W/Y332A Pancook, et al. 2003 

pBChEV3 A199S/S287G/A328W/Y332G Pan, et al. 2005 

pBChEV4 A199S/F227A/S287G/A328W/Y332G Xue, et al. 2013 

pBChEV5 F227A/S287G/A328W/Y332G 
 Brimijoin and co-workers, 

unpublished 
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Leaves infiltrated with each variant were harvested at the respective day of peak expression 

as determined in previous reports (Larrimore et al., 2013). 

A.3 Enzymatic Assays 

To evaluate cocaine hydrolysis, a sensitive radiometric assay was used as previously 

described (Brimijoin et al., 2002). Briefly, [3H](−)-cocaine labeled on the benzene ring 

(50 Ci/mmol), purchased from PerkinElmer Life Sciences (Boston, MA), was used as a 

substrate with varying concentrations of (−)-cocaine. In the presence of enzyme this 

reaction proceeded at room temperature (25°C) until stopped by the addition of 0.02 M 

HCl. Any neutralized, liberated, labeled benzoic acid was then extracted with a toluene-

based fluor and measured by scintillation counting. On the other hand, the substrate would 

fractionate into the aqueous phase and would not generate scintillation. Enzyme 

concentrations in the reaction mix were 800 ng/100 µL (1.21 × 10-1 µM) for WT pBChE 

and 4 ng/100 µL (6.06 × 10−4 µM) for pBChEV4. 

Choline ester hydrolysis activity was evaluated by a modified Ellman assay (Geyer et 

al., 2010a, 2007, 2005). Activity was measured using either butyrylthiocholine iodide 

(BTC, Sigma) or acetylthiocholine iodide (ATC, Sigma) at 30 °C in a Spectramax 190 

spectrophotometer (Molecular Devices). Total soluble protein levels were determined by 

the Bradford protein assay (Bio-Rad Protein Assay Reagent, Bio-Rad) (Mor et al., 2001). 

The assay was conducted in 96-well plate format over varying concentrations of BTC or 

ATC in final well volume of 200 μL. To account for product formed by substrate self-

hydrolysis, initial velocity of non-enzymatic hydrolysis was subtracted from initial velocity 
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of the matched enzyme-catalyzed reactions and reaction rates were then plotted as a 

function of substrate concentration. 

Data were plotted using GraphPad Prism software, which was also used to fit the data 

by non-linear regression. The following models were fitted. For Michaelis-Menten kinetics 

we used Equation (A.1). For substrate inhibition/activation, we used Equation (A.2), 

following the model in Scheme 1 (Fig. A.1), as was suggested by Radić and coworkers 

(Radic et al., 1993). 

 

Figure A.1: Schematic diagrams describing the kinetics of cholinesterase-catalyzed 
hydrolysis of substrates. (a) Scheme 1 describes the reaction of cholinesterase (E)-
catalyzed hydrolysis of substrates (S). Kss is the dissociation constant of the peripheral 
site. The hydrolysis capacity (bKcat) reflects the allosteric effect of substrate binding at the 
peripheral binding site. (b) Scheme 2 describes the reaction in terms of uncompetitive 
substrate inhibition/activation and cooperative substrate binding with characteristic Hill 
coefficients n and x that describe cooperativity or anticooperativity.  
 

The Radić model (Radic et al., 1993) ascribes the allosteric effect of substrate binding 

at the peripheral binding site that causes a change in the catalytic rate bk cat . When b > 1 

Larrimore et al. Enzymology of Plant-derived Cocaine Hydrolyzing Butyrylcholinesterase Variants 6	

Supplementary Figure S1 1	
 2	

 3	



 

  252 

we encounter substrate activation (WT BChE, see below), when b < 1 we encounter 

substrate inhibition and when b = 1 we have a Michaelian enzyme (Equation A.1). Kss is 

the dissociation constant of the peripheral site. 

Velocity vs substrate concentration data of some of the BChE variants described here 

fitted well to a model initially suggested by LiCata and Allewell (1997) for aspartate 

transcarbamylase (Scheme 2 in Fig. A.1). This model describes the reaction in terms of 

uncompetitive substrate inhibition/activation and cooperative substrate binding with 

characteristic Hill coefficients. The equation describing this model is Equation (A.3). 

The Hill coefficients n and x need not be integers. Values greater than one describe 

cooperativity, while values of less than one describes anti-cooperativity. The 

parameters b and Kss function in the same way as in Equation (A.2). 

      (A.1) 

    (A.2) 

     (A.3) 

A.4 Inhibition 

Inhibition studies were conducted with the OPs paraoxon (diethyl (4-nitrophenyl) 

phosphate) and iso-OMPA (N- [bis(propan-2-ylamino)phosphoryloxy-(propan-2-

ylamino)phosphoryl]propan-2-amine), the carbamate neostigmine bromide ([3-

(dimethylcarbamoyloxy)phenyl]-trimethylazanium;bromide), or the reversible 
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varying concentrations of BTC or ATC in !nal well volume of 200 µL. To account for product formed by substrate 
self-hydrolysis, initial velocity of non-enzymatic hydrolysis was subtracted from initial velocity of the matched 
enzyme-catalyzed reactions and reaction rates were then plotted as a function of substrate concentration.

Data were plotted using GraphPad Prism so"ware, which was also used to !t the data by non-linear regres-
sion. #e following models were !tted.

For Michaelis-Menten kinetics we used Equation (1).
For substrate inhibition/activation, we used Equation (2), following the model in Scheme 1 (Supplementary 

Fig. S1), as was suggested by Radić and coworkers39.
#e Radić model39 ascribes the allosteric e&ect of substrate binding at the peripheral binding site that causes 

a change in the catalytic rate bkcat. When b > 1 we encounter substrate activation (WT BChE, see below), when 
b < 1 we encounter substrate inhibition and when b = 1 we have a Michaelian enzyme (Equation 1). Kss is the 
dissociation constant of the peripheral site.

Velocity vs substrate concentration data of some of the BChE variants described here !tted well to a model 
initially suggested by LiCata and Allewell64 for aspartate transcarbamylase (Scheme 2 in Supplementary Fig. S1). 
#is model describes the reaction in terms of uncompetitive substrate inhibition/activation and cooperative sub-
strate binding with characteristic Hill coe'cients. #e equation describing this model is Equation (3).

#e Hill coe'cients n and x need not be integers. Values greater than one describe cooperativity, while values 
of less than one describe anti-cooperativity. #e parameters b and Kss function in the same way as in Equation (2).
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Inhibition. Inhibition studies were conducted with the OPs paraoxon (diethyl (4-nitrophenyl) phosphate) and 
iso-OMPA (N- [bis(propan-2-ylamino)phosphoryloxy-(propan-2-ylamino)phosphoryl]propan-2-amine), the car-
bamate neostigmine bromide ([3-(dimethylcarbamoyloxy)phenyl]-trimethylazanium;bromide), or the reversible 
bisquaternary inhibitor BW284c51 (BW, [4-[5-[4-[dimethyl(prop-2-enyl)azaniumyl]phenyl]-3-oxopentyl]phenyl]
-dimethyl-prop-2-enylazanium;dibromide). #e four inhibitors were purchased from Sigma (St Louis, MO).

Preparations of BChE and variants thereof were incubated in 96-well plate format with indicated concen-
trations of the inhibitors for 30 min at room temperature followed by activity measurements based on modi!ed 
Ellman assay using 1 mM BTC as the substrate. IC50 values were determined by non-linear regression (GraphPad 
Prism) !t according to Equation (4).

#e inhibition rate constant (ki) of pBChEV4 treated with paraoxon was determined as previously described65.
Inhibition curves were statistically analyzed by the extra sum-of-squares F test (GraphPad Prism) together 

and were found to be signi!cantly di&erent from each other. Following up with individual comparisons to WT 
pBChE revealed statistical signi!cance in all except the following: paraoxon inhibition of WT pBChE vs WT 
hBChE, Iso-OMPA inhibition of WT pBChE vs pBChEV4, and neostigmine inhibition of WT pBChE vs pBChEV3.
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Dynamic Flexibility Index (DFI) analysis. Dynamic (exibility index (DFI) metric51 is based on the 
Perturbation Response Scanning method (PRS) that couples covariance matrix of residue displacement with 
linear response theory (LRT)49, 66, 67.

PRS was originally based on the Elastic Network Model (ENM). In ENM, protein is viewed as an elastic 
network, in which each amino acid is represented by C-alpha position, and a harmonic interaction is assigned 
to pairs of amino-acids within a speci!ed cuto& distance67. Simply put, in the WT BChE, two residues that are 
interacting with each other are represented by a harmonic interaction with the same spring constant (lower le" in 
Supplementary Fig. S2). In contrast, a mutation at a given position is considered to destabilize the interactions of 
the mutational site. #us, this destabilization is introduced in the ENM as a decrease in spring constant providing 
a loss in interaction strength with mutated positions (lower right in Supplementary Fig. S2), the mutation posi-
tions S199, A227, G287, W328, and G332 are shown as red spheres).

In PRS, we apply a random Brownian kick as a perturbation to a single residue in the chain one at a time, 
sequentially. #is perturbation mimics the external forces exerted on the protein through interactions with 
another protein, another biological macromolecule or small molecule ligand, in silico. #e perturbation cas-
cades through the residue interaction network and may introduce conformational changes in the protein. #en, 
we compute the response (uctuation pro!le of all other residues to the perturbation as linear response using 
Equation (5) where F is a unit random force on selected residues, H−1 is the inverse of the Hessian matrix and ∆R 
is the positional displacements of the N residues of the protein in three dimensions50, 51, 66–68.
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self-hydrolysis, initial velocity of non-enzymatic hydrolysis was subtracted from initial velocity of the matched 
enzyme-catalyzed reactions and reaction rates were then plotted as a function of substrate concentration.

Data were plotted using GraphPad Prism so"ware, which was also used to !t the data by non-linear regres-
sion. #e following models were !tted.

For Michaelis-Menten kinetics we used Equation (1).
For substrate inhibition/activation, we used Equation (2), following the model in Scheme 1 (Supplementary 

Fig. S1), as was suggested by Radić and coworkers39.
#e Radić model39 ascribes the allosteric e&ect of substrate binding at the peripheral binding site that causes 

a change in the catalytic rate bkcat. When b > 1 we encounter substrate activation (WT BChE, see below), when 
b < 1 we encounter substrate inhibition and when b = 1 we have a Michaelian enzyme (Equation 1). Kss is the 
dissociation constant of the peripheral site.

Velocity vs substrate concentration data of some of the BChE variants described here !tted well to a model 
initially suggested by LiCata and Allewell64 for aspartate transcarbamylase (Scheme 2 in Supplementary Fig. S1). 
#is model describes the reaction in terms of uncompetitive substrate inhibition/activation and cooperative sub-
strate binding with characteristic Hill coe'cients. #e equation describing this model is Equation (3).

#e Hill coe'cients n and x need not be integers. Values greater than one describe cooperativity, while values 
of less than one describe anti-cooperativity. #e parameters b and Kss function in the same way as in Equation (2).
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Inhibition. Inhibition studies were conducted with the OPs paraoxon (diethyl (4-nitrophenyl) phosphate) and 
iso-OMPA (N- [bis(propan-2-ylamino)phosphoryloxy-(propan-2-ylamino)phosphoryl]propan-2-amine), the car-
bamate neostigmine bromide ([3-(dimethylcarbamoyloxy)phenyl]-trimethylazanium;bromide), or the reversible 
bisquaternary inhibitor BW284c51 (BW, [4-[5-[4-[dimethyl(prop-2-enyl)azaniumyl]phenyl]-3-oxopentyl]phenyl]
-dimethyl-prop-2-enylazanium;dibromide). #e four inhibitors were purchased from Sigma (St Louis, MO).

Preparations of BChE and variants thereof were incubated in 96-well plate format with indicated concen-
trations of the inhibitors for 30 min at room temperature followed by activity measurements based on modi!ed 
Ellman assay using 1 mM BTC as the substrate. IC50 values were determined by non-linear regression (GraphPad 
Prism) !t according to Equation (4).

#e inhibition rate constant (ki) of pBChEV4 treated with paraoxon was determined as previously described65.
Inhibition curves were statistically analyzed by the extra sum-of-squares F test (GraphPad Prism) together 

and were found to be signi!cantly di&erent from each other. Following up with individual comparisons to WT 
pBChE revealed statistical signi!cance in all except the following: paraoxon inhibition of WT pBChE vs WT 
hBChE, Iso-OMPA inhibition of WT pBChE vs pBChEV4, and neostigmine inhibition of WT pBChE vs pBChEV3.
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Dynamic Flexibility Index (DFI) analysis. Dynamic (exibility index (DFI) metric51 is based on the 
Perturbation Response Scanning method (PRS) that couples covariance matrix of residue displacement with 
linear response theory (LRT)49, 66, 67.

PRS was originally based on the Elastic Network Model (ENM). In ENM, protein is viewed as an elastic 
network, in which each amino acid is represented by C-alpha position, and a harmonic interaction is assigned 
to pairs of amino-acids within a speci!ed cuto& distance67. Simply put, in the WT BChE, two residues that are 
interacting with each other are represented by a harmonic interaction with the same spring constant (lower le" in 
Supplementary Fig. S2). In contrast, a mutation at a given position is considered to destabilize the interactions of 
the mutational site. #us, this destabilization is introduced in the ENM as a decrease in spring constant providing 
a loss in interaction strength with mutated positions (lower right in Supplementary Fig. S2), the mutation posi-
tions S199, A227, G287, W328, and G332 are shown as red spheres).

In PRS, we apply a random Brownian kick as a perturbation to a single residue in the chain one at a time, 
sequentially. #is perturbation mimics the external forces exerted on the protein through interactions with 
another protein, another biological macromolecule or small molecule ligand, in silico. #e perturbation cas-
cades through the residue interaction network and may introduce conformational changes in the protein. #en, 
we compute the response (uctuation pro!le of all other residues to the perturbation as linear response using 
Equation (5) where F is a unit random force on selected residues, H−1 is the inverse of the Hessian matrix and ∆R 
is the positional displacements of the N residues of the protein in three dimensions50, 51, 66–68.
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varying concentrations of BTC or ATC in !nal well volume of 200 µL. To account for product formed by substrate 
self-hydrolysis, initial velocity of non-enzymatic hydrolysis was subtracted from initial velocity of the matched 
enzyme-catalyzed reactions and reaction rates were then plotted as a function of substrate concentration.

Data were plotted using GraphPad Prism so"ware, which was also used to !t the data by non-linear regres-
sion. #e following models were !tted.

For Michaelis-Menten kinetics we used Equation (1).
For substrate inhibition/activation, we used Equation (2), following the model in Scheme 1 (Supplementary 

Fig. S1), as was suggested by Radić and coworkers39.
#e Radić model39 ascribes the allosteric e&ect of substrate binding at the peripheral binding site that causes 

a change in the catalytic rate bkcat. When b > 1 we encounter substrate activation (WT BChE, see below), when 
b < 1 we encounter substrate inhibition and when b = 1 we have a Michaelian enzyme (Equation 1). Kss is the 
dissociation constant of the peripheral site.

Velocity vs substrate concentration data of some of the BChE variants described here !tted well to a model 
initially suggested by LiCata and Allewell64 for aspartate transcarbamylase (Scheme 2 in Supplementary Fig. S1). 
#is model describes the reaction in terms of uncompetitive substrate inhibition/activation and cooperative sub-
strate binding with characteristic Hill coe'cients. #e equation describing this model is Equation (3).

#e Hill coe'cients n and x need not be integers. Values greater than one describe cooperativity, while values 
of less than one describe anti-cooperativity. #e parameters b and Kss function in the same way as in Equation (2).
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Inhibition. Inhibition studies were conducted with the OPs paraoxon (diethyl (4-nitrophenyl) phosphate) and 
iso-OMPA (N- [bis(propan-2-ylamino)phosphoryloxy-(propan-2-ylamino)phosphoryl]propan-2-amine), the car-
bamate neostigmine bromide ([3-(dimethylcarbamoyloxy)phenyl]-trimethylazanium;bromide), or the reversible 
bisquaternary inhibitor BW284c51 (BW, [4-[5-[4-[dimethyl(prop-2-enyl)azaniumyl]phenyl]-3-oxopentyl]phenyl]
-dimethyl-prop-2-enylazanium;dibromide). #e four inhibitors were purchased from Sigma (St Louis, MO).

Preparations of BChE and variants thereof were incubated in 96-well plate format with indicated concen-
trations of the inhibitors for 30 min at room temperature followed by activity measurements based on modi!ed 
Ellman assay using 1 mM BTC as the substrate. IC50 values were determined by non-linear regression (GraphPad 
Prism) !t according to Equation (4).

#e inhibition rate constant (ki) of pBChEV4 treated with paraoxon was determined as previously described65.
Inhibition curves were statistically analyzed by the extra sum-of-squares F test (GraphPad Prism) together 

and were found to be signi!cantly di&erent from each other. Following up with individual comparisons to WT 
pBChE revealed statistical signi!cance in all except the following: paraoxon inhibition of WT pBChE vs WT 
hBChE, Iso-OMPA inhibition of WT pBChE vs pBChEV4, and neostigmine inhibition of WT pBChE vs pBChEV3.

=
+ −

residual BChE activity 100
1 10 (4)log I logIC( [ ] )50

Dynamic Flexibility Index (DFI) analysis. Dynamic (exibility index (DFI) metric51 is based on the 
Perturbation Response Scanning method (PRS) that couples covariance matrix of residue displacement with 
linear response theory (LRT)49, 66, 67.

PRS was originally based on the Elastic Network Model (ENM). In ENM, protein is viewed as an elastic 
network, in which each amino acid is represented by C-alpha position, and a harmonic interaction is assigned 
to pairs of amino-acids within a speci!ed cuto& distance67. Simply put, in the WT BChE, two residues that are 
interacting with each other are represented by a harmonic interaction with the same spring constant (lower le" in 
Supplementary Fig. S2). In contrast, a mutation at a given position is considered to destabilize the interactions of 
the mutational site. #us, this destabilization is introduced in the ENM as a decrease in spring constant providing 
a loss in interaction strength with mutated positions (lower right in Supplementary Fig. S2), the mutation posi-
tions S199, A227, G287, W328, and G332 are shown as red spheres).

In PRS, we apply a random Brownian kick as a perturbation to a single residue in the chain one at a time, 
sequentially. #is perturbation mimics the external forces exerted on the protein through interactions with 
another protein, another biological macromolecule or small molecule ligand, in silico. #e perturbation cas-
cades through the residue interaction network and may introduce conformational changes in the protein. #en, 
we compute the response (uctuation pro!le of all other residues to the perturbation as linear response using 
Equation (5) where F is a unit random force on selected residues, H−1 is the inverse of the Hessian matrix and ∆R 
is the positional displacements of the N residues of the protein in three dimensions50, 51, 66–68.
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bisquaternary inhibitor BW284c51 (BW, [4-[5-[4-[dimethyl(prop-2-

enyl)azaniumyl]phenyl]-3-oxopentyl]phenyl]-dimethyl-prop-2-enylazanium;dibromide). 

The four inhibitors were purchased from Sigma (St Louis, MO). 

Preparations of BChE and variants thereof were incubated in 96-well plate format with 

indicated concentrations of the inhibitors for 30 min at room temperature followed by 

activity measurements based on modified Ellman assay using 1 mM BTC as the substrate. 

IC50 values were determined by non-linear regression (GraphPad Prism) fit according to 

Equation (A.4). 

The inhibition rate constant (ki) of pBChEV4 treated with paraoxon was determined as 

previously described (Mionetto et al., 1997). Inhibition curves were statistically analyzed 

by the extra sum-of-squares F test (GraphPad Prism) together and were found to be 

significantly different from each other. Following up with individual comparisons to WT 

pBChE revealed statistical significance in all except the following: paraoxon inhibition of 

WT pBChE vs WT hBChE, Iso-OMPA inhibition of WT pBChE vs pBChEV4, and 

neostigmine inhibition of WT pBChE vs pBChEV3. 

    (A.4) 

A.5 Purification 

All extraction and purification procedures were carried out at 4 °C. Large-scale protein 

preparations were extracted from plant leaf tissue by blending in the presence of 50 mM 

sodium phosphate, 150 mM sodium metabisulfite, 1 mM EDTA, pH 8.0. Extract was 

filtered through double-layer miracloth and centrifuged at 22,000 × g for 30 min followed 
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self-hydrolysis, initial velocity of non-enzymatic hydrolysis was subtracted from initial velocity of the matched 
enzyme-catalyzed reactions and reaction rates were then plotted as a function of substrate concentration.

Data were plotted using GraphPad Prism so"ware, which was also used to !t the data by non-linear regres-
sion. #e following models were !tted.

For Michaelis-Menten kinetics we used Equation (1).
For substrate inhibition/activation, we used Equation (2), following the model in Scheme 1 (Supplementary 

Fig. S1), as was suggested by Radić and coworkers39.
#e Radić model39 ascribes the allosteric e&ect of substrate binding at the peripheral binding site that causes 

a change in the catalytic rate bkcat. When b > 1 we encounter substrate activation (WT BChE, see below), when 
b < 1 we encounter substrate inhibition and when b = 1 we have a Michaelian enzyme (Equation 1). Kss is the 
dissociation constant of the peripheral site.

Velocity vs substrate concentration data of some of the BChE variants described here !tted well to a model 
initially suggested by LiCata and Allewell64 for aspartate transcarbamylase (Scheme 2 in Supplementary Fig. S1). 
#is model describes the reaction in terms of uncompetitive substrate inhibition/activation and cooperative sub-
strate binding with characteristic Hill coe'cients. #e equation describing this model is Equation (3).

#e Hill coe'cients n and x need not be integers. Values greater than one describe cooperativity, while values 
of less than one describe anti-cooperativity. #e parameters b and Kss function in the same way as in Equation (2).
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Inhibition. Inhibition studies were conducted with the OPs paraoxon (diethyl (4-nitrophenyl) phosphate) and 
iso-OMPA (N- [bis(propan-2-ylamino)phosphoryloxy-(propan-2-ylamino)phosphoryl]propan-2-amine), the car-
bamate neostigmine bromide ([3-(dimethylcarbamoyloxy)phenyl]-trimethylazanium;bromide), or the reversible 
bisquaternary inhibitor BW284c51 (BW, [4-[5-[4-[dimethyl(prop-2-enyl)azaniumyl]phenyl]-3-oxopentyl]phenyl]
-dimethyl-prop-2-enylazanium;dibromide). #e four inhibitors were purchased from Sigma (St Louis, MO).

Preparations of BChE and variants thereof were incubated in 96-well plate format with indicated concen-
trations of the inhibitors for 30 min at room temperature followed by activity measurements based on modi!ed 
Ellman assay using 1 mM BTC as the substrate. IC50 values were determined by non-linear regression (GraphPad 
Prism) !t according to Equation (4).

#e inhibition rate constant (ki) of pBChEV4 treated with paraoxon was determined as previously described65.
Inhibition curves were statistically analyzed by the extra sum-of-squares F test (GraphPad Prism) together 

and were found to be signi!cantly di&erent from each other. Following up with individual comparisons to WT 
pBChE revealed statistical signi!cance in all except the following: paraoxon inhibition of WT pBChE vs WT 
hBChE, Iso-OMPA inhibition of WT pBChE vs pBChEV4, and neostigmine inhibition of WT pBChE vs pBChEV3.
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Dynamic Flexibility Index (DFI) analysis. Dynamic (exibility index (DFI) metric51 is based on the 
Perturbation Response Scanning method (PRS) that couples covariance matrix of residue displacement with 
linear response theory (LRT)49, 66, 67.

PRS was originally based on the Elastic Network Model (ENM). In ENM, protein is viewed as an elastic 
network, in which each amino acid is represented by C-alpha position, and a harmonic interaction is assigned 
to pairs of amino-acids within a speci!ed cuto& distance67. Simply put, in the WT BChE, two residues that are 
interacting with each other are represented by a harmonic interaction with the same spring constant (lower le" in 
Supplementary Fig. S2). In contrast, a mutation at a given position is considered to destabilize the interactions of 
the mutational site. #us, this destabilization is introduced in the ENM as a decrease in spring constant providing 
a loss in interaction strength with mutated positions (lower right in Supplementary Fig. S2), the mutation posi-
tions S199, A227, G287, W328, and G332 are shown as red spheres).

In PRS, we apply a random Brownian kick as a perturbation to a single residue in the chain one at a time, 
sequentially. #is perturbation mimics the external forces exerted on the protein through interactions with 
another protein, another biological macromolecule or small molecule ligand, in silico. #e perturbation cas-
cades through the residue interaction network and may introduce conformational changes in the protein. #en, 
we compute the response (uctuation pro!le of all other residues to the perturbation as linear response using 
Equation (5) where F is a unit random force on selected residues, H−1 is the inverse of the Hessian matrix and ∆R 
is the positional displacements of the N residues of the protein in three dimensions50, 51, 66–68.
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by pH adjustment to pH 5.0 and further clarification by ammonium sulfate precipitation. 

The pellet was resuspended in cold 1X phosphate buffered saline (PBS) and dialyzed 

overnight against 1X PBS, pH 7.4 to remove salts and sodium metabisulfite. The clarified 

protein preparation was then subjected to sequential affinity chromatography steps with 

Concanavalin-A-Sepharose followed by procainamide affinity chromatography as 

previously described (Geyer et al., 2010a).  

A.6 SDS-PAGE and Western Blot 

Plant-derived protein preparations were resolved by SDS-PAGE on 8% 

polyacrylamide gels followed by staining with Pierce Silver Stain Kit (Thermoscientific). 

In parallel, protein was transferred to nitrocellulose membrane and decorated with rabbit 

polyclonal anti-hBChE antibodies (kindly provided by Dr. Oksana Lockridge) and anti-

rabbit IgG-Horse Radish Peroxidase secondary antibodies (Santa Cruz Biotechnology) 

followed by chemiluminescence analysis using western blotting luminol reagent (Santa 

Cruz Biotechnology).  

A.7 Size Exclusion HPLC 

SEC-HPLC fractionation of purified preparations of pBChEV4 was carried out as 

previously described using Alliance HPLC (Waters) with a Shodex KW-803 column (8 × 

300 mm, Kawasaki) (Geyer et al., 2010a). All samples were run in filtered, degassed 

mobile phase buffer (20 mM Na2HPO4/NaH2PO4, pH 8.0, 200 mM NaCl, 0.04% NaN3) 

at a flow rate of 0.5 mL/min. Molecular mass standards used were blue dextran (2000 kDa) 

and the proteins β-amylase (200 kDa), bovine serum albumin (66 kDa) and carbonic 
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anhydrase (29 kDa). Fractions were collected and analyzed for cholinesterase activity by 

the modified Ellman assay.  
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APPENDIX B 

EXPERIMENTAL METHODS, AND SUPPLEMENTS USED FOR THE ROLE OF 

RIGID RESIDUES IN MODULATING TEM-1 β-LACTAMASE FUNCTION AND 

THERMOSTABILITY 
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B.1 Protein Expression and Purification 

A pET24b plasmid encoding the gene for GNCA was a generous gift from Professor 

Jose Sanchez-Ruiz (Universidad de Granada). Genes encoding rigid design variants were 

codon-optimized for expression in E. coli cells. The native TEM-1 N-terminal periplasmic 

localization signal peptide (MSIQHFRVALIPFFAAFCLPVFA) was appended to the 

beginning of each gene; to facilitate purification, a C-terminal 6xHis affinity tag was added 

to the end of each gene. Genes encoding each rigid design were synthesized by IDT 

(Coralville, IA). The gene for wildtype TEM-1 was amplified from a pET21b vector using 

PCR. Genes encoding the rigid designs and TEM-1 were subcloned into the pET29b vector 

using the Gibson Assembly (Gibson et al., 2009) at a site that placed them under the control 

of the T7lac promoter. Genes encoding the uncoupled flexible residue variants were 

synthesized and cloned into pET29b vectors by GenScript (Piscataway, NJ, USA). 

The sequences of all plasmids containing TEM-1, GNCA, rigid or flexible designs were 

confirmed by Sanger sequencing and were transformed via electroporation into BL21 Star 

(DE3) E. coli cells. Cells containing plasmids encoding GNCA were grown in lysogeny 

broth (LB) at 37 °C with shaking at 250 rpm until an O.D.600 of ~0.8 was reached. Isopropyl 

β-D-1-thiogalactopyranoside (IPTG) was then added to a final concentration of 1 mM to 

induce expression; cells were grown for 3 h post induction. Cells containing plasmids 

encoding TEM-1 were grown in LB media at 20 °C with shaking at 220 rpm until an 

O.D.600 of ~0.8 was reached. Induction was again carried out with 1 mM IPTG and was 

allowed to proceed for 8–12 h. Cells containing plasmids encoding the rigid and flexible 

design variants were grown in 2xYT media to confluence overnight and pelleted by 
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centrifugation. After resuspension in fresh 2xYT media, protein expression was induced 

with 1 mM IPTG and cells were grown for an additional 20 h at 20 °C with shaking at 220 

rpm. 

After expression, the cells were pelleted via centrifugation at 4100× g for 15 min and 

the media was discarded. The cells were resuspended in TBS (50 mM Tris pH 8.0, 500 

mM NaCl) and were again centrifuged at 4100×g for 15 min; the supernatant was 

discarded. The pellet was incubated at room temperature for 15 min with SET buffer (20% 

sucrose, 1 mM ethylenediaminetetraacetic acid (EDTA), 30 mM Tris pH 8.0, 1 μM 

phenylmethylsulfonyl fluoride (PMSF), 1 mg/mL lysozyme). After centrifugation at 4100× 

g for 15 min, the supernatant was decanted and saved. The cells were then shocked to 

release the periplasmic contents with ice cold 100 mM MgCl2 at a 1:15 ratio of cell pellet 

weight to solution volume. Cells were vigorously agitated on ice for 15–30 min then 

centrifuged with the saved soluble fraction from the first stage at 4 °C for 60 min at 

12,000×g. 

The supernatant was then loaded onto a 5 mL nitrilotriacetic acid agarose (Ni-NTA) 

(Millipore Sigma, Burlington, MA, USA) column, washed with 5 column volumes of a 

low imidazole buffer (25 mM Tris pH 8.0, 150 mM NaCl, 15 mM imidazole), and eluted 

with a high imidazole buffer (25 mM Tris pH 8.0, 150 mM NaCl, 500 mM imidazole). All 

proteins were then subjected to a second purification step using anion exchange 

chromatography: Proteins were concentrated to a volume of 0.5–1 mL, diluted into the 

loading buffer (50 mM Tris, pH 9.0, 50 mM NaCl) and loaded directly onto the 5 mL Hi 

Trap Q Fast Flow column (Millipore Sigma, Burlington, MA, USA). The column was 
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washed with 5 column volumes of the loading buffer and eluted with 50 mM Tris, pH 9.0 

250 mM NaCl. Protein purity was verified by SDS-PAGE (Figure B.3). 

B.2 Circular Dichroism Characterization of Protein Folding and Stability 

Far-ultraviolet circular dichroism (CD) measurements were performed in triplicate on 

a Jasco J-815 spectrophotometer (Jasco, Inc, Easton, MD, USA) equipped with a Peltier 

temperature controller. Wavelength scans were measured from 300 to 180 nm at room 

temperature with 1 nm steps using a 1 nm bandwidth, 5 nm/min scan rate; reported data 

represent an average of three independent scans. Thermal melts were monitored by the 

absorption signal at 222 nm with a temperature slope of 5 °C/min. For wavelength scans 

and thermal melts, the purified protein was in a TBS buffer (10mM Tris 50 mM NaCl, pH 

7.0) in a cuvette with a 1 mm pathlength. Protein concentrations were calculated in 

triplicate using the absorbance at 280 nm and absorption coefficients as calculated by the 

ProtParam tool in the Expasy software suite (Gasteiger et al., 2005). Protein concentrations 

ranged between 0.18–0.25 mg/mL for all scans. Thermal melt curves were fitted using 

nonlinear regression least squares fit with the Hill equation in the GraphPad Prism version 

9.0.0 for Windows, GraphPad software, San Diego, California, USA.  

B.3 MIC Assays 

Minimal inhibitory concentrations of ampicillin (MICamp) were performed in triplicate 

on 96-well plates (Wiegand et al., 2008). For each designed protein, TEM-1 and GNCA, 

five colonies were picked from a fresh agar plate and used to inoculate a 5 mL culture of 

LB, which was grown to confluence overnight at 37 °C. Overnight cultures were diluted in 

LB with 1 mM IPTG to a final working concentration of 5 × 105 cfu/mL. Three stock 
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solutions of ampicillin were independently prepared at 6000 µg/mL in LB with 1 mM IPTG 

and each solution was subsequently diluted in steps of 0.5 through the addition of LB with 

1 mM IPTG to yield a final range of concentrations of 6–3000 µg/mL. The ampicillin 

concentrations for GNCA and the rigid designs were prepared at 400 µg/mL in LB with 1 

mM IPTG and each solution was diluted in steps of 0.6 for a final concentration range of 

2–200 µg/mL. The 96-well plates were covered with a fitted lid and incubated at 37 °C for 

20 h. All optical density measurements were carried out at 600 nm using a SpectraMax M5 

(Molecular Devices, LLC, San Jose, CA, USA); the absorbance of the buffer was 

subtracted from each measurement. To establish the lowest concentration of antibiotic that 

inhibited growth, a buffer-subtracted value ≥ 0.1 was used as the threshold for bacterial 

growth in each well. The MICamp was determined to be the lowest concentration of 

ampicillin that inhibited growth of the E. coli cells. 

B.4 Detailed Rosetta Methods 
All calculations were carried out using Rosetta version: 
442bff4fb7bf2ccb44655e8d15276c9bccfbbd0. The 
following command line was used to minimize the total energy of the 1btl crystal 
structure from the 
Protein Data Bank using the Rosetta relax protocol: 
<Path to>/Rosetta/main/source/bin/relax.default.linuxgccrelease -s 
<input_file> @<path to>/relax.flags 
The contents of relax.flags was: 
-nstruct 1 
-relax:default_repeats 5 
-relax:constrain_relax_to_start_coords 
-relax:coord_constrain_sidechains 
-relax:ramp_constraints false 
-ex1 
-ex2 
-use_input_sc 
-flip_HNQ 
-ignore_unrecognized_res 
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-relax:coord_cst_stdev 0.5 
The DesignAround protocol was initiated with the following command line: 
<path to>/Rosetta/main/source/bin/rosetta_scripts.linuxgccrelease - 
out:nstruct 25 -jd2:ntrials 50 -parser:protocol <path to>/design.xml - 
packing:resfile <path to>[resfile] -database <path to>/Rosetta/main/database 
-out::overwrite -s <input file> 
@<path to>/general_design.flags 
Where the contents of general_design.flags was: 
-run:preserve_header 
-output_virtual true 
-use_input_sc 
-no_his_his_pairE 
-score::hbond_params correct_params 
-lj_hbond_hdis 1.75 
-lj_hbond_OH_donor_dis 2.6 
-linmem_ig 10 
-nblist_autoupdate true 
-in:ignore_unrecognized_res 
-out::overwrite 
And the contents of design.xml was: 
<ROSETTASCRIPTS> 
<SCOREFXNS> 
<ScoreFunction name=”ref2015” weights=”ref2015.wts”/> 
</SCOREFXNS> 
<TASKOPERATIONS> 
<ReadResfile name=”read_res” filename<path_to_resfile>”/> 
<DesignAround name=”des_aro” design_shell=”<desired_design_sphere>” 
resnums=”<target_residue>” repack_shell=”<design_sphere+4>” allow_design=”1” 
resnums_allow_design=”0”/> 
</TASKOPERATIONS> 
<MOVERS> 
<PackRotamersMover name=”prm” scorefxn=”ref2015” 
task_operations=”des_aro,read_res”/> 
<MinMover name=”min” scorefxn=”ref2015” chi=”1” bb=”0” jump=”ALL” 
type=”dfpmin_armijo_nonmonotone” tolerance=”0.001” max_iter=”1000”/> 
<MinMover name=”min_bb” scorefxn=”ref2015” chi=”1” bb=”1” jump=”ALL” 
type=”dfpmin_armijo_nonmonotone” tolerance=”0.001” max_iter=”1000”/> 
<GenericMonteCarlo name=”multi_min” mover_name=”min_bb” 
scorefxn_name=”ref2015” trials=”10” sample_type=”low” temperature=”0.6” 
drift=”0” recover_low=”1” preapply=”0”/> 
</MOVERS> 
<PROTOCOLS> 
<Add mover_name=”prm”/> 
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<Add mover_name=”multi_min”/> 
<Add mover_name=”prm”/> 
</PROTOCOLS> 
</ROSETTASCRIPTS> 
The content of the resfile was: 
ALLAA EX 1 EX 2 USE_INPUT_SC 
start 
#1 A PIKAA H 
2 A PIKAA P 
#3 A PIKAA E 
#4 A PIKAA T 
#5 A PIKAA L 
#6 A PIKAA V 
#7 A PIKAA K 
#8 A PIKAA V 
#9 A PIKAA K 
#10 A PIKAA D 
#11 A PIKAA A 
#12 A PIKAA E 
#13 A PIKAA D 
#14 A PIKAA Q 
#15 A PIKAA L 
#16 A PIKAA G 
#17 A PIKAA A 
#18 A PIKAA R 
19 A PIKAA V #rigid resi 
20 A PIKAA G #rigid resi 
#21 A PIKAA Y 
#22 A PIKAA I 
#23 A PIKAA E 
#24 A PIKAA L 
#25 A PIKAA D 
#26 A PIKAA L 
#27 A PIKAA N 
#28 A PIKAA S 
#29 A PIKAA G 
#30 A PIKAA K 
#31 A PIKAA I 
#32 A PIKAA L 
#33 A PIKAA E 
#34 A PIKAA S 
#35 A PIKAA F 
#36 A PIKAA R 
37 A PIKAA P 
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#38 A PIKAA E 
#39 A PIKAA E 
#40 A PIKAA R 
#41 A PIKAA F 
42 A PIKAA P 
#43 A PIKAA M 
#44 A PIKAA M 
45 A PIKAA S #Active site 
#46 A PIKAA T 
#47 A PIKAA F 
48 A PIKAA K #Active site 
#49 A PIKAA V 
#50 A PIKAA L 
51 A PIKAA L #rigid resi 
#52 A PIKAA C 
#53 A PIKAA G 
#54 A PIKAA A 
#55 A PIKAA V 
#56 A PIKAA L 
#57 A PIKAA S 
#58 A PIKAA R 
#59 A PIKAA I 
#60 A PIKAA D 
#61 A PIKAA A 
#62 A PIKAA G 
#63 A PIKAA Q 
#64 A PIKAA E 
#65 A PIKAA Q 
#66 A PIKAA L 
#67 A PIKAA G 
#68 A PIKAA R 
#69 A PIKAA R 
#70 A PIKAA I 
#71 A PIKAA H 
#72 A PIKAA Y 
#73 A PIKAA S 
#74 A PIKAA Q 
#75 A PIKAA N 
#76 A PIKAA D 
#77 A PIKAA L 
#78 A PIKAA V 
#79 A PIKAA E 
#80 A PIKAA Y 
#81 A PIKAA S 
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82 A PIKAA P 
#83 A PIKAA V 
#84 A PIKAA T 
#85 A PIKAA E 
#86 A PIKAA K 
#87 A PIKAA H 
#88 A PIKAA L 
#89 A PIKAA T 
#90 A PIKAA D 
#91 A PIKAA G 
#92 A PIKAA M 
#93 A PIKAA T 
#94 A PIKAA V 
#95 A PIKAA R 
#96 A PIKAA E 
97 A PIKAA L #rigid resi 
#98 A PIKAA C 
#99 A PIKAA S 
#100 A PIKAA A 
#101 A PIKAA A 
#102 A PIKAA I 
#103 A PIKAA T 
#104 A PIKAA M 
105 A PIKAA S #Active site 
#106 A PIKAA D 
107 A PIKAA N #Active site 
#108 A PIKAA T 
#109 A PIKAA A 
#110 A PIKAA A 
#111 A PIKAA N 
#112 A PIKAA L 
#113 A PIKAA L 
#114 A PIKAA L 
#115 A PIKAA T 
#116 A PIKAA T 
#117 A PIKAA I 
#118 A PIKAA G 
#119 A PIKAA G 
120 A PIKAA P 
#121 A PIKAA K 
#122 A PIKAA E 
#123 A PIKAA L 
#124 A PIKAA T 
#125 A PIKAA A 
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#126 A PIKAA F 
#127 A PIKAA L 
#128 A PIKAA H 
#129 A PIKAA N 
#130 A PIKAA M 
#131 A PIKAA G 
#132 A PIKAA D 
#133 A PIKAA H 
#134 A PIKAA V 
#135 A PIKAA T 
#136 A PIKAA R 
#137 A PIKAA L 
#138 A PIKAA D 
#139 A PIKAA R 
#140 A PIKAA W 
141 A PIKAA E #Active site 
142 A PIKAA P #This proline is really important for folding stability 
#143 A PIKAA E 
#144 A PIKAA L 
#145 A PIKAA N 
#146 A PIKAA E 
#147 A PIKAA A 
#148 A PIKAA I 
149 A PIKAA P 
#150 A PIKAA N 
#151 A PIKAA D 
#152 A PIKAA E 
#153 A PIKAA R 
#154 A PIKAA D 
#155 A PIKAA T 
#156 A PIKAA T 
#157 A PIKAA M 
158 A PIKAA P 
#159 A PIKAA V 
#160 A PIKAA A 
#161 A PIKAA M 
#162 A PIKAA A 
#163 A PIKAA T 
#164 A PIKAA T 
#165 A PIKAA L 
#166 A PIKAA R 
#167 A PIKAA K 
#168 A PIKAA L 
#169 A PIKAA L 
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#170 A PIKAA T 
#171 A PIKAA G 
#172 A PIKAA E 
#173 A PIKAA L 
#174 A PIKAA L 
#175 A PIKAA T 
#176 A PIKAA L 
#177 A PIKAA A 
#178 A PIKAA S 
#179 A PIKAA R 
#180 A PIKAA Q 
#181 A PIKAA Q 
#182 A PIKAA L 
#183 A PIKAA I 
#184 A PIKAA D 
#185 A PIKAA W 
#186 A PIKAA M 
#187 A PIKAA E 
#188 A PIKAA A 
#189 A PIKAA D 
#190 A PIKAA K 
#191 A PIKAA V 
#192 A PIKAA A 
#193 A PIKAA G 
194 A PIKAA P 
#195 A PIKAA L 
#196 A PIKAA L 
#197 A PIKAA R 
#198 A PIKAA S 
#199 A PIKAA A 
#200 A PIKAA L 
201 A PIKAA P 
#202 A PIKAA A 
#203 A PIKAA G 
#204 A PIKAA W 
#205 A PIKAA F 
#206 A PIKAA I 
#207 A PIKAA A 
#208 A PIKAA D 
209 A PIKAA K #Active site 
#210 A PIKAA S 
#211 A PIKAA G 
#212 A PIKAA A 
#213 A PIKAA G 
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#214 A PIKAA E 
#215 A PIKAA R 
#216 A PIKAA G 
#217 A PIKAA S 
218 A PIKAA R #Active site 
#219 A PIKAA G 
#220 A PIKAA I 
#221 A PIKAA I 
#222 A PIKAA A 
#223 A PIKAA A 
#224 A PIKAA L 
#225 A PIKAA G 
226 A PIKAA P 
#227 A PIKAA D 
#228 A PIKAA G 
#229 A PIKAA K 
230 A PIKAA P 
#231 A PIKAA S 
#232 A PIKAA R 
#233 A PIKAA I 
#234 A PIKAA V 
235 A PIKAA V #rigid resi 
#236 A PIKAA I 
#237 A PIKAA Y 
#238 A PIKAA T 
#239 A PIKAA T 
#240 A PIKAA G 
#241 A PIKAA S 
#242 A PIKAA Q 
#243 A PIKAA A 
#244 A PIKAA T 
#245 A PIKAA M 
#246 A PIKAA D 
#247 A PIKAA E 
#248 A PIKAA R 
#249 A PIKAA N 
#250 A PIKAA R 
#251 A PIKAA Q 
#252 A PIKAA I 
#253 A PIKAA A 
#254 A PIKAA E 
#255 A PIKAA I 
#256 A PIKAA G 
#257 A PIKAA A 
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#258 A PIKAA S 
#259 A PIKAA L 
#260 A PIKAA I 
#261 A PIKAA K 
#262 A PIKAA H 
#263 A PIKAA W 
Sequences of Designed Proteins in FASTA format 
 
>Native β-lactamase signal peptide 
MSIQHFRVALIPFFAAFCLPVFA 
>Rdg262a 
HPETLVKVKDAEDQLGARVGFQLTDLNSGKILEYFRAEERFPMMSTFKVLLCGA
VLSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNT
AANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTQPKAMA
QTLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIACKSGAGERG
SRGIIAALGPDGKPSRIVVIFTTGSQATMDERNRQIAEIGASLIKHW 
>Rdg262b 
HPETLVKVKDAEDQLGARVGFILLDLNSGKILESFRAEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTTPRAMAT
TLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIADKSGAGERGS
RGQIAALGPDGKPSRIVVIMTTGSQATMDERNRQIAEIGASLIKHW 
>Rdg44a 
HPETLVKVKDAVDQLGAPVGMIELDLNSGKILESYNPEERFPMMSTFKVLLCGA
VLSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNT
AANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMA
TTLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIADKSGAGERG
SRGIIAALGPDGKPSRIVVIMMTGSQATMDERNRAIAEIGASLIKHW 
>Rdg44b 
HPETLVKVKKAVDDLGAPVGFIELDLNSGKILESYKPEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMAT
TLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIADKSGAGERGS
RGIIAALGPDGKPSRIVVTMTSGSQATMDERNRAIAEIGASLIKHW 
>Rdg44c 
HPETLVVVKQAEDKLGARVGYIELDLNSGKILESFRPEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMAT
TLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIADKSGAGERGSI
GIIAALGPDGKPSRIVVIYATGSQATMDELNRAIAEIGASLIKHW 
>Flx226a 
HPETLVKVKDAEDQLGARVGYIELDLNSGKILESFRPEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMAT
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TLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIADKSGAGERGS
RGIIAALGPNGKPSRIVVIYTTGSQATMDERNRQIAEIGASLFKHW 
>Flx226b 
HPETLVKVKDAEDQLGARVGYIELDLNSGKILESFRPEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMAT
TLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPPGWFIADKSGAGERGS
RGIIAAFGPNGVPTRIVVIYTTGSQATMDERNRQIAEIGASLFKHY 
>Flx226c 
HPETLVKVKDAEDQLGARVGYIELDLNSGKILESFRPEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMAT
TLRKLLTGELLTLASRQQLIDWMEADKVAGPLLRSALPPGWFIADKSGAGERGS
RGIIAALGPNGVPSRIVVIYTTGSQATMDERNRQIAEIGASLFKHW 
>Flx256 
HPETLVKVKDAEDQLGARVGYIELDLNSGKILESFRPEERFPMMSTFKVLLCGAV
LSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNTA
ANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPVAMAT
TLRKLLTGELLTLASRQQLIDWMAADKVAGPLLRSALPPGWFIADKSGAGERGS
RGIIASLGPNGKPSRIVVIYTTGSQATMDERNRQIAEIGASLIKHW 
>Flx55 
HPETLVKVKDAEDQLGARVGYILLDADSGKILEAFRPEERFPMMSTFKVLLCGA
VLSRIDAGQEQLGRRIHYSQNDLVEYSPVTEKHLTDGMTVRELCSAAITMSDNT
AANLLLTTIGGPKELTAFLHNMGDHVTRLDRWEPELNEAIPNDERDTTMPRAMA
ETLRKLLLGELLTLASRQQLIDWMEADKVAGPLLRSALPAGWFIADKSGAGERG
SRGIIAMLGPDGKPSRIVVIYTTGSQATMDERNRQIAEIGASLIKHW 
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Table B.1: Mutations present in the computationally designed proteins and the distance of 
the nearest mutation to a catalytic residue in angstroms.  

 

 

 

Supplementary Table 1. Mutations present in the computationally designed proteins and the distance of 
the nearest mutation to a catalytic residue in angstroms.  

 
 

Designed Protein Mutations 
Distance from closest  
catalytic residue (Å) 

Rdg44a 

 
E37V, R43P, Y46M, F60Y, R61N, Y264M, T265M, 

Q278A 
 

11.8 

Rdg44b 

 
D35K, E37V, Q39D, R43P, Y46F, F60Y, R61K, I263T, 

Y264M, T266S, Q278A 
 

11.1 

Rdg44c 
 

K32V, D35Q, Q39K, R244I, T265A, R275L, Q278A 
 

9.7 

Rdg262a 

 
Y46F, I47Q, E48L, L49T, S59Y, P62A, M182Q, V184K, 

T188Q, D233C, Y264F 
 

3.9 

Rdg262b 
 

Y46F, E48L, P62A, M182T, V184R, I246Q, I246M 
 

5.8 

Flx226a 
 

D254N, I287F 
 

21.0 

Flx226b 
 

A227P, L250F, D254N, K256V, S258T, I287F, W290Y 
 

12.1 

Flx226c 
 

A227P, D254N, K256V, I287F  
 

17.5 

Flx256 
 

E212A, A227P, A249S, D254N 
 

9.0 

Flx55 

 
E48L, L51A, N52D, S59A, V184R, T188E, T195L, 

A249M 
 

9.8 
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Figure B.1: Schematic of the dynamic distance calculation process. The dynamic profile 
of each design (using the dfi metric) is clustered using PCA in a set composed of TEM-1, 
GNCA, and seven randomly chosen designs. The dynamic distance of the design from 
TEM-1 and GNCA is calculated. Notably, the dynamic distance of the designed protein 
from TEM-1 and GNCA varies according to the set of proteins incorporated. To capture a 
statistically accurate distribution, this procedure is iterated a thousand times, each time 
varying the set of designed proteins. 
 

 

 

 

 

Supplementary Figure 5. Schematic of the dynamic distance calculation process. The dynamic profile of 
each design (using the dfi metric) is clustered using PCA in a set composed of TEM-1, GNCA, and seven 
randomly chosen designs. The dynamic distance of the design from TEM-1 and GNCA is calculated. 
Notably, the dynamic distance of the designed protein from TEM-1 and GNCA varies according to the 
set of proteins incorporated. To capture a statistically accurate distribution, this procedure is iterated a 
thousand times, each time varying the set of designed proteins. 
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Figure B.2: PCA of a selection of the flexible and rigid designed proteins. The rigid 
designs with allosteric dynamic coupling to the active site are marked with blue dots. 
Uncoupled flexible designs are marked with orange dots. TEM-1 and GNCA are shown as 
black dots. For both rigid and flexible designs, the variants chosen for experimental 
characterization are named and highlighted with darker colors.  
 

 

Figure B.3: 12% SDS PAGE gels of the purified designed proteins. The gels were stained 
with Coomassie Brilliant Blue G-250. For the gels, proteins were heat denatured. The 
protein standard (lane 1) is Bio-Rad Precision Plus Protein Kaleidoscope Prestained Protein 
Standards (A) Flx226a (lane 2) Flx226b (lane 3) Flx226c (lane 4) Flx256 (lane 5) Flx55 
(lane 6) (B) TEM-1 (lane 2) GNCA (lane 3) Rdg44b (lane 4) Rdg44c (lane 5) Rdg262b 
(lane 6).  
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Supplementary Figure 1. PCA of a selection of the flexible and rigid designed proteins. The rigid designs 
with allosteric dynamic coupling to the active site are marked with blue dots. Uncoupled flexible designs 
are marked with orange dots. TEM-1 and GNCA are shown as black dots. For both rigid and flexible 
designs, the variants chosen for experimental characterization are named and highlighted with darker 
colors. 
  
 
 
 
 
 
 

 

Supplementary Figure 2. 12% SDS PAGE gels of the purified designed proteins. The gels were stained with 
Coomassie Brilliant Blue G-250. For the gels, proteins were heat denatured. The protein standard (lane 1) 
is Bio-Rad Precision Plus Protein Kaleidoscope Prestained Protein Standards (A) Flx226a (lane 2) Flx226b 
(lane 3) Flx226c (lane 4) Flx256 (lane 5) Flx55 (lane 6) (B) TEM-1 (lane 2) GNCA (lane 3) Rdg44b (lane 4) 
Rdg44c (lane 5) Rdg262b (lane 6). 
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Figure B.4: Far-ultraviolet circular dichroism wavelength scans and thermal melts with 
fitted curves of (A) wild type GNCA and TEM-1 (B) protein designs targeting rigid 
residues and (C) protein designs targeting flexible residues. All measurements were 
performed in triplicate on a Jasco J-815 spectrophotometer and adjusted for protein 
concentration. Thermal melts were monitored by the absorption signal at 222 nm with a 
temperature slope of 5 °C/min. For wavelength scans and thermal melts, the purified 
protein was in TBS buffer (10mM Tris 50 mM NaCl, pH 7.0) in a cuvette with a 1 mm 
path length. Protein concentrations were calculated in triplicate using the absorbance at 
280 nm and ranged between 0.18-0.25 mg/mL for all scans.  

 

Supplementary Figure 3. Far-ultraviolet circular dichroism wavelength scans and thermal melts with fitted 
curves of (A) wild type GNCA and TEM-1 (B) protein designs targeting rigid residues and (C) protein 
designs targeting flexible residues. All measurements were performed in triplicate on a Jasco J-815 
spectrophotometer and adjusted for protein concentration. Thermal melts were monitored by the 
absorption signal at 222 nm with a temperature slope of 5 °C/min. For wavelength scans and thermal melts, 
the purified protein was in TBS buffer (10mM Tris 50 mM NaCl, pH 7.0) in a cuvette with a 1 mm path 
length. Protein concentrations were calculated in triplicate using the absorbance at 280 nm and ranged 
between 0.18-0.25 mg/mL for all scans. 
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Figure B.5: The change in dynamics as measured by the Δdfi mapped onto the catalytic 
residues of each experimentally characterized protein. A) Catalytic residues are modeled 
as spheres and color coded by their change in dfi score relative to TEM-1. B) The Δdfi 
distribution of active site residues in the flexible and rigid designs. The flexible design 
distribution shows a low variance compared to that of the rigid designs. A change in dfi 
score of + 0.2 is noteworthy as it is indicative of a shift in flexibility. This analysis suggests 
that designing new interactions around a rigid residue that is dynamically coupled to the 
active site can allosterically modulate the flexibility/rigidity of the amino acids in the active 
site.  

 

 
Supplementary Figure 4. The change in dynamics as measured by the Δdfi mapped onto the catalytic 
residues of each experimentally characterized protein. A) Catalytic residues are modeled as spheres and 
color coded by their change in dfi score relative to TEM-1. B) The Δdfi distribution of active site residues in 
the flexible and rigid designs. The flexible design distribution shows a low variance compared to that of 
the rigid designs. A change in dfi score of + 0.2 is noteworthy as it is indicative of a shift in flexibility. This 
analysis suggests that designing new interactions around a rigid residue that is dynamically coupled to the 
active site can allosterically modulate the flexibility/rigidity of the amino acids in the active site. 
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Figure B.6: Dynamic distance distribution from (A) TEM-1 and (B) GNCA for all 
experimentally characterized rigid (blue) and flexible designed proteins (orange). The 
distribution of the rigid designs shows a displacement moving away from TEM-1 and 
closer to GNCA. Inversely, the uncoupled flexible designs form a narrow distribution close 
to TEM-1 and further away from GNCA.  

 

Supplementary Figure 6. Dynamic distance distribution from (A) TEM-1 and (B) GNCA for all 

experimentally characterized rigid (blue) and flexible designed proteins (orange). The distribution of the 

rigid designs shows a displacement moving away from TEM-1 and closer to GNCA. Inversely, the 

uncoupled flexible designs form a narrow distribution close to TEM-1 and further away from GNCA. 

Detailed Rosetta methods 
All calculations were carried out using Rosetta version: 442bff4fb7bf2ccb44655e8d15276c9bccfbbd0. The 

following command line was used to minimize the total energy of the 1btl crystal structure from the 

Protein Data Bank using the Rosetta relax protocol: 

 
<Path to>/Rosetta/main/source/bin/relax.default.linuxgccrelease -s 
<input_file> @<path to>/relax.flags  

The contents of relax.flags was: 

-nstruct 1 
-relax:default_repeats 5 
-relax:constrain_relax_to_start_coords 
-relax:coord_constrain_sidechains 
-relax:ramp_constraints false 
-ex1 
-ex2 
-use_input_sc 
-flip_HNQ 
-ignore_unrecognized_res 
-relax:coord_cst_stdev 0.5 

The DesignAround protocol was initiated with the following command line: 
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APPENDIX C 

EXPERIMENTAL METHODS AND SUPPLEMENT DATA FOR DESIGN OF 

NOVEL CYANOVIRIN-N VARIANTS BY MODULATION OF BINDING 

DYNAMICS THROUGH DISTAL MUTATIONS 
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C.1 Mutant Proteins Cloning, Expression, and Purification 

The genes for mutants (I34Y, I34K, and I34L) were generated by applying mutagenic 

primers to P51G-m4-gene sequence and amplifying by PCR. The constructs were 

subsequently cloned in pET26B vector between NdeI and XhoI sites and transformed in 

BL21(DE3) for expression and purification. The proteins were expressed from a 10 ml 

starter culture in LB broth overnight at 37°C, inoculated into 1 l LB medium. The culture 

was induced with 1 mM isopropyl thiogalactoside when OD reached 0.6 and grown for 

another 6–8 hr. Then, the cells were harvested by centrifugation, lysed in 6 M guanidine 

hydrochloride at pH 8.0, and sonicated for 10 min. The supernatant recovered after 

centrifugation was used to purify proteins with GE HisTrap HP column (GE Healthcare 

Bio-Sciences, Piscataway, NJ) and a Bio-Rad EconoPump (Bio-Rad, Richmond, CA) 

under denaturing conditions. In brief, the proteins were loaded on the column in Gu-HCl 

buffer, which was buffer exchanged by 8 M urea buffer. The nonspecific proteins were 

washed out by 4 M urea and 20 mM imidazole buffer, pH 8.0 and eluted with 2 M urea and 

200 mM imidazole, pH 8.0 buffer before putting it for overnight dialysis against 10 mM 

Tris pH 8.0 and 100 mM NaCl buffer. The buffer was changed once during the night. The 

refolded protein was concentrated and re-purified to isolate the monomeric species by size 

exclusion chromatography using Sephadex 75 10/300 column on Agilent’s Infinity 1260 

system. The gel filtered protein was finally used for all the experiments. 
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C.2 CD Spectroscopy and T-melts 

In CV-N family proteins, thermodynamic parameters like free energy of unfolding, 

enthalpy, and entropy cannot be extracted by thermal denaturation because the transition 

from folded to unfolded state is non-reversible (Patsalo et al., 2011), therefore melting 

temperatures are used. Far-UV CD spectra were recorded on a Jasco J-815 

spectropolarimeter equipped with a thermostatic cell holder, PTC 424S. Spectra were 

measured from 250 to 200 nm, using a scanning speed of 50 nm/min and a data pitch of 

1.0 nm at 25°C. Samples concentration was approximately 15 µM in 10 mM Tris, pH 8.0, 

and 100 mM NaCl. For thermal denaturation experiments, the melting profile was 

monitored at 202 nm from 25°C to 90°C. The data points were plotted and fitted in 

Origin8.5 software to get apparent Tm. 

C.3 Isothermal Titration Calorimetry (ITC) 

ITC was performed at the Sanford-Burnham Medical Research Institute Protein 

Analysis Facility using ITC200 calorimeter from Microcal (Northampton, MA) at 23°C; 

2.0 µl aliquots of solution containing between 3 and 10 mM Man2 were injected into the 

cell containing between 0.057 and 0.11 mM protein. Nineteen of 2.0 µl injections were 

made. The experiments were performed in 10 mM Tris, 100 mM NaCl, pH 8.0 buffer. ITC 

data were analyzed using Origin software provided by Microcal. 

C.4 Chemical Denaturation Experiments 

Chemical denaturation experiments were done by monitoring the shift in the intrinsic 

tryptophan fluorescence on Cary Eclipse instrument (Varian). Ten µM of protein samples 
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were incubated with increasing concentrations of guanidine hydrochloride in the range of 

0–6 M in 50 mM Tris pH 8.0 buffer for 72 hr at 25°C. The emission spectra for the same 

were recorded by keeping the excitation wavelength at 295 nm and bandwidth of 1 nm. A 

ratio of fluorescence at 330 and 360 nm (I330/I360) was plotted at respective Gu-HCl 

concentrations, and the data points were fit to following sigmoidal equation to obtain Cm. 

                                 (C.1) 

Where, A1and A2 are the initial and final 330/360 ratios and x0 is the concentration of Gu-

HCl, where y= (A1 +A2) /2, or the point where 50 % of the population is unfolded. It is 

also denoted as Cm. The denaturation curve was used to calculate the free energy of the 

protein in the absence of denaturant (∆GH2O). Fraction unfolded (fU) was calculated using 

the following formula: 

fU = (yF - yobs)/(yF-yU)    (C.2) 

where fU, is the fraction unfolded, yF is the value when there is no denaturant, yobs is the 

value at each position and yU is the value for unfolded protein. Since fU+ fF =1, the 

equilibrium constant, K, the free energy change can be calculated using 

K= fU/ fF     (C.3) 

K= fU/ 1 - fF     (C.4) 

∆G = -RTlnK     (C.5) 

Where R is the gas constant whose value is 1.987 cal/mol.K and T is the 

temperature of incubation, which was 298K. The value of ∆G is linear over a limited range 

of Gu-HCl. The linear fit over that range was extrapolated to obtain ∆GH2O. 
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Kazan, Sharma, Rahman et al. eLife 2022;11:e67474. DOI: https://doi.org/10.7554/eLife.67474  16 of 23

Mutant proteins cloning, expression, and purification
The genes for mutants (I34Y, I34K, and I34L) were generated by applying mutagenic primers to P51G- 
m4- gene sequence and amplifying by PCR. The constructs were subsequently cloned in pET26B 
vector between NdeI and XhoI sites and transformed in BL21(DE3) for expression and purification. 
The proteins were expressed from a 10 ml starter culture in LB broth overnight at 37°C, inoculated 
into 1 l LB medium. The culture was induced with 1 mM isopropyl thiogalactoside when OD reached 
0.6 and grown for another 6–8 hr. Then, the cells were harvested by centrifugation, lysed in 6 M guan-
idine hydrochloride at pH 8.0, and sonicated for 10 min. The supernatant recovered after centrifuga-
tion was used to purify proteins with GE HisTrap HP column (GE Healthcare Bio- Sciences, Piscataway, 
NJ) and a Bio- Rad EconoPump (Bio- Rad, Richmond, CA) under denaturing conditions. In brief, the 
proteins were loaded on the column in Gu- HCl buffer, which was buffer exchanged by 8 M urea buffer. 
The nonspecific proteins were washed out by 4 M urea and 20 mM imidazole buffer, pH 8.0 and eluted 
with 2 M urea and 200 mM imidazole, pH 8.0 buffer before putting it for overnight dialysis against 
10 mM Tris pH 8.0 and 100 mM NaCl buffer. The buffer was changed once during the night. The 
refolded protein was concentrated and re- purified to isolate the monomeric species by size exclusion 
chromatography using Sephadex 75 10/300 column on Agilent’s Infinity 1260 system. The gel filtered 
protein was finally used for all the experiments.

CD spectroscopy and T-melts
In CV- N family proteins, thermodynamic parameters like free energy of unfolding, enthalpy, and 
entropy cannot be extracted by thermal denaturation because the transition from folded to unfolded 
state is non- reversible (Patsalo et al., 2011), therefore melting temperatures are used. Far- UV CD 
spectra were recorded on a Jasco J- 815 spectropolarimeter equipped with a thermostatic cell holder, 
PTC 424S. Spectra were measured from 250 to 200 nm, using a scanning speed of 50 nm/min and 
a data pitch of 1.0 nm at 25°C. Samples concentration was approximately 15 µM in 10 mM Tris, pH 
8.0, and 100 mM NaCl. For thermal denaturation experiments, the melting profile was monitored 
at 202 nm from 25°C to 90°C. The data points were plotted and fitted in Origin8.5 software to get 
apparent Tm.

Isothermal titration calorimetry
ITC was performed at the Sanford- Burnham Medical Research Institute Protein Analysis Facility using 
ITC200 calorimeter from Microcal (Northampton, MA) at 23°C; 2.0 µl aliquots of solution containing 
between 3 and 10 mM Man2 were injected into the cell containing between 0.057 and 0.11 mM 
protein. Nineteen of 2.0 µl injections were made. The experiments were performed in 10 mM Tris, 
100 mM NaCl, pH 8.0 buffer. ITC data were analyzed using Origin software provided by Microcal.

Chemical denaturation experiments
Chemical denaturation experiments were done by monitoring the shift in the intrinsic tryptophan 
fluorescence on Cary Eclipse instrument (Varian). Ten µM of protein samples were incubated with 
increasing concentrations of guanidine hydrochloride in the range of 0–6 M in 50 mM Tris pH 8.0 
buffer for 72 hr at 25°C. The emission spectra for the same were recorded by keeping the excitation 
wavelength at 295 nm and bandwidth of 1 nm. A ratio of fluorescence at 330 and 360 nm (I330/I360) 
was plotted at respective Gu- HCl concentrations, and the data points were fit to following sigmoidal 
equation to obtain Cm.

 Z = "� � "1−"�
1�F

(
Y−Y�

)
�EY   

where A1 and A2 are the initial and final 330/360 ratios and x0 is the concentration of Gu- HCl, 
where y = (A1+A2)/2, or the point, where 50% of the population is unfolded. It is also denoted as Cm.

The denaturation curve was used to calculate the free energy of the protein in the absence of dena-
turant (∆GH2O). Fraction unfolded (fU) was calculated using the following formula:

 G6 = 	:' − :PCT
�	:' − :6
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C.5 Crystallization and Structure Determination 

I34Y was purified as discussed previously and the monomeric gel filtered protein was 

concentrated to 8 mg/ml. We got the crystals in 2 M ammonium sulphate and 5% (v/v) 2-

propanol after screening it in Index HT screen from Hampton Research. The protein 

crystals were reproduced using same condition in hanging drop method. For protein 

crystals with dimannose, the crystals were incubated in 1.2-fold molar excess of 

dimannose. Single needle-like crystals were picked up and cryo-preserved in 25% glycerol 

before freezing them for data collection at Synchrotron ALS, beamline 8.2.1. Single crystal 

diffraction was measured at wavelength of 0.999 A with ADSC quantum 315r detector. 

The data were evaluated to resolution of 1.25 A. The data acquired was indexed using XDS 

and scaled by the aimless package from CCP4i program suite. The structural coordinates 

and phase were determined by molecular replacement using 2RDK PDB code. The 

structure of I34Y of CV-N is deposited under PDB accession code 6X7H. The structure 

was further refined in Coot. 
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Table C.1: DFI, DCI, RaptorX, Evcoupling, and MISTIC metrics are used to identify 
residues in TEM-1 β-lactamase for the four unique categories.  

 

Table C.2:  DFI, DCI, RaptorX, Evcoupling, and MISTIC metrics are used to identify 
residues in CV-N for the ICDC categories. 
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Table C.3: The complete TEM-1 dynamic flexibility index (DFI), dynamic coupling index 
(DCI), RaptorX, Evcoupling, and MISTIC metric data. 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
26 0.89 0.77 24 30 0.58 0.11 0.75 
27 0.91 0.75 26 31 0.62 0.09 0.55 
28 0.87 0.78 25 31 0.52 0.21 0.74 
29 0.73 0.81 21 27 0.72 0.25 0.81 
30 0.77 0.76 22 27 0.68 0.22 0.94 
31 0.82 0.76 24 29 0.44 0.11 0.68 
32 0.72 0.84 21 26 0.62 0.13 0.91 
33 0.63 0.83 19 24 0.80 0.50 0.88 
34 0.78 0.79 21 26 0.62 0.51 0.67 
35 0.80 0.81 21 27 0.52 0.09 0.53 
36 0.69 0.83 17 23 0.72 0.95 0.72 
37 0.73 0.80 17 24 0.78 0.97 0.56 
38 0.86 0.82 20 27 0.58 0.59 0.88 
39 0.86 0.81 18 26 0.62 0.37 0.88 
40 0.78 0.80 15 23 0.82 0.57 0.72 
41 0.82 0.82 17 25 0.82 0.42 0.87 
42 0.66 0.89 15 22 0.89 0.93 0.83 
43 0.52 0.90 15 21 0.91 0.54 0.52 
44 0.20 0.94 14 19 0.92 0.87 0.32 
45 0.10 0.89 15 19 0.93 0.99 0.67 
46 0.05 0.86 15 19 0.90 0.88 0.69 
47 0.13 0.85 16 20 0.89 0.84 0.97 
48 0.16 0.86 16 22 0.83 0.56 0.74 
49 0.32 0.83 17 23 0.84 0.21 0.44 
50 0.52 0.65 19 25 0.52 0.90 0.86 
51 0.56 0.35 17 24 0.77 0.77 0.92 
52 0.75 0.28 21 27 0.44 0.49 0.50 
53 0.78 0.28 23 29 0.33 0.33 0.92 
54 0.70 0.32 20 26 0.52 0.88 0.44 
55 0.71 0.31 22 28 0.52 0.22 0.82 
56 0.65 0.62 21 26 0.76 0.39 0.70 
57 0.58 0.77 21 27 0.83 0.63 0.76 
58 0.54 0.78 21 26 0.82 0.01 0.39 
59 0.47 0.76 20 24 0.68 0.51 0.91 
60 0.38 0.87 20 24 0.80 0.72 0.98 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
61 0.30 0.89 20 23 0.58 0.99 0.68 
62 0.25 0.61 19 22 0.62 0.37 0.97 
63 0.32 0.75 20 22 0.71 0.24 0.29 
64 0.24 0.82 18 21 0.75 0.64 0.72 
65 0.17 0.88 16 18 0.91 0.66 0.41 
66 0.07 0.89 12 15 0.91 0.99 0.59 
67 0.14 0.94 9 13 0.98 0.98 0.48 
68 0.09 0.98 6 10 0.96 0.71 0.97 
69 0.17 0.99 4 8 0.99 0.89 0.89 
70 0.15 0.99 0 6 0.99 0.99 0.99 
71 0.06 0.99 4 8 0.98 0.93 0.32 
72 0.09 0.99 4 9 0.98 0.98 0.86 
73 0.05 0.99 0 8 0.99 0.99 0.94 
74 0.08 0.99 4 10 0.98 0.35 0.88 
75 0.11 0.98 5 12 0.90 0.25 0.60 
76 0.03 0.99 5 12 0.92 0.90 0.91 
77 0.03 0.97 6 13 0.93 0.84 0.83 
78 0.21 0.97 9 15 0.81 0.77 0.84 
79 0.28 0.97 10 17 0.62 0.86 0.82 
80 0.25 0.92 11 17 0.66 0.98 0.90 
81 0.49 0.86 13 19 0.58 0.99 0.61 
82 0.67 0.91 15 21 0.44 0.89 0.99 
83 0.74 0.89 16 22 0.16 0.41 0.44 
84 0.77 0.84 17 23 0.33 0.41 0.48 
85 0.87 0.91 19 25 0.16 0.75 0.78 
86 0.94 0.91 20 27 0.01 0.18 0.67 
87 0.95 0.92 22 28 0.16 0.42 0.67 
88 0.93 0.86 20 26 0.16 0.69 0.79 
89 0.84 0.80 18 23 0.16 0.73 0.96 
90 0.90 0.89 18 24 0.02 0.45 0.88 
91 0.83 0.87 17 22 0.33 0.88 0.59 
92 0.93 0.89 19 24 0.16 0.69 0.88 
93 0.92 0.92 19 24 0.16 0.35 0.51 
94 0.90 0.93 19 23 0.16 0.29 0.40 
95 0.89 0.91 18 21 0.80 0.87 0.95 
96 0.96 0.90 19 23 0.62 0.28 0.69 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
97 0.97 0.93 16 21 0.92 0.81 0.91 
98 0.98 0.92 16 22 0.85 0.48 0.58 
99 0.99 0.90 16 22 0.84 0.25 0.94 
100 0.99 0.92 14 21 0.86 0.27 0.98 
101 0.96 0.92 11 18 0.88 0.61 0.86 
102 0.91 0.92 10 17 0.91 0.92 0.99 
103 0.84 0.96 8 14 0.92 0.33 0.34 
104 0.90 0.97 9 14 0.92 0.33 0.67 
105 0.85 0.97 8 12 0.93 0.70 0.76 
106 0.75 0.98 8 13 0.95 0.93 0.92 
107 0.83 0.98 9 14 0.94 0.99 0.62 
108 0.79 0.95 9 15 0.95 0.65 0.61 
109 0.76 0.92 11 16 0.96 0.64 0.52 
110 0.94 0.93 13 18 0.94 0.62 0.98 
111 0.97 0.90 15 20 0.91 0.86 0.75 
112 0.97 0.91 16 21 0.88 0.54 0.46 
113 0.98 0.93 18 22 0.86 0.65 0.99 
114 0.99 0.92 21 26 0.81 0.24 0.66 
115 0.99 0.92 21 25 0.68 0.43 0.92 
116 0.95 0.93 18 22 0.52 0.45 0.70 
117 0.81 0.91 16 20 0.87 0.83 0.43 
118 0.76 0.87 17 20 0.44 0.97 0.43 
119 0.54 0.79 14 18 0.58 0.94 0.99 
120 0.63 0.84 14 18 0.44 0.42 0.99 
121 0.55 0.63 13 17 0.66 0.91 0.91 
122 0.15 0.92 10 14 0.71 0.92 0.86 
123 0.11 0.96 8 13 0.87 0.42 0.88 
124 0.27 0.96 9 14 0.83 0.26 0.36 
125 0.21 0.97 7 12 0.92 0.88 0.68 
126 0.13 0.99 5 9 0.99 0.96 0.72 
127 0.22 0.99 5 9 0.99 0.84 0.85 
128 0.31 0.98 6 11 0.96 0.78 0.86 
129 0.37 0.99 4 10 0.97 0.15 0.54 
130 0.38 0.99 0 7 0.99 0.99 0.94 
131 0.39 0.99 4 10 0.98 0.99 0.67 
132 0.46 0.98 6 9 0.99 0.99 0.94 
133 0.46 0.96 8 12 0.96 0.41 0.98 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
134 0.14 0.95 9 12 0.98 0.98 0.45 
135 0.06 0.95 7 10 0.99 0.64 0.87 
136 0.21 0.95 6 12 0.99 0.97 0.53 
137 0.13 0.93 10 15 0.93 0.95 0.95 
138 0.05 0.89 10 14 0.94 0.98 0.99 
139 0.08 0.91 10 14 0.97 0.82 0.84 
140 0.29 0.73 12 17 0.95 0.33 0.56 
141 0.34 0.77 14 19 0.81 0.1 0.5 
142 0.35 0.52 13 19 0.83 0.61 0.77 
143 0.44 0.7 15 20 0.82 0.99 0.59 
144 0.33 0.88 12 17 0.91 0.99 0.67 
145 0.36 0.87 11 16 0.97 0.91 0.53 
146 0.51 0.89 14 19 0.88 0.48 0.9 
147 0.48 0.88 14 19 0.81 0.8 0.86 
148 0.3 0.68 11 16 0.94 0.78 0.95 
149 0.34 0.71 13 17 0.86 0.71 0.87 
150 0.5 0.84 16 21 0.44 0.34 0.89 
151 0.48 0.75 14 20 0.68 0.89 0.99 
152 0.37 0.52 13 18 0.76 0.29 0.86 
153 0.44 0.51 17 22 0.44 0.68 0.84 
154 0.57 0.6 18 24 0.33 0.74 0.47 
155 0.58 0.51 17 23 0.68 0.91 0.91 
156 0.56 0.33 19 23 0.44 0.99 0.6 
157 0.4 0.29 16 21 0.78 0.96 0.34 
158 0.41 0.31 18 22 0.58 0.54 0.78 
159 0.33 0.64 17 20 0.8 0.5 0.76 
160 0.22 0.6 13 16 0.88 0.56 0.71 
161 0.3 0.83 13 16 0.88 0.62 0.5 
162 0.26 0.86 11 14 0.94 0.68 0.24 
163 0.45 0.97 10 16 0.96 0.85 0.45 
164 0.43 0.98 7 14 0.97 0.93 0.87 
165 0.38 0.99 4 12 0.95 0.38 0.97 
166 0.41 0.99 0 10 0.94 0.99 0.99 
167 0.53 0.99 3 11 0.93 0.72 0.99 
168 0.54 0.99 5 13 0.93 0.9 0.99 
169 0.33 0.99 6 12 0.96 0.99 0.99 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
170 0.43 0.95 8 11 0.93 0.96 0.99 
171 0.51 0.94 10 14 0.94 0.82 0.98 
172 0.36 0.91 10 15 0.96 0.49 0.99 
173 0.62 0.95 14 18 0.97 0.2 0.95 
174 0.66 0.95 16 21 0.96 0.7 0.32 
175 0.68 0.94 18 22 0.97 0.56 0.25 
176 0.6 0.89 17 20 0.97 0.78 0.56 
177 0.51 0.68 16 19 0.96 0.22 0.93 
178 0.44 0.84 13 17 0.96 0.73 0.34 
179 0.25 0.85 11 13 0.98 0.97 0.93 
180 0.16 0.91 11 14 0.93 0.93 0.25 
181 0.19 0.9 12 15 0.92 0.99 0.71 
182 0.1 0.7 15 18 0.66 0.98 0.65 
183 0.04 0.5 14 17 0.84 0.97 0.75 
184 0.16 0.43 17 20 0.44 0.33 0.81 
185 0.2 0.56 16 19 0.71 0.92 0.39 
186 0.12 0.7 12 15 0.93 0.43 0.31 
187 0.08 0.73 13 17 0.84 0.91 0.99 
188 0.14 0.59 16 20 0.66 0.47 0.88 
189 0.18 0.63 13 18 0.83 0.4 0.9 
190 0.19 0.78 12 16 0.95 0.94 0.86 
191 0.22 0.71 15 20 0.58 0.25 0.98 
192 0.24 0.58 16 21 0.52 0.7 0.56 
193 0.23 0.69 13 19 0.87 0.63 0.47 
194 0.35 0.52 14 19 0.77 0.23 0.67 
195 0.52 0.48 18 23 0.16 0.16 0.94 
196 0.56 0.4 19 24 0.16 0.88 0.61 
197 0.71 0.42 21 26 0.33 0.39 0.49 
198 0.57 0.58 18 24 0.44 0.33 0.66 
199 0.61 0.45 17 23 0.74 0.99 0.67 
200 0.76 0.33 19 25 0.33 0.14 0.6 
201 0.79 0.43 20 25 0.33 0.09 0.32 
202 0.75 0.47 19 25 0.16 0.13 0.76 
203 0.57 0.34 16 21 0.74 0.6 0.42 
204 0.53 0.52 15 20 0.81 0.6 0.55 
205 0.59 0.79 16 21 0.58 0.45 0.96 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
206 0.48 0.71 14 19 0.71 0.37 0.27 
207 0.26 0.85 11 16 0.93 0.95 0.62 
208 0.35 0.9 11 17 0.93 0.43 0.92 
209 0.42 0.92 12 18 0.8 0.32 0.76 
210 0.28 0.92 10 14 0.93 0.77 0.34 
211 0.23 0.94 6 13 0.97 0.94 0.5 
212 0.41 0.92 9 16 0.93 0.2 0.7 
213 0.43 0.94 10 16 0.94 0.41 0.47 
214 0.27 0.94 7 13 0.96 0.97 0.73 
215 0.4 0.95 9 14 0.96 0.45 0.73 
216 0.39 0.96 8 12 0.96 0.98 0.7 
217 0.31 0.96 7 12 0.95 0.97 0.88 
218 0.64 0.87 11 16 0.94 0.41 0.95 
219 0.68 0.64 12 17 0.93 0.34 0.9 
220 0.49 0.67 10 16 0.95 0.96 0.99 
221 0.42 0.55 10 17 0.95 0.88 0.34 
222 0.61 0.56 11 18 0.93 0.99 0.74 
223 0.71 0.51 14 20 0.88 0.88 0.64 
224 0.69 0.59 16 22 0.83 0.68 0.75 
225 0.74 0.45 15 22 0.84 0.76 0.99 
226 0.92 0.44 19 26 0.71 0.99 0.6 
227 0.98 0.67 20 27 0.66 0.62 0.89 
228 0.95 0.68 20 28 0.72 0.76 0.51 
229 0.79 0.76 17 25 0.86 0.95 0.47 
230 0.7 0.89 14 22 0.89 0.31 0.52 
231 0.47 0.9 10 18 0.93 0.93 0.91 
232 0.24 0.98 8 15 0.95 0.97 0.47 
233 0.17 0.99 4 12 0.98 0.97 0.53 
234 0.07 0.99 0 9 0.99 0.99 0.32 
235 0.06 0.99 4 9 0.99 0.99 0.81 
236 0.12 0.99 4 8 0.99 0.99 0.66 
237 0.32 0.99 0 9 0.99 0.87 0.78 
238 0.45 0.99 4 11 0.99 0.91 0.97 
240 0.6 0.98 7 14 0.93 0.85 0.85 
241 0.65 0.96 10 17 0.94 0.56 0.22 
242 0.62 0.95 8 16 0.97 0.89 0.25 
243 0.29 0.97 6 13 0.98 0.63 0.49 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
244 0.18 0.99 4 12 0.99 0.81 0.94 
245 0.02 0.97 7 11 0.99 0.99 0.93 
246 0.01 0.98 6 11 0.99 0.99 0.74 
247 0.03 0.98 6 12 0.99 0.74 0.4 
248 0.04 0.98 7 14 0.97 0.98 0.42 
249 0.19 0.95 10 18 0.94 0.82 0.23 
250 0.29 0.9 12 20 0.9 0.54 0.35 
251 0.59 0.9 16 24 0.84 0.6 0.6 
252 0.83 0.83 19 27 0.74 0.4 0.32 
254 0.94 0.87 21 29 0.72 0.53 0.71 
255 0.88 0.89 18 26 0.66 0.27 0.64 
256 0.8 0.89 18 25 0.44 0.33 0.93 
257 0.62 0.9 15 23 0.74 0.57 0.35 
258 0.64 0.87 17 24 0.72 0.63 0.64 
259 0.37 0.89 15 22 0.8 0.68 0.98 
260 0.11 0.89 12 19 0.9 0.58 0.45 
261 0.02 0.92 11 18 0.9 0.9 0.48 
262 0.01 0.94 10 15 0.96 0.64 0.99 
263 0.01 0.9 11 15 0.94 0.8 0.99 
264 0.02 0.93 10 14 0.96 0.91 0.58 
265 0.1 0.96 10 16 0.97 0.36 0.82 
266 0.27 0.94 10 16 0.97 0.67 0.81 
267 0.6 0.92 12 19 0.98 0.08 0.41 
268 0.72 0.87 12 20 0.97 0.3 0.72 
269 0.87 0.86 14 21 0.96 0.7 0.97 
270 0.88 0.81 13 21 0.96 0.17 0.89 
271 0.92 0.87 12 20 0.95 0.47 0.93 
272 0.86 0.87 9 17 0.98 0.72 0.52 
273 0.89 0.87 12 19 0.94 0.2 0.93 
274 0.81 0.81 13 20 0.9 0.26 0.85 
275 0.68 0.78 10 17 0.96 0.45 0.46 
276 0.67 0.78 10 17 0.97 0.91 0.99 
277 0.7 0.82 14 20 0.81 0.66 0.83 
278 0.59 0.86 14 20 0.84 0.68 0.93 
279 0.4 0.87 13 18 0.95 0.97 0.87 
280 0.5 0.83 14 19 0.89 0.98 0.95 
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Table C.3: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
281 0.55 0.84 18 23 0.58 0.43 0.98 
282 0.49 0.84 16 22 0.72 0.68 0.52 
283 0.46 0.81 15 21 0.85 0.76 0.39 
284 0.63 0.77 18 24 0.79 0.48 0.32 
285 0.67 0.77 20 26 0.58 0.81 0.85 
286 0.65 0.74 18 25 0.74 0.85 0.75 
287 0.73 0.67 18 26 0.71 0.08 0.84 
288 0.81 0.65 22 29 0.52 0.54 0.95 
289 0.85 0.72 23 30 0.52 0.1 0.5 
290 0.84 0.66 21 29 0.72 0.48 0.81 
        

 

Table C.4: The predicted binding affinities of domain B and comparison with experimental 
ITC data for wild type, mutDB, and P51G-m4 benchmarking. 
 
 

Protein 

Predicted 
Binding 
Score 

(X-score 
energy 
unit) 

ITC 
dimannose 
Kd (μM) 

ITC 
dimannose 

ΔH 
(kcal/mol) 

ITC 
dimannose 

TΔS 
(kcal/mol) 
(T=298K) 

ITC 
dimannose 

ΔG 
(kcal/mol) 

Wild Type -7.08 16 ± 1 -12.5 ± 0.3 -6.00 ± 0.1 -6.50 ± 0.3 

mutDB -5.97 No-binding No-binding No-binding No-binding 

P51G-m4 -6.62 117 ± 3 -12.3 ± 0.3 -7.00 ± 0.3 -5.30 ± 0.3 
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Table C.5: The complete cyanovirin-N (CV-N) dynamic flexibility index (DFI), dynamic 
coupling index (DCI), RaptorX, Evcoupling, and MISTIC metric data used in this study.  

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
1 0.98 0.72 20 27 0.69 0.30 0.38 
2 0.91 0.73 18 25 0.73 0.30 0.60 
3 0.86 0.58 20 27 0.72 0.30 0.61 
4 0.43 0.67 21 28 0.84 0.30 0.64 
5 0.80 0.36 22 28 0.84 0.30 0.28 
6 0.79 0.42 25 31 0.86 0.89 0.45 
7 0.66 0.59 27 33 0.85 0.88 0.29 
8 0.37 0.22 25 31 0.88 0.91 0.36 
9 0.52 0.14 26 31 0.81 0.90 0.64 
10 0.48 0.36 26 30 0.73 0.77 0.40 
11 0.41 0.35 22 26 0.75 0.75 0.58 
12 0.72 0.69 20 24 0.63 0.88 0.70 
13 0.67 0.68 17 21 0.69 0.85 0.89 
14 0.73 0.66 16 20 0.61 0.30 0.58 
15 0.58 0.76 12 17 0.69 0.85 0.65 
16 0.31 0.77 12 16 0.73 0.82 0.80 
17 0.44 0.62 15 19 0.65 0.94 0.90 
18 0.54 0.51 16 21 0.65 0.98 0.84 
19 0.33 0.80 20 25 0.56 0.79 0.81 
20 0.06 0.54 22 27 0.48 0.83 0.40 
21 0.10 0.44 26 31 0.38 0.85 0.82 
22 0.22 0.48 26 32 0.38 0.81 0.57 
23 0.76 0.62 29 35 0.38 0.92 0.85 
24 0.90 0.55 30 37 0.39 0.78 0.75 
25 0.97 0.52 32 39 0.39 0.94 0.84 
26 1.00 0.40 35 42 0.35 0.77 0.75 
27 0.99 0.43 35 42 0.35 0.93 0.90 
28 0.94 0.50 34 40 0.32 0.92 0.91 
29 0.87 0.60 31 37 0.33 0.95 0.84 
30 0.70 0.55 28 34 0.28 0.75 0.82 
31 0.18 0.84 26 32 0.35 0.84 0.78 
32 0.02 0.91 23 29 0.44 0.92 0.48 
33 0.11 0.90 19 25 0.53 0.79 0.76 
34 0.17 0.71 16 22 0.65 0.93 0.71 
35 0.26 0.82 13 19 0.76 0.61 0.97 
36 0.27 0.76 10 16 0.90 0.98 0.98 
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Table C.5: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
37 0.23 0.78 8 14 0.90 0.91 0.72 
38 0.59 0.79 8 16 0.87 0.69 0.67 
39 0.56 0.89 7 15 0.90 0.68 0.91 
40 0.09 0.99 4 12 0.94 0.93 0.95 
41 0.16 1.00 0 9 0.92 0.60 0.61 
42 0.14 1.00 0 7 0.96 1.00 0.98 
43 0.57 0.97 4 8 0.92 0.80 0.88 
44 0.69 0.98 6 8 0.98 0.93 0.97 
45 0.47 0.93 6 8 0.96 0.99 0.99 
46 0.36 0.95 5 10 0.89 0.83 0.83 
47 0.19 0.99 4 10 0.99 0.94 0.92 
48 0.39 0.95 5 12 0.99 0.94 0.95 
49 0.45 0.91 6 14 0.98 0.85 0.91 
50 0.83 0.95 5 13 0.98 0.98 0.97 
51 0.81 0.92 5 13 0.93 0.99 0.91 
52 0.71 0.96 5 11 0.88 0.97 0.93 
53 0.40 0.92 6 11 0.91 0.81 0.96 
54 0.29 0.97 5 9 0.94 0.91 0.98 
55 0.20 0.96 5 11 0.90 0.80 0.98 
56 0.38 0.98 4 10 0.89 0.99 0.97 
57 0.42 1.00 0 7 0.96 1.00 0.98 
58 0.08 0.99 4 9 0.95 0.98 0.93 
59 0.34 0.95 7 12 0.84 0.74 0.75 
60 0.32 0.93 11 15 0.76 0.88 0.87 
61 0.15 0.83 11 15 0.81 0.76 0.86 
62 0.55 0.86 15 18 0.53 0.94 0.94 
63 0.63 0.70 17 20 0.52 0.84 0.91 
64 0.75 0.68 18 21 0.36 0.89 0.93 
65 0.88 0.49 21 24 0.26 0.70 0.69 
66 0.95 0.27 21 26 0.27 0.91 0.94 
67 0.82 0.29 18 23 0.34 0.79 0.86 
68 0.65 0.63 16 20 0.41 0.94 0.95 
69 0.49 0.79 13 17 0.70 0.96 0.82 
70 0.13 0.91 13 16 0.56 0.93 0.92 
71 0.01 0.93 11 13 0.94 0.92 0.98 
72 0.04 0.88 9 11 0.79 0.95 0.95 
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Table C.5: Continued 

Residue DFI 
Score 

DCI 
Score 

Distance from 
Binding Sites (Å) RAPTORX 

Score 
MISTIC 

Score 
EVCOUPLING 

Score Minimum Average 
73 0.03 0.94 6 8 0.99 0.83 0.79 
74 0.50 0.97 5 8 0.99 0.97 0.98 
75 0.77 0.97 4 8 0.97 0.98 0.99 
76 0.92 1.00 0 8 0.93 0.62 0.95 
77 0.93 0.99 4 10 0.87 0.90 0.99 
78 0.89 1.00 0 9 0.90 0.92 0.95 
79 0.84 0.99 4 10 0.77 0.93 0.98 
80 0.62 0.90 7 11 0.86 1.00 0.97 
81 0.46 0.55 10 12 0.93 0.78 0.95 
82 0.25 0.81 12 13 0.91 0.79 0.95 
83 0.05 0.86 9 12 0.97 0.30 0.91 
84 0.12 0.89 11 14 0.87 0.86 0.83 
85 0.25 0.89 11 15 0.96 0.97 0.70 
86 0.53 0.69 13 19 0.76 0.71 0.64 
87 0.64 0.53 13 19 0.83 0.96 0.56 
88 0.74 0.55 16 23 0.59 0.72 0.73 
89 0.85 0.63 15 21 0.63 0.94 0.87 
90 0.61 0.71 14 22 0.72 0.74 0.73 
91 0.30 0.76 15 23 0.67 0.97 0.78 
92 0.24 0.84 19 26 0.62 0.97 0.83 
93 0.28 0.87 22 29 0.67 0.99 0.13 
94 0.68 0.87 24 32 0.64 0.30 0.78 
95 0.78 0.78 27 35 0.53 0.81 0.58 
96 0.60 0.73 26 33 0.58 0.98 0.18 
97 0.21 0.83 23 30 0.60 0.96 0.81 
98 0.07 0.84 20 27 0.75 0.97 0.33 
99 0.35 0.85 18 26 0.53 0.30 0.37 
100 0.51 0.75 15 23 0.86 0.30 0.55 
101 0.75 0.74 16 24 0.76 0.30 0.95 
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Figure C.1:  Fits for thermal melts of the CV-N mutants A) I34 variants, and B) A71 
variants.  

 

 

Figure C.2: Fits for the chemical denaturation experiments of the variants. (A) 
Chemical denaturation curve showing I330/ I360 ratio as a function of Gu-HCl 
concentration. (B) ∆GH2O versus Gu-HCl concentration plot for cyanovirin-N (CV-N) 
mutants. 

 



 

  294 

 

Figure C.3:  Binding isotherms of CV-N mutants upon titration with dimannose: A) 
I34Y and B) P51G-m4 C) A71T. 

 

 
Figure C.4: Comparison of experimentally solved I34Y structure with docked pose from 
Adaptive BP dock algorithm. The RMSD of the ligand is calculated as 0.75 Å. 
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Figure C.5: The difference in accessibility of the binding pocket for P51G-m4 andI34Y. 
A) Structural difference of open vs closed conformation based on the hydrogen bond 
distance between residue N42 and N53 B) Hydrogen bond distance between residue N42 
and N53 from crystal structures of P51G-m4, and P51G-m4-I34Y C) Frequencies of 
hydrogen bond distance between residue N42 and N53 from GROMACS production 
runs showing I34Y variant sampling more open conformation compared to P51G-m4. 
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Figure C.6: We sampled 2000 different conformations from MD simulations for P51G-
m4 CV-N and I34Y mutant and performed dimannose docking to obtained docked poses 
and then analyzed hydrogen bond patterns A) Hydrogen bonds (representing the peak of 
the distribution on panel B) and their distances are shown between dimannose and 
residue R76 for P51G-m4 (blue) and I34Y (orange) B) H-bond distance distribution 
between dimannose and residue R76. 

 



 

  297 

 

Figure C.7: Correlation between change in DFI profiles aind change in ΔG of binding. 
(A) Change in ΔG of binding (ΔGmut − ΔGwt) is compared with change in total dynamic 
flexibility index (DFI) scores (∑DFImut− DFIwt) for selected residues. The correlation 
with experimental binding scores is compared with the total sum of DFI values 
considering only domain B binding site residues first, and also summing over the 
domain B binding sites as well as the residues highly coupled (coupling greater than 
0.8) to them. The observed high correlations indicate that these residues play an 
important role in the binding modulation upon mutations. (B) In addition, we randomly 
selected residues in domain B to calculate total DFI change over these positions upon 
mutations. Three different randomly selected residue sets all show poor correlation with 
change in experimental binding free energy. 
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Figure C.8: Network of hydrogen bond interactions connecting residue location 34 to 
T57 is investigated in I34Y variant and P51G-m4 CV-N. Two Hydrogen bond pathways 
are found connecting residue 34 to 57. Pathway 1 is unique to I34Y. Pathway 2 is also 
observed in P51G-m4 CV-N but sampled much more frequently in I34Y variant. 
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APPENDIX D 
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For the use of published articles in chapters 3,4,5,6, and 7, the co-authors have 

granted their consent. 


