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ABSTRACT

With the rapid development of both hardware and software, mobile devices with their

advantages in mobility, interactivity, and privacy have enabled various applications,

including social networking, mixed reality, entertainment, authentication, and etc.

In diverse forms such as smartphones, glasses, and watches, the number of mobile

devices is expected to increase by 1 billion per year in the future. These devices

not only generate and exchange small data such as GPS data, but also large data

including videos and point clouds. Such massive visual data presents many challenges

for processing on mobile devices. First, continuously capturing and processing high

resolution visual data is energy-intensive, which can drain the battery of a mobile

device very quickly. Second, data offloading for edge or cloud computing is helpful,

but users are afraid that their privacy can be exposed to malicious developers. Third,

interactivity and user experience is degraded if mobile devices cannot process large

scale visual data in real-time such as off-device high precision point clouds.

To deal with these challenges, this work presents three solutions towards fine-

grained control of visual data in mobile systems, revolving around two core ideas,

enabling resolution-based tradeoffs and adopting split-process to protect visual data.

In particular, this work introduces: (1) Banner media framework to remove resolu-

tion reconfiguration latency in the operating system for enabling seamless dynamic

resolution-based tradeoffs; (2) LesnCap split-process application development frame-

work to protect user’s visual privacy against malicious data collection in cloud-based

Augmented Reality (AR) applications by isolating the visual processing in a distinct

process; (3) A novel voxel grid schema to enable adaptive sampling at the edge device

that can sample point clouds flexibly for interactive 3D vision use cases across mobile

devices and mobile networks.

The evaluation in several mobile environments demonstrates that, by controlling
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visual data at a fine granularity, energy efficiency can be improved by 49% switch-

ing between resolutions, visual privacy can be protected through split-process with

negligible overhead, and point clouds can be delivered at a high throughput meet-

ing various requirements. Thus, this work can enable more continuous mobile vision

applications for the future of a new reality.
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Chapter 1

INTRODUCTION

With the rapid development of both hardware and software, mobile devices such

as smartphones are able to provide functionalities beyond simple texting and call-

ing. For example, all smartphones nowadays are equipped with more than one high

resolution image sensors, capable of capturing the world in tens of megapixels. By

uploading those high resolution images to social media networks, people can share

every detail in their life with their family and friends instantaneously, though possibly

separated by a thousand miles physically. Other than static captures, the continu-

ous capture of the physical world through those image sensors enable new realities

such as Augmented Reality (AR). AR provides a unique interactive experience of

virtual objects overlaying on top of the real-word environment. This unique interac-

tive experience sparks new applications in many fields including education, entertain-

ment, medicine, navigation, shopping, etc PAINE (2022). Beyond 2D captures, many

smartphones are equipped with depth sensors that can capture the physical world in

3 dimensions (3D). For example, Apple recently deployed LiDAR sensors on iPhone,

aiming at improving the understanding of the user’s environment to improve its per-

formance in tasks such as night vision, AR experiences, and machine learning Apple

(2021); HUSSAIN (2021); Zhou and Tuzel (2017). The usage of 3D data such as

point clouds portends continuing growth in more immersive applications, e.g., sports

broadcasts Unity (2021). The varying user needs and application scenarios have re-

shaped mobile devices to many forms, including smart watches and smart glasses. As

reported, the number of mobile devices will be increasing by 1 billion per year in the

upcoming 5 years statista (2022).
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The massive growth of mobile devices certainly eases people’s daily lives and

brings people closer than ever. However, mobile devices are able to generate massive

visual data per second which can create many challenging problems. First of all, mo-

bile devices only have a limited battery life. Continuously capturing, processing, and

rendering high quality visual data incurs high power consumption which will further

drain the battery very quickly. In addition, the visual data may reveal private user

information in a user’s visual environment to third party entities without the user’s

knowledge. These private user information could contain personal belongings such

as credit cards left on the table, business secrets on whiteboards, and a user’s facial

identity. Finally, mobile devices cannot handle massive 3D visual data. Continuously

capturing, transmitting, and rendering 3D visual data requires a high data band-

width and a high processing capability. A delayed data processing will degrade the

interactivity through mobile devices and the associated user experience.

Those challenges motivate the need of controlling visual data at an unprecedented

fine granularity, for energy efficiency, visual privacy, and real-time interactivity. To-

wards fine-grained control of visual data, this work proposes three solutions, revolving

around two key ideas, enabling runtime resolution-based tradeoffs and isolating the

processing of visual data in a distinct process. These solutions include:

1. The Banner media framework, which is a seamless sensor resolution reconfigu-

ration framework enabling mobile vision applications to dynamically adjust the

capture resolution depending on various requirements to utilize the resolution-

based tradeoffs at run-time to operate with an improved energy efficiency. This

solution is described in §3.

2. The LensCap application development framework, which is built on top of split-

process access control, allowing users with fine-grained and proactive control
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over the app’s potential transmission of camera frames and the information

derived from them. This solution is described in §4.

3. An edge-assisted multi-resolution adaptive point cloud live-capture and stream-

ing framework tailored for interactive 3D use cases running on mobile devices.

This framework revolves around an efficient voxel grid schema that represents

point clouds in a set of voxel grids, each with a set of parameters that can

be tailored to the needs of the users and their applications. This solution is

described in §5.

For enabling runtime resolution-based tradeoffs in continuous mobile vision ap-

plications, this work advocates that mobile vision systems should be able to benefit

from the ability to situationally sacrifice image resolution to save system energy when

imaging detail is unnecessary. However, this work identifies that any change in sensor

resolution leads to a substantial pause in frame delivery, caused by requiring user ap-

plications to frequently invoke a sequence of expensive system calls in order to request

a new sensor resolution. Reconfiguring sensor resolution in the Android OS prevents

the application from receiving frames for about 267 ms, the equivalent of dropping 9

frames (working at 30 FPS) from vision processing pipelines Hu et al. (2018). Con-

sequently, computer vision applications don’t change resolutions at runtime, despite

the significant energy savings at lower resolutions. Banner removes resolution recon-

figuration latency through two techniques. Parallel reconfiguration maintains video

capture streams and schedules sensor reconfiguration in parallel while the application

is processing the frame. Format-oblivious memory management removes repeated

memory allocation from the reconfiguration procedure, avoiding expensive system

calls initiated by the application. Using these techniques, Banner completely elim-

inates frame-to-frame latency, allowing for seamless multi-resolution frame capture.
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Banner also achieves the minimum possible end-to-end reconfiguration latency, fun-

damentally bounded by the pipeline latency of frame readout (usually larger than two

frames). The reduction in reconfiguration latency results in a 49% power consump-

tion reduction by reconfiguring the resolution from 1080p to 480p compared with

computationally downsampling 1080p↓480p, measured on a Jetson TX2 board.

For protecting visual privacy in cloud-based AR applications, this work identifies

that under the current coarse-grained permission enforcement model, the internet per-

mission, the camera permission, and the storage permission are all managed within

one application process. Once granted, malicious developers of AR apps could silently

collect camera frames and the information derived from them for malicious intent,

including sending visual data to a private server, unbeknownst to the user. To address

the privacy disclosure of continuous camera usage, this work introduces LensCap, an

application development framework built on top of split-process access control, which

allows users with fine-grained and proactive control over the app’s potential trans-

mission of camera frames and the information derived from them. In LensCap, the

split-process paradigm is adopted in the application layer, which is integrated into the

app development flow. An AR application is split into a visual process with full access

to operate on camera frames (but with network permission revoked) and a network

process to maintain Internet communications (but with camera permission revoked),

enforced by extending the legacy Android permission enforcement. LensCap enables

both processes to present user interfaces through screen-based overlay composition.

Then, data related to camera frames that need to be used in the network process can

only be transmitted out of the visual process boundary through our trusted LensCap

communication services, wrapped around trusted AR frameworks, and subject to the

user’s monitoring and approval through LensCap data usage notifications at a fine

granularity. This work prototypes LensCap as an Android library that can work
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with standalone Android projects, as well as with Unreal Engine (UE) projects as

a plugin. This work evaluates LensCap in five cloud-based AR applications that re-

quire the sharing of different types of image features, including camera pose, light

estimation, point cloud, face region, and the camera frame. This work finds that the

interactive latency between split processes and the overhead in app performance is

negligible, even at 60 frames per second. Our user study further validates the perfor-

mance similarity from the user’s perspective and the improvement in user confidence

while using untrusted AR apps.

For enabling dense point cloud live-capture and streaming, this work identifies:

(i) though raw point clouds are expensive to be streamed and processed, there is still

a resolution-based tradeoff that can be utilized, especially when not all points are

equally important. Capturing less points (subsampling) leads to less processing time

and energy consumption but trades visual quality. (ii) Point representation is simply

a special case of the voxel representation which presents opportunities to utilize the

flexibility provided by the voxel representation to enable fast resolution-based trade-

offs. To this end, this work proposes an edge-assisted multi-resolution adaptive point

cloud live-capture and streaming framework tailored for mobile platforms. The core

idea behind our framework is to utilize the flexibility of the voxel representation to

sample point clouds in different resolutions to exploit the resolution-based tradeoffs

among visual quality, energy efficiency, and performance. Then, by fully utilizing

edge computing, responsive high-quality visualization can be achieved. As a result,

the system empowers users with the capability to visualize high quality point clouds

captured off-device with the on-device level of mobility. This enables a variety of inter-

active apps including AR-based remote coaching, immersive sports viewing, and 3D

model reconstruction, etc. Our framework is prototyped using three off-the-shelf de-

vices, consisting of an Azure Kinect to capture high resolution/precision point clouds,
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a Jetson TX2 development board to simulate the early data analysis and preparation

for utilizing real-time resolution-based tradeoffs on the mobile camera device, and

a smartphone to run an interactive AR application. Despite being evaluated with

specific hardware, our framework can work on other platforms, including other depth

sensors, edge computing platforms, and mobile devices. Our framework is evaluated

from two aspects. First, this work evaluates the effectiveness of our adaptive sampling

component in terms of the data throughput, the “compression” ratio, and the energy

efficiency. Second, this work evaluates the visual quality of our point cloud resizing

component in terms of SSIM. The evaluation demonstrates that our edge-assisted

framework is able to deliver point clouds at a comparable high throughput meeting

various real-time requirements with an improved performance, compression ratio, and

energy efficiency, while maintaining a reasonable visual quality.

The rest of this paper is organized as follows: §2 introduces related work, §3

presents Banner media framework, §4 presents LensCap application development

framework, §5 describes our point cloud live-capture and streaming platform, and

§6 concludes this work.
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Chapter 2

RELATED WORK

Fine-grained control of visual data is always desired, but realizing it presents many

challenges. In this chapter, related work is discussed in detail from three aspects,

maintaining continuous mobile vision, protecting data privacy, and streaming dense

point clouds to mobile clients.

2.1 Continuous Mobile Vision

The limited energy (battery life) is always a problem for mobile devices. If vision

applications are kept working at a low energy efficiency, the uniqueness of mobility and

convenience brought by mobile devices will be impaired. Towards continuous mobile

vision applications, there are many different types of solutions. Hegarty et al. (2016)

introduced a flexible multi-rate image processing pipeline to improve vision tasks’

performance with three orders of magnitudes lower energy consumption. Hegarty

et al. (2014) introduced Darkroom to ease developers burden when they want to

utilize specialized image signal processors for higher energy efficiency. Roy et al.

(2011) introduced an energy-efficiency context recognition framework for multi-modal

sensing. Priyantha et al. (2011) proposed a dedicated low-level processing hardware

to reduce sensing power. Ben Abdesslem et al. (2009) presented Abdesslem as the

solution in a multi-sensory environment in which the sensing cost is reduced by using

cheaper sensors more often. Lin et al. (2012) presented Reflex to help developers

leverage low-power processors on mobile devices. Buckler et al. (2017) introduced

a reconfigurable software pipeline to replace image signal processing hardware to

reduce energy consumption. Chen et al. (2016) proposed Glimpse, which is an energy
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efficient continuous object detection system that is able to balance the accuracy and

energy tradeoff between local and offload computing. LiKamWa and Zhong (2015)

introduced Starfish to enable resource sharing among computer vision applications to

improve energy efficiency. LiKamWa et al. (2016) presented RedEye which aims at

shifting the early vision processing to analog domain to reduce image sensing power

consumption. Similar to those works, this work also aims at improving the runtime

energy efficiency of continuous mobile vision applications by tackling the root cause

of a long latency during resolution change in the operating system.

2.1.1 Dynamic Resolution-Based Tradeoffs

Resolution-based tradeoffs in task accuracy, processing latency, and energy effi-

ciency can be identified not only in 2D visual data, but also 3D point clouds. These

tradeoffs have been utilized in a variety of continuous mobile vision applications for

energy efficiency Likamwa et al. (2021); Priyantha et al. (2011); Chu et al. (2011);

Haris et al. (2018a); LiKamWa et al. (2013a). In 2D visual data, image downsam-

pling has been a long term choice (either by skipping or averaging surrounding pixels)

to reduce the data size for various purposes including more efficient computation.

System-wise, Kodukula et al. (2021) introduced Rhythmic Pixel Regions to encode

pixels coming out of the image sensor into regions represented by different resolutions

before they even reach the memory such that the memory footprint is reduced while

with the task accuracy maintained. In addition, Hu et al. (2018) demonstrated that

reconfiguring the sensor resolution physically is more energy efficient than downsam-

pling. However, unlike computational photography tasks such as HDR imaging which

can blend several frames captured with different sensor settings for improving image

quality, no frame-critical application is able to change resolution at runtime because

resolution change incurs long latency penalties in current operating systems. In 3D
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visual data, Riegler et al. (2016) proposed OctNet, which utilizes an unbalanced Oc-

tree structure to represent a region of points with different resolutions based on its

importance such that the overall orientation estimation accuracy in the point cloud-

based deep learning application can be improved. Wang et al. (2020) explored the

representation of LiDAR data in the context of object detection in which they al-

low fixed-size voxels to be reconfigured with different resolutions determined by their

neighbors. In this work, we also advocate that the resolution-based tradeoff is the

key enabler not only to improving energy efficiency in traditional AR applications,

but also to interactive use cases in 3D vision applications on mobile devices.

2.2 Protecting Data Privacy

Protecting data privacy on mobile devices is always a research problem. Data pri-

vacy is usually protected by controlling the input, monitoring the usage, and tracking

the output. For example, Arzt et al. (2014) presented FlowDroid, a static taint-

analysis system to address data leakage in malicious applications. FlowDroid can

model the complete lifecycle of an Android application and precisely monitor contexts,

flows, fields, and objects with affordable performance overhead through on-demand

alias analysis. Enck et al. (2010) introduced TaintDroid to taint, analyze, and track

user’s sensitive information at the granularity of variables, messages between applica-

tions, native methods, and files. TaintDroid is able to dynamically track those tainted

data and identify how they are impacting other data that might cause data leakage.

Wang et al. (2019) proposed LeakDoctor, a system that automatically detects privacy

disclosure and determines if those privacy disclosures are necessary for functionalities

of the app. However, these types of solutions discussed above can hardly be applied

to protect visual privacy because of the high cost (in terms of latency) of analyzing

visual data at runtime, which usually incurs a large throughput.

9



Protecting Visual Privacy

Many previous works attempt to protect visual privacy by controlling the input,

i.e., by depriving untrusted vision applications from accessing the whole camera

frame Roesner et al. (2014); Aditya et al. (2016); Olejnik et al. (2017). Jana et al.

(2013) introduced the Darkly system to address the threat of data over-collection and

aggregation in untrusted third-party vision applications. In Darkly, camera frames are

turned into opaque references and untrusted vision applications can only dereference

them through trusted library APIs. Similarly, the Oculus Quest camera system Face-

book (2021) directly prohibits apps from accessing the passthrough camera. Instead,

developers are only able to utilize camera poses, controller poses, and hand poses.

In Raval et al. (2014) and Raval et al. (2016), Raval et al. provided tools to give

AR users finer-granularity control over their camera frames. AR users are able to

define the part of camera frames that can be seen by untrusted vision applications.

These types of works are inflexible and insufficient to protect visual privacy in cloud-

based AR apps. Depriving vision applications from accessing the whole camera frame

might limit some vision apps that do require to work on objects and features of a

camera frame directly and render the results or restrict AR experiences because AR

applications need to provide the whole camera frame for virtual object overlay. Fur-

thermore, visual frames are still stored and managed within one application process,

which remain vulnerable to be collected through network access.

2.2.1 Isolation and Compartmentalization

Isolation and compartmentalization are adopted in both hardware and software

domains to separate the execution of untrusted code from trusted code Shekhar et al.

(2012); Zhang et al. (2013); Huang et al. (2017); Backes et al. (2015); Jensen et al.
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(2019); Hu et al. (2021a). Herbster et al. (2016) proposed Privacy Capsules which

targets on protecting the leakage of user information through untrusted third-party

applications. Privacy Capsules enforces applications to first execute in the unsealed

phase in which the application has no access to the sensitive input but full access to the

network resource, and then in the sealed phase in which the application gains access to

the sensitive input but losing the capability of network communications. Raval et al.

(2019) proposed to isolate plugins from the application as an individual app. It allows

users to mediate resource requests made by apps which further enables more flexible

authorizations to them. Dawoud and Bugiel (2019) in DroidCap also pointed out the

necessity of application compartmentalization to protect privacy. DroidCap, which

is a system that associates each IPC object with permissions for capability-based

access control, could be integrated with our work for capability-based access control

between split processes. Track and Kilpatrick (2003) introduced Privman as a C

library for partitioning applications in UNIX environment to ease developer’s burden

when developing partitioned applications. In Privman, developers need to separate

their applications into a privilege server process and a main application process, in

which the main application process only has limited privileges. Apart from software

solutions, Intel introduced Software Guard Extensions (SGX) Costan and Devadas

(2016) to allow users to define private regions of memory for secured execution, which

further inspired tons of security and privacy works Sanchez Vicarte et al. (2020);

Shen et al. (2020). The idea of isolation and compartmentalization presented in

those systems can largely be borrowed to protect visual privacy in cloud-based AR

applications. In particular, a solution needs to be developed to isolate potentially

malicious behavior from accessing visual data streams, without affecting the sensitive

user experience.
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2.3 Streaming Dense Point Clouds

Many previous works tried to stream dense point clouds at real-time. In general,

they can be categorized into two types: compression-based and study-based. Both

types of optimizations capture point clouds first and then perform operations on them

separately in an offline stage.

Compression-Based Optimization

In this category, many works represent the sparse 3D point clouds in tree structures to

enable real-time optimizations and efficient operations. Among them, Draco Google

(2021b) and PCL Rusu and Cousins (2011) are the two most popular libraries for

3D data processing. In Draco, 3D points are compressed using the KD-tree struc-

ture (lossless). Meanwhile, in PCL, points are compressed with the Octree struc-

ture (lossy). Both libraries can compress point clouds to be magnitudes lower for

optimization in storage and transmission. With the help from those libraries, Lee

et al. (2020) further introduced GROOT system to advance the conventional sequen-

tial Octree into a Parallel-Decodable tree. GROOT uses Octree breadth bytes and

depth bytes to independently encode each node in the last three depth layers, through

which the decoding latency can be drastically reduced. In Kammerl et al. (2012), on

top of spatial redundancy removed by utilizing Octree, Kammerl et al. proposed a

double-buffering encoding and decoding scheme to track the correspondence of points

in different point clouds such that temporal redundancy can also be removed for

realizing real-time point cloud compression on a PC.
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Study-Based Optimization

In this category, researchers perform studies on either the point cloud data itself or the

user’s behavior during point cloud visualization. Then, point clouds are captured and

stored in a local or remote server and then optimized and streamed to mobile users

guided by those study results, e.g., Qian et al. (2019). Qian et al. (2018) proposed

Flare to segment, fetch, and deliver 360°-video in tiles, based on the prediction of

user’s viewport trained on a large dataset. Similarly, Han et al. (2020) presented

ViVo to deliver high quality point cloud data to mobile client devices. ViVo predicts

user’s viewport and optimizes point cloud data based on viewport visibility, occlusion

visibility, and distance visibility such that the bandwidth for streaming point cloud

data is reduced with its visual quality preserved. He et al. (2018) introduced Rubiks

framework, which splits the volumetric video into high-low quality tiles based on

the probability of being viewed by users, such that even 8K video streams can be

streamed at real-time. Feng et al. (2020) proposed a framework to remove both

the temporal and spatial redundancy in streaming LiDAR point clouds, achieving a

higher compression rate and a lower computing complexity.

These two types of optimizations are not sufficient for three reasons. First, the high

latency incurred to compress and study point clouds is not viable for its live-capture,

streaming, and rendering on mobile client devices. The detachment of capture and

streaming degrades the user experience in a variety of interactive use cases. Second,

viewport prediction yields relatively low accuracy dealing with real-time data. The

user experience will again be degraded if wrong portion of the point cloud data is

captured, streamed, and rendered. Third, computing and storing large scale point

clouds is very challenging, especially when we continue to push the computing to the

edge or to the camera device itself. A layered storage solution needs to be developed
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to distribute computing to different components to increase the overall throughput

for an improved user experience.

2.3.1 Collaborative System

Other than these solutions discussed above, we can rely on edge or collaborative

systems to process heavy point clouds for real-time performance AlDuaij et al. (2019);

Zhu et al. (2020), as edge computing is becoming more popular and available. Qiu

et al. (2018) introduced AVR system for autonomous driving cars to share and work

on point clouds collaboratively at runtime such that the visibility of cars can be

drastically improved. Zhang et al. (2021b) introduced Elf, which is a system that

offloads smaller inference tasks in parallel across multiple edge servers such that the

system can operate on high resolution images. In recent years, the emergence of IoT

devices, as well as technologies such as AR/VR incurs huge data throughput which

further pushes the data and the computing boundary to the edge Liu and Gruteser

(2021); Jiang et al. (2021); Zhang et al. (2019, 2021a,c). Liu et al. (2019) presented a

framework which encodes higher interests RoIs with higher quality and streams and

infers on frame slices in parallel to reduce latency in offloading and improve detection

accuracy in edge assisted object detection use cases. Ben Ali et al. (2020) proposed

an edge-assisted SLAM system which decouples the mapping operation by utilizing

a layered map storage (global map on the edge and local map on the device) to

improve performance. He et al. (2021) introduced VI-Eye, an infrastructure-assisted

framework which efficiently extracts a small sets of saliency points from key semantic

objects to achieve real-time registration of two point clouds in autonomous driving.

We also advocate that edge computing will be the key enabler to future dense

point cloud-based interactive use cases on mobile devices since the uniqueness of edge

computing in providing faster responses, as well as layered storage and computing
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resources. However, solutions need to be developed to find a balance among streaming

latency, computing latency, throughput expectation, and interaction requirements,

with different types of data combined and distributed to be processed on different

network components.
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Chapter 3

SEAMLESS SENSOR RESOLUTION RECONFIGURATION FRAMEWORK

Mobile vision systems would benefit from the ability to situationally sacrifice image

resolution to save system energy when imaging detail is unnecessary. Unfortunately,

any change in sensor resolution leads to a substantial pause in frame delivery – as

much as 280 ms. Frame delivery is bottlenecked by a sequence of reconfiguration

procedures and memory management in current operating systems before it resumes

at the new resolution. This latency from reconfiguration impedes the adoption of

otherwise beneficial resolution-energy tradeoff mechanisms.

We propose Banner as a media framework that provides a rapid sensor resolution

reconfiguration service as a modification to common media frameworks, e.g., V4L2.

Banner completely eliminates the frame-to-frame reconfiguration latency (226 ms to

33 ms), i.e., removing the frame drop during sensor resolution reconfiguration. Ban-

ner also halves the end-to-end resolution reconfiguration latency (226 ms to 105 ms).

This enables a more than 49% reduction of system power consumption by allowing

continuous vision applications to reconfigure the sensor resolution to 480p compared

with downsampling 1080p↓480p, as measured in a cloud-based offloading workload

running on a Jetson TX2 board. As a result, Banner unlocks unprecedented capa-

bilities for mobile vision applications to dynamically reconfigure sensor resolutions to

balance the energy efficiency and task accuracy tradeoff.

3.1 Introduction

The high energy consumption of visual sensing continues to impede the future

of mobile vision in which devices will continuously compute visual information from
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Resolution Request Resolution Request

Frame-to-frame Latency

(a) In legacy systems, any change in

sensor resolution leads to a substantial

pause in frame delivery.

Resolution Request Resolution Request

(b) Banner completely removes frame-

to-frame latency for reconfiguring sen-

sor resolution.

Figure 3.1: Compared with current systems, Banner enables rapid and seamless sensor

resolution reconfiguration.

sensory data, e.g,. for visual personal assistants or for augmented reality (AR). While

vision algorithms continue to improve in task accuracy and speed, mobile and wear-

able vision systems fail to achieve sufficient battery life when vision tasks are contin-

uously running. Continuous video capture drains the battery of Google Glass in 30

minutes Berenbaum (2013).

It is well known that a common culprit is the energy-expensive traffic of image

data Kodukula et al. (2018); LiKamWa et al. (2013b). Transferring high resolutions

at high frame rates draws substantial power consumption from the analog-digital con-

version, the sensor interface transactions, and the memory usage. Simply capturing

1080p frames at 30 frames per second consumes more than 2.4 W of system power

measured on a Moto Z smartphone. However, capturing and displaying 480p frames

only consumes 1.3 W of system power.

Image resolution can create an interesting tradeoff for visual tasks: low resolu-

tion promotes low energy consumption, while high resolution promotes high imag-

ing fidelity for high visual task accuracy. For example, as we explore with our AR

marker-based pose estimation case study (§3.1.1), lower resolutions suffice when an

AR marker is close, but high resolutions are needed when the AR marker is far away
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or small. This tradeoff has been explored by several visual computing system works

including marker pose estimation, object detection, and face recognition Ha et al.

(2014); Hu et al. (2018); LiKamWa et al. (2013b); Haris et al. (2018b); Redmon and

Farhadi (2018); Lin et al. (2017); Zhang et al. (2018); Ruzicka and Franchetti (2018);

Buckler et al. (2018). We too advocate that mobile vision systems should be able

to benefit from the ability to situationally sacrifice image resolution to save system

energy when imaging detail is unnecessary.

Unfortunately, any change in sensor resolution leads to a substantial

pause in frame delivery. This is illustrated in Figure 3.1a. We measure that

reconfiguring sensor resolution in the Android OS prevents the application from re-

ceiving frames for about 267 ms, the equivalent of dropping 9 frames (working at

30 FPS) from vision processing pipelines Hu et al. (2018). Consequently, computer

vision applications don’t change resolutions at runtime, despite the significant energy

savings at lower resolutions. For example, Augmented Reality applications such as

“Augment” and “UnifiedAR” constantly work at 1080p, drawing 2.7 W of system

power.

Thus, in this paper, we target image sensor resolution reconfiguration latency as

a chief impediment of energy-efficient visual systems. Referring to Hu et al. (2018),

we break the resolution reconfiguration latency into two types of latency. End-to-

end reconfiguration latency is the time between an application’s request to change

resolution and the time the application receives a frame of the new resolution. Frame-

to-frame latency is the interval between two frames provided to the application in

which the latter frame is configured at the new resolution.

The problem of long resolution reconfiguration latency is common across all mo-

bile platforms, as we measured on different devices. In the Android OS, there is a

400 ms end-to-end reconfiguration latency Hu et al. (2018). In the Linux V4L2 media
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framework, we observe a 260 ms end-to-end reconfiguration latency. End-to-end re-

configuration latency in iOS also takes around 400 ms, as measured by timestamping

a simple video capturing application we built in Xcode Ibrahim (2019). Similarly,

end-to-end reconfiguration latency in Gstreamer with Nvidia Libargus occupies more

than 300 ms.

Almost all of the resolution reconfiguration latency originates from the operating

system; at the sensor level, hardware register values are effective by the next frame

ON Semiconductor (2017a,b); Apple (2018). We proposed several alternatives at

the Android framework and HAL level for discussion in our previous work Hu et al.

(2018). However, from deeper understanding of the Android OS, we find that the

problem stems from the lower level system, i.e., media frameworks in the kernel. The

underlying issue is that the kernel’s media frameworks require user space applications

to frequently invoke a sequence of expensive system calls in order to request a new

sensor resolution.

Our study of the media frameworks exposes several key insights. First, the current

streaming pipeline needs to be preserved during resolution reconfiguration. Frames

already captured at the previous resolution are useful and need to be read out. Second,

resolution change should also be immediately effective in the next capture. This

capture will be available after moving through the pipeline. Third, synchronizing

the resolution of frame buffers across the system stack is expensive and should be

avoided. As it stands, media frameworks require the application to initiate expensive

system calls to repeatedly allocate memory for the frame buffers.

To exploit these key insights, we design Banner: a system solution for rapid

sensor resolution reconfiguration. Banner revolves around two techniques. Parallel

reconfiguration maintains video capture streams and schedules sensor reconfiguration

in parallel while the application is processing the frame. Format-oblivious memory
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management removes repeated memory allocation from the reconfiguration proce-

dure, avoiding expensive system calls initiated by the application. Using these tech-

niques, Banner completely eliminates frame-to-frame latency, as illustrated in Fig-

ure 3.1b, allowing for seamless multi-resolution frame capture. Banner also achieves

the minimum possible end-to-end reconfiguration latency, fundamentally bounded by

the pipeline latency of frame readout (usually larger than two frames). In extreme

cases, if the application requests only one buffer to be allocated (not allowed for video

streaming) or if the system allows frames already captured to drop, the end-to-end

reconfiguration latency can further be reduced in Banner.

Because of the unavailability of open-source camera drivers and camera host

drivers for Android devices, our Banner prototype is implemented in the Linux ker-

nel. We evaluate Banner’s efficacy within the Linux V4L2 framework by running

three workloads on a Jetson TX2 board with the Ubuntu system, including display-

only, cloud-based offloading, and marker-based pose estimation. Our evaluation con-

firms that Banner completely eliminates frame-to-frame latency, even for workloads

operating at 30 FPS. Furthermore, Banner creates a 54% reduction in end-to-end

reconfiguration latency (from 226 ms to 105 ms).

The reduction in reconfiguration latency results in a 49% power consumption

reduction by reconfiguring the resolution from 1080p to 480p compared with com-

putationally downsampling 1080p↓480p, measured on a Jetson TX2 board. While

we implement and evaluate our design choices based on Linux V4L2, they can be

generalized to other media frameworks, such as Gstreamer (which can capture videos

from V4L2 devices), and Linux-based operating systems, including the Android OS.

Altogether, Banner will unlock new classes of vision algorithms that can balance the

resolution-based energy efficiency and accuracy tradeoffs to maximize performance in

a variety of continuous mobile vision tasks.
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Figure 3.2: In our marker-based pose estimation case study, task accuracy (translation

and rotation error) can be maintained and system energy consumption (energy per

frame) can be reduced by 70% if sensor resolution is reconfigured from 960p to 480p

when the distance between the marker and the camera is reduced from 35 cm to 20 cm.

3.1.1 Case Study for Resolution-Driven Tradeoffs

To motivate our work, we present a case study around a marker-based pose estima-

tion application running on a Moto Z mobile phone. Marker-based pose estimation

forms the foundation for many AR frameworks, including Vuforia Vuforia (2021),

ARCore Google (2021a), and ARKit Apple (2021) for image-based tracking. Our ex-

ploration of marker-based pose estimation allows us to analyze the resolution-based

energy and accuracy tradeoff in mobile vision tasks. The pose estimation application

uses an ORB feature detector, Flann-based matcher, and Perspective-n-Point algo-

rithm to detect keypoints in an image frame, match keypoints with model descriptors,

and estimate the position of the virtual camera against the physical environment re-

spectively on a frame-to-frame basis.

The energy efficiency is characterized by the power traces acquired from the Trepn

Profiler and the number of frames processed per second measured at different reso-
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lutions. To evaluate task accuracy, we use the MSE rotation and translation vector

errors compared with the “ground truth” acquired from the highest resolution. Prior

work Hu et al. (2018) has already demonstrated that based on the distance and view-

ing angle between the camera and the marker, sensor resolution needs to be actively

reconfigured to balance efficiency and performance. Similarly, results in Figure 3.2

show that, by reconfiguring the sensor from 960p to 480p while the sensor is approach-

ing the marker from 35 cm to 20 cm, the task accuracy can be maintained (Figure 3.2a

and 3.2b) and a 70% energy consumption reduction can be achieved (Figure 3.2c).

As an alternative to changing sensor resolution, the system can computationally

downsample the frames to reduce the computational workload of the vision algorithm.

However, results in Figure 3.2c show that, capturing at 480p costs almost 50% less

energy than computational downsampling 960p↓480p, not to mention the higher task

accuracy.

In conclusion, physically reconfiguring the sensor resolution is the most viable

way to balance the resolution-based energy efficiency and task accuracy tradeoff for

continuous mobile vision tasks. However, sensor resolution reconfiguration is limited

by a substantial latency.

3.2 Background

In this section, we elaborate on how user applications request different sensor

resolutions using the Video4Linux2 (V4L2) framework. The V4L2 framework provides

APIs for applications to manipulate cameras on Linux. V4L2 is commonly used by

almost all Ubuntu desktops and Android devices built upon the Linux system.

In V4L2, image sensor resolution reconfiguration follows a strict sequential pro-

cedure. This sequential procedure leads to a substantial amount of end-to-end and

frame-to-frame reconfiguration latency, which impedes the ability for applications
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to utilize resolution-based energy tradeoffs. Through this section, we explore the

V4L2 implementation on an NVIDIA Jetson TX2 board with an ON Semiconductor

AR0330 sensor.

V4L2 System Architecture

In the V4L2 framework, there are four main driver modules in the kernel that col-

laborate to provide camera services. The V4L2 driver is responsible for exposing

camera control operations to the user application, such as opening the V4L2 camera

or setting its exposure or brightness. The camera host driver, which implements

the V4L2 driver and V4L2 camera interfaces, is responsible for ensuring the proper

input and output format for frames flowing between the camera and the memory, as

well as starting and stopping the reception of camera frame data. The video buffer

driver, which is a helper to the V4L2 driver, is responsible for allocating and deallo-

cating buffers with proper sizes for corresponding resolution requests. The camera

driver, which communicates with the camera hardware, is responsible for setting up

the camera for the requested output.

Before the application can start streaming with the V4L2 camera devices, it needs

to request at least a pair of buffers to store and process the captured frames. The

buffer ownership transfer is realized by dequeuing buffers ioctl(VIDIOC DQBUF) and

queuing buffers ioctl(VIDIOC QBUF) between the application and the camera host

driver. The application dequeues a buffer when the capture is completed by the image

sensor. The application queues a buffer back for sensor capture after the processing on

it is done – the application relinquishes control of the buffer. Depending on the needs

of the imaging pipeline, the application can require more buffers, such that multiple

pipeline stages can simultaneously address buffers. All buffers ready for applications

to read are stored in the camera host driver. Typically, only one buffer is transferred
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to the application at a time.

3.2.1 Sequential Reconfiguration Process

Once the video stream has been started, V4L2 requires the application to recon-

figure sensor resolution in a sequence of steps. Notably, each subsequent step in the

sequence invokes a different subsystem, creating synchronization issues. We illustrate

this sequential procedure in Figure 3.4a and detail it here.

1. The application initializes a resolution request while the camera is capturing.

2. The application calls V4L2 ioctl(VIDIOC STREAMOFF), which is implemented

in the camera host driver and the camera driver to turn off current working

streams. This step takes around 75 ms.

3. The application calls munmap(), which is implemented in the video buffer driver

to deallocate the memory. This step takes less than 1 ms.

4. The application calls V4L2 ioctl(VIDIOC S FMT), which is implemented in the

camera host driver and the camera driver to set the sensor’s output format.

5. The application calls V4L2 ioctl(VIDIOC REQBUFS) and mmap(), which are

implemented in the video buffer driver to request, allocate, and map new sets

of buffers. Together with step 4, initializing the device takes around 31 ms.

6. The application finally calls V4L2 ioctl(VIDIOC STREAMON), which is imple-

mented in the camera host driver and the camera driver to set the input and

output format of the channel and then start the video stream. This step takes

around 72 ms.

7. The first frame at new resolution is returned after a pipeline latency, typically

several frame times later, depending on the pipeline depth.

24



Reconfiguration operation Average execution time

Stop streaming 75 ms

Initialize device 31 ms

Start streaming 72 ms

Table 3.1: Expensive operations and their average cost in current sensor resolution

reconfiguration procedure measured on the TX2/AR0330 setup.

Table 3.1 shows the latency costs of several expensive operations in the sensor

resolution reconfiguration procedure measured on the TX2/AR0330 setup.

3.2.2 Resolution Synchronization Creates Latency

Throughout the reconfiguration process, there are several strict resolution syn-

chronizations among the camera host driver, the video buffer driver, and the camera

driver, each of which introduces a substantial reconfiguration latency.

First, resolution synchronization between the video buffer driver and the camera

driver is established by requesting buffer size based on specific sensor format. This

synchronization ensures that there will be enough frame buffer space to hold complete

frames. If the syscall ioctl(VIDIOC S FMT) is called to set the sensor resolution,

ioctl(VIDIOC REQBUFS) and mmap() also need to be called for a new set of buffers.

Second, resolution synchronization between camera host driver and camera driver

is established by updating the camera driver host state based on the camera’s format.

If ioctl(VIDIOC S FMT) is called to set the sensor resolution, the input state of

camera host driver also needs to be reconfigured. This synchronization ensures that

the video input module on board has the proper format to receive frames flowing

from the camera.

Third, the previous two synchronizations force a resolution synchronization be-

tween the camera host driver and video buffer driver. That is, if the system requires a
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new set of buffers, the output state of camera host driver also needs to be reconfigured.

By synchronizing resolution among these drivers, the camera service ensures cor-

rect capture, delivery, and render of image frames. But this strong resolution cou-

pling among drivers creates bottlenecks; if an application requests a new resolution,

the whole configuration procedure described above in §3.2.1 will be invoked, creating

a substantial latency.

3.2.3 Reconfiguration Latency Drops Frames

As shown in Figure 3.7, the overall end-to-end reconfiguration and the frame-to-

frame latency are both about 230 ms in the legacy V4L2 framework, as we measured

on the TX2/AR0330 system. For a camera running at 30 FPS, a 230 ms frame-to-

frame reconfiguration latency is equivalent to the system dropping 8 camera frames.

In addition, the legacy V4L2 framework abandons all captured frames that are stored

in buffers once the application requests a new sensor resolution. Thus, depending

on how many buffers are requested by the application (N), the number of frames

dropped could be N + 8. The number of requested buffers (N) must be larger than

2 (typically 3 or 4) The kernel development community (2019).

We see resolution reconfiguration latency manifested on all devices we tested.

We measure that end-to-end resolution reconfiguration latency in Android and iOS

devices both consume about 400 ms. A fast sensor resolution reconfiguration solution

needs to be introduced to media frameworks so that frame-critical computer vision

applications on top of them can frequently reconfigure the sensor resolution to improve

energy efficiency.
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Figure 3.3: Banner helps the application reduce the number of required system

calls to reconfigure sensor resolution to one ioctl(VIDIOC RECONFIGURE) call, in-

stead of multiple systems calls: mmap(), munmap(), ioctl(VIDIOC STREAMON), and

ioctl(VIDIOC STREAMOFF).

3.2.4 Design Guidelines

We declare the following insights for inspiring the design of a rapid and seamless

sensor resolution reconfiguration system:

(i) Preserve the pipeline of existing frames. Frames already captured and stored in

the pipeline are still meaningful. The legacy V4L2 framework abandons those frames

to fulfill the new resolution request immediately. On the contrary, the Android OS

will issue the new resolution request only after pipelined frames are processed and

delivered properly. For some visual tasks – including marker-based pose estimation –

every frame is critical to task performance because of the potential negative influence

on task accuracy and user experience. The sensory data should be continuous, i.e.,

frame drop is unacceptable. The system should find a way to maintain current streams

while reconfiguring the sensor for new resolution.

(ii) Resolution change should be immediately effective in the next capture. Sen-

sor register changes can be effective in the next capture, as is done for setting up

different exposure time for consecutive capture requests in HDR mode Apple (2018).
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Similarly, the system should reconfigure related sensor registers immediately and

asynchronously once there is a new resolution request. This would allow applications

to expect and utilize the prompt resolution change.

(iii) Minimize synchronization across the video system stack, while ensuring cor-

rect sensory data. Resolution synchronizations among different driver modules lead

to repeated sequential reconfiguration every time there is a new resolution request

which causes huge amount of latency. In addition, resolution synchronizations trigger

some expensive and redundant system calls initiated by the application, including

mmap(). As long as the application knows the resolution of the frames it is processing

and the sensor knows the resolution for each frame it is capturing, the data will be

correctly delivered and interpreted. We argue that buffer size synchronization be-

tween the sensor and the application is unnecessary. Memory management can be

oblivious to format.

3.3 Design of Banner

Built on these derived design guidelines, we design Banner to address the res-

olution reconfiguration latency problem in the legacy V4L2 framework. Banner is

a fast sensor resolution reconfiguration framework that can provide frames contin-

uously, even between two frames at different resolutions. While we design Banner

to inter-operate with the V4L2 framework, the underlying concepts are generic to all

media frameworks. Compared to resolution reconfiguration in today’s system, Banner

halves the end-to-end reconfiguration latency and completely removes the frame-to-

frame reconfiguration latency, i.e., no frame drops. As a result, Banner unlocks a

variety of continuous mobile vision applications to control their image sensors for de-

sired resolutions. This allows new potential to balance energy efficiency and accuracy

tradeoffs.
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Figure 3.4: In Banner, most of the sequential procedures are avoided for reconfiguring

sensor resolution. (i) Banner avoids repeated memory allocation; (ii) Banner sets

sensor format in parallel with user application.

In particular, Banner employs two key techniques: parallel reconfiguration and

format-oblivious memory management. Parallel reconfiguration aims at reconfigur-

ing the sensor while the application is processing frames for the previous resolution

such that the reconfiguration latency is hidden. Format-oblivious memory manage-

ment aims at maintaining a single set of frame buffers – regardless of resolution – to

eliminate repeated invocation of expensive memory allocation system calls.
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System Overview

Banner is a media framework that allows applications to request sensor resolution

reconfiguration with seamless frame delivery. It exposes a system call to the applica-

tion and resides in the kernel as a camera host driver to interact with the video buffer

driver and the camera driver, as shown in Figure 3.3. Banner minimizes the required

number of system calls for vision applications to reconfigure the sensor resolution.

Figure 3.4b depicts the rapid sensor resolution reconfiguration procedure in our

proposed Banner framework. When starting the stream, the system sets up the

sensor, the sensor host, and the buffer with the highest supported resolution in a

sequential procedure, as it does with the V4L2 framework. However, after the appli-

cation requests a new resolution, Banner will not go through all steps in the sequential

procedure again. Instead, Banner maintains the stream without reallocating buffers

and then asynchronously reconfigures the sensor in parallel through only one ioctl

call from the application. Frames at new resolution will be returned after reading

out N frames (determined by the number of buffers requested) already captured with

previous resolution. Resolution reconfiguration in Banner is rapid and continuous,

i.e., without any frame drop. The procedure for stopping the capture and closing the

camera follows the same sequential procedure in V4L2 framework.

3.3.1 Parallel Reconfiguration

As we discussed in §3.2, resolution reconfiguration in the current V4L2 frame-

work follows a strict sequential procedure. This sequential reconfiguration procedure

introduces both a substantial end-to-end reconfiguration latency and a substantial

frame-to-frame reconfiguration latency. In Banner, sensor resolution reconfiguration

is completed in parallel while the application is processing frames. By doing so, the

30



Capture Frame

User
Thread

Banner 
Reconfiguration 

Thread

Capture 
Thread

Resolution Request

qbuf

Process Frame

Capture Frame

Execute sensor 
reconfiguration 

Process Frame

Capture Frame

Process Frame

𝑇"#$%&'() 𝑇"#$%&'()

𝑇*+,-%$𝑇.+,-%$ 𝑇*+,-%$

𝑇/(0$+&% 𝑇/(0$+&% 𝑇/(0$+&%

𝑇"#$%&'()

dqbuf dqbufqbuf qbuf dqbuf

Figure 3.5: Banner reconfigures sensor resolution in parallel with application pro-

cessing frames in the reconfiguration timing budget (a function of frame interval and

capture time) such that reconfiguration latency can be hidden.

frame-to-frame resolution reconfiguration latency is fully hidden.

To achieve this, the parallel reconfiguration module is designed based on three

considerations. First, the sensor is not always busy; there is an idle time between

captures. Second, the reconfiguration thread cannot be interrupted, otherwise the

end-to-end latency will be increased. Dequeuing a buffer signals that a capture is

complete and queuing a buffer signals the next capture. The system should identify

the right time to reconfigure sensor. Third, reconfiguration itself takes time, due to

camera driver implementations and camera hardware limitations.

To resolve these considerations, thread-level concurrency can address the first and

second considerations, while a reconfiguration timing budget can address the second

and third considerations. Altogether, Banner can schedule the right time to reconfig-

ure the sensor and trigger the next capture. The parallel reconfiguration strategy is

illustrated in Figure 3.5.

31



Thread-Level Concurrency

The crux of the parallel reconfiguration is to utilize thread-level concurrency to re-

configure sensor resolution. In the current V4L2 framework, in addition to a main

thread, there is a capture thread responsible for capturing frames. This capture thread

is frozen until it is woken up by the application queuing a buffer for frame capture.

The capture thread and the main application thread process in parallel. Although

the sensor is busy capturing frames when the capture thread is awake, it is free for

reconfiguration while the capture thread is frozen. For Banner, we design a recon-

figuration thread that can work in parallel with the application thread. This thread

processes reconfiguration requests while the application processes frames and the cap-

ture thread is frozen. We choose to create a reconfiguration thread, considering the

latency penalty incurred by waking up the capture thread. Reconfiguration thread

and the main thread are joined before they wake up the capture thread for the next

capture. Banner uses atomic read/write to ensure thread safety.

Reconfiguration Timing Budget

The Banner reconfiguration thread cannot reconfigure the sensor when the capture

thread is active. Therefore, a resolution reconfiguration timing budget needs to be de-

fined for the reconfiguration thread to work with. We define resolution reconfiguration

timing budget Tbudget in Equation 3.1 as a function of frame interval Tinterval and cap-

ture time Tcapture. Tinterval – the interval between consecutive frame captures – is de-

fined by the application as the interval between two consecutive ioctl(VIDIOC QBUF)

calls from the application. Tinterval is typically held stable to ensure good user experi-

ence. Tcapture varies from frame to frame, influenced by the capture parameters such

as the exposure time and resolution. Tbudget is equal to frame interval Tinterval minus
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the required capture time Tcapture, i.e.,

Tbudget = Tinterval − Tcapture (3.1)

It is important to ensure that sensor resolution reconfiguration is finished in the

reconfiguration timing budget such that the reconfiguration thread is not interrupted

by the wake up of the capture thread. Otherwise, capture at the new resolution will

be delayed by another capture with the old resolution, which causes both end-to-end

and frame-to-frame reconfiguration latency to be unpredictable.

In our implementation, we have observed that the reconfiguration timing budget is

long enough that the reconfiguration latency can be completely hidden by the main

application thread. That is, the frame-to-frame latency is eliminated. Seen from

the application side, the frame rate is stable in Banner even between two frames at

different resolutions. Based on our evaluation, we can maintain more than 30 FPS

for an offloading application with only 10 ms reconfiguration timing budget. We note

that different image sensors may require different amount of time to reconfigure the

resolution.

That being said, theoretically, if an application operates at an unstably fast frame

rate, then Banner could potentially delay the delivery of the frame after the resolution

request. For example, this would be the case if the application performs a memcpy

of the frame to a memory location and immediately queues the buffer for a next

capture. Still, in this case, Banner would improve the reconfiguration latency over

the legacy V4L2 framework, which would delay frame delivery while executing the

full reconfiguration procedure – complete with memory allocation.
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3.3.2 Format-Oblivious Memory Management

As explained in §3.2, the legacy V4L2 framework synchronizes frame buffer reso-

lutions across all of its modules. Buffers are requested and mapped for a determined

resolution before the camera can even start capturing. If the application requests

another sensor resolution, the legacy V4L2 framework stops current streams, releases

previous frame buffers, and allocates a fresh set of buffers. Thus, synchronizing the

format can be very expensive for the resolution reconfiguration procedure.

We propose a format-oblivious memory management that removes resolution syn-

chronization in the resolution reconfiguration procedure. Format-oblivious memory

management reuses previously allocated buffers to store frames with different for-

mats, as shown in Figure 3.6. This technique reduces the end-to-end reconfiguration

latency and frame-to-frame reconfiguration latency by avoiding unnecessary system

calls.

One-Time Buffer Allocation

Instead of allocating frame buffers every time the application requests a new reso-

lution, format-oblivious memory management only allocates buffers once when ini-

tializing the camera. To support all formats, the system can allocate for the highest

supported resolution by the camera for reuse for any resolution.

Reusing buffers brings several benefits. First, repeated memory deallocation

and allocation (ioctl(VIDIOC REQBUFS) and mmap()) for different sensor resolutions

are now completely avoided. The system call mmap() is very time consuming as

we discussed in §3.2. Second, current video streams are not discarded. The sys-

tem calls for turning on and off the video streams – ioctl(VIDIOC STREAMON) and

ioctl(VIDIOC STREAMOFF) respectively – are avoided. Both of them consume tens
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of milliseconds. Third, since there is only one format at the receiving end, the system

doesn’t need to set the output state of camera host driver for reconfiguration.

Format-Oblivious Frame Delivery

Format-oblivious memory management delivers the frame to the application not based

on the payload calculated by the sensor format, but based on how many bytes are

used. When the application requests another resolution, Banner passes the format

information to the camera driver and the camera host driver appropriately. As the

system needs to maintain the current pipeline of frames, there will be a resolution

discrepancy among the frames already captured and the frames to be captured in the

new configuration.

Banner solves this problem easily by delivering the frames according to how many

bytes are used. Banner and the frame itself will provide enough format information

for the application to interpret frames. We argue that as long as the application and

sensor know the format at the appropriate times, the frame can be correctly captured,

delivered, and interpreted.

Format-oblivious memory management can be realized without any modification

to the video buffer driver. The only potential limitation of this approach is that

it allocates more memory than needed for low resolution configurations. For exam-

ple, when configured for 480p resolutions, the frame buffer will occupy the memory

footprint of a 1080p frame buffer (6 MB for 3 frames). However, on modern mobile

systems, we do not foresee this as particularly problematic; most modern phones have

at least 1 GB of RAM. More importantly, the additional buffer allocation does not

increase system power, as DDR power consumption is governed by data rate, not

allocation. We confirm this in our evaluation.
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Figure 3.6: After a resolution request, format-oblivious memory management in Ban-

ner reuses buffers previously allocated and stores newly configured frames, despite

potential format mismatch.

3.4 Implementation of Banner

Our Banner prototype is built by modifying the V4L2 media framework in the

upstream Nvidia Tegra TX2 Linux kernel 4.4, L4T 28.2.1. In this implementation,

the application reconfigures sensor resolution rapidly through only one

ioctl system call.

3.4.1 Parallel Reconfiguration

The goal of Banner’s reconfiguration policy is to utilize idle time in kernel space

to change the format of an image sensor. After capturing and processing a frame, the

kernel camera host driver returns to an idle state until the next capture. Knowing

that the kernel is idle, Banner can use this time to send commands that change the

sensor’s format and perform any state changing on the camera host driver side. This

sufficiently performs the operations of reconfiguring the sensor resolution. Resolution

reconfiguration is initialized by an ioctl(VIDIOC RECONFIGURE) call, from the ap-

plication which will set a sensor resolution format that is passed from user space to

the camera host driver object. This system call will then immediately spawn a kernel

thread to perform the reconfigure operation. We spawn a single thread to perform
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our reconfiguration as the overhead of spawning multiple times for more parallelism

made reconfiguration slower overall. Setting camera host driver states is an imme-

diate operation. The only part of the reconfiguration process that takes significant

time is configuring the camera hardware.

Configure Sensor Device

The sensor configuration call changes the state of the camera device. The camera

driver module then controls the image sensor directly by making I2C or other bus

calls. The time that configuring the sensor takes will vary from sensor to sensor as

each sensor will have a different protocol for setting sensor format.

Update Camera Host Driver State

Updating the camera host driver’s state will prepare it to capture frames at a new

resolution. The camera host driver state must be updated immediately after the sen-

sor is reconfigured, as the next captured frame will be at the sensor’s new resolution.

If it is not done, the next frame will be returned with the old resolution and be inter-

preted improperly at the application level. The next ioctl(VIDIOC QBUF) operation

will use the settings set here to capture a frame. This will also set the input for the

frame size of buffers as well as the values required to calculate the size of buffer, so

that the application knows how many bytes to read for the frame.

3.4.2 Format-Oblivious Memory Management

An important optimization in Banner is to reuse memory buffers, as making

mmap() and munmap() calls can take tens of milliseconds based on the frame size.

When initializing the device, after calling ioctl(VIDIOC REQBUFS), the buffers re-

turned should be allocated to the maximum size that will be used by the application.
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While reusing the buffers does consume extra memory when the frame size is smaller

than maximum, it allows Banner to save reconfiguration latency; the mmap() and

munmap() process does not need to be repeated.

mmap() allocates shared memory between the camera device and the application

level. Shared memory allows the camera device driver to write frames into the buffer

and the application to read from the same address in memory. The shared memory

will contain information about the bytes used inside of the buffer, the state (if the

buffer is ready to be read from the application level), and the raw frame data. The

user application will use the buffer state to know the length of bytes to read out into

its own buffer.

3.4.3 User Application Library

Banner exposes the sensor resolution reconfiguration API to the user application

as a V4L2 system call. User applications can call the Banner API, just as they use

V4L2 to start video streaming. We use the V4L2 capture example provided in The

kernel development community (2021) as a code base for our testing. The example

code opens the camera device and initializes all memory needed for capture per the

V4L2 specification. The example code then starts a capture loop that will run until a

frame count has passed. This capture loop uses the select system call to wait until

the video buffer driver signals that the buffers are ready for reading. The application

takes ownership of the buffer by calling ioctl(VIDIOC DQBUF) and then copies the

shared memory to an application buffer before returning it with ioctl(VIDIOC QBUF).

Our modifications to the example code were minimal.

1. When the application initializes the camera, it counts the number of frame

buffers allocated. This count is saved for future reference, as it is equal to the

number of frames in any given pipeline.
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2. Immediately after a select, on any frame, the application can reconfigure sen-

sor resolution by calling ioctl(VIDIOC RECONFIGURE).

3. After a reconfiguration call, the application starts counting frames returned in

the main-loop until the captured frames at previous resolution are read out; at

this point, the application’s resolution is reconfigured to the new resolution.

4. From this frame onward the frames returned by the driver will be the new

resolution.

OpenCV Hook

When working with Banner in OpenCV, we take our raw frames from the V4L2

capture. OpenCV requires frames to be in BGR format, but the V4L2 camera returns

UYVY. To convert frames into a format that OpenCV can manipulate, we use a

modified CUDA function from Nvidia. The function originally converted YUYV to

RGB, but we manipulated it to convert UYVY to BGR by reordering the image

input and output planes Once we have our BGR frame, it is a 1 dimensional array

and still not in a form for OpenCV to work with. To fix this we call the constructor

for Mat, OpenCV’s basic object for handling images. We take care to use the correct

parameters for resolution, pixel size, plane count, and our frame data. From there,

we can use any OpenCV function to operate on the image, such as resize, imshow,

and BFMatcher.

3.5 Evaluation

We evaluate Banner within the V4L2 framework on an Nvidia Jetson TX2 board

with an ON Semiconductor AR0330 sensor. This Jetson TX2 board has a Quad ARM

A57 processor. It is one of the most popular embedded computing devices.
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The evaluation answers three questions: (i) How much reconfiguration latency did

Banner reduce when reconfiguring sensor resolution? (ii) How much power efficiency

can be gained by reconfiguring sensor resolution dynamically and rapidly with Ban-

ner? (iii) What does fast sensor resolution reconfiguration mean to computer vision

applications?

3.5.1 Evaluation Methodology

Workloads

To evaluate and validate the effectiveness of Banner for reconfiguring sensor resolution

in a variety of vision tasks, we choose three applications integrated with OpenCV. The

first application only displays frames at 25 FPS. This application gives us preliminary

results of the effectiveness of Banner. The second application offloads frames to a

desktop server through a direct connection at 15 FPS. This application demonstrates

Banner’s usage in cloud-based vision applications. The third application implements

the same marker-based pose estimation as we described in §3.1.1, running at 15 FPS.

It verifies that Banner is effective for our target application (Augmented Reality).

All three applications cycle through a set of supported resolutions: 1920x1080,

1280x720, and 640x480. To compare Banner reconfiguration against computational

downsampling, we use OpenCV resize() function to downscale 1080p frames to 480p

(represented as 1080p↓480p). The frame rate is set to be constant across different

resolutions in all applications, bounded by the frame rate in the highest resolution,

with the help from dynamic CPU and GPU clock scaling.

We measure latency and power. As we defined in §3.1, resolution reconfiguration

latency includes end-to-end reconfiguration latency which describes how long it takes

for the application to receive the first new frame after a resolution is requested,
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Figure 3.7: Banner reduces end-to-end (E2E) resolution reconfiguration latency and

removes frame-to-frame (F2F) latency in all three workloads comparing with legacy

in V4L2 framework.

and frame-to-frame latency which indicates the interval during which an application

receiving no frames after a resolution is requested. Both latencies are measured by

retrieving system timestamps at the application level. In each application, they are

measured and averaged across 99 samples, i.e., 99 resolution reconfigurations. Power

consumption is monitored by retrieving the power rail system files on the Jetson

TX2 board. These files include SYS SoC which monitors the power consumption

of the main Tegra core, SYS DDR which monitors the power consumption of the

LPDDR4, SYS CPU which monitors the power consumption of the ARM processor,

and SYS GPU which monitors the power consumption of the Pascal GPU. Power rail

system files are written automatically by the system at 400 KHz. In our evaluation, we

measured the power after the application ran at a steady state, in order to minimize

the variance. In each measurement, we acquired and averaged 600 readings for each

power rail system file.
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3.5.2 Resolution Reconfiguration Latency Reduction

With parallel reconfiguration and format-oblivious memory management, Banner

completely eliminates the frame-to-frame latency in all three workloads

and is able to halve the end-to-end reconfiguration latency, as shown in

Figure 3.7.

In the display workload (at 25 FPS), the average end-to-end reconfiguration la-

tency is reduced by 47% (from 222 ms to 117 ms) and the average frame-to-frame

latency is reduced by 82% (from 222 ms to 41 ms). In the slower offloading work-

load (at 15 FPS), the average end-to-end reconfiguration latency is reduced by 9%

(from 226 ms to 205 ms) and the average frame-to-frame latency is reduced by 70%

(from 226 ms to 67 ms). In the pose estimation workload (at 15 FPS), the average

end-to-end reconfiguration latency is reduced by 10% (from 225 ms to 203 ms) and

the average frame-to-frame latency is reduced by 70% (from 225 ms to 67 ms). In

addition, in the faster offloading sub-workload (at 30 FPS), the average end-to-end

reconfiguration latency is reduced by 54% (from 226 ms to 105 ms) and the average

frame-to-frame latency is reduced by 85% (from 226 ms to 34 ms).

We have several observations from these results. First, end-to-end reconfiguration

latency and frame-to-frame latency are equivalent in the legacy V4L2 framework.

This is because the frames stored in the capture queue are abandoned once there is a

new resolution request. If those frames need to be read out and processed before the

start of resolution reconfiguration – as they are in the Android OS Hu et al. (2018) –

the end-to-end reconfiguration latency can be even larger.

Second, the average end-to-end reconfiguration latency and frame-to-frame the

latency in legacy V4L2 framework are stable across all three workloads because they

all go through the same procedure, though they still have larger standard deviation
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compared to Banner.

Third, end-to-end reconfiguration latency and frame-to-frame latency are pre-

dictable in Banner because they depend on the frame rate. In Banner, the first frame

at new resolution will be received after N frame intervals, where N is the number of

frames already captured and stored in the buffer queue for the previous resolution.

In our case, there are three buffers (N) requested and thus, three captures are stored

in the buffer queue whenever a new resolution is requested by the application. There-

fore, the end-to-end reconfiguration latency in Banner is around three frame intervals.

These intervals cause the end-to-end reconfiguration latency to be around 120 ms in

Display@25FPS and 200 ms in Pose@15FPS, as shown in Figure 3.7. Frame-to-frame

latency in Banner is equal to the inverse of the processing frame rate. The application

will receive continuous frames at the same frame rate without noticing the resolution

reconfiguration procedure. In other words, Banner eliminates frame drops.

3.5.3 Power Efficiency Improvement

Table 3.2 demonstrates that rapid sensor resolution reconfiguration with

Banner enables a substantial power efficiency improvement. We note the

following observations.

First, the resolution-based power efficiency improvement is generic to vision tasks

and components across the system (e.g., SoC, DDR, CPU, GPU). In all three evalu-

ated workloads, the choice of sensor resolution influences the power consumption of

all stages in the image processing pipeline, including data movement, storage, and

processing. The results in Table 3.2 show that SoC, GPU, DDR, and CPU all benefit

from processing lower resolution frames in terms of power savings.

Second, the power efficiency improvement is substantial as the sensor resolution

drops. In legacy V4L2, the combined power consumption is reduced by 62%, 60%,
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Workload Resolution@FPS
Legacy V4L2/Banner

SoC GPU DDR CPU Total

Display-only

1920x1080@25 1149/1149 910/918 1869/1836 2460/2190 6388/6096

1280x720@25 1073/1073 611/559 1727/1704 1076/1100 4487/4436

640x480@25 617/669 306/306 826/860 691/681 2440/2516

1080p↓480p@25 1078/N/A 613/N/A 1690/N/A 1035/N/A 4416/N/A

Offloading

1920x1080@15 1073/1146 536/544 1629/1638 1967/2027 5205/5355

1280x720@15 688/700 230/230 863/856 617/630 2398/2416

640x480@15 617/630 230/230 702/687 540/554 2089/2101

1080p↓480p@15 1073/N/A 382/N/A 1606/N/A 1032/N/A 4093/N/A

Pose estimation

1920x1080@15 1281/1149 1701/1448 1940/1875 2524/2527 7446/6999

1280x720@15 1230/1225 1058/987 1814/1795 1271/1203 5373/5210

640x480@15 1210/1150 589/540 1635/1637 928/916 4362/4243

1080p↓480p@15 1227/N/A 850/N/A 1727/N/A 1260/N/A 5064/N/A

Table 3.2: Total system power consumption (mW) is reduced by 62%, 60%, and

42% as sensor resolution is reduced from 1080p (1920x1080 in legacy V4L2 ) to 480p

(640x480 in legacy V4L2), in each workload accordingly. In addition, physically

reconfiguring sensor resolution to 480p (640x480 in Banner) consumes 43%, 49%,

and 16% less total system power than downsampling 1080p to 480p (1080p↓480p in

legacy V4L2), in each workload accordingly.

and 42% as sensor resolution is reduced from 1080p to 480p in display, offload, and

pose estimation workloads respectively. Thus, the power efficiency of a mobile vision

task can be significantly improved if the system allows dynamic sensor reconfiguration

when it can sacrifice resolution.

Third, reconfiguring sensor resolution physically is much more power efficient than

other alternatives, i.e., computational downsampling. 1080p↓480p@FPS in Table 3.2

shows the power consumption of downsampling 1080p frames to 480p in the legacy

V4L2 framework. Comparing with reconfiguring sensor resolution physically to 480p

in Banner, downsampling consumes 43%, 49%, and 16% more power in display, of-
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fload, and pose estimation accordingly.

Effectiveness of Dynamic Reconfiguration

To demonstrate the power efficiency improvement brought by Banner for reconfig-

uring sensor resolution dynamically, we conduct a simple experiment in which the

sensor resolution cycles through 1080p, 720p, and 480p every 10 frames (a randomly

chosen number) in a total of 1000 frames. This results in 99 resolution reconfigu-

rations. We run this pattern with our CPU-based cloud-based offloading workload

working at 30 FPS. The results in Table 3.3 show that even in legacy V4L2 frame-

work, reconfiguring sensor resolution dynamically (99x-reconf.-V4L2) can reduce 20%

of the combined system power consumption comparing with constantly working at

1080p – notably, there are substantial frame drops with each reconfiguration in the

legacy V4L2 system.

Meanwhile, reconfiguring sensor resolution with Banner (99x-reconf.-Banner) can

further reduce total power consumption by 9% and without the frame drop penalty,

compared with 99x-reconf.-V4L2. These power savings come from the use of fewer

operations to reconfigure the sensor format and no repeated memory allocation in

Banner. The power consumption of 99x-reconf.-Banner is roughly about the same as

constantly working at 480p.

Power Overhead of Banner

As shown in Table 3.2, comparing between Banner and legacy V4L2 framework, there

is no obvious power overhead. Specifically, Banner does not consume more DDR

power despite its allocation of more memory than the active resolution requires. This

is because DDR power consumption is based on data rate, not buffer size Micron

Technology (2019).
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Resolution-Framework SoC GPU DDR CPU Total

1920x1080-V4L2 803 230 951 879 2863

1280x720-V4L2 637 230 686 693 2246

640x480-V4L2 612 230 618 613 2073

99x-reconf.-V4L2 659 230 719 691 2299

99x-reconf.-Banner 620 230 644 600 2094

Table 3.3: Reconfiguring sensor resolution dynamically (99x-reconf.-Banner) can re-

duce 27% of the combined system power consumption (mW) comparing with con-

stantly working at 1080p (1920x1080-V4L2), measured with our CPU-based cloud-

based offloading workload working at 30 FPS.

3.5.4 Implications

Banner enables rapid sensor resolution reconfiguration. This unlocks a more

than 49% system power consumption reduction by reconfiguring the image sensor

resolution from 1080p to 480p comparing with computationally downsampling to

1080p↓480p. As we mentioned in our motivation, in a variety of vision tasks, the im-

age resolution needs to be configured dynamically to adapt to environmental changes

in order to maximize the power efficiency. For example, the required sensor resolution

can be determined dynamically based on the continuously changing distance between

the image sensor and the marker in a marker-based pose estimation application. Our

evaluation in the marker-based pose estimation application on the Jetson/AR0330

system reveals that the estimated pose accuracy can be maintained (±0.1 cm MSE

translation vector error) even if the image resolution is reconfigured from 1080p to

720p and then to 480p as the distance between the image sensor and the marker is

reduced from 40 cm to 20 cm. This results in a 28% power consumption reduction

between 1080p and 720p and a 42% power consumption reduction between 1080p and

480p.
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Chapter 4

SPLIT-PROCESS APPLICATION DEVELOPMENT FRAMEWORK

Augmented Reality (AR) enables smartphone users to interact with virtual content

spatially overlaid on a continuously captured physical world. Under the current per-

mission enforcement model in popular operating systems, AR apps are given Internet

permission at installation time, and request camera permission and external stor-

age write permission at runtime through a user’s approval. With these permissions

granted, any Internet-enabled AR app could silently collect camera frames and de-

rived visual information for malicious intent without a user’s awareness. This raises

serious concerns about the disclosure of private user data in their living environments.

To give users more control over application usage of their camera frames and

the information derived from them, we introduce LensCap, a split-process app de-

sign framework, in which the app is split into a camera-handling visual process and

a connectivity-handling network process. At runtime, LensCap manages secured

communications between split processes, enacting fine-grained data usage monitor-

ing. LensCap also allows both processes to present interactive user interfaces. With

LensCap, users can decide what forms of visual data can be transmitted to the net-

work, while still allowing visual data to be used for AR purposes on device. We

prototype LensCap as an Android library and demonstrate its usability as a plugin in

Unreal Engine. Performance evaluation results on five AR apps confirm that visual

privacy can be preserved with an insignificant latency penalty (< 1.3 ms) at 60 FPS.

47



4.1 Introduction

Augmented Reality (AR) provides a unique interactive experience of virtual ob-

jects overlaying on top of the real-world environment enhanced by continuous captur-

ing, processing, and rendering of visual data through a mobile device. The develop-

ment of mobile devices and AR frameworks have enabled applications of AR in many

fields, including education, entertainment, medicine, navigation, shopping, etc., and

the future of AR market is expected to continue its rapid growth FACEBOOK (2021);

Ashe (2017); Hu et al. (2018); Shaikh et al. (2019); Hu et al. (2019); Paine (2020).

Unfortunately, running AR apps on today’s mobile devices poses serious privacy

concerns, potentially revealing private user information in a user’s visual environment

to third party entities without the user’s knowledge. Under the current permission

enforcement model, an AR app is given Internet permission at installation time and

granted camera permission and external storage write permission at runtime by users.

Developers are required to prompt users with contextual information about why cer-

tain permissions are required, but such permissions are seemingly justified for proper

AR operation; camera frames are necessary to visually integrate virtual content with

a user’s physical environment and Internet connectivity is needed for cloud-powered

services or multiplayer networking. But once enabled, malicious developers of AR

apps could silently collect camera frames and the information derived from them for

malicious intent, including sending visual data to a private server, unbeknownst to

the user. Without granular control over what kind of visual data is accessible for lo-

cal storage or cloud storage, those collected camera frames could contain very private

data at any given time, ranging from credit cards left on the table, text recognized

from business documents on laptop monitors, to critical facial identities. How do we

protect users from surreptitious collection of visual data while maintaining
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Figure 4.1: In legacy Android, AR developers could collect any camera frames

and information derived from them without user awareness. Related solutions in

DARKLY Jana et al. (2013) and Oculus Quest system Facebook (2021) only allow

developer access to pre-defined processed visual data, and do not allow rendering of

the camera frame. LensCap adopts split-process access control to allow developer’s

code to freely access frames for AR rendering while managing what visual data is

accessible to the network.

usable visual computing for AR applications?

Related solutions attempt to protect visual privacy by processing camera frames

into privacy-preserving visual features and only give apps access to those features,

or a region of the camera frame defined by the users Jana et al. (2013); Roesner

et al. (2014); Aditya et al. (2016); Olejnik et al. (2017); Raval et al. (2014, 2016), as

shown in Figure 4.1. However, this is too restrictive for AR apps, which need the

ability to visually render the entire frame to provide the camera view as a backdrop

for virtual AR overlays. Information flow control protects sensitive data through

dataflow analysis and taint tracking Enck et al. (2010); Arzt et al. (2014); Fernandes

et al. (2016); Wang et al. (2019). However, most information flow control works are

only effective on data types involving low throughput. TaintDroid introduces 500 ms

latency capturing still pictures. FlowFence consumes 100 ms processing 612x816
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camera frames for face recognition in security camera apps. This latency overhead

is untenable for AR apps, which must process at 16.6 ms per frame to maintain

60 FPS. Compartmentalization attempts to partition an app to confine private data

in a secured hardware or software environment Herbster et al. (2016); Costan and

Devadas (2016); Raval et al. (2019); Dawoud and Bugiel (2019); Track and Kilpatrick

(2003); Huang (2020), usually against threats from external third-party plugins or

advertisement libraries.

To address the privacy disclosure of continuous camera usage, we introduce LensCap,

an application development framework built on top of split-process access control Jensen

et al. (2019), which allows users with fine-grained and proactive control over the app’s

potential transmission of camera frames and the information derived from them. The

idea of split-process access control is not new; Android OS splits the mediaserver

process into multiple processes to restrict their usage (after v7.0 Android Developer

(2021)). In LensCap, the split-process paradigm is adopted in the application layer,

which is integrated into the app development flow. An AR application is split into a

visual process with full access to operate on camera frames (but with network permis-

sion revoked) and a network process to maintain Internet communications (but with

camera permission revoked), enforced by extending the legacy Android permission

enforcement. We enable both processes to present user interfaces through screen-

based overlay composition. Then, data related to camera frames that need to be

used in the network process can only be transmitted out of the visual process bound-

ary through our trusted LensCap communication services, wrapped around trusted

AR frameworks, and subject to the user’s monitoring and approval through LensCap

data usage notifications at a fine granularity. If users wish to allow network access to

entire camera frames, e.g., for social media sharing or cloud-powered vision Simoens

et al. (2013); Ha et al. (2014), they can enable such permission. On the other hand,
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if a user wants to limit network access to only the camera pose, e.g., for multiplayer

purposes, the user will be able to do so while still enjoying a full AR overlay on the

device.

Thus, LensCap split-process app development framework enables: (i) AR apps

and vision libraries to have expressive access of camera frames, their processing, and

their rendering; (ii) fine-grained user control of the potential transmission of visual

data; (iii) detailed context provided to users, regarding what data is sent to the cloud

and at what times. We acknowledge that split-process frameworks may still be vul-

nerable to security threats through covert channel and side channel attacks Lampson

(1973); Reardon et al. (2019), which are beyond the scope of this paper. However,

process-based partitioning of resources narrows the attack surface and could enable

protection measures, such as permission plugins Raval et al. (2019). Ultimately,

LensCap relies on the operating system to protect the communication channels and

the app’s internal storage to secure visual privacy across the split-process bound-

ary Android Developers (2021b); Guo (2014).

We prototype LensCap as an Android library that can work with standalone

Android projects, as well as with Unreal Engine (UE) projects. In UE, LensCap serves

as a plugin, through which a UE game compilation process will automatically generate

and compile the split-process Android project structure. The communication channels

between split processes in UE are provided to AR developers as Blueprint-callable

and leverage the Android environment through the Java Native Interface (JNI). The

data usage monitor is implemented as Android notifications, which provides the user

with a rendered status of potential visual data collection.

We evaluate LensCap in five cloud-based AR applications that require the sharing

of different types of image features, including camera pose, light estimation, point

cloud, face region, and the camera frame. We find that the interactive latency between
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split processes and the overhead in app performance is negligible, even at 60 frames

per second. Our user study further validates the performance similarity from the

user’s perspective and the improvement in user confidence while using untrusted AR

apps.

4.2 Background

In this paper, we study the AR development flow in UE, as well as the permission

control model and security enforcement in Android OS. They are similar across other

game development platforms and operating systems such as Unity for iOS.

4.2.1 Mobile AR Development

Powerful real-time 3D creation tools such as Unreal Engine Epic Games (2021)

have gained popularity in creating cutting-edge content in immersive interactive ex-

periences. The basic building block in UE is the module. Each module exposes itself

to other modules through a public interface. Developers can include a set of mod-

ules to realize desired app functionalities. For example, to develop AR apps relying

on the ARCore library, app developers need to declare the AugmentedReality mod-

ule and the GoogleARCoreBase module in dependencies. Apart from those standard

modules, developers can create plugins to add per-project code and data to extend

runtime gameplay functionality of the app.

UE supports all popular mobile platforms including Android and iOS. To build and

run UE apps in the Android environment, UE creates an intermediate Android project

based on two workflows. First, UE provides all source files that are necessary for the

intermediate Android project to be compiled and run, such as a GameActivity.java

template, on top of which developers can customize logic and functionalities. Second,

all necessary assets for developing the UE project such as the level Blueprint are
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compiled into a .so library as the native code. The compiled Android application

interacts with UE features through JNI.

4.2.2 Permission Control

Android requires apps to define permissions in a signed manifest file to manage

the security of various operations Android Developers (2021a). Permissions are cate-

gorized into different protection levels as normal, signature, and dangerous, in which

dangerous permissions must be prompt to and further granted by users. Permissions

for Internet (permission.INTERNET), camera (permission.CAMERA), and external

storage write (permission.WRITE EXTERNAL STORAGE) are essential to an AR app.

Screen buffer capture (screen reading/recording) is also governed by Android sig-

nature permissions. Android apps can specifically prompt the user when screen buffer

capture is required. Users can enable this at their own discretion, understanding that

everything on the screen will be accessible by the application, including any visible

camera feeds.

Internet permission is categorized under the normal protection level. It is auto-

matically granted at installation time by the system and users will not be notified that

the permission is granted. Camera permission is essential for protecting user’s visual

privacy, and is therefore categorized under the dangerous protection level. Users will

be notified to grant the camera permission in a prompt dialog. In Android 11, users

are able to grant one-time permission to application’s camera usage called “Only

this time”. However, the app will still have continuous camera access during that

one-time. Write external storage permission is also categorized under the dangerous

protection level which requires the user approval at runtime.
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4.2.3 Security Enforcement

In Android, security is enforced through app sandboxing. Each app runs in a

separate sandbox with a unique application identity (UID) given during installation.

Sandboxing ensures each app has its own process and data storage associated with

the UID. App sandboxes cannot interact with each other and only have limited access

to system services by default. If a certain permission is granted, it will be reflected in

the context of the application package and UID. Android conducts a permission check

if the app sandbox requests access to specific system services (e.g. camera service) or

resources belonging to other apps.

Sandboxing introduces the need of inter-process communication (IPC). Android

implements Binder IPC as an essential mechanism to perform operations between

processes, such as passing messages and requesting system services. Binder IPC

provides functionalities to bind to functions and data between different execution

environments. The Binder IPC driver is implemented in the kernel. It exposes ba-

sic kernel-understood functions to the application developers through the IBinder

interface at the framework layer defined using the Android Interface Definition Lan-

guage (AIDL).

4.3 Threat and Trust Model

Threat Model

We focus on scenarios involving third-party AR apps that require Internet connec-

tivity. Relying on cloud or edge-based computing platforms empowers mobile AR

apps with additional computing power and dynamic access to networked resources,

e.g., game state, object models/textures, content updates, etc. This model also in-

cludes collaborative multi-user AR games in which different AR users could share
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information such as camera states, point clouds, and lighting estimations for more

accurate tracking and rendering. However, while they provide useful and engaging

functionality, we assume that all such third-party AR apps cannot be fully

trusted. Privacy leakage through camera frames could happen at any time dur-

ing the AR experience, with apps surreptitiously collecting visual data without user

awareness. The visual data may be full camera frames themselves, derived semantic

information (e.g., text or face identities), or compressed representations. The data

could be immediately transmitted upon capture or stored locally before sending the

data over the network, e.g., bundled with other data upload.

Trust Model

We make three assumptions in our trust model. (i) We assume that operating systems

such as Android and iOS are trusted to perform runtime permission check, hardware

platforms are secured against attacks, and official AR frameworks such as Google

ARCore and Apple ARKit are trusted to operate on camera frames for AR function-

alities. These components are usually secured through a set of operating systems and

hardware security measures Android Developers (2021b); Guo (2014). (ii) We assume

that visual data sharing is valid as long as users are aware of it and specifically grant

it. That is, AR applications could be allowed to share camera frames or information

derived from them with the user’s approval. (iii) We assume that data downloaded

from the Internet or read from the memory is not tampered with. The protection of

AR visual output is actively discussed in other research works Lebeck et al. (2018,

2017); Ringer et al. (2016).
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Figure 4.2: LensCap in Android. AR library output can go to developer’s visual

code to render on visual screen (green), or to network code through secured LensCap

Visual→Network channel (orange). The blue arrow shows Network→Visual dataflow,

defined in §4.4.2.

Challenges

There are many challenges to protect visual privacy in real-life. (i) The AR experience

must be quick to respond to user movement and interaction; the system solution

should not contribute any visible performance overhead. (ii) Visual details need to

be protected without reducing the amount of information that an AR application

requires. (iii) Apps may require Internet connection to utilize more powerful cloud-

and edge-based computing and/or maintain state on networked resources. (iv) There

is a trust gap to be mitigated between users and AR apps in terms of the data claimed

to be collected and the data actually collected.

4.4 Design of LensCap

We propose LensCap, a framework that secures visual privacy in AR apps through

(i) enforced split-process access control, (ii) secured communication channels for pro-
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Figure 4.3: 1O A user searches for a car in a search bar presented through the net-
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rendered on the detected AR tracking plane in the visual process. 3O The user can

spatially interact with the virtual 3D car model. Meanwhile, 4O point cloud posi-

tioning data is shared over the network for shared tracking for a multiplayer AR

experience, subject to 5O user’s approval secured by LensCap data usage monitor

and switch in Visual→Network channel. 6O Visual data usage can be reviewed by

the user.

cesses to securely exchange data, (iii) screen-based overlay composition, and (iv)

fine-grained data monitoring. Figure 4.2 shows LensCap in the Android system.

4.4.1 Enforced Split-Process Access Control

LensCap requires applications to be split into a visual process and a network

process. Through this process-based partitioning, the permission enforcement in the

operating system can assure that AR apps isolate visual processing from network

access except via explicit user approval.

The visual process is responsible for processing and rendering camera frames, and

thus is allowed to operate on them directly. Expressive functional use of the frames
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and visual data allows developers to program computer vision and image processing

operations freely, as long as the features derived from those camera frames do not

leave the visual process boundary, except with explicit user approval.

The network process is not allowed to operate on camera frames or other visual

data, except with explicit user approval. However, the network process is critical to

edge- or cloud-based AR apps for its capability of providing Internet communications,

as well as writing to the external storage. LensCap sequesters the network process

from direct access to the camera frames by revoking camera permissions, but offers

it upload and download access to the network and write access to external storage.

The permission enforcement, residing inside the Android runtime framework, ver-

ifies that when a process attempts to open the camera, it does not have either the

network permission or write external storage permission granted. LensCap also ver-

ifies that when a process attempts to write to the external storage, it does not have

the camera permission granted. Violations will throw exceptions to notify users about

potentially malicious behavior.

4.4.2 Secured Communication Channels between Split Processes

To securely support a range of operations between the visual process and the

network process, LensCap governs communication between the two processes through

two data Handlers, one for each process, which enact two channels: Network→Visual

and Visual→Network.

Network→Visual is implicitly trusted. Thus, the network process could send

data to the visual process freely, as visual privacy would still be confined inside the

visual process. The protection of visual rendering is beyond the scope of this work,

but studied in related works Lebeck et al. (2018, 2017).
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Visual→Network needs to be explicitly secured. LensCap scrutinizes the

data sent from the visual process to the network process and presents access control

and access logs to users. Users should assume that any data that travels across the

Visual→Network channel are visible to the network. This involves any data that

could possibly be used to invade user’s privacy, ranging from visual details as small

as the camera pose to data as large as the entire camera frame.

To prevent developers from hiding visual information in computed data, LensCap’s

Visual→Network channel can only transmit specific untainted visual data, including

camera frames or direct outputs from the AR library, e.g., camera pose and face track-

ing features. LensCap restricts all other forms of transmission on the Visual→Network

channel. In §4.4.4, we go into further detail into how such visual data access is mon-

itored by the system, presented to the user, and selectively permitted by the user.

4.4.3 Screen-Based Overlay Composition

The screen-based overlay composition allows developers to expressively create

screen-based interactions through the visual process screen and the network process

screen. Both screens include support for the full array of touch-based user interfaces:

buttons, sliders, swipes, or custom-designed screen-based interactions. LensCap com-

poses the visual output by overlaying the network process screen surface over the

visual process screen surface.

Figure 4.3 shows an example in which the tap-hold-rotate behavior to interact

with the virtual object is implemented in the visual process and rendered in the

visual process screen, as it would be in a legacy app. Meanwhile, an interactive

search bar is hosted in the network process screen, through which the user can search

for different 3D models and download them for rendering.
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4.4.4 Fine-Grained Data Monitoring

LensCap monitors the usage of visual data with a data usage monitor and a data

usage switch, as shown in Figure 4.3.

The Data Usage Monitor

The data usage monitor wraps around the vision library API for three purposes: (i)

it lets app developers utilize the AR library and the Visual→Network communication

channel; (ii) it checks the user permission and then documents when and how often

each monitored function is called; (iii) it ensures data computed from the trusted

vision library and the data sent through the visual data handler are identical, i.e.,

untainted.

For (i), LensCap wraps around the AR library, preserving original usability. The

developer’s app invokes the LensCap AR functions to obtain original AR library func-

tion output. The developer’s app invokes LensCap transmission functions to request

the sending of AR library output or camera frames to the network process. For (ii),

LensCap monitors each wrapper function with a separate permission label, counter,

and timer. LensCap updates the permission label according to the user’s choice in

the data usage switch. Upon visual data transmission across the Visual→Network

channel, LensCap increments the counter and timer, documenting the time of visual

data access from the network process. For (iii), LensCap acquires a copy of the

data when each monitored wrapper function is invoked by the app. The visual data

is checked for identical comparison with the copy before transmitted through the

Visual→Network channel. We have found that memory comparison (e.g., memcmp) is

sufficiently performant and hash comparisons are not needed.
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The Data Usage Switch

We design the data usage switch to present data usage notifications and logs to users

with two considerations. First, the data usage switch allows users to customize the

visual data they allow to be shared at a fine granularity, i.e., users are able to specif-

ically disable the Visual→Network communication for each monitored function to

prohibit its output from being passed out of the visual process boundary. Second,

the data usage switch collects access timing information from the data usage monitor

and presents access charts to users visually. Through this, users are able to transpar-

ently see what visual features are potentially shared over the network and at what

times.

4.5 Programming Model

As with other operating system privacy changes, LensCap requires developers

to alter their app development patterns. In LensCap, developers must partition

their applications into the visual and network processes and manage communications

between the processes. Here, we describe four template scenarios to illustrate the

programming model with LensCap split-process access control integrated into an AR

development flow, as shown in Figure 4.4.

LensCap allows developers to consider the “principle of least privilege” and specify

only the necessary level of access control for each process. In this light, Scenarios 1

and 2 are supported without any special Visual→Network privilege while still enabling

immersive interactive AR functionality. Meanwhile, Scenario 3 only requires the user

to allow specific visual data, e.g., camera pose, to be shared across the boundary.

Finally, Scenario 4 allows developers to share camera frames and visual data over the

network with the explicit permission of the user. These scenarios serve as examples
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Figure 4.4: LensCap protects AR users in apps where outputs from AR libraries or

the entire camera frames are to be sent to the network.

of how applications can be developed in the LensCap environment. Complex applica-

tions can be thought of as combinations of these scenarios; Figure 4.3 shows an app

that has elements of Scenarios 1 (green), 2 (blue), and 3 (orange). Note that it is

developer’s responsibility to take care of the application behavior if the visual data

requested are not permitted by users in scenario 3 and 4.

Scenario 1: AR Camera Overlays and Spatial Interactions.

Developers can program spatial interactions with the AR scene in the visual process,

e.g., allowing users to place, spin, scale, and otherwise interact with virtual 3D object

content. In this scenario, the application does not need to request any LensCap

permissions, as all visual data can be contained in the visual process.

62



Scenario 2: Network Requests Without Visual Data Needs.

Developers can program network requests in the network process. These requests can

be triggered by non-AR on-screen canvas user interface (UI) elements (buttons, slid-

ers, etc.), by time-based events, or by other activities that don’t require visual data.

Notably, in this scenario, LensCap allows network process to influence activities in

the visual process through the unidirectional Network→Visual channel, e.g., speci-

fying what to render based on button UIs that are tapped in the network process.

Downloaded data can also influence the spatial rendering, providing object models,

data to visualize, image textures, synchronized game state, etc. As in Scenario 1, the

application does not need to request any LensCap permissions, as nothing from the

visual process needs to interact with the network process.

Scenario 3: Network Requests With Visual/Spatial Information.

Developers may need to share visual or spatial information among multiple devices for

multiplayer positioning, joint illumination estimation, or other cloud-based activities.

In this case, LensCap allows developers to request user permission to expose specific

AR library outputs over the Visual→Network channel. For example, developers can

explicitly request the camera pose permission in order to use AR positioning data in-

ferred in the visual process for network-based rendering. Similarly, the developer can

explicitly request point cloud permission to enable point cloud sharing for a shared

multiplayer AR rendering experience. This scenario also facilitates AR-based spatial

interactions that trigger network downloads, as spatial interactions may be inextri-

cable from both visual data and network data. Altogether, in this scenario, LensCap

only requires users to enable specific visual data to be shared, without exposing their

entire camera frame and the potential secrets or embarrassments therein.
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Scenario 4: Cloud-Based Camera Frame Sharing.

In some apps, users may want to send their entire camera frame to the cloud to

enable live-streaming and social media sharing. Other apps may require cloud-based

processing of camera frames for resource intensive and/or collective vision operation.

In these apps, developers can request users to allow camera frames to pass through in

the LensCap Visual→Network channel. For this scenario, users can be made aware

that their visual privacy might be leaked and selectively disable camera frame access

at their discretion. Furthermore, users can review the LensCap data usage monitor

to observe when camera frames are collected to infer malicious intent.

4.6 Implementation of LensCap

In this section, we describe a prototype of LensCap in the Android ecosystem. We

implement developer support in the form of libraries and automated compilation tools

to support both standalone Android development and/or UE development revolving

around the ARCore framework. The implementation is generic to other game design

platforms, e.g., Unity, and other AR frameworks, e.g., Apple ARKit.

4.6.1 LensCap Permission Enforcement

We implement the split-process permission enforcement in the Android frame-

work layer (AOSP v9.0.0 r46). The implementation involves CameraManager in the

Camera2 API, ContextWrapper in the Content API, and the Android namespace

defined in the xmlns:android.

LensCap defines the permission.LENSCAP manifest permission attribute. Once

the app is started, LensCap prompts users to ask if they “allow the app to use LensCap

to monitor and validate visual information uploaded to the Internet”. If users choose

“ALLOW”, LensCap permission system will be enforced. Inside the CameraManager,
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LensCap verifies if either Internet or write external storage permission is granted when

camera permission is to be granted, relying on the PackageManager and AppGlobals

for retrieving the permission of each app based on its UID. Violations will throw

security exceptions to prevent the app from accessing the camera service. The imple-

mentation in ContextWrapper for protecting the visual privacy from being written

to an external storage is similar. The app calls getExternalFilesDir() to inquire

the absolute path of the directory on the primary shared/external storage device,

prompting users to grant write external storage permission. Here, LensCap verifies

if the app also has camera permission granted. Violations will lead to null returned

as the path to invalidate the writing.

4.6.2 Split-Process for UE Development

Developers can use LensCap to split their app in the standard Android envi-

ronment. However, to facilitate game engine-based development, we implement an

automated tool to generate LensCap-provisioned Android projects from UE projects

as part of the compilation process.

We keep the structure of the UE-generated intermediate Android project and

reuse its main application module as either the visual process or the network pro-

cess. Then (i), for the UE process, we automate the insertion of our LensCap

APIs into the main GameActivity.java file by adding function definitions into the

<gameActivityClassAdditions> inside the plugin’s XML file. These APIs are de-

scribed in §4.6.3 for realizing LensCap-verified interactions between the network pro-

cess and the visual process. In addition, startup permissions related to write external

storage and Internet communication given to the visual process are automatically

removed by modifying the source AndroidManifest.xml file. (ii), for the non-UE

process, we implement it as an individual app package which has its own workspace,
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from source code to build configurations. To automate the generation of non-UE

processes, we provide the source code of the LensCap app package as a third-party

library for UE, together with the two data handlers. During compilation, the source

code is copied to the build directory of the project and built with the visual process

app together. Developers can implement processing logic inside UE as in the legacy

development flow and/or utilize the Android process scenario templates LensCap

provided to create complex network-visual interactions.

4.6.3 Secured Communication Channels

The visual/network data handlers are implemented in both the Android and the

UE environment.

In Android

The two data handlers are implemented as two libraries written in Java and Kotlin.

The visual data handler is compiled with the visual process, whereas the network data

handler is compiled with the network process. Both data handlers have a transmitter

service and a receiver service, for which the transmitter service of the network data

handler binds to the receiver service of the visual data handler and vice versa. Data

transmitted between the two handlers are shared through Android shared memory

(ashmem). At app level, developers only need to initialize the two handlers in each

process accordingly. Then, they can use the following APIs to send and receive data

securely between split processes.

To receive data, we use Android’s AIDL feature to create an onData() listener for

monitoring and receiving the incoming data. Then, we expose a Receiver<> interface

in the data handler to be registered with the desired string identifier and the data to

be received as ByteArray.
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fun onReceived(id:String , data:ByteArray) {}

Similarly, we expose a Send() interface to transmit the content through the data

handler service as ByteArray associated with the desired identifier as string.

fun send(id:String , data:ByteArray) {}

In UE

Data handler implementation involves: (i) exposing UE Blueprint callables, (ii) trans-

ferring data between the UE-Android boundary and exposing Android Java APIs.

First, the two data handler plugins are implemented in C++ to expose UE

Blueprint callable functions for transmitting validated AR library outputs. For ex-

ample, the following LensCap function can be called in UE Blueprint to collect the

camera pose acquired from the AR library.

UFUNCTION(BlueprintCallable , meta = (DisplayName = "

LensCap_GoogleARCore_Collect CameraPose", HidePin = "

LastPose "))

static void VDH_Send_Camera_Pose(FTransform& LastPose);

Then, to pass data between the UE-Android boundary, LensCap plugins imple-

ment send and receive APIs through Android JNI. Currently, we provide support for

UE-Android compatible data types, such as int, float, and bool, which are sent

and received in the form of arrays. The send JNI function checks if the caller has

a valid tag (to differentiate LensCap ARCore wrappers), converts UE data to JNI

types, and is exposed to Android to connect data to or from UE.
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4.6.4 Screen-Based Overlay Composition

We utilize the Android WindowManager to overlay the network process screen on

the visual process screen. Although WindowManager allows the network process to

draw its overlay over the visual process screen, the network process cannot observe the

pixels of the visual process screen, preserving visual privacy. Adding the screen overlay

requires permission.SYSTEM ALERT WINDOW, subject to user’s approval at runtime.

For correct overlay, the layout of the network process screen matches the visual process

screen, such as width and height.

Inside the network screen overlay, we are able to implement on-screen touch in-

terfaces to initiate user interactions with the visual screen. To do so, we override

the onTouch(view: View, motionEvent: MotionEvent) function in the network

process to send touch coordinates to the visual process. If developed in UE, the vi-

sual process translates the received touch coordinates into the UE coordinate system,

which will finally be stacked and processed in UE’s Android input interface. From

the developer’s perspective (and user’s perspective), the app with the screen-based

overlay operates exactly the same as the legacy application.

4.6.5 Fine-Grained Data Monitoring

The data usage monitor is linked to the Android visual data handler and the UE

plugin with the following steps. First, we manually inspect the vision library API to

determine the functions to be monitored. In general, the goal of an AR framework is

to provide functionalities that operate on camera frames to determine trackables and

estimate surroundings. In UE, the GoogleARCoreFunctionLibrary only contains

hundreds lines of code and 50 functions written in C++, among which we focus on

monitoring functions that (i) operate on camera frames, (ii) have a return value,
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(iii) work on a block of memory. After narrowing it down, only 25 functions need to

be wrapped. Overall, the workload for inspecting the vision library is trivial, even

when the vision library needs to be updated for a newer version iteratively. Note that

not all of these functions may expose user privacy at a serious level. This presents a

future research opportunity to investigate better UI for data usage monitoring that

eases the user’s burden to grant permissions at runtime, e.g., grouping functions

exposing similar types of data and assign each group a risk level Android Developers

(2021a).

Second, we write a wrapper around each function being monitored. The wrap-

per function is statically tagged. Upon invocation, the LensCap user permission is

checked. If the user allows specific visual feature collection, the monitored function is

then called. Next, this wrapper gets each value from the output, concatenates them,

stores them for a data integrity check, and sends them in the format of data array,

together with the function tag, through the Visual→Network channel provided by

the visual data handler.

Third, based on the tag of the function, we add a property into a counter struct

LensCapCounterStruct and a date struct LensCapDateStruct in the visual data

handler accordingly to record how often and when the monitored function is called.

Finally, to check the data integrity before send() in the visual data handler is

called, we directly expose a native function from the UE binary library to our visual

data handler, which sends the data to be transmitted back to UE and compares with

the original data copy stored. Transmission to the network data handler occurs only

if the data match.

The data usage switch notifies users about what visual data is used in the net-

work process and further presents interfaces for users to allow or disallow the trans-

action of each visual feature. The implementation involves a user permission inquiry
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and verification mechanism, as well as a notification interface. Figure 4.3 shows an

AR app Google AR (2021) with the data usage switch notifications shown in set-

tings (in the middle). In this example, the data usage switch allows users to disable

the Visual→Network transmission of camera pose, lighting estimation, face tracking,

point cloud, and camera frame, which are the five use cases evaluated in §4.7.

For permission inquiry and verification, we implement LensCapPermissionStruct

in the visual data handler to store boolean values for each type of output from AR

library, as well as a function boolean getPermTag(String tag) to respond permis-

sion inquires. Then, we expose a permission inquiry function to UE through JNI

again to help validate the transmission of a specific visual feature.

LensCap visual data handler service leverages the Android notification channels to

present ON/OFF switches for users to selectively allow/disallow the transmission of a

monitored visual feature. An ON indicates that the user approves the corresponding

visual feature to be transmitted to the network process and the transmission will

further be stored in the timer allowing users to analyze in detail about Time-of-

Collection in the form of a bar chart. On the contrary, when a notification channel is

disabled, values in LensCapPermissionStruct will be updated accordingly to prevent

visual data from being transmitted.

4.7 Evaluation

In this section, we demonstrate the performance of our system in various cloud-

based AR apps, comparing legacy single-process app behavior with split-process

LensCap app behavior, along with an interview-based user study, to ensure that vi-

sual privacy can be preserved without sacrificing app performance or user experience

at runtime.
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4.7.1 Benchmark Applications

To cover popular AR use cases, we build and evaluate five cloud-based AR apps

that share different types of visual AR data across multiple devices, based on examples

from Google AR (2021). These apps are developed in UE (v4.24) and then deployed to

Android devices (Google Pixel 4 XL). A local desktop server serves as a cloud server,

storing and passing data among mobile devices. Uploading and downloading data

uses an OkHttp client implementation Square, Inc. (2021) with a WiFi connection.

The first app shares the camera pose, containing the estimated camera location

and rotation, which is critical to tracking and rendering. Collaborative AR apps

could share camera poses to achieve shared user viewport geometry, improve camera

calibration, or provide runtime user/object tracking Schmalstieg and Hesina (2002).

The second app shares the lighting estimation, encoding environmental illumination

towards rendering virtual objects realistically. Multiple AR users could share radiance

samples from multiple perspectives to achieve more accurate lighting estimation for

more immersive rendering Prakash et al. (2019). The third app shares the AR point

cloud, which contains the 3D visual corner points that are used to track the space. AR

apps can share point clouds among users for shared positioning and/or send it to the

cloud for object detection Chen et al. (2020) and/or image-based localization Speciale

et al. (2019). The fourth app shares the face tracking result. Face tracking detects

and tracks the image regions of faces between camera frames, sharing these over the

network, e.g., for identity verification. The last app relies on sharing the full frame.

In this model, AR apps offload camera frames to the cloud, e.g., for live-streaming,

video chat, social media, or cloud-/cloudlet-based vision processing.
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Figure 4.5: We evaluate the interactive latency with a combination of

T1 (Touch→Visual), T2 (Visual→Network), T3 (Upload&Download), and

T4 (Network→Visual).

4.7.2 Evaluation Metrics

To explore LensCap’s influence on application performance, we monitor the time

interval between consecutive frames Tf (inverse to the frame rate). Tf is measured

by the deltaTime (app time elapsed between frames) acquired from the Tick() UE

Blueprint function, which is called every frame.

In addition, we measure and compare the interactive latency of four time intervals,

T1 to T4 when running as the legacy single-process benchmark apps and as LensCap-

enabled split-process benchmark apps. Depicted in Figure 4.5, the time intervals are

defined as follows:

1. T1 represents the time elapsed between a user behavior and a visual rendering

event.

2. T2 represents the time elapsed to transfer data from the visual process to the

network process, which includes several actions, i.e., visual process to visual

data handler, visual data handler to network data handler, and network data

handler to network process.
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Figure 4.6: CDFs of Tf for collecting fives different types of visual data in every

10 frames demonstrate no performance overhead comparing between the LensCap-

integrated apps and the legacy apps.

3. T3 represents the roundtrip time elapsed to upload and download data between

the network process and the cloud component, e.g., sending face detection re-

sults to the cloud and receiving a response.

4. T4 represents the time elapsed between when the network process acquires data

from the cloud and when it is applied to the visual process, e.g., utilizing light

estimation to improve rendering. (T4 and T2 are similar but reversed.)

All time intervals are measured by calculating the difference between system times-

tamps. We synchronize the system clock between the cloud server, the Android de-

vice, and the UE environment. For each app, we run the experiment for 2 minutes
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Camera Pose Lighting Estimation Point Cloud Face Tracking Camera Frame

Bench./LensCap Bench./LensCap Bench./LensCap Bench./LensCap Bench./LensCap

T1 8.9/9.1 8.4/8.7 8.7/8.9 8.7/9.0 8.7/9.0

T2 N/A/0.3 N/A/0.3 N/A/0.3 N/A/0.4 N/A/1.2

T3 99/108 117/121 128/111 124/120 1253/1176

T4 N/A/0.3 N/A/0.4 N/A/0.4 N/A/0.4 N/A/1.3

Tf 16.8/16.8 16.7/16.7 16.8/16.8 16.7/16.7 18.4/18.4

Table 4.1: Averaged evaluation results for all time intervals in milliseconds (ms).

Note that the interactive latency between processes (T2 and T4) does not apply to

benchmark applications.

to acquire thousands of data samples, during which the data collection is performed

roughly every 10 frames, an interval very commonly used in many keyframe-based

continuous mobile vision applications Liu et al. (2017).

4.7.3 Application Performance

We use Tf to compare and analyze the application performance in each example

use case. A comparison of Tf between the benchmark and the LensCap-integrated

app is shown in Figure 4.6 and its averaged value can be found in Table 4.1.

We first evaluate the app performance in the context of programming scenario 3

and 4, in which the network process requests visual data to be uploaded and down-

loaded from the cloud. In Figure 4.6a, 4.6b, 4.6c, and 4.6d, results show that most

Tf is within 16 ms to 17 ms in both LensCap-integrated and benchmark apps, which

indicates a very comparable AR performance that could be maintained at as high

as 60 FPS, no matter for collecting camera poses, light estimations, point clouds,

or face tracking results. In Figure 4.6e, the result shows that collecting the entire

camera frames incurs latency overheads in both benchmark and LensCap-integrated

apps. However, the additional latency comes from processing image planes of camera
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frames in UE in the visual process. Thus, the overall app performance is the same

comparing between the benchmark and the LensCap-integrated apps, i.e., data com-

munication between split processes does not incur noticeable latency overhead. In

particular, in this worst case, the app performance could be maintained at around

55 FPS, if camera frames are collected every 10 frames.

In addition, we use app 4 to evaluate the app performance for programming sce-

nario 1, in which the app just detects faces and draws overlays locally in the visual

process, without network interactions. Results show that the average of Tf is 16.8 ms

in the legacy app and 16.7 ms in the LensCap-integrated app. Furthermore, we com-

bine app 1, 2, and 3 together into one app to evaluate programming scenario 2, in

which the data downloaded from cloud is sent to the visual process repeatedly in a

sequence after clicking an on-network-screen button. Results also show similar app

performance compared between the legacy app and the LensCap-integrated app (both

have an average of 16.7 ms Tf ).

Summary

The result demonstrates that the adoption of split-process access control does not

appear to influence app performance, likely due to: (i) the computational ability of

mobile devices to handle the operation of an additional process, and (ii) the non-

blocking data sharing between split processes. Visual privacy can thus be monitored

at the process boundary and preserved on the device subject to user’s decision, with-

out penalizing the app’s performance. From our experiences in the evaluation, the

AR experience is robust, smooth, and comparable (without noticing any differences)

between LensCap-integrated and benchmark apps.

75



4.7.4 Interactive Latency

We use T1, T2, T3, and T4 to compare and analyze the interactive latency in each

example use case. A comparison of their averaged values across all data samples

between the benchmark and the LensCap-integrated app is also shown in Table 4.1.

Camera Pose

Results show that our system introduces an average of 0.2 ms T1 Touch→Visual la-

tency for initiating user interactions, as well as 0.3 ms T2 Visual→Network and 0.3 ms

T4 Network→Visual latency for transmitting tens of bytes of camera pose data be-

tween processes.

Lighting Estimation

Results show that our system introduces an average of 0.3 ms T1 Touch→Visual la-

tency for initiating user interactions, as well as 0.3 ms T2 Visual→Network and 0.4 ms

T4 Network→Visual latency for transmitting tens of bytes of lighting estimation data

between processes.

Point Cloud

Results show that our system introduces an average of 0.2 ms T1 Touch→Visual la-

tency for initiating user interactions, as well as 0.3 ms T2 Visual→Network and 0.4 ms

T4 Network→Visual latency for transmitting hundreds to thousands of bytes of point

cloud data between processes.
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Face Tracking

Results show that our system introduces an average of 0.3 ms T1 Touch→Visual la-

tency for initiating user interactions, as well as 0.4 ms T2 Visual→Network and 0.4 ms

T4 Network→Visual latency for transmitting hundreds to thousands bytes of face

tracking data between processes.

Full Frame

Results show that LensCap introduces an average of 0.3 ms T1 Touch→Visual la-

tency for initiating user interactions, and 1.2 ms T2 Visual→Network and 1.3 ms T4

Network→Visual latency for transmitting megabytes of camera data between pro-

cesses.

Summary

Split-process access control introduces negligible latency in its inter-process commu-

nications, as (i) the 0.2 ms to 0.3 ms overhead in T1 is all but invisible, compared

with the latency needs for gaming and other interactive touch-based applications;

according to Jota et al. (2013), humans cannot differentiate touch latencies between

1 and 40 ms; and (ii) the 0.3 ms to 1.3 ms latency of T2 and T4 caused by the inter-

process communication is negligible (without impairing the app performance), even

for transmitting the entire camera frame, and even for round-trip operations and in-

teractions across the two processes. On the other hand, cloud communication latency

T3 consumes hundreds of milliseconds (varying based on the network conditions).

4.7.5 User Study

Apart from the previous quantitative evaluation, we perform a user study to ob-

serve users’ hands-on experience of LensCap-integrated AR apps. The user study is
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approved by our institution’s IRB. We recruit a total number of 8 undergraduate and

graduate students majoring in engineering to participate in this user study. The user

study serves three purposes:

� We would like to find out whether the legacy apps and the LensCap-integrated

apps have similar performance, from the user’s perspective.

� We want users to freely express privacy concerns while using AR apps and

evaluate whether their concerns are mitigated by LensCap.

� We invite users to explore and evaluate the LensCap data usage monitoring UI

and brainstorm together with us for a better UI design.

User Study Procedure

The user study is interview-based, which contains five activity-interview phases, de-

scribed as below:

1. Preparation. In this phase, besides reading the consent form, we asked the

participants several questions to get their background in AR. For example, we

asked them “What AR applications have you used before?”, “Where do you

usually use them?”, and “How often do you use them?”.

2. Application performance study. In this phase, we conducted a blind user study,

in which the legacy app and the LensCap-integrated app were presented to users

in a random order. To make the two versions of apps identical from appearance,

we temporarily disabled the LensCap data monitoring module. Participants

were given enough time to explore both apps freely, e.g., putting a virtual car

model and interact with it. Then, we asked them about their overall experience,
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including “Do you think both apps perform smoothly? If not, which app do

you prefer?” and “What differences can you identify between these two apps?”.

3. Privacy exposure awareness study. In this phase, we let participants explore

the legacy app again. Then, we asked them several questions to understand

the baseline of user’s trust in AR apps. These questions included “Imagine

that some malicious app developers want to steal your identity, what kind of

information in your AR experience do you think they can exploit?”, “What

makes you trust or not trust an AR app?”, and “Do you think the current

permission model can protect your visual privacy?”.

4. LensCap introduction. In this phase, we educated participants to be familiar

with the LensCap app development framework. We explained to participants

how LensCap splits the app into two process, how least-privileged split-process

access control is managed, how the network screen is overlaid on top of the

visual screen, and how users are able to control and visualize the data transac-

tions between process boundaries at a fine granularity. Then, we answered any

questions they had.

5. LensCap data usage monitoring UI study. In this phase, we let participants

explore the LensCap-integrated app again. We evaluated the current LensCap

data monitoring UI from both the usage aspect and the trust improvement

aspect. We also invited participants to help us envision a better UI to be

design in future that balances the usage and the trust. In particular, we asked

participants several questions, including “Do you think LensCap can help you

trust untrusted AR apps by allowing you to control what can be collected by

the network?”, “With the LensCap functioning logo rendering on the top left,

do you feel confident (protected) while using untrusted AR apps even with no
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data usage notifications prompted?”, and “What other types of notification or

permission models would you like to be deployed that can further improve your

trust in AR apps?”.

User Study Observations

From the interview responses, we garnered the following observations, validating the

ability of LensCap from the user’s perspective for maintaining app performance while

endowing users with trust in random AR apps:

� All participants are already familiar with AR technology. They have more or

less used AR apps before, in which Pokemon Go and social media apps such as

TikTok and Snapchat are the most popular ones.

� Smartphone is the main AR portal. Other types of AR devices, such as wearable

glasses had been barely used. Users noted that a killer app on those devices

would be needed to boost their usage.

� AR would be used everywhere at anytime. Though currently AR usage is limited

by apps, all participants anticipate to use AR at various places (from home to

outside) and some of them even want to use AR all the time, including walking

in the street.

� Participants cannot differentiate between the legacy app and the LensCap-integrated

app performance-wise. All of them agree that the two versions of apps run

equally smooth.

� Participants want AR to be deployed in a wide range of fields. Apart from

simply putting virtual 3D content on top of the real world, participants want
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to see AR in “medical settings, to revolutionize surgery”, “education, explain-

ing complicated chemistry concepts by visualizing reactions”, “designing and

decorating”, and “gaming and social interactions”.

� Participants are aware that visual privacy can be exposed in AR apps. In par-

ticular, they are aware that sensitive information such as credit cards, faces,

photos left around, and location captured by the camera could be stolen and

utilized by malicious AR apps. One participant pointed out that “anything my

camera is looking at, can be used for targeted advertisements”.

� Participants can trust an AR app only if they are given control of the visual

stream, e.g., “telling the app not to take my data”, “as long as the visual data

stays within the phone”, and “clarification on what gets sent to the network

and when”. All participants think the legacy Android permission model is far

from satisfying this condition.

� All participants felt that LensCap would improve their confidence while using

untrusted AR apps. They already feel safe when LensCap functioning logo is

displayed and even safer when notification banners prompted for asking their

permissions, with one participant “extremely” liking this setting. Furthermore,

all participants think the Time-of-Collection info provided by LensCap is useful.
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Chapter 5

EDGE-ASSISTED POINT CLOUD LIVE-CAPTURE AND STREAMING

PLATFORM

Mobile capture of volumetric point clouds enables spatial information in 3 dimen-

sions to be streamed to multiple parties. However, existing solutions for volumetric

point cloud capture are too bandwidth-intensive and/or compute-intensive to support

real-time streaming operation for dense, high-quality volumetric data. To enable the

live-capture and streaming of point clouds on mobile platforms, we propose an edge-

assisted point cloud processing framework that can adapt the spatial resolution of

targeted portions of the volume to meet performance needs. The core idea revolves

around a novel voxel grid schema that represents point clouds as a set of voxel grids,

each with a set of parameters that can be tailored to the needs of the users and

their applications. The schema enables an adaptive sampling component at the edge

device that can sample points flexibly in different voxel sizes and a point cloud re-

sizing component at the client side that can resize and render points captured at

different resolutions in the same user view while sustaining visual quality. A compre-

hensive evaluation demonstrates that our framework maintains a reasonable visual

quality with a stable data throughput and a compression ratio comparable to on-

device benchmarks, while capable of meeting various performance needs and achiev-

ing an improved energy efficiency, ideal for interactive 3D use cases across mobile

client devices and mobile networks.
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Figure 5.1: Our edge-assisted point cloud live-capture and streaming framework uti-

lizes resolution-based tradeoffs on mobile camera devices to enable 3D data visual-

ization on remote mobile client devices in real-time.

5.1 Introduction

A point cloud is simply a set of 3D points, capable of representing volumes of

captured data. With the rapid development of both depth sensor hardware and visual

computing software, point cloud data can be captured at high precision, improving

their utility across a variety of applications. Apple recently deployed LiDAR sensors

on iPhone, aiming at helping the device to better understand the user’s environment

to improve its performance in tasks such as night vision, AR experiences, and machine

learning Apple (2021); HUSSAIN (2021); Zhou and Tuzel (2017). Google presented

DepthLab Du et al. (2020) to ease developers’ burden when using depth data in

AR applications on mobile devices. Unity unveiled the Metacast real-time 3D sports

platform for creating and delivering interactive content for sports broadcasts Unity

(2021). The usage of point clouds portends continuing growth in more immersive

applications Thomson (2021); Qi et al. (2016); Medina and Paffenroth (2021); Guo

et al. (2019); Qiu et al. (2018); Hackel et al. (2017); Xue et al. (2021).

However, point clouds are expensive to stream and process, especially compared
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to the limited network bandwidth and power of mobile devices. For a typical point

cloud format such as PLY Wikipedia (2021), each point consists of three channels

position data and three channels color data, usually represented in 12 bytes floating

number and 3 bytes byte values accordingly. If the data is captured by a Microsoft

Azure Kinect sensor Microsoft Azure (2021) working at 720p and 30 FPS, with the

number of points to be processed per frame roughly at 600K, the data throughput can

reach 2.2 Gbps, which can hardly be streamed by any types of today’s networks, even

5G. Though some of the most recent mobile devices have equipped with on-board

depth sensors such as ToF and LiDAR sensors, the resolution of those sensors is kept

low due to the power limit Hu et al. (2021b).

To enable the visualization of high resolution point clouds on mobile devices, re-

lated works compress point clouds. For example, Draco Google (2021b) and PCL Point

Cloud Library (2021) are two tree-based point cloud data processing libraries which

convert unorganized raw point clouds into structured tree data to further enable effi-

cient operations such as traversing. GROOT Lee et al. (2020) advances the sequential

tree structure by proposing a parallel-decodable tree, further improving the compu-

tational efficiency. However, as shown in these works, constructing the tree structure

from a large amount of point cloud data consumes hundreds of milliseconds to even

tens of seconds Hu et al. (2021b). Though Kammerl et al. (2012) presented a double-

buffering tree structure to remove temporal redundancy in point cloud sequences, the

task of tracking changes between two trees is still computationally intensive for dense

point clouds. Other than the tree structure, Flare Qian et al. (2018), Rubiks He

et al. (2018), and Vivo Han et al. (2020) are three frameworks that focus on volu-

metric data optimizations. However, these works rely on a comprehensive study of

existing datasets at an offline stage. They then use the study results to guide the

capture of volumetric data in order to reduce the throughput to an amount that is
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suitable for mobile devices. These offline study results are hard to deploy in live-

capture scenarios, since the prediction accuracy can be low in a live setting and thus

degrade the user experience Dasari et al. (2020). In Dasari et al. (2020), Dasari et

al. proposed a deep learning-based streaming platform which fetches low resolution

360°-video at the server and reconstructs each frame to super-resolution at the client,

working under very limited network bandwidth lower than 30 Mbps.

Comparing with the pre-captured datasets that are used in previous works, point

clouds that are live-captured and streamed present common – but also unique – fea-

tures that we can exploit: (i) Across all point cloud datasets, not all points captured

are useful. Many works optimize the pre-captured point clouds based on a user’s view-

port, such that the hidden points on the back do not have to be streamed. Though

visibility-aware optimizations such as viewport adaptation may not be suitable in

live-capture, we are still able to separate points into focus and peripheral regions and

then treat them with different weights, e.g., environmental points are less important.

(ii) There is a resolution-based tradeoff to be exploited. Similar to 2D image cap-

ture Hu et al. (2019), capturing 3D points also presents resolution-based tradeoffs,

e.g., capturing less points (subsampling) leads to less processing time but trades vi-

sual quality. We can adaptively balance these tradeoffs to maximize the throughput.

(iii) Point clouds can be represented in different formats to fulfill different require-

ments, e.g., voxels and trees. In this work, we advocate that the point representation

is simply a special case of the voxel representation. We expect to utilize the flexi-

bility provided by the voxel representation to enable fast resolution-based tradeoffs.

With this tradeoff distributed across various network components (in particular in a

state-of-the-art 5G topology), we can explore a more robust point cloud delivery and

rendering system using combined point cloud streaming operations. (iv) The user

experience is sensitive to the point density and the frame rate. We should include
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the user’s preference into the point cloud data processing pipeline, giving users the

control of how well they want to visualize the data.

To this end, we propose an edge-assisted multi-resolution adaptive point cloud

live-capture and streaming framework tailored for mobile platforms, as shown in Fig-

ure 5.1. The core idea behind our framework is to utilize the flexibility of the voxel

representation to sample point clouds in different resolutions to exploit the resolution-

based tradeoffs among visual quality, energy efficiency, and performance. Then, by

fully utilizing edge computing, responsive high-quality visualization can be achieved.

As a result, the system empowers users with the capability to visualize high quality

point clouds captured off-device with the on-device level of mobility. This enables

a variety of interactive apps including AR-based remote coaching, immersive sports

viewing, and 3D model reconstruction, etc.

Our framework consists of three major components. First, point clouds are rep-

resented in a set of voxel grids and each of them is managed efficiently through a

tailored voxel grid schema. Each voxel grid is reconfigurable through a set of param-

eters including the resolution, the pose and bound, and the timing budget. Then,

based on the number of voxels, each voxel grid is encoded with dynamic bit depth

to save bandwidth while streaming. Second, our framework enables programmable

voxelization, which adaptively offloads the voxelization operation and the raw data

between the mobile camera device and the edge device depending on different network

configurations. This enables early processing for interactive activities on the mobile

camera device and intensive computations on the cloud for high quality rendering.

Finally, on the client side, our framework equips a point cloud resizing component to

dynamically adjust particle size based on voxel size and then render points represented

by different resolutions in a single viewport.

We prototype our framework using three off-the-shelf devices, consisting of an
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Azure Kinect Microsoft Azure (2021) to capture high resolution/precision point clouds,

a Jetson TX2 development board Nvidia developer (2021) to simulate the early data

analysis and preparation for utilizing real-time resolution-based tradeoffs on the mo-

bile camera device, and a smartphone to run an interactive AR application. Despite

being evaluated with specific hardware, our framework can work on other platforms,

including other depth sensors, edge computing platforms, and mobile devices. We

evaluate our framework from two aspects. First, we evaluate the effectiveness of our

adaptive sampling component in terms of the data throughput, the “compression” ra-

tio, and the energy efficiency. Second, we evaluate the visual quality of our point cloud

resizing component in terms of SSIM. The evaluation demonstrates that our edge-

assisted framework is able to deliver point clouds at a comparable high throughput

meeting various real-time requirements with an improved performance, compression

ratio, and energy efficiency, while maintaining a reasonable visual quality.

5.2 Motivation

In this section, we conduct a data study offline to (i) understand the point cloud

data distribution in two datasets, (ii) consider differences among the Voxel, the Point,

and the Octree representation, and (iii) observe the discrepancy in visual quality

of rendering point clouds at different resolutions. Though we target live-capture

scenarios, studying the data statically reveals common applicable findings.

5.2.1 Point Cloud Data Distribution

We study the point cloud data distribution using two datasets. The first one is

a publicly available dataset called the RGB-D Scenes V2 Dataset Lai et al. (2012)

which contains furniture and objects in an indoor environment. We capture the second

dataset by ourselves, using an Azure Kinect sensor in an indoor environment with a
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Figure 5.2: The data distribution of two datasets indicate that most points are within

a specific distance range away from the camera center.

human subject performing various tasks, e.g., waving one or both hands, sitting, and

walking.

We first study the distance distribution of each point relative to the camera center.

The result is shown in Figure 5.2. In the public RGB-D Scenes V2 dataset, as shown

in Figure 5.2a, 64% of the points are within 1 to 2 meters from the camera center,

which is usually the main object in the center of the view. In our Kinect dataset, as

shown in Figure 5.2b, 41% of the points are within 1 to 3 meters from the camera

center, which often indicates the area of the human subject is moving within. Both

results indicate a strong correlation between the main object and its point’s location.

Then, we study how many points are needed to represent and render high quality

point clouds. In an example in the public RGB-D dataset, as shown in Figure 5.3b,

if the user is focusing on viewing the chair, the working space for points compositing

the chair can be reduced to roughly 30% of the total data. Similarly, in our own

dataset, as shown in Figure 5.3a, the main human subject consists of 181381 points

(out of 585170 points) which potentially need to be rendered at a high resolution. If

we represent the scene using voxels, we can use the same quantity of high-resolution

voxels for points compositing the human and 13178 low resolution voxels for peripheral
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(a) Human in our Kinect

dataset.

(b) Chair in the pub-

lic RGB-D dataset.

Figure 5.3: Points compositing the human subject and the chair object both oc-

cupy roughly 30% of the total point cloud data, which potentially are required to be

represented and rendered at a high resolution.

points (59% of the total data), resulting in a compression ratio more than 3.2. We

can further increase the compression ratio by dividing the human subject into parts

and weighing them differently with different resolutions.

5.2.2 Voxel vs. Point vs. Octree

3D point clouds are generated from raw 2D color and depth map. Though color

maps in a video sequence can be compressed, streamed, and decompressed at real time

in formats such as MJPEG, the compression of depth maps remains inefficient, hardly

meeting the real-time specification. In this section, we study the depth (position)

data representation among three formats, the Voxel, the Point, and the Octree. We

study them using two factors, the memory footprint and the latency it takes to

construct. Here, voxelization is performed using open3D Zhou et al. (2018) and

Octree transformation is performed using Draco Google (2021b).

For memory footprint, the Octree structure is the most efficient data representa-

tion. Both Point and Voxel represent point clouds in XYZ (position) and RGB (color)

format. The XYZ data in Point usually consists of three 4 bytes float to document
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the real world position of each point. The XYZ data in Voxel usually consists of three

4 bytes int indicating the index of each voxel. Then, both of them add the RGB

color data which usually consists of three 1 byte uint8 t. For example, in our ex-

periment, point clouds captured at 720p-unbinned can consume as much as 14.7 MB

memory if purely stored as Point. Similar memory footprint will be incurred if they

are represented by Voxel with small size. However, if point clouds are encoded with

Octree, the memory consumption can be one magnitude lower (to 1.3 MB). Repre-

senting point clouds by Voxel with large size can also reduce the memory footprint,

but points within the same voxel are averaged and their information is lost.

For latency to construct, the Point takes the least amount of time, since it just

needs a 2D to 3D transformation. Converting points into Voxel and Octree both take

additional time. In our experiment using Open3D Zhou et al. (2018), converting a

point cloud containing 190K points into Voxel takes 24 ms when voxel size is set to 10

(output 5K voxels), 42 ms when voxel size is set to 5 (output 15K voxels), and more

than 2 s when voxel size is set to 1 (output 190K voxels, roughly no optimization).

Meanwhile, converting the same amount of points into Octree takes 241 ms, 354 ms,

and more than 9 s for maximum depth set to 1, 3, and 8 accordingly. Both operations

are CPU-intensive and the proportionality between the amount of points and similar

latency can also be identified using the PCL Point Cloud Library (2021) library.

5.2.3 Point Cloud Rendering

We explore the resolution implication on rendering point clouds on mobile plat-

forms from two experiments: (i) voxelize all points uniformly with one resolution; (ii)

voxelize points separately using a combination of resolutions within the area contain-

ing the human subject. Similar to §5.2.2, we capture static point clouds and convert

the color and depth images to polygon files. To voxelize the data for downsampling,
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Figure 5.4: Uniformly voxelizing point clouds with a bigger voxel size (16) will degrade

visual quality (in terms of SSIM value). However, the visual quality can be maintained

in a multi-resolution setting (1/16), with foreground and background represented

separately.

we use Open3D again. To evaluate the visual quality, we use SSIM Horé and Ziou

(2010); Hu et al. (2020).

First, we downsample the entire point cloud at a voxel size of 4, 8, and 16. As

shown in Figure 5.4, the SSIM drops rapidly as we increase the downsample factor,

demonstrating quality loss. Second, we separate the point cloud into the foreground

and background, with the foreground containing the human subject. The result shown

in Figure 5.4 indicates that rendering in a multi-resolution setting can effectively

maintain a reasonable objective quality metrics while requiring less input data and

consuming less computational resources.

Alternatively, mesh reconstruction can be used to render a cohesive point cloud

with minimal holes. However, reconstructing meshes is prohibitively expensive. The

ball pivoting algorithm introduced by Bernardini et al. (1999) is a popular method

used in Open3D. When reconstructing a point cloud with 240K points, the algorithm

took 6.28 s to render the final image on the CPU, Similar works running on the GPU

have similar rendering speeds; Buchart et al. (2008) takes 10.27 s to reconstruct a

240K point mesh.
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5.2.4 Findings

From the studies above, we have the following findings.

1. Resolution-based tradeoffs can be the key enabler to live-capture and streaming.

If point clouds are weighted and divided into tiles represented at different res-

olutions, e.g., determining the resolution spatially based on the position of the

main object (high resolution) and the peripherals (low resolution), the efficiency

to process, stream, and further render them can all be improved. Especially for

mobile platforms, a sweat spot of the resolution combination to represent the

point cloud needs to be determined at runtime to maintain a balance among

streaming latency, rendering latency, visual quality, and power efficiency.

2. The Point representation is simply a special case of the Voxel representation,

with a finite range and a high precision. In this special case, the position of

each point is equal to the index of each voxel.

3. The Voxel representation presents a flexible runtime tradeoff that can be uti-

lized in terms of latency, memory footprint, and rendering quality. The Point

representation does not require any additional latency for processing, however

it consumes more memory and takes a long time to be streamed. The Octree

representation is less memory intensive, but it incurs unacceptable latency over-

head to construct. The Octree structure mainly focuses on easing data traverse

for efficient operations such as finding nearest neighbors. It needs to be decoded

before rendering. However, the Voxel representation presents a resolution-based

tradeoff, i.e., larger voxel size leads to more aggressive optimization with less

memory consumption and less computational and streaming latency.

Those findings motivate a voxelization-based point cloud live-capture and stream-
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ing framework tailored for mobile platforms that can adaptively define focus regions

and select appropriate spatial-temporal resolutions to capture, process, and stream

the least amount of points. According to a previous work Hu et al. (2021b), point

cloud capture and streaming latency, as well as the energy consumption per frame

on mobile client devices is proportional to the number of points, e.g., roughly a 70%

reduction in latency and energy consumption can be achieved if the system is working

on 30% of the total points.

5.3 System Design

Motivated by the case study, our system represents point clouds in voxel grids, a set

of points parameterized by a spatial region workspace and quality resolution (§5.3.1).

We design the voxel grid schema to enable efficient processing through resolution-

based tradeoffs, such that mobile camera devices can flexibly capture and stream

dense point clouds with focused areas of interest for other mobile client devices to

receive and render. The streaming applications can set voxel grid parameters, driven

by the semantic needs of the use case. Based on the voxel grid parameters, mo-

bile camera devices can sample and voxelize point clouds using multiple resolutions

through an adaptive sampling component such that the system can efficiently encode

and stream the information (§5.3.2). The receiving mobile client device resizes and

renders the points of the voxel grids in a unified viewport (§5.3.3). Figure 5.5 shows

an overview of our framework.

5.3.1 Efficient Voxel Grid Schema

Dividing the 3D space into a set of voxel grids enables our framework to indepen-

dently weight and treat groups of points to utilize resolution-based tradeoffs, managed

by an efficient voxel grid schema. The voxel grid operates on a set of parameters,
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Figure 5.5: Our framework represents 3D point clouds in voxel grids, manages each

voxel grid with a set of parameters, and encodes each voxel grid efficiently for live-

streaming through a novel voxel grid schema. On mobile client devices, point clouds

are resized and rendered in one viewport. Finally, the user interface allows users to

customize parameters for each voxel grid.

including the bound and the pose, the resolution, and the timing budget. Then, each

voxel grid is encoded separately for efficient live-streaming.

Bound and Pose

The bound defines the boundary of each voxel grid in the 3D space. Points falling

into a particular bound belong to the same voxel grid and thus are processed with

the voxel grid’s set of parameters. Specifically, after points are included by a voxel

grid, the coordinates are transformed into a local system. This enables voxel grid-

based pose (translation and rotation vector) to be applied to all points within. User

applications can select a voxel grid and move/rotate it separately from other point

clouds.

Resolution

Resolution indicates the density to represent the volumetric data. In our framework,

the context of resolution is inverse to the voxel size. Therefore, a higher resolution

means more points need to be sampled by smaller voxels, vice versa. Our frame-

work tracks the requested resolution of each voxel grid and selects a combination of
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resolutions to sample points efficiently.

Timing Budget

We monitor the local timing budget for each voxel grid, as well as the global timing

budget to meet frame rate expectations. The system can set the global timing budget

to meet an overall frame rate. A higher frame rate indicates a lower timing budget,

reducing the amount of points that can be sampled in high resolutions. On the other

hand, a lower frame rate gives more room for more points to be sampled in high

resolutions. At runtime, the system can balance the resolutions of voxel grids such

that the combinations of local timing budgets do not exceed the global timing budget.

Dynamic Voxel Grid Encoding

Since a 3D point cloud is represented in voxel grids of varying resolutions, it is impor-

tant to efficiently represent the combination of voxel grids. Rather than simply using

a fixed bit depth for each channel, we introduce a dynamic voxel position encoding

solution to quantize the bit depth (BD) of each voxel grid as necessary, based on its

unique voxel size and bounding box. The idea behind it is simple – for a particular

data type, not all bits are fully used for data representation. The system can remove

unused bits to reduce memory footprint while maintaining the data completeness.

Dynamic voxel position encoding thus decreases the bit depth if fewer voxels are

within a voxel grid. For example, 16 bits (in the Point representation) are not needed

to index 1000 voxels if they are aligned in one axis; 10 bits suffice. The total number

of bits necessary can be described as the sum of the number of bits required to index

in each dimension, as listed in Equation 5.1. To decode the location of each voxel, the

client simply needs to know the bit depth of each channel and then perform proper
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masking.

Bit DepthXY Z = dlog2NXe+ dlog2NY e+ dlog2NZe (5.1)

5.3.2 Adaptive Sampling for Live-Streaming

The efficient voxel grid schema enables an adaptive point cloud sampling compo-

nent that is optimized for live-streaming. At runtime, we define voxel grids based

on two principles: (i) attempt to only sample points within (or near) the user’s view

frustum, and (ii) allow semantic understanding and viewing camera distance to guide

resolution and timing budget associated with each voxel grid. Fundamentally, adap-

tive sampling saves the bandwidth from the source, leading to more efficient data

processing, memory operations, and streaming.

Adaptivity to User View

To monitor the view frustum, the mobile camera device needs to collect the user’s

viewing pose and field of view, relative to the point cloud. This forms the view

frustum, which determines whether particular points are to be processed or not,

i.e., points falling out of the view frustum will be discarded without processing and

streaming. Note that there exists an obvious correlation between frame rate and

interactive latency because of the frame delivery pipeline (one frame in our case),

especially since our system does not predict the user’s viewport movement.

The spatial-resolution can be determined both actively (locally) and passively

(globally), from the user’s perspective. Actively (locally), the user can assign each

voxel grid with a different resolution by controlling the voxel size. The smallest voxel

size indicates the highest resolution, e.g., creating a one to one matching between each

voxel and each point. As the voxel size increases, the resolution decreases, and more

points are represented by each voxel (with their color information averaged). Passively
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(globally), sampling points should obey the overall timing budget, e.g., 33.3 ms for

30 FPS, to maintain an uninterrupted user experience. The timing budget may be

large enough for all relevant points to be captured at the highest resolution indicated

by the resolution request. However, if it is not, our framework selects a layered

spatial-resolution and samples points in multiple resolutions, based on the distance

between each point and the user’s camera center. To do so, points far away from

the camera center are sampled at a lower resolution with bigger voxel size. After

spatial sampling, voxel grids represent point clouds with different bounding sizes,

each associated with a unique set of parameters.

Adaptivity to Network Topology

Voxelization is a costly operation that scales with the resolution (voxel size). Perform-

ing voxelization at high resolutions completely on mobile camera devices is infeasible

due to their low computing power. Offloading expensive operations to networked

cloud components may yield high computing power but introducing longer laten-

cies to reach the user. Here, we discuss two policies around the edge and the cloud

components accordingly to utilize their capabilities for different use cases.

On the mobile camera device, light voxelization using larger voxels should be

performed for latency-sensitive use cases. In this scenario, the edge device trades point

cloud resolution for performance and interactivity, subject to the timing budget set by

the user. This scenario is extremely useful when initial scene understanding is needed

such as a quick segmentation for object detection or coarse-grained joint detection,

tracking, and related user interactions through storing and retrieving key frames on

the edge device itself. Light voxelization on the edge device enables: (i) efficient early

processing on point clouds to reduce data traffic, especially if there are multiple edges

and users in the environment; (ii) data processing closer to the user device leading to
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less round-trip network latency, which will unleash the potential of various interaction-

based use cases including augmented reality; and (iii) an ecosystem around the mobile

camera device for fine-grained visual data control.

On the cloud component, heavy/lossless voxelization with smaller voxels should

be performed for quality-sensitive use cases. In this scenario, the compressed 2D color

and depth data can be transmitted from the edge device to the cloud using a lower

bandwidth. Then, the cloud component can perform heavy processing on those data

such as reconstructing and maintaining the whole point cloud at high resolution in

each frame. When needed, the high resolution point cloud can be transmitted to

the user’s device in different ways, including encoding voxels into a compressed 2D

texture for remote rendering. This scenario can further realize point cloud rendering

on the user’s device in a hybrid mode with collaboration between the edge and the

cloud. This scenario is useful when the user’s need of visual quality is more important

than real-time interactivity, e.g., in an AR-based coaching application when coaches

and athletes use a “replay mode” to observe the accuracy of an activity.

5.3.3 Point Cloud Resizing

On mobile client devices, rendering points sampled at different resolutions using

uniform sized particles will manifest in unbalanced point density in different regions.

In a high resolution voxel grid, denser points are sampled and thus the shape is more

intact and consistent. On the contrary, in a low resolution voxel grid, fewer points

are sampled and rendered which will create visible gaps among them. These gaps will

degrade the visual quality and associated user experience if unbalanced point clouds

are rendered simultaneously in the user’s view. Thus, instead of receiving and ren-

dering points without the knowledge of points being sampled by different resolution

voxel grids, our system dynamically adjusts the point size (resizing particles) at run-
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time based on the voxel size associated with each voxel grid schema through a point

cloud resizing component. The idea behind this is simple – our system resizes each

particle to be large enough to cover the empty space around it to form and present a

continuous shape, driven by the associated voxel size.

Unfortunately, resizing particles will not fill in lost pixel information that was

averaged into voxels since the system discards raw depth/color sensor data in our

current implementation. The system also discards the position and color info of mul-

tiple points, lost during the voxelization averaging. Instead of resizing particles with

uniformed color, it could be possible to utilize the color texture to interpolate the sur-

rounding pixels (one voxel multiple color) to recover missing information. Compared

with 3D position data, 2D color data is very efficient to be streamed in compressed

format such as MJPEG. We will explore such functionality in future work.

5.4 Implementation

The implementation involves the mobile camera device and the mobile client de-

vice. The mobile camera device is implemented in the C++ environment on a Jetson

TX2 board installed with Ubuntu v18.04 with Linux kernel v4.9, connected with an

Azure Kinect sensor through USB. The mobile camera device implementation involves

a multi-threaded data processing pipeline and an adaptive sampling component. On

the mobile client device, the implementation, including the point cloud resizing com-

ponent, is built with C# in the Unity game engine on a Windows machine, which

creates an application that we deploy to an Android device.

5.4.1 Multi-Threaded Data Pipeline

To maximize the throughput, we implemented our framework as a multi-threaded

pipeline consisting of four stages, raw sensor data processing, point cloud process-
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Figure 5.6: Voxelization is pipelined into four stages and the overall throughput of the

mobile camera device is determined by the most expensive thread (example latencies

show processing at 720p-unbinned).

ing, voxelization, and streaming. Each stage is implemented as its own thread: a

color data decompression thread (mt) (performed on the main thread), a depth data

transformation thread (dt), a point cloud generation thread (pt), and an adaptive

voxelization thread (vt), as shown in Figure 5.6. For example, the code below cre-

ates a thread object (vtObj) for vt to voxelize point clouds which operates on three

pointers (high, medium, and low res point clouds) together with the intended voxel

size.

std:: thread vtObj(generateVoxelWrapper , pclH , pclM , pclL ,

voxelSizeH , voxelSizeM , voxelSizeL);

Each stage contains two sets of buffers for exchange. The raw depth and color

data are retrieved from the Kinect sensor and then transformed into the same color

view through the K4A SDK. To decompress MJPEG image to YUV format, we used

NvJpegDecoder Nvidia (2021). To send point cloud data, we used a simple TCP

Socket.

At stage one, the mt thread takes the color data to decompress MJPEG to YUV

and saves the result into Colorbuf1; the depth data is passed to create dt thread to
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transform XY depth into XYZ point cloud and the result is stored in Depthbuf1.

At stage two, Colorbuf2 and Depthbuf2 are filled by mt and dt, while Colorbuf1 and

Depthbuf1 are passed to the pt thread to generate XYZ-YUV point cloud data which is

then stored in PCLbuf1. At stage three, Colorbuf1, Depthbuf1, and PCLbuf2 are filled,

while PCLbuf1 is passed tovt thread to voxelize point clouds in multiple resolutions

and store the result in V oxelbuf1. At stage four, Colorbuf2, Depthbuf2, PCLbuf1, and

V oxelbuf2 are filled, while mt uses the socket Send() to transmit V oxelbuf1 to mobile

client devices. The pipeline of threads enables the framework to send the voxelized

data to mobile client devices per frame.

Each thread takes some time to complete tasks, defined as Tmt, Tdt, Tpt, and Tvt

accordingly. As these are fully pipelined, the maximum throughput is determined by

the most expensive thread, which in turn produces the frame rate experienced by the

user, as shown in Equation 5.2. Depending on the voxel size, the voxelization thread

usually incurs a wide range of latency. Thus, inside vt, we implemented two sub-

threads such that high, medium, and low resolution voxelization can all be processed

in parallel and their timing cost can be further balanced and subdivided.

max(TBmt, TBdt, TBpt, TBvt) <= 1/FPS (5.2)

5.4.2 Adaptive Point Cloud Sampling

The User Interface

As described in §5.3, our framework allows users to interact with each individual

voxel grid to define a set of desired parameters. This implementation involves four

settings according to our system design, including the interactive pose, the designated

bound, the performance target FPSmin (inverse to timing budget), and the resolution
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request. For the pose and the bound, we rely on existing interactive functionalities

integrated in the game development engine to let users create bounding boxes through

gestures and touches and further interact with those boxes through rotating or re-

positioning. For the performance target and the resolution request, we expose them

as two sliding bars, indicating the scale between the maximum and the minimum.

The bar of performance target has a scale from 20 to 100, indicating the minimum

acceptable frame per second. The resolution request bar has a scale from 1 to 10,

indicating the maximum and minimum resolution, i.e., voxel size. Note again that a

lower voxel size equals to a higher resolution.

The Spatial Resolution

The spatial resolution is then adaptively determined for live-streaming, according

to the user’s resolution request, FPSmin target, number of points in user-initiated

voxel grids, as well as the current camera center, which are all read from the mobile

client device and updated per frame. As the top priority, the FPSmin target needs

to be met by maintaining a stable throughput. Then, our system samples points

within the user-initiated voxel grids using the requested resolution. During sampling,

the latency cost (Cv) of voxelizing each point in different voxel grid resolutions is

documented and updated per frame, in the unit of nanoseconds per point. The

maximum number of points can be sampled per frame at each resolution is then

determined by 1/FPSmin/Cv. If the number of points to be sampled exceeds the

throughput limit, our system samples points closer to the camera using the requested

resolution, then selects lower resolutions to sample farther points. However, if the

system can handle more points in a higher resolution, more points closer to the camera

will be sampled at the requested resolution. At last, if the user-initiated voxel grids

are made larger or smaller, our system re-evaluates the condition above and then
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re-sample points.

Voxel Grid Encoder and Decoder

In our implementation, the resolution request directly translates to voxel size, e.g.,

when resolution request is set to 1 (full), it translates to a voxel size equaling to 1,

i.e., 1 voxel to 1 point (the same millimeter precision with the raw data from the

Kinect). To voxelize point clouds, we utilize the VoxelGrid API provided by the

Open3D Zhou et al. (2018) library, a popular library for 3D processing. To encode

each voxel grid for efficient positioning on the server, we use the maximum bound

(maxbound) and the minimum bound (minbound) of a given voxel grid and then use the

differences between maxbound and minbound to determine the minimum number of bits

that is required to number all voxels in the X (BDX), Y (BDY ), and Z (BDZ) axis.

We then shift the voxel ID in each channel to the left according to BDX , BDY , and

BDZ to fit the voxel location into one variable using the bit-wise OR operator, with

its total number of bits rounded up to multiples of 8 for byte-alignment. After the

encoding, we attach the voxel size, the data length, the offset and bit depth in each

channel, and the bounds to the buffer containing the voxelized data as the header to

be used for decoding. In our implementation, all of the header information results in

a negligible overhead of less than 100 bytes. On the client, to decode the voxelized

data, we simply need to parse the header and utilize bit masks to reconstruct the

voxel locations by manipulating bits. For example, to decode the voxel ID for a 32

bits input which has 8 bits BDX , 8 bits BDY , and 13 bits BDZ , we first create three

bit masks for each XYZ channel, e.g., maskX = 1 << BDX - 1 for voxel location

in the X channel. Then, the voxel location in the X channel is reconstructed with

right-shift and bit-wise AND, i.e., input >> (32 - BDX) & maskX.
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5.4.3 Point Cloud Resizing

The implementation of point cloud resizing involves shader programming and

determining the appropriate particle resizing factor for each voxel size. Based on

the header (described in §5.4.2), the client receives and decodes the data buffer,

documents the starting indices for high, medium, and low voxel sizes, and stores the

point cloud in a custom structure consisting of two List<Vector3>; one for color

data and one for vertex data.

Then, we feed the color and vertex data to our custom shader through global

ComputeBuffers. We use Unity’s built-in particle system implementation to render

points, which limits the number of particles rendered per system to 16384. Therefore,

we instantiate the required number of particle systems to render the full number of

points. After that, the starting indices are sent to the shader, as well as the point

indices for that specific particle system. Our custom shader runs on each particle

system, only rendering the assigned points. The global ComputeBuffers are shared

among all the shaders, as each one only accesses the data at its assigned point indices.

The particle is rendered to the scene as an unlit billboard. Unity’s forward rendering

pipeline then renders the scene to the camera.

To determine the optimal particle size for each voxel size, we implement a data-

driven approach to study their relationship. We capture point clouds and voxelize

them with 10 different voxel sizes, according to §5.4.2. For each point cloud sampled

at each voxel size from 2 to 10, we render it with different particle sizes (with a

precision of 0.01). Then, we compute its SSIM against the ground truth point cloud

voxelized at the size of 1. SSIM is used as a quality metric since it computes the

direct pixel difference for the final render. We find that SSIM trends upwards until

the particles were big enough to cover the entire point cloud without showing any
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Figure 5.7: For each voxel size (VS), SSIM goes upwards until the particles are big

enough and then goes downwards as particles continuously become bigger, i.e., an

optimal resizing factor can be identified.

of the background, at which point they began trending downwards, as shown in

Figure 5.7. We use the particle size with the highest SSIM value for our subsequent

renders. Note that the distance between particles and the camera center has little

effect on this relationship, due to the forward renderer accounting for distance when

rendering the particle systems in the final image.

5.5 Evaluation

We evaluate our framework from two aspects: (i) the performance of adaptive

sampling and (ii) the visual quality of point cloud resizing.

Hardware Platform

To sample point clouds, we used an off-the-shelf depth sensor – an Azure Kinect Mi-

crosoft Azure (2021). The color data is captured at 720p and 1080p, meanwhile

the depth data is captured at binned (512x512) and unbinned (1024x1024) at Wide

Field-of-View (WFOV). The resolution of the point cloud data is then denoted as

color-depth (e.g., 720p-binned) in the rest of the evaluation. To adaptively sample
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and process point clouds at the mobile camera device, we used an Nvidia Jetson TX2

development board introduced in §5.4. To stream point clouds, we connected the

Jetson TX2 to a TP-Link router tp-link (2021) with a wire. The TP-Link router is

further connected to the mobile client device wirelessly, with a download bandwidth

as high as 450 Mbps. To resize and render point clouds, we used a Google Pixel 5

smartphone to run a Unity application in the Android environment.

5.5.1 The Performance of Adaptive Sampling

Dataset

This evaluation is performed in a live-capture and streaming setting in an indoor

environment. We simply ask a human subject to perform daily tasks in front of

the Azure Kinect sensor, e.g., typing, writing, waving hands, walking, standing up

and sitting down, etc. The number of points captured per frame is roughly 600K at

720p and more than 1.3M at 1080p. Each point originally consists of 12 bytes float

position info and 3 bytes uint8 t color info, the same as the popular polygon file

format Wikipedia (2021).

Metrics

We use three metrics to demonstrate the performance of the adaptive sampling com-

ponent in our framework, including (i) the data throughput, (ii) the compression

ratio, and (iii) the runtime energy efficiency.

Data Throughput

For this metric, we perform two experiments to understand (i) on the mobile camera

device, if our framework can adaptively determine the voxel size to maintain the

throughput; (ii) on the mobile client device, whether our framework can render with
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Figure 5.8: On the mobile camera device, our system adjusts the voxel size (high and

medium) to adaptively sample points according to the resolution request. Voxel grids

with lower resolutions cost less bits to encode all voxels, and thus more voxels can be

transmitted under the target throughput stably at 30 FPS.

a high data throughput comparable to state-of-the-art solutions. The data throughput

is measured in the unit of mega bits per second (Mbps).

The result of this experiment is shown in Figure 5.8, which is averaged across

multiple runs each consisting of a 1000-frame period. On the Kinect plus Jetson TX2

mobile camera device, we set the frame rate target to be stable at 30 FPS. Then,

according to the resolution request (high res set by the user), our system adaptively

determines the number of points to be sampled at a low voxel size and selects the

medium voxel size to sample points around the user-initiated voxel grid in a medium

resolution, while maintaining the environmental points to be represented stably in a

high voxel size at a low resolution, as shown in Figure 5.8a. Because the voxel size

increases as the resolution decreases, in the same region, less bit depth is required

to number all voxels. As a result, more voxels can be transmitted under the same

throughput target. Finally, the overall throughput can be maintained, as shown in

Figure 5.8b. On the Pixel 5 mobile client device, we find that receiving, resizing, and
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Figure 5.9: Compression ratio of Draco and our framework, with our framework

sampling points in one resolution (-Single), multi-resolution (-Multi), and adaptive

multi-resolution (-Adaptive).

rendering point clouds can incur a wide range of stable throughput up to 73 Mbps

depending on the voxel size and target frame rate. These results are comparable to the

wide range shown in Vivo Han et al. (2020), although ours have a lower maximum

throughput. However, our framework provides runtime resolution tradeoffs which

can meet the requirement for a variety of networking conditions. Note that there

is a throughput discrepancy between mobile camera device and mobile client device

(higher at receiver than at transmitter) which further opens opportunities for a multi-

edge environment.

Compression Ratio

Here, we compare our adaptive sampling framework against Draco Google (2021b)

since Draco is demonstrated to have the best compression ratio Han et al. (2020).

In this experiment, Draco is statically parameterized with the compression level set

at 7 and the quantization bit set at 11. On the contrary, our framework is running

in a dynamic setting, in which the resolution is randomly set every 50 frames. Note

that our framework does not “compress” point clouds but voxelizes and samples point

clouds using different voxel sizes.
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Running with our framework, we first include all points from the capture and

represent the whole point cloud using one voxel grid with one voxel size. In this case,

the average memory footprint is roughly at 2.3 MB. Then, we represent the point cloud

using three voxel grids, each associated with a different voxel size, however, with an

arbitrary number of points set to sample high res (100K), medium res (200K), and low

res (the rest) points. In this case, the average memory footprint is roughly at 1.7 MB.

Finally, we apply adaptivity to each voxel grid such that the number of points to be

sampled at different resolutions is dynamically determined. In this case, the average

memory footprint is reduced to 0.99 MB. A comparison of the compression ratio is

shown in Figure 5.9. The result demonstrates that our adaptive sampling framework

can achieve a comparable or even higher compression ratio than Draco, by sampling

point clouds using a set of resolutions. In addition to those three cases, we apply

focus regions to the scene, in which only points within those regions are sampled and

streamed. In this case, the memory footprint can be as low as hundreds KB, which

leads to a one magnitude higher compression ratio compared with Draco.

Runtime Energy Efficiency

We evaluate the runtime energy efficiency in terms of the energy consumption per

frame in the unit of joule (the product of power and frame time) and the energy

consumption per point in the unit of µJ (the quotient of power divided by the number

of points sampled per second) on both the mobile camera device and the mobile client

device. The evaluation is performed in the same adaptive multi-resolution setting

running with different resolution requests as described in the throughput evaluation,

with a frame rate set stable at 30 FPS and 20 FPS. On the Kinect plus Jetson TX2

mobile camera device, we retrieve the power consumption of VDD IN by reading its

power rail sys file. The power consumption of VDD IN includes all major components
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Figure 5.10: A stable data throughput incurs a stable energy consumption/frame and

a reduction in energy consumption/point when more voxels can be transmitted with

larger voxel sizes. A performance-based energy tradeoff can also be identified.

on board including GPU, SoC, CPU, and DDR. On the Pixel 5 client, we measure the

power consumption by reading the voltage (voltage now) and current (current now)

sys files of the battery class using remote adb. Figure 5.10 shows the result measured

on the mobile camera device. We find that (i) a stable data throughput incurs a stable

energy consumption per frame, demonstrating that our framework does not incur

any power overhead, as shown in Figure 5.10a; (ii) more points can be sampled and

transmitted as voxel size increases, presenting a reduction in energy consumption per

point, as shown in Figure 5.10b; (iii) there is a performance-based energy tradeoff, i.e.,

lower frame rate incurs lower energy consumption per frame and per point. Similar

trend in energy consumption per frame and per point can be identified on the Pixel 5,

with one magnitude lower values.
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5.5.2 The Visual Quality of Point Cloud Resizing

Dataset

In this evaluation, we capture the dataset and perform experiments on it in an offline

setting. The dataset contains point clouds captured and rendered in three different

settings, including single resolution, multi-resolution without point cloud resizing,

and multi-resolution with point cloud resizing. Similar to §5.5.1, single resolution

point clouds are voxelized with a voxel size from 1 to 9 and multi-resolution point

clouds are voxelized using a layered resolution. To resize point clouds, we use the

particle size determined by our study introduced in §5.4.3.

Metrics

To measure the visual quality of the final renders, we use SSIM again to compute

pixel differences between rendered images. In particular, we perform comparisons on

multi-resolution renders with and without point cloud resizing, against ground truth

point clouds sampled using a single resolution.

Visual Quality

When point clouds are rendered without resizing, the average SSIM across all voxel

sizes is only at 0.67. In comparison, after point cloud resizing is applied, the average

SSIM is improved to 0.78, equaling to a 16.4% improvement in visual quality. We

acknowledge that an optimized visual quality metric needs to be developed to take

users’ different resolution needs into the consideration. We will actively explore it

and perform a more comprehensive visual quality study in our future work.
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Chapter 6

CONCLUSION

In this work, we presented three solutions towards fine-grained control of visual data

in mobile systems for continuous mobile vision applications to operate with energy

efficiency improved, visual privacy protected, and 3D data interactivity enhanced.

First, for resolution-based energy and accuracy tradeoff, we observe a substantial im-

age sensor resolution reconfiguration latency caused by the sequential reconfiguration

procedure in current operating systems. This long reconfiguration latency gives vision

applications a perception of losing frames which impedes the adoption of otherwise

beneficial resolution-energy tradeoff mechanisms. In this paper, we propose Banner

as a system solution for providing rapid and seamless image sensor resolution recon-

figuration. Evaluated in three different OpenCV workloads including display-only,

cloud-based offloading, and marker-based pose estimation running on a Jetson TX2

board, Banner is able to halve the end-to-end reconfiguration latency and completely

remove the frame-to-frame latency, i.e., no frame drop during sensor resolution re-

configuration even for workloads working at 30 FPS. This allows a more than 49%

system power consumption reduction comparing reconfiguring the sensor resolution

from 1080p to 480p with downsampling 1080p↓480p. Banner unlocks a variety of

mobile vision tasks to dynamically reconfigure sensor resolutions to adapt to the en-

vironmental change and then maximize the energy efficiency. Second, for preserving

visual privacy, we introduce LensCap, a split-process app development framework to

protect user’s visual privacy in cloud-based AR apps. LensCap isolates the process-

ing of camera frames into a distinct visual process, meanwhile maintaining the cloud

communication through another network process, with the data transactions between
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split processes monitored and shown to users for approval at a fine granularity. We

prototype LensCap as an Android library that could be integrated into the AR devel-

opment flow of Unreal Engine as a plugin. We evaluate LensCap in five UE projects

developed for Android platforms. Results collected from the performance evaluation

together with an interview-based user study demonstrate that visual privacy could

be preserved and user confidence could be improved with LensCap split-process ac-

cess control implemented in untrusted AR apps, without any noticeable performance

penalty. Third, for an enhance interactivity through 3D data, we presented an edge-

assisted point cloud live-capture and streaming framework to enable real-time high

precision point clouds visualization on mobile client devices. Our framework is built

around an efficient voxel grid schema that enables the utilization of resolution-based

tradeoffs on point clouds at runtime. Then, based on a set of voxel grid parameters,

our framework adaptively sample points in multiple resolutions efficiently for live-

streaming. On the mobile client device, points represented by different voxel sizes are

resized and rendered in the same viewport. Our prototype using three off-the-shelf

components demonstrates that point clouds can be delivered at a stable throughput

adaptive to various requirements with the visual quality maintained while working

with an improved energy efficiency. With massive visual data controlled by users at a

fine granularity, a bloom of new reality through pervasive computing can be expected.
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