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ABSTRACT

Function-as-a-Service (FaaS) is emerging as an important cloud computing service

model as it can improve scalability and usability for a wide range of applications,

especially Machine-Learning (ML) inference tasks that require scalable computation

resources and complicated configurations. Many applications, including ML infer-

ence, rely on Graphics-Processing-Unit (GPU) to achieve high performance; however,

support for GPUs is currently lacking in existing FaaS solutions. The unique event-

triggered and short-lived nature of functions poses new challenges to enabling GPUs

on FaaS which must consider the overhead of transferring data (e.g., ML model

parameters and inputs/outputs) between GPU and host memory.

This thesis presents a new GPU-enabled FaaS solution that enables functions to

efficiently utilize GPUs to accelerate computations such as model inference. First, the

work extends existing open-source FaaS frameworks such as OpenFaaS to support

the scheduling and execution of functions across GPUs in a FaaS cluster. Second,

it provides caching of ML models in GPU memory to improve the performance of

model inference functions and global management of GPU memories to improve the

cache utilization. Third, it offers co-designed GPU function scheduling and cache

management to optimize the performance of ML inference functions. Specifically,

the thesis proposes locality-aware scheduling which maximizes the utilization of both

GPU memory for cache hits and GPU cores for parallel processing.

A thorough evaluation based on real-world traces and ML models shows that the

proposed GPU-enabled FaaS works well for ML inference tasks, and the proposed

locality-aware scheduler achieves a speedup of 34x compared to the default, load-

balancing only scheduler.
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Chapter 1

INTRODUCTION

The popularity of Function-as-a-Service (FaaS) increases as there is a growing

demand for building websites, real-time file processing, and machine learning (ML)

inferences without worrying about scalability and resource management Jonas et

al. 2019. However, running ML inference with FaaS functions is limited as the major

public cloud providers do not provide or directly provide FaaS platforms to access

GPU resources. For example, AWS Lambda Chand 2021, a popular FaaS from

Amazon, does not provide GPU to FaaS, while Azure functions Garg 2020, FaaS

from Microsoft, can indirectly access GPU via GPU-enabled Kubernetes. However,

the support for sharing GPU in the Azure function is limited as Kubernetes avoids

addressing the challenges of GPU resource management by preventing multiple pods

from sharing a single GPU. Therefore, GPU-enabled-FaaS is a growing research area

where both industry and the research community work to uncover and address the

unique challenges of managing GPU resources in the FaaS platform.

Applying GPUs to the FaaS platform is imperative as ML inference running on

FaaS requires low latency to meet the Service-Level-Agreement (SLA). The survey of

FaaS Scheuner and Leitner 2020 indicates the increasing deployment of ML inference

on FaaS platform. ML inference applications in production have stringent latency

requirements; for example, providing auto-suggestions in the search bar requires

returning the inference results in real-time while users browse for keywords Garg

2020. Using GPU for running ML inference can significantly reduce the latency when

input data can be grouped into a large batch and models are designed for parallel
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computation. The larger batch size allows ML inference to further benefit from GPU

acceleration Gunny 2019 because a bigger batch gives the GPU a higher volume of

work to run in parallel. ML inference models such as Transformers Wolf et al. 2020

translate the sequential computation of recurrent neural networks (RNN) into the

independent calculation to benefit from GPU parallelization.

Managing the GPU resources in the FaaS platform is challenging as sharing GPUs

differs from sharing conventional resources such as CPU and memory. The GPU is

designed to maximize a single application’s throughput performance by allocating the

entire resource to a single GPU process. Since the single process has full access to the

GPU resource, the GPU expects the application to be programmed to avoid exceeding

the available GPU memory. Unless the GPU is configured with vendor-specific features

such as Nvidia Unified Memory Li et al. 2015, the applications using the GPU are

constantly vulnerable to an out-of-memory (OOM) error Landaverde et al. 2014. The

limited sharing capabilities of GPU are problematic for the FaaS platform because

functions require sharing the limited GPU resources to maximize GPU utilization and

performance.

Estimating the latency of data transfer and execution of the GPU is a significant

challenge for scheduling FaaS functions that have access to GPUs. The initialization

phase of the GPU application takes longer in GPU memory than in host memory

because the GPU has the extra overhead of transferring the data from host memory

to device memory. Additionally, determining the size of the input data the GPU

will process is critical as the benefit of GPU acceleration must outweigh the cost

of the data uploading overhead. Estimating the latency of FaaS functions using

GPU is imperative, as accurate estimation allows the FaaS platform to improve the

performance of FaaS functions using GPU resources.
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The major challenge of GPU-enabled FaaS is to address the above limitations by

finding the balance between locality and load-balancing. From a locality perspective,

the GPU-enabled-FaaS can reduce the function latency by serving requests on the

same cached GPU that already has uploaded the model. However, the extreme locality

may increase the average latency of requests because all the requests are forwarded

to the cached GPU while other uncached GPUs stay idle. From a load-balancing

perspective, the GPU-enabled-FaaS can increase GPU utilization by distributing the

requests evenly to available GPUs. However, load-balancing may increase the cache

miss ratio when handling a workload with a larger working set size. The more extensive

working set increases the chance of evicting popular models in limited memory space.

The thesis introduces complementary components that allow the existing open-

source FaaS platforms to utilize GPU resources and improve the performance of ML

inference running as FaaS functions. The GPU Manager decouples the GPU resource

management from the FaaS platform by handling the GPU resources on behalf of

FaaS functions and estimates each GPU’s finish time of its queued requests. The

Cache Manager treats the uploaded inference models in GPU memory as cache items

and follows the LRU cache eviction policy to evict the unpopular models when GPU

memory exceeds. The Scheduler reads the estimated finish times and LRU lists from

the GPU Manager and Cache Manager and follows a scheduling policy to dispatch

the FaaS Function to a GPU.

The proposed locality-aware scheduler improves the GPU utilization by balancing

the workload to GPUs and increasing the hit ratio of cached items in GPUs. The

scheduler reads the LRU list from the Cache Manager to prioritize the requests to

be dispatched to the idle GPU with the cached items. However, suppose the GPU

with the cached item is busy. In that case, the scheduler uses the estimated finish
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time of the busy GPU to determine whether the cache hit in the busy GPU has a

lower estimated finish time than the cache miss in the idle GPU. The scheduler only

forwards the cache miss request to idle GPUs when the busy GPUs do not provide a

lower finish time with cache hits.

The performance of the GPU-enabled FaaS is evaluated using the real-world

trace disclosed by the public cloud provider and inference models widely used in

production. The results indicate that the proposed locality-aware scheduler improves

the performance of FaaS functions with a limited GPU resource. The locality-aware

scheduler reduces the average latency and cache miss ratio of the baseline (load-

balancing) scheduler by 80% and 65%. With the out-of-order dispatch, the scheduler

further reduces the average latency and cache miss ratio of the baseline scheduler by

97% and 81%.

The rest of the paper is organized as follows: Section 2 introduces the background

and related works; Section 3 describes the design of the GPU-enabled-FaaS; Section

4 discusses our performance evaluation of the five scheduling policies, and Section 5

concludes the paper.
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Chapter 2

BACKGROUND

2.1 Function-as-a-Service

Function-as-a-Service (FaaS) is emerging as a popular cloud computing service

that can provide scalability and cost-efficiency to event-driven applications Jonas

et al. 2019. Amazon Web Services Miller, Vandome, and McBrewster 2010, one of

the major public cloud providers, markets the FaaS as part of AWS Lambda Chand

2021 to provide scalability and cost-efficiency while running short event-driven jobs.

Unlike traditional cloud services that provide the entire VM instance to the user,

FaaS introduces function as a service unit by deploying each user’s function code in

lightweight containers. Using lightweight virtualization takes less space and time to

run the functions, allowing FaaS significantly improve scalability and cost-efficiency

for event-driven workloads.

To deploy the FaaS function in Lambda, the user must first select the type of

function and then write the function code to upload to the API-Gateway. Lambda

provides options for deploying functions with specific dependencies such as Program-

ming languages: Java, Python and popular 3rd party libraries such as Tensorflow or

Pytorch. The registered function responds to specific events such as an HTTP request

or a trigger from other AWS services such as S3 and DynamoDB.

Figure 1 explains the components of the FaaS architecture. The general FaaS

architectures contain three major components: API Gateway, Watchdog, and Datastore

that run on top of the container orchestration, such as Docker Swarm Soppelsa
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Figure 1. General FaaS architecture

and Kaewkasi 2017 or Kubernetes Hightower, Burns, and Beda 2017. The grey

boxes represent the applications that run on containers. The red box represents the

background process that runs inside the container and terminates with the container.

API Gateway component is the public route that interacts with the end-user

by handling the create, read, update, delete (CRUD) of functions and invoking the

registered functions. The Watchdog runs in the background along with the function

code to serve as the communication bridge between API Gateway and Datastore. The

Watchdog receives a request and returns a response to API Gateway and stores history

status such as execution latency to Datastore. Datastore stores the history log of the

invoked functions. Datastore can also be configured to trigger the API Gateway to

scale up the function containers when the same function is repeatedly invoked for a

specific time interval.

The end-users of the FaaS service can write function without configuring any

resources and installing dependencies required to run the function. The end-users

can use the code template provided by the specific FaaS platform to deploy the FaaS

function. Once the end-user forwards the function code and the template to the FaaS

platform, the platform builds the function by creating a running container that installs
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Figure 2. OpenFaaS architecture

the required resources written in the template. The deployed function is registered as

a RESTFUL API, and the end-user can invoke the function by creating an HTTP

request or implementing a trigger in other applications.

Netflix is one of the avid users of AWS cloud services that shows an exemplary use

case of AWS lambda Retter 2020. Netflix uploads thousands of video files submitted

by the producers in S3, which must be encoded and correctly reordered before the

customers can stream the file as a movie. The S3 is configured to trigger multiple

Lambda functions when the producer finishes uploading a video file. The Lambda

functions split the updated files into 5-minute blocks and encode them in parallel.

After the last block of the video is processed by the final Lambda function, the S3

triggers another Lambda function that aggregates the encoded files following the

correct order.

2.2 OpenFaaS

We now explain the fundamental components and the lifecycle of the OpenFaaS,

an open-source FaaS framework, in Figure 2. OpenFaaS simplifies the management
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of containers by running on top of container orchestrators such as Docker Swarm or

Kubernetes. The FaaS/Gateway (API-Gateway) works as an intermediator between

the end-user and the internal components of OpenFaaS by forwarding create, delete,

and modify requests to FaaS/Provider. FaaS/Gateway records the unique function ID

and name to Prometheus when the user registers the function so that Watchdog can

record the logs of the running function.

Prometheus Rabenstein and Volz 2015 is an open-source time-series database

that collects metrics from FaaS/Function and can be configured to trigger alerts

to OpenFaaS/Gateway. The FaaS/Provider translates the request forwarded by

FaaS/Gateway into acceptable request that the interface of the container orchestrator

can understand. FaaS/Function is the container that runs the function code of

the end-user, and the Watchdog is a background process that communicates with

the FaaS/Provider and stores the metrics such as function results, and latency to

Prometheus.

The lifecycle of deploying and invoking functions in the default OpenFaaS is

straightforward. The end-user registers the function by building a container with the

function code and OpenFaaS template and invokes the function using HTTP requests

to the FaaS/Gateway. The FaaS/Gateway either creates a new function container or

runs the requested function by forwarding the request to the FaaS/Provider.

FaaS/Provider translates the request received from API/Gateway into a message

that the container orchestrator, such as Docker swarm or Kubernetes, can understand.

The container orchestrator finds the registered container that matches the description

of the requested function and deploys the container that represents the FaaS/Function.

The Watchdog that runs as a background process inside the container receives the

request, returns the response to FaaS/Provider, and updates metrics such as latency
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as a history log in Prometheus. Finally, the FaaS/Gateway receives the return message

from the FaaS/Provider and returns the result to the end-user.

It is important to note that the feature of scheduling decisions such as replicating

functions or load-balancing is not implemented in the OpenFaaS framework. The

absence of the scheduling feature in OpenFaaS is to maintain the OpenFaaS framework

as simple as possible by bequeathing all the matured scheduling decisions to 3rd party

components. For example, Prometheus is in charge of making decisions for replicating

the number of containers by triggering the FaaS/Gateway when Prometheus detects

a burst of duplicated requests. Container orchestrators are responsible for making

fundamental scheduling decisions such as load-balancing for deploying the containers

to the available nodes.

2.3 GPU Computing

Graphics Processing Unit (GPU) Agbaje, Ohwo, and Adekunle 2018 introduces a

different design than conventional multi-core processors by offering thousands of simple

cores and a high bandwidth memory architecture. A GPU has multiple streaming

multiprocessors (SM) that contain computing cores, shared cache, and shared memory.

Each SM holds local registers, an integer arithmetic logic unit, and a floating-point

unit for computing cores to execute instructions.

A GPU memory management unit (MMU) provides virtual address spaces for GPU

applications by mapping the application context with the unique GPU page table.

The GPU is an external device that communicates via PCI Express (PCIe) with the

host, and the data transfer between the host and GPU is required for the application

to utilize the GPU. Memory-mapped input/output (MMIO) allows the CPU in the
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host to access the GPU registers and memory. GPU applications communicate with

the GPU by sending operations using the MMIO interface.

GPUs are traditionally used for graphics acceleration, but the popularity of general-

purpose computing such as machine learning has been increasing dramatically. The

graphics acceleration focuses on rendering 2D, and 3D graphics using GPU rendering

features such as tessellation, compute shaders, and multi-threading. The applications

that benefit from GPU rendering capabilities range from video encoding programs

to visually intensive 2D and 3D graphic games. General-purpose computing focuses

on improving the performance of throughput-sensitive and computation-intensive

applications. Machine learning models widely use the GPU features of general-purpose

computing using API frameworks such as CUDA Cook 2012 and OpenCL Khronos

OpenCL Working Group 2011.

The growing demand for accelerating ML applications with GPUs gave birth to

popular ML framework APIs such as Tensorflow Martín Abadi and Ashish Agarwal

2015 and Pytorch Paszke et al. 2019 that support tools and pre-trained models that

are tailored for GPUs. For example, TensorFlow provides a GPU-enabled version that

allows programmers to deploy the vectors and matrices (tensors) and the functionality

without the knowledge of CUDA. Furthermore, a growing number of research works

focus on applying GPU acceleration to model serving platforms such as TF-Serving

Olston et al. 2017 that host the pre-trained models on cloud or on-premise for ML

applications to share. For example, Hu et al.Hu et al. 2018 integrate GPU scheduling

with the existing model serving system to further improve application performance

and GPU utilization.

A GPU disassembles the application into many threads operating on different data

spaces, maximizing execution throughput with high data parallelism. For example,
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CUDA API allows the programmer to define functions called kernels run by the

computing cores of GPU. CUDA threads can execute the kernels, and they have access

to the local memory shared among the threads defined in the same thread block and

the global memory. The applications using GPU need the functionality of the GPU

memory allocation and deallocation and data transfer between host and GPU memory.

GPUs have three limitations that make it unsuitable for multiple applications to

share the same GPU. First, the capacity of GPU memory is significantly lower than

host memory. Without using the special features such as Unified Memory available in

devices equal to or higher than Nvidia’s Pascal architecture, the GPU memory does

not automatically take care of oversubscribed memory. If the processing data size is

larger than the available GPU memory capacity, GPU programmers are responsible

for managing the active working set in GPU memory. The oversubscription of GPU

memory ultimately leads to an out-of-memory error (OOM), terminating the entire

GPU application.

Second, the multiple computing cores of the GPU are not designed for multiple

applications to effectively share. In other words, running multiple inference applications

that process a small number of images concurrently provides sub-optimal performance

compared to a single inference application that processes a large number of images.

Third, although GPU provides fast computation for inference models, it incurs extra

overhead while transferring data from host memory to GPU memory. The data

transfer overhead of GPU arises in the PCIe interface as the maximum bandwidth of

the current PCIe is low (i.e., 16GB/s) compared to the internal memory bandwidth of

GPU (i.e., hundreds GB/s). To address the three limitations, it is essential to build a

GPU scheduler that can both balance requests across GPUs and utilize the models

already loaded in GPU memory to service the requests.
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2.4 Deep Learning

Deep learning applications based on deep neural networks (DNN) are the key

solution to many important tasks, such as voice recognition, natural language process-

ing, image classification, and object detection Hu et al. 2018. DNN is an advanced

version of artificial neural network (ANN), which is a subfield of machine learning

where the architecture follows the brain’s neural networks. The architecture of DNN

is represented as the weighted directed graphs where the neurons are grouped as

multiple layers, and each connection between neurons communicates with each other.

The Convolutional Neural Network (CNN) O’Shea and Nash 2015, one of the major

classifications of DNN Liu et al. 2017, is used as the primary workload in this paper’s

evaluation.

The main tasks of deep learning comprise training a model and using the model

for inference. Training updates the weights of each layer iteratively towards a target

by running the forward and backward propagation. Inference uses the updated

weights of each layer to make a prediction based on the input by running the forward

propagation. For image classification, training reduces the difference between the

result of the forward propagation and the ground truth label by updating the weights

of a model during backpropagation. The inference predicts the image class of the

image input by translating the input data into a numeric result representing the

classes.

GPUs offer excellent parallelism for both model training and inference. For example,

the convolution operation in CNN requires configuring a fixed-sized filter to generate

a feature table from the input and determine the batch size in training and inference.

The filter performs repeated calculations by traversing through the whole image file,

12



and the repeated calculations provide opportunities for GPU to exploit parallelism.

The larger batch size allows more data to be propagated through the neural network,

thus allowing more input to be processed in parallel. Therefore, GPUs can significantly

reduce the latency than CPUs.

The thesis focuses on FaaS functions running ML inference as the characteristics

of inference applications are ideal for the FaaS platform to maximize scalability. The

training applications are predictable long-running tasks that generate the pre-trained

model by processing many training samples. The inference applications are short-

running tasks triggered on-demand and process a small amount of input data using

the pre-trained model. Unlike training, the inference can significantly benefit from the

scalability of FaaS as the workload is unpredictable and resource occupation is small.

The stateless nature of ML inference greatly benefits inference functions from FaaS

architecture. The training application requires the computed result from forward

propagation to be stateful, as the computed result is used again during the backward

propagation. However, the inference application performs stateless computation as

it returns the output by running the forward propagation. As the inference can run

stateless, the FaaS platform has less restriction to scale in and out when provisioning

resources to multiple ML inferences.

Apart from scalability, the FaaS architecture improves the productivity of software

development. FaaS platform maintains the functions as containers that can be installed

with the required dependencies of ML libraries. ML inference running on the FaaS

function no longer needs to address the compatibility issues, as the functions run on

the predefined containers. Also, FaaS improves the reusability of the functions as

the ML inference models can be treated as a function and be accessed by multiple

applications such as smart-car and traffic surveillance applications.
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2.5 GPU-enabled FaaS

Enabling GPUs in FaaS can significantly reduce cost and improve the performance

of computation-intensive applications Baldini et al. 2017. Specifically, the use cases

of ML inference in FaaS are becoming popular throughout the industry Zaharia

et al. 2018. FaaS functions that use ML inference require significant computation

resources and parallelization; therefore, introducing GPU to FaaS is crucial to reduce

latency. However, addressing the unique challenges of GPU FaaS like GPU sharing

and GPU scheduling make optimizing the inference functions difficult.

There are three challenges to enabling GPUs on FaaS for ML inference. Firstly, the

non-preemptive characteristic of SMs degrades the performance of multiple processes

sharing the same GPU. The thread block is the schedulable unit consisting of a number

of threads translated into a computation core residing in one of the SMs in the GPU.

The end-user can allocate thread blocks to the computation task called kernels which

can perform computations on the SM of the GPU. Once a thread block is dispatched

to the SM, the execution of the SM cannot be preempted by another thread block.

Secondly, the accelerators such as GPU and FPGA are limited resources compared

to traditional resources such as CPU and memory. The scarcity of GPU resources

could be a bottleneck if the FaaS functions are dependent on GPU to finish the tasks.

The latency of the FaaS function may increase if multiple FaaS functions are throttled

by waiting for the release of the GPU resources from other Faas functions. Therefore

it is vital to share the limited GPU resources efficiently without hurting the scalability

of FaaS.

Thirdly, the overhead of GPU data transfer creates a challenge for inference

applications. The latency of the training application is long as the application needs
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to process sample data to create the pre-trained model. The data transfer overhead is

obsolete in a training application, as the training application requires running forward

and backward propagation on a large number of sample data to create the pre-trained

model. On the other hand, the data transfer overhead takes a large portion of the

inference latency because the inference application runs a forward propagation of a

small number of input data. Thus, depending on the input data size, the inference

application can perform better on the CPU than the GPU due to the data transfer

overhead.

2.5.1 GPU Sharing

Kim et al. Kim et al. 2018 introduce a FaaS platform with GPU support by

enabling containers used in the FaaS platform to access GPU directly. Although the

research shows the benefits of GPU-enabled functions, the functions use the NVIDIA

Container Toolkit “Nvidia Docker Container Toolkit” 2022 that restricts multiple

containers from sharing a single GPU. The function that occupies the GPU may run

non-GPU tasks such as preprocessing the input images while preventing other waiting

functions from using the GPU. Our solution solves the issue of GPU monopolization

by enabling the functions to share the GPUs and provide optimized GPU resource

management for the functions. For example, our functions in GPU-enabled FaaS

occupy the GPU resource only when uploading the inference model or running the

inference.

Naranjo et al. Naranjo et al. 2020 overcome the GPU monopolization by intro-

ducing rCUDA, a GPU virtualization framework, to FaaS Duato et al. 2010. The

solution prevents the FaaS functions from directly managing GPUs by intercepting the
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GPU operations from FaaS functions to the rCUDA interface. The research entirely

decouples the FaaS from GPU resource management by relying on rCUDA. The FaaS

platform and rCUDA fail to coordinate to improve performance because they do not

share the information on pending FaaS requests and GPU utilization. Our solution

decouples the GPU resource from FaaS functions but also allows coordination between

global GPU cache management and FaaS scheduler to improve the performance of

GPU-enabled FaaS.

Satzke et al. Satzke et al. 2020 implements features for GPU sharing on top

of Knative, an open-source framework that provides tailored features for managing

FaaS functions in Kubernetes. The proposed solution translates the memory of a

single GPU into multiple vGPUs and provides a constraint policy that prevents FaaS

functions from oversubscribing the GPU memory. However, the solution focuses on

avoiding out-of-memory (OOM) errors caused by GPU memory oversubscription while

failing to address the increased overhead caused by multiple functions sharing the

same GPU. Our solution prevents over-subscription of GPU memory and reduces the

average runtime of functions by introducing GPU cache management compatible with

GPU scheduling.

Dakkak et al. Dakkak et al. 2019 introduce GPU caching by implementing a

daemon process that provisions the GPU memory to functions by intercepting their

CUDA requests. The solution uses GPU memory virtualization services such as

Unified Memory and CUDA IPC to share uploaded models among GPU memory and

processes. The solution prevents OOM in GPU by limiting the memory usage of GPU

and using basic cache mechanisms such as LRU to reduce the latency. However, the

solution fails to address locality-aware scheduling that can further increase the cache

hit and uses load-balance scheduling by forwarding the requests to the GPU with
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the lowest utilization. Our solution uses LRU as the GPU cache replacement policy

while managing the GPU resources globally and a locality-aware scheduler tailored to

improve performance on the real-world trace.

2.5.2 GPU Scheduling

Cox et al. Cox et al. 2020 introduce KFServing, a lightweight auto-scaling technique

that scales out GPU resources according to the number of pending requests waiting

to be scheduled. KFServing promotes batching by waiting for the requests that use

the same model within a fixed period and batching them for processing on the same

GPU. The solution fails to address the optimal waiting time to accumulate enough

requests to create batch requests. The paper warns that the fixed waiting time may

degrade the performance on a low-intensive workload because the scheduler may waste

time waiting for requests to be batched. Furthermore, the paper fails to provide the

ideal batch size that guarantees both locality and load balance in GPU scheduling.

Our solution uses the scheduling policy that improves locality and load balance by

estimating the optimal size of batched requests without specifying the waiting period.

Both Romero et al. Romero et al. 2021 and Zhang et al. Zhang, Krintz, and

Wolski 2020 introduce a FaaS scheduler that reduces the latency by allocating the

FaaS functions on the resources such as CPU, GPU, and network with the lowest

estimation overhead. The scheduler improves both locality and load balance by

assigning computation-intensive functions to GPU and prioritizes batching as long as

there is no violation of the target latency. However, both schedulers fail to provide

on-demand estimations as they are unaware of how the GPU resources are managed,

as they rely on GPU virtualization provided by public or private cloud providers.
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For example, periodical profiling assumes that a function recently deployed on

the specific GPU may perform faster as the GPU memory still has the required data.

The GPU may evict the uploaded data as multiple functions share the GPU, and

the scheduler needs to wait for the following periodical profiling to have the correct

estimation for the GPU overhead. The problem intensifies as the network and CPU

may encounter unforeseen issues and affect the GPU overhead while coordinating

with the GPUs. Our scheduler makes on-demand estimations free from profiling by

allowing the scheduler to coordinate with the global GPU cache management.

Prakash et al. Prakash et al. 2021, Garg et al. Garg et al. 2021, and Yang et al.

Yang et al. 2020 use function code of GPU (kernel) as a schedulable unit to support

the schedulers with time-share and space-share of GPU resources. The solutions

provide space-sharing of GPU by dynamically changing the allocated compute cores

of the kernels and control time-sharing of GPU by slicing the kernel input into small

batches. The solutions customize a specific version of the CUDA API (CUDA version

9) so that the CUDA API framework can allow kernels to be compatible with different

thread block sizes. However, the solutions are unrealistic for inference applications

as pre-trained models require occupying a fixed number of thread blocks, and inputs

must be processed in large batches to benefit from GPU acceleration.

The kernel-slice scheduler expects each FaaS function to request for GPU resourced

as kernel with undefined size, which is not compatible with ML inference as each pre-

trained model requires a bundle of kernels with a specific resource size. Our solution is

highly compatible with any ML inference and any version of the CUDA library because

we provide Pytorch’s generic actions, such as data transfer and execution of GPUs as

a schedulable unit. First, our solution includes GPU Manager that intercepts requests

from ML libraries such as Pytorch API, and no complicated changes in the CUDA
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library are required. Second, we provide coarse-grained but lightweight scheduling

decisions that reduce average latency and control starvation with a parameter.
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Chapter 3

DESIGN

3.1 Architecture

The objective of our proposed GPU-enabled FaaS is to improve the performance of

GPU functions, especially for model inference functions, by optimizing GPU scheduling

and resource management. Figure 3 shows our framework’s complete architecture that

includes four additional containers (Scheduler, ETCD, Cache Manager, GPU Manager)

which enables and optimizes GPU functions upon an existing FaaS framework such

as OpenFaaS. The blue color boxes and the solid arrow lines represent the default

components (running as containers) and the data flow of the default OpenFaaS. The

yellow color boxes and the dotted arrow lines represent the components and data flow

of the new solution.

The architecture explains the components and the life-cycle of our new solution

built on top of the OpenFaaS with minor changes in FaaS/Gateway. The end-user

can include a GPU-enable flag in the Dockerfile of FaaS/Function when registering

the function using the FaaS/Gateway. The FaaS/Gateway checks for the GPU-enable

flag in the Dockerfile and replaces the Pytorch interfaces with the customized Pytorch

interface. The change of Pytorch API is not visible to the end-user as the customized

interface receives the same parameters as the original interface. The custom interface

replaces the generic Pytorch interface that accesses the GPU resources, such as data

transfer and execution of GPU, with the interface that redirects those requests to the

GPU Manager.
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Figure 3. GPU cache in OpenFaaS Architecture

3.2 Scheduler

The role of the Scheduler component is to schedule the function request to a GPU

before forwarding the request to the FaaS/Provider. The Scheduler follows a specific

scheduling policy that can be enabled when the Scheduler component is first initiated.

Once the Scheduler decides the requests that need to be dispatched, it groups the

function information with the GPU address and forwards them to the FaaS/Provider.

The function request contains the input data and the registered function’s ID that

uses the pre-trained model for inference. The GPU address contains the IP address of

the server where the GPU is installed and the device name that is used to access the

GPU on that server.
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Figure 4. Logical representation of the Scheduler

The diagram of Figure 4 explains how to dispatch the forwarded request to a

GPU according to scheduling policies. Two queues (global queue and local queue) are

used for the request to wait before being dispatched to the GPU. Once the request is

forwarded from the FaaS/Gateway to Scheduler, Scheduler puts the request into the

global queue. The pending requests in the global queue are sorted by the earliest arrival

time. Scheduler dispatches the pending requests to GPU following the scheduling

policy. If the GPU selected by the policy is in busy state, Scheduler puts the requests

in the local queue of the selected GPU.

3.3 GPU Manager

GPU Manager exists in each GPU node and manages the GPU processes running

on the GPU node. GPU Manager runs the Pytorch process on behalf of the function

by receiving the inference request from the customized Pytorch API and returning

the results to the Pytorch API. Each GPU process uploads an inference model when

initiating, and the GPU process reports the latency reports to ETCD. When the GPU

process is uploading or processing the inference request, GPU Manager reports to
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ETCD that the GPU status is busy and then updates the status back to idle when

the GPU process finishes the task.

The Algorithm 1 and the Algorithm 2 explain how GPU Manager works once

receiving the request from the FaaS/Provider. GPU Manager enforces GPU to run

one request at a time and sets the status of GPU to busy when GPU is processing

the request. GPU Manager manages the local GPU processes on the same node

GPU Manager is running on. GPU Manager communicates with Cache Manager to

maintain the running GPU processes as cache items.

First, GPU Manager requests Cache Manager to get the cache hit or miss result

and whether there are victim models to evict if there is a cache miss. If there is

a victim, GPU Manager first kills the processes reported as victims to guarantee

that the new GPU process has enough GPU memory to upload the inference model.

After the GPU process uploads and runs the inference model, GPU Manager forwards

the input for the GPU process to run inference. Once the GPU process finishes the

inference, the GPU process returns the result, and GPU Manager returns the result

back to FaaS/Provider when the inference function finishes.

3.4 Cache Manager

Cache Manager exists along with the Scheduler as a global component and follows

the LRU cache policy to manage the models for each GPU in its memory. The cache

item is a running GPU process that uploaded the inference model to GPU by GPU

Manager. When the function is ready to use GPU, the function requests Cache

Manager to return the GPU process that uses the required inference model. If the

required GPU process exists in GPU Manager, this is equivalent to a cache hit as

23



Algorithm 1: GPU Manager

Input:
The specific GPU that the request uses

The inference model that the request uses

The input (image files) that request uses

1 Set the requested GPU as busy

2 Get victim models and cache result (hit or miss) from Cache Manager

/* Each GPU process uploads a model to GPU and is represented as a cache
item to Cache Manager */

3 If victim models exist {

4 Send Kill message to the GPU processes with victim model

5 }

6 If cache result is a miss {

7 Create the new GPU Process with model and input

8 Send input as a message to the GPU Process

9 Return the inference result as the response

10 Set the GPU as idle

the function can skip the model transfer and use the existing GPU process. If the

required GPU process does not exist in the GPU Manager, this is equivalent to a

cache miss as the Cache Manager requests the GPU Manager to create a new GPU

process to have the new inference model uploaded to GPU memory.

Algorithm 3 explains how Cache Manager manages the GPU memory cache. Cache

Manager receives a message that contains the available memory space of GPU that

needs to run the inference, the name, and the required memory size for the model

from GPU Manager. The purpose of Cache Manager is to provide the list of victim

models that need to be evicted from GPU according to the LRU eviction policy. If

there is a cache miss, Cache Manager provides a list of cache models for eviction to
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Algorithm 2: Function GPU Process

Input:
The specific GPU that the request uses

The inference model that the request uses

The input (image files) that request uses

/* Cache miss scenario where model is uploaded to the GPU */
1 FinishTime = (uploading time + inference time)

2 Upload the model to the GPU

3 FinishTime -= uploading time

4 While True {

5 Receive message from the GPU Manager

/* Cache eviction scenario where the process is killed */
6 If received an exit message {

7 Break

8 }

9 If received an input from the message {

/* Cache hit scenario where function skip model uploading and starts
from here */

10 If this is a not the first inference {

11 FinishTime += inference time

12 }

13 Run the inference

14 FinishTime -= inference time

15 Return result to GPU Manager

16 }

17 }

make enough space for the new model. Cache Manager updates the LRU list of GPU

for every request.
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Algorithm 3: Cache Manager
Input:

The selected GPU’s name, used, and total memory

The inference model that is used by the request

1 Get the latest version of LRU list of GPU

2 If the model is a hit {

3 Update the model to the head of LRU list

4 Return model

5 }

6 If new model exceeds the GPU memory {

7 Collect the victims from the LRU list

8 }

9 Update the model to the head of the LRU list

10 Return victims (if exists) and model

3.5 Datastore

Etcd “Etcd: A distributed, reliable key-value store for the most critical data of a

distributed system” 2021 stores the estimated latency of each inference model, the

LRU list of each GPU, and the status of each GPU. Etcd is a distributed key-value

store that guarantees a high level of consistency appliable in a distributed environment.

The estimated latency is used by the Scheduler to decide the optimal GPU to dispatch

the request during scheduling. The LRU list is used to prioritize the cache hits for

the waiting requests in the local queue. The status of GPU is used by all policies to

identify which GPU is available for the function to immediate dispatch.
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Chapter 4

SCHEDULING POLICIES

By default, the OpenFaaS platform relies on the load-balancing scheduling policy

that container orchestrators perform on dispatching the containers. The container

orchestrators such as Kubernetes use CFS quota Bovet and Cesati 2005 as a schedulable

unit to perform load-balancing. The load-balancing scheduler aims to maximize the

overall CPU utilization by predefining the containers with the upper bound of the CFS

quota and dispatching the containers to the CPUs while not exceeding the available

CFS quota of each CPU.

We introduce a load-balancing scheduler that aims to maximize GPU utilization

by forwarding the request to the idle GPUs that are least frequently used. However,

the GPU load-balancing scheduler is limited compared to the CPU load-balancing

scheduler in terms of performance and utilization. The CPU load-balancing scheduler

provides better utilization by forwarding the requests to CPUs until the CPU reaches

the limit because the CPUs are well designed for multiple processes to share the same

CPU without degrading performance. However, the GPU resources are not designed

for sharing; thus, the GPU load-balancing scheduler is limited to dispatching one

request to one GPU at a time.

We propose a locality-aware and load-balancing (LALB) scheduler that addresses

the GPU’s limitation. Besides using the load balancing feature to improve GPU

utilization, the scheduler treats the data uploaded to the GPU as cache items to

combine the locality-aware feature to enhance the performance and utilization of

the GPU. Locality-aware feature in the LALB scheduler reduces the latency of each
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function by forwarding the request to the cached GPU to avoid the upload time of

the inference model. However, the LALB scheduler also considers load balancing by

allowing cache miss when the estimated finish time of cache GPUs is higher than

uncached GPUs.

4.1 Round Robin

The Algorithm 4 explains the Round-Robin scheduler (RR), which serves as the

baseline. The RR scheduler invokes when at least one request arrives at the global

queue. The RR scheduler dispatches the waiting request in the global queue to the

least frequently used GPU. If the GPU state is busy, the request will be forwarded

from the global queue to the local queue of the selected GPU. Scheduler will dispatch

the request at the head of the local queue once the GPU status becomes idle.

The RR scheduler is expected to have an imbalance as the it assumes that each

GPU will process identical requests that require the same amount of GPU resource

and runtime. Although the requests are evenly distributed to the GPUs, each request

uses inference models with different sizes. The GPUs processing small pre-trained

models will quickly become idle, while some GPUs processing large pre-trained models

will become throttled. The limitation of the RR scheduler reveals that the scheduler

requires to consider that each function uses a different amount of resources to avoid

the load imbalance.

28



Algorithm 4: RR: Round Robin

Input:
The list of GPUs sorted by frequency

The list of pending requests sorted by earliest arrival in global queue

/* Scheduler starts when at least one request exists in the global queue */
1 Foreach GPUs {

2 Foreach request in global queue

3 Move the request to local queue of GPU

4 Break

5 }

6 If GPU status is idle {

7 Dispatch the request at the head of the local queue to the idle GPU

8 }

9 }

4.2 Load Balance

The Algorithm 5 explains the Load-balance scheduler (LB), which is another

baseline scheduler. The LB scheduler reduces the latency of the function more than

the RR scheduler by considering the GPU’s status (busy or idle). Identifying the GPU

status helps the LB scheduler prioritize idle GPUs available to process the request

immediately, preventing the request from waiting in the local queue of the GPU. The

LB scheduler starts when there is at least one waiting request in the global queue

and one idle GPU and forwards the earliest arrived request to the idle GPU. The LB

scheduler evenly distributes the requests with different GPU resource requirements by

prioritizing the idle GPUs to process the requests first.
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Algorithm 5: LB: Load Balance

Input:
The list of idle GPUs sorted by frequency

The list of pending requests sorted by earliest arrival in global queue

/* Scheduler starts when at least one waiting request and idle GPU */
1 Foreach idle GPU {

2 Dispatch the request at the head of the global queue

3 }

4.3 Round Robin Out-of-Order

The Algorithm 6 explains the Round Robin Out-of-Order scheduler (RRO3) that

increases the cache hit by allowing requests in the local queue to be dispatched out of

order. The RRO3 scheduler is invoked as same as the RR scheduler, but the scheduling

decision changes as the waiting requests in the local queue follow the out-of-order

(O3) dispatch. When the GPU is idle and more than one waiting request in the local

queue, the O3 dispatch prioritizes the waiting requests that use the models already

cached in that idle GPU.

4.4 Locality-aware Load-balancing

The locality-aware and load-balance scheduler (LALB) is invoked only when at

least one request is waiting in the global queue and at least one GPU is idle. The

Algorithm 7 and the Algorithm 8 explains how the scheduler considers both the GPUs’

load balance and the models’ locality in the GPU memory.

First, the LALB scheduler gets the request from the head of the queue and checks

for available idle GPUs that can generate a cache hit, i.e., have the requested model
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Algorithm 6: RRO3: Round Robin Out of Order

Input:
The list of GPUs sorted by frequency

The list of pending requests sorted by earliest arrival in global queue

/* Scheduler starts when at least one requests exists in the global queue
*/

1 Foreach GPUs {

2 Foreach request in global queue

3 Move the request to local queue of GPU

4 Break

5 }

6 If GPU status is idle {

7 Foreach request in the local queue {

8 If the request’s model is cached in the idle GPU {

9 Dispatch the request to the idle GPU;

10 Break

11 }

12 } else {

13 Dispatch the request at the head of the local queue to the idle GPU

14 }

15 }

16 }

already stored in their memory. If the request is found not to be cached in any idle

GPUs, then the LALB scheduler immediately dispatches the request to the least

frequently used idle GPU. If the request can be a cache hit, the request is dispatched

to the one of the idle GPUs with the cached item. After the LALB scheduler finds

out that there are no available cache hits in idle GPUs, the LALB scheduler searches

for the cache hits in busy GPUs.

If there is a cache hit in a busy GPU, the LALB scheduler compares the estimated

31



finish time between cache miss in the idle GPU and cache hit in the busy GPU. If

the cache hit in the busy GPU provides a lower estimated finish time than the idle

GPU, the request is scheduled in the local queue of the busy GPU. The requests

waiting in the local queue are used to calculate the estimated finish time of the busy

GPU when the scheduler again finds the cache hit in the busy GPU. Finally, when no

cached GPUs can produce a lower finish time than the idle GPUs, the LALB scheduler

dispatches the request to one of the idle GPUs, creating a cache miss.

The estimated finish time is calculated by using the Table 1. The latencies of

uploading the model and running the inference are collected by profiling each unique

function on the GPUs in the system. The inference time represents combined latency

of both processing the input and uploading the input data to the GPUs. For our

experiments, all the models is expected to use the batch size of 32, and process the

total size of the images is 24.4 MB. As long as the number of inputs is larger than the

batch size, the larger batch size reduces the inference time as GPU can process more

inputs in parallel. However, the configurable batch size is limited as a larger batch

size requires more GPU memory, and the GPU memory is limited.

4.5 Out of Order Dispatch

The out-of-order (O3) dispatch prioritizes the waiting requests that can be a cache

hit in one of the idle GPUs and can be applied in the RR and LALB scheduler.

For example, applying O3 dispatch in the locality-aware load-balance out-of-order

scheduler (LALBO3) changes the behavior of the LALB scheduler as the waiting

requests in the global queue are no longer first come first served. The request waiting

in the global queue may revisit the LALBO3 scheduler because the LALBO3 may
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Algorithm 7: LALB: Locality-aware Load-balancing

Input:
The list of GPUs sorted by frequency

The list of pending requests sorted by earliest arrival in global queue

The map that records the number of visits made by the policy

/* Scheduler without out-of-order rule has a specified limit of 0 */
/* Scheduler with out-of-order rule has a specified limit of 25 */

1 Foreach idle GPU {

/* Prioritize the waiting requests already dispatched to busy GPUs */
2 If the local queue is not empty {

3 Dispatch request at the head of the local queue to idle GPU

4 Continue

5 }

/* Following LALB scheduling policy */
6 Foreach request in the waiting queue (starting from the head) {

7 If request’s model is cached in the idle GPU {

8 Dispatch the request to the idle GPU

9 Break

10 }

/* Enforcing out-of-order rule */
11 If the number of visits of the request is higher than the specified limit {

12 Flag = localityLoadBalance(idle GPU, idle GPUs, busy GPUs,
request)

13 Break if flag is True else Continue

14 } else {

15 Increment the number of visits of the request;

16 }
17 } Else {

18 Foreach request in the waiting queue (starting from the head) {

19 Flag = localityLoadBalance(idle GPU, idle GPUs, busy GPUs,
request);

20 Break if flag is True else Continue

21 }

22 }
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Algorithm 8: Function localityLoadBalance

Input:
The selected of idle GPU

The list of idle GPUs excluding the selected idle GPU

The list of busy GPUs

The selected request by the scheduling policy

/* Allow cache miss as there are no cached GPUs */
1 If the request is not cached in any other GPU {

2 Dispatch the request to the idle GPU

3 Return True

/* Dispatch this request to one of the idle GPUs */
4 } Else if the request is cached in another idle GPU {

5 Dispatch the request to that idle GPU

6 Return False

7 } Else {

/* Considering cache hit in busy GPUs */
8 Foreach busy GPU {

9 Estimate the finish time of the request on the busy GPU

10 If the finish time is less than the model loading time then {

11 Move the request to the local queue of the busy GPU

12 Return False

13 }

/* Allow cache miss as cache hits can no longer benefit */
14 } Else {

15 Dispatch the request to the idle GPU

16 Return True

17 }

18 }
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prioritize the latest requests that generate cache hits. A specified limit value is set to

25 by default in the O3 dispatch to prevent the waiting requests from starvation. If

the number of revisits of the request exceeds the O3 limit value, then the request is

immediately dispatched by the LALB scheduler regardless of a cache hit or miss.

35



Chapter 5

EVALUATION

5.1 Methodology

The experiment focuses on evaluating the performance of ML inference workloads.

We have explored five aspects of GPU performance in GPU-enabled FaaS: average

latency, cache miss ratio, GPU (SM) utilization, false-miss ratio, and average number

of duplicated cache items of popular working set. We introduce our unique metric

called the false-miss ratio. The false miss is a type of cache miss that happens when

the scheduler does not forward the request to the cached GPU since the busy cached

GPU is estimated to have a higher latency than the idle uncached GPU. The false

miss ratio correlates with the number of duplicated cache items because the false

miss decision forces idle uncached GPUs to store the cache item already held in busy

cached GPUs.

5.1.1 Workloads

The Table 1 shows the 22 popular CNN models considered in our workload. In

the table, we have checked the models’ actual size and the occupation size in GPU

memory when the model inference runs with the fixed batch size of 32. The Cache

Manager uses this peak memory occupation size for cache replacement decision, as

the GPU results in OOM if it exceeds the available memory. Based on the GPU
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occupation size of the models, we have categorized the models into small, medium,

and large groups.

We have used the Microsoft Trace Shahrad et al. 2020 to evaluate the performance

of the schedulers. Our evaluation uses this trace because the trace represents the actual

workload of FaaS functions provisioned by Microsoft Azure. Microsoft Trace contains

14 files that represents 14 days of invocations of each unique function. Each file

provides a column representing each minute, a row representing each unique function,

and a value containing the total invocations of the unique function per minute. We

have extracted the first 6 minutes of the trace and normalized the maximum number

of requests for each minute to 325 requests to prevent overburdening the 12 GPUs we

are using for our experiment.

The total number of unique functions (working set) in Microsoft trace is 46413

which is too large for our testbed to handle. Therefore, we consider only the most

frequently used functions as the working set in our workload. We use three different

working set sizes: 15, 25, and 35. The larger working set size introduces more

unique functions while maintaining the maximum number of requests per minute

to be 325 requests. We map each unique working set to a model that belongs to

a specific category (grouped by model size) and ensure models with different sizes

(small, medium, and large) are distributed evenly in the workload.

The Microsoft Trace provides a workload with a highly skewed working set, as the

top 15 popular working set represents 56% of the total invocations per minute. We

have further identified that the working set below the top 15 represents less than 0.01%

of the total invocations per minute. For this reason, we set the minimum working set

size as 15 because we believe the top 15 represents the skewness of the working set
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for each minute. The working sets are randomly distributed to each minute of our

normalized workload while preserving the ratio of the actual invocations per minute.

Size Name Size(mb) Model(sec) Input,Inference(sec)

small squeezenet1.1 1269 2.41 1.28
resnet18 1313 2.52 1.25
resnet34 1357 2.60 1.25
squeezenet1.0 1435 2.32 1.33
alexnet 1437 2.81 1.25
resnext50.32x4d 1555 2.64 1.29

medium densenet121 1601 2.49 1.28
densenet169 1631 2.56 1.30
densenet201 1665 2.67 1.40
resnet50 1701 2.67 1.28
resnet101 1757 2.95 1.30
resnet152 1827 3.10 1.31
densenet161 1919 2.75 1.32
inception.v3 2157 4.42 1.63
resnext101.32x8d 2191 3.51 1.33

large vgg11 2903 3.94 1.29
wide_resnet50_2 3611 3.16 1.31
wide_resnet101_2 3831 3.91 1.32
vgg13 3887 3.98 1.30
vgg16 3907 4.04 1.27
vgg16.bn 3907 4.03 1.26
vgg19 3947 4.07 1.33

Table 1. Occupation size in GPU, uploading latency, and inference (fixed batch size
of 32) latency of models

5.1.2 Dataset

For the input image used for inference, we have provided a small group of 150

image files which comprise standard datasets such as CIFAR10 Krizhevsky, Hinton,

et al. 2009, Modified National Institute of Standards, and Technology (MNIST) Kaziha
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and Bonny 2019, and Hymenoptera Paszke, n.d. The MNIST dataset provides a fixed

28x28 grayscale image file that splits into 60,000 training images and 10,000 validation

images. CIFAR-10 includes fixed 32x32 RGB images that have 50,000 training images

and 10,000 validation images. Hymenoptera provides RGB images with different sizes

ranging from 50KB to 2MB that must be compressed before being used in model

inference. The dataset consists of 245 training images and 153 testing images.

5.1.3 Testbed.

We conducted all the experiments on three GPU servers equipped with four

GeForce RTX 2080 GPUs and deployed GPU Managers as Nvidia Docker containers

that have access to GPU resources. A separate server is used to run Docker containers

for Scheduler, ETCD, Cache Manager, and the components required for the OpenFaaS

platform. Once OpenFaaS receives a request, OpenFaaS will deploy the FaaS function

as the Docker container installed with our custom Pytorch API in one of the GPU

servers. Pytorch API communicates to the GPU Manager, which manages the GPU

resources in the server.

5.2 Latency Results

Figure 5 shows the total latency of the five scheduling scheduler. First, RR and

LB shows the performance improvement by only using load-balancing. Both RR and

LB schedulers show a similar cache miss ratio in Figure 6, but the LB reduces the

average latency of the RR scheduler by 44% in a working set size of 35. The RR

scheduler distributes the requests evenly to all the GPUs without considering that each
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Figure 5. Average total latency Figure 6. Cache miss ratio

request has different runtime. The requests with longer runtime may be skewed to a

single GPU, causing load imbalance. The LB scheduler reduces the load imbalance by

prioritizing the idle GPUs that are readily available to process the request.

The performance improvement of O3 dispatch is shown by comparing the RR

and RRO3 schedulers in Figure 5. The O3 dispatch prioritizes the requests in the

local queue of the GPU that can be a cache hit. RRO3 scheduler reduces the average

latency and cache miss ratio of RR by 47% and 23% in a working set size of 15 because

the O3 dispatch improves the locality of the RR scheduler. However, the average

latency and cache miss ratio of RR reduces meagerly by 13% and 7% in a working set

size of 35 because the more extensive working set size increases the chance of cache

eviction.

One interesting factor is the comparison between LB and RRO3 because both

schedulers have a similar cache miss ratio. LB scheduler reduces the latency with

better load balance, whereas the RRO3 reduces the latency by increasing cache hits

using O3 dispatch. When the working set size is 15, RRO3 reduces the average latency
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of RR by 5% more than the LB because the working set size is small enough for local

queues of a GPU to increase the cache hits. However, as the working set size increases,

the performance difference between RRO3 and LB becomes negligible because the

working set size is too big for each GPU to maintain without a considerable number

of cache eviction.

The further performance improvement of locality-aware is shown by comparing

LALB with RR and LB in Figure 5 and 6. The LALB scheduler reduces the average

latency of RR by 98% and LB by 97% in working set size of 15 and 25. However,

the average latency and the cache miss ratio of the LALB scheduler degrades as the

working set size increases to 35. The result indicates that the cache miss ratio reduces

by 94% in the working set size of 15 but reduces by 65% in the working set size of 35.

The degrading performance is the same as the RRO3 because the improving locality

becomes challenging when the working set size becomes more extensive.

Applying the O3 dispatch to the LALB scheduler further improves the performance

in the working set size of 25 and 35. The O3 dispatch further prioritizes the cache hit

by allowing requests in the global queue to be dispatched out of order. As the working

set size increases, reducing the cache miss ratio becomes essential as the working set

size overwhelms the limited GPU memory size. The LALB scheduler reduces the

cache miss ratio of LB by 65%, and the LALBO3 scheduler reduces the cache miss

ratio of LB by 81% in working set size of 35.

5.3 Utilization

Figure 7 shows SM utilization of the five schedulers. The SM utilization of the five

schedulers remain consistent across all three working sets, as the maximum number
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Figure 7. GPU (SM) utilization

of requests per minute is 325 for all three working sets. The result indicates that

RR, LB, LALB, LALBO3 scheduler utilizes 7.48%, 7.51%, 12.41%, 13.17% of the

computing cores of the GPU. Reaching the SM utilization of 100% is impossible as

the GPUs accommodate multiple inference models and cannot risk exceeding memory

by allocating a large batch size.

The LALBO3 scheduler has the highest SM utilization due to the lowest cache

miss ratio. The SM utilization negatively correlates with the cache miss ratio because

GPUs cannot use the SM to run the inference until the inference models are uploaded

to the GPU memory. When there is a cache-miss, the SM utilization remains zero

until the victim model becomes evicted and the new model is uploaded to the GPU.

As a result, the LALBO3 scheduler shows the highest SM utilization as it has the

lowest cache miss ratio.
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Figure 8. False miss ratio Figure 9. Average number of the top
one duplicated model

5.4 Efficiency

This section explains the efficiency of the five schedulers determined by the false-

miss ratio and the number of duplicated hot items. The ideal scheduler should

maintain a minimal number of duplicated items while not degrading the number of

cache hits. The false-miss ratio is a cache-miss scenario in the scheduling decision

where the request is forwarded to the idle GPU as a cache miss even though a cached

item exists in the busy GPU. The number of duplicated cache items is collected by

tracking the total number of GPUs that cached the most popular working set (vgg19)

in Table 2 per scheduling decision.

Figure 8 shows that both LALB and LALBO3 schedulers reduce the false miss ratio

in working set 15 and 25. The LALB and LALBO3 reduce the false-miss ratio of RR

by 34% and 35% while LB and RRO3 schedulers fail to minimize the false-miss ratio

of RR in a working set size of 15. For the small working set size, the available GPU

memory can find the optimal number of duplicated cache items to promote locality
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Working Set Scheduler vgg19 densenet161 resnet152 resnet18 alexnet

15 RR 8.66 8.64 7.52 4.83 3.26
LB 7.70 8.57 7.73 4.24 2.75
RRO3 7.30 7.82 6.69 5.00 3.24
LALB 3.93 4.91 3.95 3.92 1.94
LALBO3 3.89 4.37 3.96 2.72 1.90

25 RR 7.65 7.29 6.94 4.14 2.92
LB 7.58 7.22 6.53 4.00 2.63
RRO3 6.40 6.68 6.13 4.00 3.19
LALB 4.86 4.78 5.75 4.24 2.67
LALBO3 3.46 5.41 3.86 4.36 2.64

35 RR 7.05 7.24 6.44 3.94 2.62
LB 6.83 6.75 6.49 3.59 2.63
RRO3 5.90 6.76 5.90 4.03 2.86
LALB 4.56 5.20 4.08 4.19 2.86
LALBO3 4.21 4.48 4.01 3.31 2.47

Table 2. Average number of duplicates for top 5 inference models

without the O3 dispatch. As the working set size increases to 35, only LALBO3

scheduler is able to reduce the false-miss ratio of the RR scheduler by 6%, as the

LALBO3 has the O3 dispatch to exploit locality further by prioritizing the waiting

requests to the cached GPUs.

Figure 9 shows the total number of duplicated models for the most popular function.

As the GPU-enabled-FaaS uses 12 GPUs, the highest number of duplicated models

cannot exceed the number 12. We further explain the average number of duplicated

popular items for the top 5 popular items in Table 2. The vgg19, desnenet161,

resnet152, resnet18, and alexnet are the top 5 popular working sets representing 13%,

11%, 9%, 4%, and 3% of the total workload.

The LB scheduler reduces the average number of duplicates of the RR scheduler

by 11%. Both RR and LB scheduler does not consider locality are subjected to the

situation where the duplicated cache items continuously evict each other. The LB
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scheduler slightly reduces the number of duplicates compared to the RR scheduler

because the scheduler reduces the scope of spreading duplicates to only idle GPUs.

The LALB scheduler reduces the average number of duplicates of the RR and

LB scheduler by 54%, 43% in working set size of 15. The LALB scheduler improves

locality by prioritizing the request to the cached idle GPU. The increased cache hits

reduces the number of duplicated cache items per scheduling decision. Increasing the

working set size degrades the ability of the LALB scheduler to maintain the optimal

number of duplicates, as it meagerly reduces the duplicates of RR and LB scheduler

by 24%, 13% in working set size of 35. The working set size of 25 and 35 degrades the

locality performance of the LALB scheduler as it increases the chance of cache misses

in the limited GPU memory.

The LALBO3 scheduler does not significantly reduce the number of duplicates

compared to LALB as it reduces the average number of duplicates of the RR and LB

scheduler by 55%, 44% in a working set size of 15. The working set size of 15 shows

negligible performance improvement for the O3 dispatch because the available GPU

memory is enough to cover the working set size. The LALBO3 scheduler performs

better than the LALB scheduler in working set size of 35 by reducing the average

number of duplicates of the RR and LB scheduler by 28%, 17%. The results indicate

that by applying the O3 dispatch, the performance of locality can be further improved

to reduce the average number of duplicates.
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Figure 10. Latency and cache miss ratio of different O3 limit value

Limit Avg lat (sec) Lat var (sec) Miss ratio False miss ratio

0 29.54 210.15 0.24 0.85
5 14.30 8.22 0.19 0.81
10 10.10 7.71 0.15 0.81
15 5.20 6.02 0.14 0.81
20 4.88 5.51 0.14 0.81
25 4.61 5.49 0.13 0.79
30 4.53 8.33 0.13 0.79
35 4.40 12.54 0.13 0.79
40 4.32 13.14 0.13 0.79
45 4.30 13.15 0.13 0.79

Table 3. Performance under different O3 value in working set 35

5.5 O3 Sensitivity Test

Figure 10 focuses on the sensitive study of the specified limit value of the O3

dispatch in LALBO3 scheduler. We have experimented on the workload with the

working set size 35, and changed the specified limit of the O3 dispatch from zero to

35 (x-axis). The total latency (left y-axis) and the cache miss ratio (right y-axis) are

used as the evaluate the performance changes created by the different limit value. The
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result indicates that the both latency and cache miss ratio reduce as we increase the

specified limit value of O3. Note that we do not provide the results above the limit 45

as the latency, cache miss ratio, and variance do not change significantly.

The O3 limit value of 25 reduces the average latency and cache-miss ratio of the

O3 limit value of 0 by 84% and 45%. The more significant O3 value increases the

locality performance as it increases the number of times requests with cache hit can

prioritize the earliest arrived requests. Furthermore, the O3 limit value of 25 reduces

the variance of the average latency of the O3 value of 0 by 97%. The larger O3 value

reduces the latency variance as the variance is contributed significantly by the busy

GPUs uploading a new inference model. To check the performance changes in detail,

we have provided Table 3.
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Chapter 6

CONCLUSION

The demand for GPU-enabled FaaS is growing as the use-cases of ML inference

tasks that can benefit from GPU acceleration increase in the FaaS platform. Our

solution focuses on improving the FaaS functions running ML inference tasks such as

CNN that heavily benefit from GPU acceleration. However, the existing GPU design

provided limited resource sharing capabilities among multiple FaaS functions, and the

short-lived nature of the FaaS function makes the GPU difficult to outweigh the cost

of data transfer overhead with the benefit of parallelization.

Our approach is applicable to different FaaS frameworks, as it requires additional

complementary components to introduce the GPU scheduling and management. Our

GPU-enabled FaaS provides global management of GPU memory and treats the

uploaded inference models in GPU as cache items to reduce the data transfer overhead

of inference models. Furthermore, the GPU-enabled FaaS includes the LALB scheduler

that considers both locality and load balance to improve the GPU performance of the

FaaS functions.

We have used real-world trace and inference models widely used in production to

evaluate the performance of our GPU-enabled FaaS. The LALB scheduler reduces

the baseline (LB) scheduler’s average latency and cache miss ratio by 80% and 65%.

Additionally, the out-of-order (O3) dispatch can work with the LALB scheduler to

improve the locality performance further. The LALBO3 scheduler reduces the LB

scheduler’s average latency and cache miss ratio by 97% and 81%. We believe that
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the LALBO3 scheduler can provide optimal performance for GPU-enabled FaaS that

handles model inference tasks.

Future work will improve the cache replacement algorithm by converting from

local to global. Currently, the cache replacement follows the local LRU policy by

evicting cached items within the GPU. The local LRU may evict the hot items if the

local LRU list contains only hot items and misses the opportunity to evict the cold

items cached in other GPUs. The plan is to improve GPU-enabled FaaS performance

by converting the local LRU to a global LRU.
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