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ABSTRACT

Millimeter wave technologies have various applications in many science and engineer-

ing disciplines, from astronomy and chemistry to medicine and security. The super-

conducting circuit technology, in particular mm-wave, is one of the most appealing

candidates due to their extremely low loss, near quantum-limited noise performance,

and scalable fabrication. Two main immediate applications of these devices are in

astronomical instrumentation and quantum computing and sensing. The kinetic in-

ductance caused by the inertia of cooper pairs in thin-film superconductors dominates

over the geometric inductance of the superconducting circuit. The nonlinear response

of the kinetic inductance to an applied field or current provides a Kerr-like medium.

This nonlinear platform can be used for mixing processes, parametric gain, and an-

harmonic resonance.

In this thesis, I present the development of an mm-wave superconducting on-chip

Fourier transform spectrometer (SOFTS) based on a nonlinear kinetic inductance

of superconducting thin films. The circuit elements of the SOFTS device include

a quadrature hybrid and current-controllable superconducting transmission lines in

an inverted microstrip geometry. Another similar device explored here is a kinetic

inductance traveling wave parametric amplifier (KI-TWPA) with wide instantaneous

bandwidth, quantum noise limited performance, and high dynamic range as a can-

didate for the readout of cryogenic detectors and superconducting qubits. I report

four-wave mixing gain measurements of ∼ 30 dB from 0.2 - 5 GHz in KI-TWPAs

made of capacitively shunted microstrip lines. I show that the gain can be tuned

over the above-mentioned frequency range by changing the pump tone frequency. I

also discuss the measured gain (∼ 6 dB) of a prototype mm-wave KI-TWPA in the

75 - 100 GHz frequency range. Finally, I present, for the first time, the concept

and simulation of a kinetic inductance qubit I named Kineticon. The qubit exploits
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the nonlinearity of the kinetic inductance of a very thin nanowire connecting two

capacitive pads with a resonant frequency of ∼ 96 GHz. the qubit is embedded in an

mm-wave aluminum cavity. I show that mm-wave anharmonic microstrip resonators

made of NbTiN have quality factors ⪆ 60,000. These measurements are promising

for implementing high-quality factor resonators and qubits in the mm-wave regime.
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Chapter 1

INTRODUCTION

1.1 Motivation

Millimeter wave technology is used in a wide range of disciplines, such as in

telecommunication (Lawrence et al. (2017)), astronomical instrumentation (Lazareff

(2009)), Earth observation (Piironen (2022)), chemistry (Jepsen et al. (2010)), medicine

(Sizov (2018)), security (Galati et al. (2016)), and more recently in quantum sensing

and information science (Suleymanzade (2021)). The millimeter wave region of the

electromagnetic spectrum is considered to be between 30 GHz - 300 GHz, as shown in

Fig. 1.2. In recent years, the need for faster communication and higher bandwidths

has pushed the telecommunication community to move towards millimeter-wave 5G

technology (Rappaport et al. (2013), Roh et al. (2014)).

Figure 1.1: The Millimeter-Wave Region of the Electromagnetic Spectrum.(credit:
Lawrence et al. (2017))

The millimeter and sub-millimeter regions contain rich astronomical signals from
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the early universe. For example, the Cosmic Microwave Background (CMB) radia-

tion, the remnant light left over from the big bang, peaks in the millimeter waves, and

the star formation signal lies in the sub-millimeter range due to redshift (Scott (2006),

Hashimoto (2019)). In addition, spectral measurements in the far-infrared band (300

GHz- 20 THz) can tell us the interstellar medium’s chemical composition and the

protostellar medium’s chemical evolution (Auston and Cheung (1985)). Due to this

richness, NASA and other space agencies and government entities have invested in

the large-scale ground, sub-orbital, and space surveys/missions covering millimeter to

micron wave bands to explore the origin and evolution of the universe. Examples of

these experiments include Planck (aip (2016)), PICO (Pogosian et al. (2019)), Her-

schel (Pilbratt et al. (2010)), HIFI (Swinyard et al. (2014)), a future Probe class FIR

mission (Leisawitz (2004),Renard et al. (2008)), and the space VLBI mission (Gurvits

(2020)).

Figure 1.2: The Cosmic Microwave Background (CMB) Radiation the Afterglow of
Big Bang Peaks in the Millimeter Wave Region of the Spectrum. (Credit: Planck
Satellite, European Space Agency)
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The primary technologies used in these experiments are superconducting devices

such as Microwave Kinetic Inductance Detectors (MKIDS) ( Zmuidzinas (2012) ),

Superconductor-Insulator-Superconductor (SIS) mixers (Zmuidzinas and Richards

(2004)), and Transition-Edge Sensors (TES) (Irwin (1995)), which are used either

in direct detection or heterodyne detection schemes.

In more recent years, many research groups have been exploring the possibil-

ity of developing mm-wave quantum systems for various applications (Suleymanzade

(2021), Faramarzi et al. (2021), Anferov et al. (2020a), Multani et al. (2020)). The

high transition frequency in this band allows for higher operating temperatures. For

example, the standard quantum limit (SQL) for the W-band range (75 - 110 GHz)

is about four Kelvin. Operating these devices would be possible using a He4 fridge

which is easier to use and much less expensive than dilution refrigerators used for the

state-of-the-art 1-7 GHz qubits and quantum circuits. Another advantage is that the

higher available cooling powers at higher temperatures allow large-scale circuits to be

implemented in the cryostat.

Millimeter quantum circuits can also bridge the gap between microwave frequency

qubits and optical systems as an interface. This will allow for the long-distance trans-

fer of information which will be a great milestone in quantum information. Even

though attempts by Mirhosseini et al. (2020) using a microwave to optical transducers

have shown potential kilo-meter scale entanglement distribution, there are shortcom-

ings, such as low efficiency, short repetition time, and high optical power dissipation,

which makes the scalability of such systems very difficult. Due to a smaller frequency

gap between mm-wave frequencies and microwave frequencies (1-8 GHz), using mm-

wave quantum interconnects instead (Pechal and Safavi-Naeini (2017)) could allow
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for the construction of lab-scale quantum networks.

Finally, advancements in millimeter-wave quantum technologies can benefit other

disciplines, such as astrophysics, chemistry, and engineering, by providing quantum-

limited parametric amplifiers, single-photon detectors, emitters, and other mm-wave

superconducting on-chip circuits. More research groups have been using quantum

circuits for fundamental physics experiments such as dark matter searches (Asztalos

et al. (2010); Dixit et al. (2021); Bartram (2021)). For example, mm-wave parametric

amplifiers and single-photon detectors in the hundreds of GHz range can be good

candidates for experiments of heaver dark matter candidates (Ramanathan et al.

(2022)).

In this thesis, we explore a few of the technologies listed above, such as kinetic

inductance parametric amplifiers, cavity-qubit systems, interferometers, and on-chip

mm-wave resonators.
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1.2 Superconductive Devices

1.2.1 Superconductivity

According to the basic quantum theory of solids at T = 0 K in metals with perfect

crystal structure and without defects, dislocations, or impurities, the electrons behave

like a plane wave in a periodic lattice without scattering. This leads to zero electric

resistance in the metal. However, at temperatures above absolute zero, where lattice

vibrations are significant, and when the material contains defects, dislocations, and

impurities, most metals show resistance to the flow of charge carriers (Fig. 1.3 from

Rose-Innes and Rhoderick (1994)).

Figure 1.3: The Resistivity Versus Temperature Plot of an Impure Metal and a Perfect
Conductor. ρ0 is the Residual Resistivity Due to Impurities in the Crystal Structure
of the Metal, and θD is the Debye Temperature.

Some metals lose their electric conductivity below a specific temperature called the

critical temperature (Tc). Kamerlingh Onnes called these metals superconductors. As

shown in Fig. 1.4, the impurities in a superconductor will mainly change the sharpness

of transition from the normal state to the superconducting state. Magnetic impurities

may cause the metal to have a lower Tc.
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Figure 1.4: This Plot Shows the Sharpness of Superconducting Transition at Tc of a
Pure Specimen (a) Versus Transition of an Impure Specimen (b).

According to the two-fluid model of superconductivity, there are two types of

charge carriers in a superconductor: normal electrons and super-electrons. Using the

Drude model of conductivity within metals, it is assumed that these two ”fluids” con-

duct electricity through a superconducting material. Normal electrons are scattered

by ions in the crystal structure of the superconductor, similar to conduction electrons

in a normal metal. As it is assumed in this model, super-electrons can move without

scattering off ions or defects in the crystal structure. This has to do with the fact

that the super-electrons (Cooper pairs) occupy the lowest energy state.

At the critical temperature and higher, all the conduction electrons consist of

normal electrons. As we cool down the superconductor below its Tc, the ratio of

super-electrons to normal electrons ( ns

nn
) gets larger, and eventually, at T = 0 all the

conduction electrons become super-electrons. When a superconductor below its Tc

experiences a D.C. bias, the super-electrons short the normal electrons, and therefore

all the charge is carried by super-electrons.
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We can model a superconducting wire as a parallel RL circuit, as shown in Fig. 1.5.

The super-electrons short the circuit when the superconducting wire is connected

to the D.C. power supply because they do not dissipate any power as opposed to

normal electrons. However, if we A.C. bias a superconducting wire at a high enough

frequency, we expect to see dissipation due to the scattering of normal electrons. At

lower frequencies, most of the current will be carried by super-electrons. Therefore,

the A.C. resistance won’t be significant.

Lg

AC

Rn

Lk

Figure 1.5: Circuit Diagram of a Superconducting Wire According to Two-Fluid
Model. LK is the Kinetic Inductance of Super-Electrons, and Rn is the Resistance
Due to Scattering of Normal Electrons.

In 1933, Meissner and Ochsenfeld discovered that superconductors expel an ap-

plied magnetic field. This phenomenon happens independently of whether the super-

conducting specimen was initially cooled below its critical temperature and then put

in the external magnetic field or if it was cooled while being inside an external field.

When cooled inside an external magnetic field, a perfect conductor would not expel

the external field from its interior (Fig. 1.6). However, the external magnetic field can

only penetrate into the interior of the superconductor by a mount of λL called the

London penetration depth. The external field dies out exponentially as a function of

the penetration depth.
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B(x) = B(0) e−x/λL (1.1)

Figure 1.6: The Meissner-Ochsenfeld Effect. (a) Effect of Cooling and Applying a
Magnetic Field to a Perfect Conductor and a Superconductor. (b) Effect of Applying
a Magnetic Field and Then Cooling for a Perfect Conductor. (c) Effect of Applying a
Magnetic Field and Cooling for a Superconductor Rose-Innes and Rhoderick (1994).

The Londons’ equations as defined in Rose-Innes and Rhoderick (1994) are

∂

∂t
J⃗ =

1

µλ2L
E⃗ (1.2)

∇× J⃗ = − 1

λ2L
H⃗, (1.3)

where the following expression is the London penetration depth is given by λL:

λ2L =
m

µ0nse2
, (1.4)

In the above equation, ns is the number density of the super-electrons and e is the

elementary charge e = 1.6 × 10−19C. Since the number density of super-electrons
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changes as a function of temperature, we can write the temperature-dependent Lon-

don penetration depth as (Tinkham (2014))

λL(T ) =
λL(0)√
1−

(
T
Tc

)4 (1.5)

where λL(0) is given by Equation (1.6) and Tc is the critical temperature of the

superconductor. For Al, λL(0) is 50 nm and for Nb, it is 47 nm. In the London gauge

where ∇ · A⃗ = 0, we arrive at the following relation between the current density and

the vector potential

J⃗ = − 1

λ2L
A⃗, (1.6)

which is a local relation between J⃗ and A⃗.

The application of a high enough magnetic field can destroy superconductivity.

The magnitude of this field is called the critical magnetic field Bc. For a current-

carrying superconducting wire with a thickness t≫ λL, this corresponds to a critical

current Ic,

Ic =
2πt

µ0

Bc (1.7)

where µ0 is the permeability of free space.

Two other important length scales in superconducting materials are the mean free

path l and the coherence length ξ. The mean free path is the distance over which

electrons are scattered by impurities, and its momentum changes and therefore con-

servation of momentum can not be applied.

l = vF τ (1.8)

where vF is the Fermi velocity and τ is the relaxation time of the electrons. The coher-
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ence length is the distance over which the wave function of electrons stays coherent.

When electrons are scattered by impurities and dislocation in the lattice structure,

they undergo dephasing. Therefore, the coherence length can not be larger than the

mean free path. The following equation shows the relationship between coherence

length and the mean free path.

1

ξ
=

1

ξ0
+

1

l
(1.9)

Where ξ0 is the coherence length for a pure sample. As we can see from Equation

(1.9) for a very pure sample l → ∞, therefore ξ = ξ0. If l ≪ λL, then the field will not

change significantly, and we can use a local approach to find a relationship between

the current density and the applied field, as shown in the following section.

1.2.2 Kinetic Inductivity

If the l ≪ λL, we can apply conservation of momentum to the charge carriers and

derive the relationship between the current and the applied field in metals.

p(t+ dt) ≈ p(t) +
dp

dt
δt = p(t) + qE(t)δt (1.10)

where p(t) is the momentum, q is the charge and E(t) is the time-varying electric

field. Substituting the current density J instead of momentum p we get

m

nq

dJ⃗

dt
= qE⃗(t)− m

τ

1

nq
J⃗(t) (1.11)

where m is the mass of the charge carriers, n is the number per volume of the carriers,

and τ is the scattering time constant. With a bit of rearranging, we come down to

10



the following equation.

J⃗(t) = σ(ω)E⃗(t) (1.12)

with

σ(ω) = σn(ω)− iσ′(ω) =
σDC

1 + iωτ
(1.13)

where σn(ω) is the normal conductivity, σ′(ω) is the imaginary part of conductivity

and σDC = τnq2

m
is the DC conductivity. For normal metals ωτ ≪ 1, therefore,

σ(ω) ≈ σDC and we reach the famous Ohm’s law J⃗ = σDCE⃗. For superconductors

τ → ∞, however, since σDC → ∞, the ratio of the two remains finite, and then we

have

σ(ω) ≈ σDC

iωτ
= −inq

2

ωm
. (1.14)

Using the definition of susceptance, we find the kinetic inductivity for supercon-

ductors with m = 2me, q = −2e, and n = ne/2 to be

Lk =
me

nee2
. (1.15)

Thus, the kinetic inductivity, which can be thought of as the inductance due to the

finite mass of the charge carriers, is proportional to the inverse of the number density

of charge carriers. This property can be exploited to design sensors that track the ki-

netic inductance of a material as it changes due to the interaction of electromagnetic

radiation with the charge carriers, such as in Microwave Kinetic Inductance Detectors

(Day et al. (2003)).

If the vector potential associated with the applied field varies over a distance

comparable to the coherence length, then we can not use the above approach, and

we need to use a ”non-local” relationship between the current density J⃗(r⃗) and the

11



vector potential A⃗(r⃗), as proposed by Pippard in 1953 (Combescot (2022)). This can

especially happen with high-quality superconductors at low temperatures where the

mean free path becomes significant.

J⃗(r⃗) = − 3

4πξ0µ0

1

λ2L

∫
dr⃗′

R⃗

(
R⃗.A⃗(r⃗′)

)
R4

e−
R
ξ (1.16)

where R⃗ = r⃗ − r⃗′.

According to Bardeen-Cooper-Schrieffer (BCS) theory (Bardeen et al. (1957)),

below Tc, electrons near the Fermi level form pairs of electrons (Cooper pairs) through

a phonon-mediated interaction. The energy required to break apart Cooper pairs at

T = 0 is ∆0 = 1.7 kb Tc, called the bandgap energy. Using the BCS theory, ξ0 is given

by

ξ0 =
ℏvF
π∆

. (1.17)

In the context of the BCS theory, the coherence length ξ0 can be thought of as a

lower bound on the size of a Cooper pair. Mattis and Bardeen used the BCS theory

to derive a non-local relation between the current density and vector potential (Mattis

and Bardeen (1958a)). Doing so, they arrived at the following equations for real and

imaginary parts of the complex conductivity σ(ω) = σ1(ω)− iσ2(ω).

σ1(ω)

σn
=

2

ℏω

∫ ∞

∆

dE
E2 +∆2 + ℏωE

√
E2 −∆2

√(
E + ℏω

)2 −∆2

[
f(E)− f(E + ℏω)

]
(1.18)

and
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σ2(ω)

σn
=

1

ℏω

∫ ∆+ℏω

∆

dE
E2 +∆2 − ℏωE

√
E2 −∆2

√
∆2 −

(
E − ℏω

)2 [1− 2f(E)
]

(1.19)

where ∆ is the gap energy as a function of temperature and f(E) is the Fermi distri-

bution function of the normal electrons.

At temperatures close to absolute zero, the Fermi function approaches zero; therefore,

σ1(ω) vanishes. However, σ2(ω) remains finite and following Zmuidzinas (2012) we

get

σ2(ω)

σn
≈ π∆0

ℏω
, (1.20)

where ∆0 is the superconducting bandgap in the absence of an applied field. Following

the procedure in Kher (2017), we get the following expression for the surface kinetic

inductance.

Ls =
ℏρn
π∆0t

, (1.21)

in which ρn is the normal resistivity of the superconducting film and t is the thickness

of the film.

1.2.3 Non-linear Kinetic Inductance

Ginzburg and Landau developed a phenomenological theory of superconductivity

in 1950 (Tinkham (2015)) in which they introduced a macroscopic wave function ψ,

also called the order parameter. The modulus square of the order parameter gives the

number density of the Cooper pairs. They also showed that the difference between

the free energy of the superconducting state and the normal state could be written

13



as follows.

F − Fn = α|ψ|2 + β

2
|ψ|4 + B2

2µ0

+
1

2m

∣∣∣(− iℏ∇− 2eA⃗ψ
)∣∣∣2, (1.22)

where α and β are phenomenological parameters, A is the vector potential, and B is

the magnetic field. Minimizing the free energy with respect to the order parameter

for T < Tc, we arrive at the following solution for the density of Cooper pairs:

nc = |ψ|2 = α

β

(
1− 1

2α
mv2s

)
. (1.23)

In the above equation, vs is the velocity of Cooper pairs. With no magnetic field

present and zero momentum, we can calculate the equilibrium value of the number

density of charge carriers.

neq = |ψeq|2 = −α
β

(1.24)

Using the above equation, we can rewrite Equation (1.23) as

nc = neq

(
1 +

1

α
mev

2
s

)
. (1.25)

At the critical field Bc, superconductivity is destroyed, and the free energy is equal

to the normal state free energy. From Equation (1.24), we can show

α = − B2
c

µ0|ψ|2
. (1.26)

Also, the effective penetration depth in Ginzburg-Landau theory is given by (Kher

(2017))
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λeff =

√
2me

4µ2
0e

2|ψ|2
(1.27)

The kinetic inductance can be calculated from Equation (1.15).

Lk = Lk
l

A
=

me

nce2
l

A
(1.28)

where l and A are the length and cross-sectional area of the wire, respectively. Com-

bining Equations (1.25) and (1.28), we get

Lk =
me

e2neq

l

A

[
1 +

1

α
mev

2
s

]−1

(1.29)

For small vs, we can approximate the above equation as

Lk ≈
me

e2neq

l

A

[
1− 1

α
mev

2
s

]
(1.30)

Let Lk0 =
me

e2neq
. Then

Lk = Lk0

[
1− 1

α
mev

2
s

]
(1.31)

Combining Equations (1.26) and (1.31) and using

v2s =
J2

4n2
ce

2
, (1.32)

we can write the kinetic inductance in terms of current density J :

Lk = Lk0

(
1 +

µ0me

4e2B2
c

J2

)
(1.33)

The factor in front of the current density J sets the scale of nonlinearity and

has the same units as the current density. Hence, we define a characteristic current
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density as follows.

J∗ =

√
4e2B2

c

µ0me

(1.34)

Using I = Jwt, we can rewrite Equation (1.31) as

Lk = Lk0

(
1 +

I2

I2∗

)
(1.35)

Where I∗ is the characteristic current.

Anthore et al. (2003), by conducting tunneling experiments and using Usadel

equations for analysis (Usadel (1970)), showed that the bandgap suppression due to

either an external magnetic field or a current follows the relation below.

∆

∆0

≈ 1− 1.9
J2

J2
∗
− 3.5

J4

J4
∗
− ... (1.36)

Combining Equations (1.21) and (1.36) and assuming J
J∗

≪ 1, we get

Lk = Lk0

[
1 + 1.9

J2

J2
∗
+ 7

J4

J4
∗
+ ...

]
. (1.37)

Using I = Jwt and absorbing all the constants, we arrive at

Lk = Lk0

(
1 +

I2

I2∗
+
I4

I ′∗
4
+ ...

)
, (1.38)

in which I∗ and I ′∗ are the second and fourth-order nonlinearity scale factors, respec-

tively.

The nonlinear kinetic inductance provides a nonlinear medium that allows for differ-

ent mixing processes, such as three-wave and four-wave mixing, which can be taken

advantage of to design parametric amplifiers, qubits, and other nonlinear supercon-

ducting devices. In the following chapters, we go over a few of these examples.
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Chapter 2

MM-WAVE SUPERCONDUCTING CIRCUITS

2.1 Introduction

In this chapter, I go over the basic theory of millimeter-wave superconducting cir-

cuits, such as coupling circuits, diplexers, phase shifters, hybrids, etc. These circuits

are the building blocks of on-chip integrated circuits and are essential for improv-

ing the performance of superconducting millimeter devices. In the last section, I

explain the theory of operation of an On-Chip Superconducting Fourier Transform

Spectrometer (SOFTS) complex circuit consisting of sub-circuits, including diplexers,

probe antennas, quadrature hybrids, etc.

2.2 Superconducting Transmission Lines

The Telegrapher equation for a superconducting transmission line with a high-

quality factor Q substrate can be written as follows
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v(z) L

C

v(z + dz)

Figure 2.1: Lumped-Element Model of a Superconducting Transmission Line.

∂2I

∂z2
− LC ∂

2I

∂t2
= 0 (2.1)

Following Pozar (2011), we arrive at the following solution

I(z) =
V +
0

Z0

e−iω
√
LC t − V −

0

Z0

eiω
√
LC t (2.2)

where Z0 is the characteristic impedance, and for a transmission line with thick

superconducting material and vacuum as a dielectric is given by

Z0 =

√
Lg

C
(2.3)

where Lg is the geometric inductance per unit length and C is the capacitance per unit

length. If we assume that the transmission line is made of a thin superconducting film

with kinetic inductance per unit length of LK and a dielectric layer with a dielectric

constant of ϵr, then

ZTL =

√
Lg

C
×

√
1

ϵr(1− α)
= Z0

√
1

ϵr(1− α)
(2.4)

where α is the kinetic inductance fraction and is given by

α =
LK

Lg + LK

. (2.5)

The characteristic impedance of a propagating wave in free space is Z0 = 377
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ohms. The phase velocity can be calculated using

vph =

√
1

LgC
. (2.6)

Following the same steps as above, we can write the phase velocity of a traveling

wave on a transmission line with dielectric constant ϵr and kinetic inductance per

unit length of LK as

vTL
ph =

√
1

LgC
×
√

1− α

ϵr
= vph

√
1− α

ϵr
= c

√
1− α

ϵr
(2.7)

vph for a traveling wave in a vacuum is the speed of light c. However, by adjusting

the kinetic inductance fraction α, we can change the phase velocity of light in the

transmission line.

Now we can estimate the half-wavelength λ/2 and quarter-wavelength λ/4 values

for a given transmission line resonator circuits using

f λ = vTL
ph (2.8)

as follows

lλ/2 =
c

2f

√
1− α

ϵr
(2.9)

and

lλ/4 =
c

4f

√
1− α

ϵr
. (2.10)
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2.2.1 DC Biased Phase Shift

When a superconducting transmission line is biased with a constant current close

to its characteristic current I∗, the kinetic inductance will become current-dependent,

and the phase of the traveling wave as a function of DC becomes

ϕ(I) ≈ 2πfl

√
CLK0

(
1 +

I2

I2∗
+ ...

)
(2.11)

Where C is the capacitance per unit length of the transmission line, and l is

the length of the transmission line. The total phase shift due to a DC bias can be

calculated as the difference between the phase shift with no DC bias (just from the

length of the transmission line) and the phase shift caused by the constant current.

∆ϕ(I) = 2πfl
√

CLK0

[√(
1 +

I2

I2∗
+ ...

)
− 1

]
(2.12)

For a highly nonlinear transmission line I∗ ≪ then I2

I2∗
≫ 1 we can approximate

the above equation

∆ϕ(I) ≈ 2πfl
√

CLK0

(
I

2I∗

)
(2.13)

And the total time delay can be calculated as follows.

τ =
∆ϕ(I)

2πf
=

l′

vph
= l
√

CLK0

(
1 +

I2

I2∗
+ ...

) 1
2

(2.14)

Where l′ is the effective length of the transmission line given by

l′ = l

(
1 +

I2

I2∗
+ ...

) 1
2

(2.15)
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2.3 Superconducting On-Chip Fourier Transform Spectrometer

2.3.1 Introduction

Interferometric techniques are widely used in astronomy for imaging and spec-

troscopy purposes Earle et al. (2006); Naylor et al. (2003); Fixsen et al. (1998); Greve

et al. (2005); Aalto, S. et al. (2002); Bradford et al. (2004). The measured signal

using an interferometer is in the conjugate space to focal plane imaging. Therefore,

the signal from any one element of an imaging instrument is spread out among all the

elements of the spectrometer Zmuidzinas (2003). For millimeter / sub-millimeter as-

tronomy, imaging interferometers can be used for measurements of Cosmic Microwave

Background (CMB) fluctuations, and spectral distortions Kouveliotou et al. (2014);

Serra et al. (2016); Ghribi et al. (2009), line intensity mapping of spectral lines Visbal

and Loeb (2010); Gong et al. (2013); Casey et al. (2014), and novel on-chip calibra-

tion technology for sub-millimeter focal planes. Some current experiments that use

Fourier transform spectrometers are HERSCHEL Swinyard et al. (2014), SCUBA

Naylor and Gom (2004), and OLIMPO Schillaci, Alessandro et al. (2014). The aver-

age size of such FTS instruments is one meter, with a frequency resolution ranging

from 150 MHz to 6 GHz. Other experiments, such as DESHIMA Endo et al. (2012),

and Superspec Wheeler et al. (2016), use on-chip filter bank technology with spectral

resolutions of 200 -1000.

We show a superconducting on-chip Fourier transform spectrometer (SOFTS)

with a Mach-Zehnder interferometer geometry. Taking advantage of materials with

high normal resistivities such as NbN, NbTiN (Basu Thakur et al. (2022)) and the

non-linear kinetic inductance property we can engineer ultra-compact and broadband

spectrometers. The superconducting transmission lines behave like the optical arms
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of an FTS, however, with the advantage of not requiring any heavy or moving parts.

I will go over the operating principles of the SOFTS device in the next section.

2.3.2 Device Physics

SOFTS is a four-port Mach-Zehnder interferometer, as shown in Fig. 2.2. The

input signal is coupled to the device via an antenna and then split between two

superconducting transmission lines (STL) using a superconducting quadrature hybrid

(Pozar (2011)). The superconducting quadrature hybrid splits the signal’s power in

half, and phase shifts on half of the signal relative to the other half by π/2. After the

signal passes through both STLs, it is recombined in another quadrature hybrid and

read out using two detectors. The DC biasing is done through the low-pass port of a

diplexer, with its high-pass port connected to the hybrid and the common port going

to the STLs. Diplexers also prevent the current from DC bias from going through the

hybrids. Another advantage of diplexers is that they allow us to explore low-frequency

(audio band) biasing. We usually DC-bias one of the transmission lines to impose

additional phase shift (delay) in one STL relative to the other STL. By scanning the

DC bias in one arm, we can take a Fourier transform.
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Figure 2.2: Circuit Diagram of the SFOTS Device. The Input Signal is Coupled to the
Device Via an Antenna and Filtered Using a Band Pass-Filter. Then the Signal is Split
Between Two Superconducting Transmission Lines (STL) Using a Superconducting
Quadrature Hybrid. After the Signal Passes Through Both STLs, it is Recombined
in Another Quadrature Hybrid and Read Out Using Two Detectors. The DC Biasing
is Done Through the Low-Pass Port of a Diplexer, with its High-Pass Port Connected
to the Hybrid and the Common Port Going to the STLs. Diplexers Also Prevent the
Current from DC Bias from Going Through the Hybrids.

The current dependent time delay in one arm of the SOFTS can be expressed as

follows (Basu Thakur et al. (2022))

τ(I) ≈ L2l

Z0w

[√(
1 +

I2

I2∗
+ ...

)
− 1

]
(2.16)

Where L2 is the inductance per square, l is the length, Z0 is the characteristic

impedance, and w is the width of the STL. If we assume an incident field with power

Pinc on the antenna and call the input port of the first hybrid 3, the power measured

by the receiver will be

Pr =
Pinc

4

(
|S13 + S23|2

)
(2.17)

Where S13 and S23 are transmissions between the input port of the first hybrid

(port 3) and the detectors 1 and 2. To calculate the total power detected at a detector
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(PΣ), we take the integral of power over all frequencies as follows

PΣ(I) =

∫ ∞

o

P0(f)

2

[
1 + C(f) cos

(
2πfl

√
CLK0

√(
1 +

I2

I2∗
+ ...

)
− 1

)]
df (2.18)

P0(f) is the power with no phase shift and C(f) is the fringe contrast. If we parame-

terized current as I = I(t) and chose a proper sweeping parameter, we can calculate

the spectrum of the incident power Pi(f)

Pi(f) = 4P0(f)
|S13|2 + |S23|2

C(f)

∫ ∞

0

(
PΣ(t)− Pµ

)
cos
(
2πft

)
dt (2.19)

Where Pµ =
∫∞
0
P0(f)df . A more detailed and complete derivation of the power

spectrum has been done by our collaboration in Klimovich (2022), and Basu Thakur

et al. (2022).

The minimum frequency resolution of the SOFTS device is

∆fmin =
1

τmax

(2.20)

τmax is the maximum amount of time delay possible before reaching the critical

current of the transmission line; thus, τmax = τ(I = Imax < Ic).

The resolution of the SOFTS device is given by

R =
λ

∆λ
=

f

∆f
(2.21)

The maximum achievable resolution can be calculated by
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Rmax =
f

∆fmin

= fτmax (2.22)

Therefore both the frequency resolution and the resolution of the SOFTS device

will be determined by the critical current of the transmission lines.
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Chapter 3

SIMULATION, DESIGN, AND FABRICATION

3.1 EM Simulation and Design

3.1.1 Radiation Coupling

Coupling mm-wave radiation to the superconducting microstrip lines requires a

waveguide to microstrip transition by implementing a radial probe (Faramarzi et al.

(2021)). In this configuration, the dominant mode of the rectangular waveguide,

TE01, is parallel to the plane of the probe, as shown in Fig. 3.1. To increase the

coupling of the radiation to the probe, we add a waveguide size open cavity called a

“ backshort ” that is a quarter-wavelength of the desired band and place it under the

probe. This is due to choosing silicon as the substrate and its high refractive index

of ∼ 3.5. Other approaches, such as using Quartz, have also been explored by Kooi

et al. (2003).
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Figure 3.1: a) Shows a Top View of the Simulation Layout in HFSS Used for Opti-
mizing Coupling Efficiency of the Radial Probes. b) Side View of the Chip Within
the Housing of the Device. The Probes are Made of a Deposited Layer of NbN on a
Silicon Substrate with a SiN Dielectric Layer on Top of the Probes. The Silicon on
the Back Side of the Chip Where the Backshort is Positioned is Removed by a Deep
Trench Etching Process to Maximize the Coupling Efficiency.

Optimization of the coupling efficiency of the probes was carried out using An-

sys Electronics Suite high-frequency simulator (HFSS), a commercial electromagnetic

simulator software. In these simulations, I included the surface inductance of the 20

nm thick NbN films used to fabricate the probes, plus the stepped structure of the

silicon substrate. I also optimized the radius, angle, and backshort distance from

the probe to maximize the coupling. As shown in Fig. 3.2, we expect to achieve a

coupling efficiency of more than 80 percent across the full band.
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Figure 3.2: Optimized Coupling Efficiency of the Radial Probe to the Waveguide as
a Function of Frequency.

3.1.2 Superconducting On-Chip Quadrature Hybrid Design

For dividing and combining the signal between the two arms of the interferometer

(STLs), I designed a superconducting on-chip quadrature hybrid coupler. To avoid

radiation loss into the silicon wafer, we have designed the device into a multi-layer

inverted microstrip geometry (Fig. 3.3).
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Figure 3.3: a) A Multi-Layer Microstrip Structure to Contain the Fields in the SiN
Dielectric Medium. b) HFSS Simulation Layout of a Branch-Line Quadrature Hybrid
with Three-Quarter Wavelength by Quarter Wavelength Branches.

This device is a branch-line hybrid Pozar (2011) with added branches to make

it wider bandwidth for the frequency range of interest. As shown in Fig. 3.3, the

length of each branch is a quarter wavelength of the center frequency. Using HFSS

we optimized the impedance of each line to reject reflections and get 3 dB of power

divided between the two output ports. Fig. 3.4 shows the optimized simulation

results in HFSS. As we can see from the results, the designed hybrid almost covers

the entire W-band region.
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Figure 3.4: Simulated Scattering Parameters of the Quadrature Hybrid with Ports
Corresponding to Fig.3.3.

3.1.3 Superconducting Transmission Line (STL) Design

The superconducting transmission lines have the same structure as the quadrature

hybrid (Fig. 3.3). The microstrip transmission lines are made of a thin film of NbN.

We DC bias the STLs to modulate their kinetic inductance and change the wave

carrier’s phase velocity. The length and width of the transmission line have been

designed to meet the criteria mentioned in the previous chapter. The thickness of the

STLs are 20 nm with the sheet inductance of L□ = 28 pH/□

3.1.4 SOFTS Split-Block Housing Design

The housing for the chip consists of three parts, with the top parts being the

split-block waveguide as shown in Fig. 3.5, and a chip holder, which consists of the

waveguide backshorts and acts as a heat sink for the SOFTS chip.
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Figure 3.5: a) Complete Housing Assembly of the SOFTS Chip. Four Waveguide
Flange Fittings are on the Housing for Each Port of the SOFTS Device. Four Clear-
ance Holes Mount the Top Part of the Housing to the Chip Holder and 4 Kelvin
Stage of the Cryostat. b) This is Half of the Top Part of the Housing and Shows a
Split-Block Waveguide from the Waveguide Sections to the Probes on the Chip. c)
Chip Holder Design Consists of Backshorts for each Probe and Cutouts for DC Bias
PCBs.

We have two extrude cuts on the chip holder to place printed circuit boards for

DC biasing of the STLs.
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3.2 Nano-Fabrication

In this section, we will describe the fabrication process of the SOFTS device in

detail. Deposition of NbN thin films has been done as part of a collaboration at the

Massachusetts Institute of Technology (MIT) by Marco Colangelo, a Ph.D. student

in Karl Berggren’s group. The rest of the processing, plus the deposition of niobium

and SiN, has been carried out by myself and the help of a fellow graduate student,

Sasha Sypkens, at the ASU Nanofabrication facility.

3.2.1 Wafer Cleaning

For this device, a 100 mm high resistivity ( ρ ≳ 2000 Ω.cm) undoped silicon wafer

with a thickness of ∼ 500 µm was chosen as the substrate. We start with cleaning

the silicon wafer with a standard wafer cleaning procedure using piranha, RCA2, and

HF. Piranha is a mixture of hydrogen peroxide and sulfuric acid that removes organic

material. The wafer is submerged in piranha for 15 - 20 minutes and then rinsed with

water. RCA-2 is a mixture of water, hydrogen peroxide, and hydrogen chloride that

removes metal ions from the substrate. The wafer is then submerged in RCA-2 for 10

minutes and then rinsed with water. During the RCA-2 clean, the substrate develops

a thin oxidation layer. To strip off the native oxide layer, an HF dip is used.

3.2.2 Deposition and Patterning

After cleaning the wafer, we put it in a sputtering chamber, pump it to 10−10

torr, and deposit 20 nm of NbN. After film deposition, we spin coat HMDS to help

the photoresist adhere to NbN. The HMDS is then baked on a heater at 100◦C for
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one minute, then 1 µm of AZ 3312 positive photoresist was deposited and baked at

100◦C for one minute. Using a 1:1 photolithography method, we pattern the surface

of the photoresist by projecting ultraviolet light through a mask. We carried out

a post-exposure bake of the wafer at 110◦C for one minute and then developed the

photoresist by submerging it in AZ MIF 300 developer for about a minute. This step

dissolves the exposed parts of the photoresist to UV light and will leave the desired

pattern on the photoresist layer. After rinsing the wafer with water and blow drying

it with nitrogen gas, it was baked at 110◦C for 3 minutes to harden the photoresist.

We then etch away the NbN layer not covered by the photoresist using a Reactive

Ion Etcher (RIE) in a CF4 chemistry. Fig. 3.6 shows the NbN antenna probes after

the etch process.

Figure 3.6: NbN Probe Antenna After the Etch Process.

After the etch process, the photoresist is removed by acetone and isopropyl al-

cohol and blow-dried by pressurized nitrogen. The fluorine in CF4 reacts with the

photoresist, leaving a dark smudge on top of the features. To clean these residues,

we ash the wafer in an oxygen atmosphere. After cleaning the wafer, we deposit 545
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nm of SiN using a Plasma-Enhanced Chemical Vapor Deposition (PECVD) technique

and pattern the SiN layer to remove it from the bond pads. The figure below shows

the quadrature hybrid after the SiN deposition.

Figure 3.7: The Quadrature Hybrid Coupler After NbN Etch, and SiN Deposition.

3.2.3 Niobium Lift-off Process

The next step is the deposition and pattering of the Nb skyplane. For this, we

use a lift-off process developed by myself and the help of the ASU Nanofab facility

engineers Carrie Sinclair and Kevin Nordquist. For this process, we use a bilayer

photoresist method as shown in Fig. 3.8
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Figure 3.8: 1) Spin Coating and Pre-Bake of the LOR Photoresist. 2) Spin Coating
and Pre-Bake of the Imaging Photoresist. 3) Exposure of the Imaging Photoresist.
4) Development of Photoresists. 5) Film Deposition. 6) Lift-off Step.

We start with spin coating LOR 10A photoresist at a rate of 5000 RPM for 30

seconds and then soft bake it at 180◦C for 2 minutes. After the wafer cools to room

temperature, we spin coat 1µm of AZ 3312 on top of the LOR 10A resist. We then

expose the photoresist to define the patterns and develop them in AZ MIF-300 for 55

seconds. After both photoresists are developed, we should see a bi-layer re-entrant

profile that ensures a discontinuous film deposition.

The next step is depositing Nb on the wafer, which is done by a sputtering method.

After the deposition, we lift off the Nb deposited on the photoresist by dipping the

wafer in a AZ 400T photoresist stripper for 40 minutes. When the unwanted Nb layer

is completely stripped, we rinse the wafer with water and blow dry it with nitrogen
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gas.

3.2.4 Silicon Blind Etch

After the front processing is done, we need to pattern and etch the back of the

wafer for optical enhancement. This requires us to protect the front of the wafer with

a thick photoresist layer. We coat 4µm of AZ 4330 and soft bake it using a heater

and bake it at 105◦C for 2 minutes. Now we can process the back of the wafer by

coating about 11µm of AZ4620 photoresist and setting the heater to proximity mode

to ensure the front side photoresist would not stick to the heat plate. Now we can

expose the photoresist using contact lithography. To align the features on the back

with the patterns on the front, we use the backside alignment capability of the EVG

photolithography system. After we are done with the exposure step, we develop the

photoresist and hard bake it at 113◦ C in proximity mode for 33 minutes. Now, we can

etch the silicon using a Deep Reactive Ion Etcher with the Bosch process (Fig.3.10).

Figure 3.9: The Bosch Process Consists of an Etching Step and a Passivation step,
as Shown Here. (from :www.iue.tuwien.ac.at/phd/ertl/node68.html)
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The Bosch process consists of the following steps:

1. Etching of the bottom passivation film using sulfur hexafluoride SF6.

2. Deposition of a passivation film on the side walls and the bottom of the trench

using Octafluorocyclobutane C4F8.

Before putting the wafer in the DRIE tool, we put blue tape on the front side of

the wafer to protect the wafer from cracking and falling into the tool. We usually

start with 100 to 150 cycles and then measure the thickness of the photoresist and

the trench height to determine the etch rate. The recipe we use yields an etch rate of

1µm/cycle on average for silicon and 0.1µm/cycle for the AZ4620 photoresist. We

continue the etch process and measure the depth of the trench every 50 to 100 cycles

until we reach the desired thickness underneath the probes. Table 3.1 shows some of

the etch parameters.
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Figure 3.10: SEM Micrograph of the Silicon Blind Etch Taken by ASU NanoFab
Engineer Dr. Scott Ageno.

PR Etch Rate (µm/cycle) Si Etch Rate (µm/cycle) Selectivity (%)
0.13 1.186 91.23

Table 3.1: The Etch Parameters for DRIE of Silicon Using the Bosch Process.

After the etch is done, we ash the wafer in an oxygen atmosphere for 20 minutes

to help strip the photoresist off the wafer. We then submerge the wafer in AZ 400T

at 80◦C until the photoresist and the blue tape are completely stripped. In the end,

we gently rinse the wafer with water.

38



Chapter 4

MEASUREMENTS AND RESULTS

4.1 Introduction

In this chapter, I will review the cryogenic testbed designed at ASU for low-

temperature measurements. The cryostat is a closed cycle Sumitomo 4 K Gifford-

McMahon cryocooler, and it can reach slightly lower than 3 K in roughly one and a

half hours with no thermal load. I also present the measurements done at ∼ 4 Kelvin

at ASU to test some non-linear properties of the devices designed and fabricated, as

mentioned in the previous chapter, including the SOFTS device measurements.

4.2 4K Cryogenic Testbed

The 4K test bed used to measure mm-wave devices at ASU was designed and

assembled by Hamdi Mani, Sasha Sypkens, and myself. We used a refurbished RDK20

Gifford-McMahon cryocooler to get to 4 Kelvin. A hollow aluminum cylinder was

designed as a shell to engulf the cryocooler and was mounted to the room temperature

mounting flange of the cryocooler and vacuum sealed using proper o-ring (Fig4.1).

An 8-inch × 8-inch aluminum enclosure was designed and mounted to the cylinder

with an o-ring in between to help vacuum seal the entire 300 K shell. The top of

the square enclosure has an o-ring groove to place an o-ring and vacuum seal the top

using a square aluminum lid. There are round holes on either side of the enclosure

and two larger rectangular holes on the other side for access to the interior of the

testbed.
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Figure 4.1: The Room Temperature Shell is Fully Assembled and Mounted to the
Room Temperature Flange of the Cryocooler.

The unused access points are sealed using rectangular caps. We use hermetically

sealed SMA connectors on the enclosure caps to conduct microwave frequency mea-

surements inside the testbed. For DC measurements, we use BNC connectors on the

300 K side, which lead to 10 kHz low pass filters for each center conducting line before

going into the cryostat. On the cold side, a quad-twist cryo wire from Lakeshore is

used.
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Figure 4.2: 300 K and 40 K Aluminum Cylinder Shields.

A smaller aluminum cylinder was designed, machined, and mounted to the first

stage (40 K) of the cryocooler. On top of that, four aluminum plates were mounted

to the cylinder to form a box to isolate the second stage from radiation emitted from

the room-temperature shell.

A 6-inch × 6-inch gold-plated copper plate was designed and mounted to the second

stage of the cryocooler. We also made a 0.5-inch × 0.5-inch hole pattern and used

press-in nuts to mount devices to the 4K plate.
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Figure 4.3: Picture of the Inside of the Cryostat Showing the Gold-Plated Copper
Plate with Half an Inch Hole Spacing and 40 K Shields.

To mount the 4 K plate to the cold head, we used 2” × 2” × 0.25” gold-plated

copper piece to clamp the 4 K plate to the cold head.
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4.3 Test Features and Measurements

Some test features designed for DC and low-frequency measurements were a DC-

biased half-wave resonator and a ∼ 10µm NbN wire. The half-wave resonator was

designed to measure the frequency response of the NbN film, and the NbN wire was

made for Tc and Ic measurements. Fig. 4.4 shows the resistance vs. temperature plot

of the wire. As we can see from this plot, the critical temperature of the NbN film

appears to be around 5 K. The test features are located close to the edge of the wafer.

Due to the lack of uniformity across the 4-inch wafer, we suspect the lower critical

temperature is due to a thinner NbN layer closer to the edges of the wafer. A 20 nm

thick layer of NbN was deposited across the wafer, and we expect a Tc of 8 K.

Figure 4.4: The Resistance vs. Temperature of the NbN Wire.

We also measured the critical current of the test structure by applying a DC bias

to the NbN line and measuring the voltage drop across the NbN wire. The circuit

diagram of the measurement setup is shown in Fig. 4.5. We used a 1kΩ resistor to

current-bias the device under test (DUT), and the amount of current was adjusted
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by changing the output of the DC power supply.

1KΩ

−+

VA

RDUT

V

VM

A

IM

Figure 4.5: Circuit Diagram of a Measurement Test Setup of the Critical Current.
RDUT is the Resistance of the Device Under Test, VM is the Measured Voltage Across
the DUT. IM is the Measured Current Through the DUT, and VA is the Applied
Voltage.

The plot of measured voltage VM across the DUT as a function of the applied

voltage VA is shown in Fig. 4.6. As we expect, there is a discontinuity in the voltage

measured across the DUT due to an abrupt resistance change when NbN transitions

from the superconducting state to the normal state above its critical current.
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Figure 4.6: left Plot of Measured Voltage Across the 10-Micron Wire vs. the Applied
Voltage to the Wire. right Semi-log Plot of the Plot to the Right.

Fig.4.7 shows the plotted voltage versus current of the wire for low applied cur-

rents. As we can see, there is an ohmic relationship between the voltage and current

past the superconducting regime. By fitting the data to Ohm’s law, we extract a

value of 2.3 Ω, close to the value expected for the series resistance from the wires in

the measurement setup.
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Figure 4.7: Plot of Voltage Across the Wire vs. the Measured Current Through the
Wire for Low Currents at 3.5 K.

Subtracting the residual resistance due to cables and test fixtures, we can now plot

the resistance of the DUT. The abrupt change in the resistance of the wire happens

around 0.9 mA, which is assumed to be the critical current of the wire. The normal

resistance of the superconducting wire is around 4.8 kΩ as shown in Fig. 4.8.
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Figure 4.8: Plot of Resistance of the Superconducting Wire as a Function of the
Applied Current.

The next test feature is a 10 µm wide half-wave coplanar waveguide (CPW) res-

onator on the same wafer as shown in Fig.4.9. The resonator was designed to measure

the shift in resonant frequency as a function of DC bias. Bias wires go directly to the

half-wave resonator transmission line for DC biasing.
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Figure 4.9: Optical picture of the NbN Half-Wavelength CPW Resonator Patterned
on 500 µm of Silicon. The Dark Lines on the Right Edge of the Picture are the
Wirbonds Connecting the Chip to a PCB.

The response of the resonator was measured using a VNA as a function of applied

current. The test setup for this measurement is drawn in Fig. 4.10. We used a

combination of copper and stainless steel SMA cables from 300 K to the 4 K stage.

The stainless steel cables were used to reduce the heat load on the 4K stages. A 5 dB

attenuator was used between the 300 K and 40 K stages. An inner-outer DC block

was used at the 40 K input and output stages to reduce heat load and low-frequency

noise further. A 20 dB attenuator was placed on the 4 K plate before the resonator.

We then used a cryogenic low-noise amplifier (LNA) to read out the resonator. A

twisted pair of wires biased the resonators.
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300K

40K
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Figure 4.10: Circuit Diagram of the Measurement Test Setup Used for Resonator
Measurements. An Inner-outer DC Block was Used at the 40 K Input and Output
Stages to Reduce Heat Load and Low-Frequency Noise Further. A 20 dB Attenuator
was Placed on the 4 K Plate Before the Resonator. We Then Used a Cryogenic LNA
to Read out the Resonator. A Twisted Pair of Wires Biased the Resonators.
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Proper EMI filtering was done using a combination of room temperature and cryo-

genic low-pass filters. The current bias was set using a 1 kΩ resistor and a power

supply by adjusting the voltage. The resonator’s response was measured using a

Network Vector Analyzer (VNA) after applying different current biases. We particu-

larly looked at the S21 element of the S-matrix of a two-port network (Pozar (2011))

defined as follows

V −
1

V −
2

 =

S11 S12

S21 S22


V +

1

V +
2



V −
1 and V −

2 are the scattering waveform voltages from ports one and two. V +
1 and

V +
2 are the incident waveform voltages. The S21 parameter is therefore given by

S21 =
V −
2

V +
1

. (4.1)
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Figure 4.11: Plot of S21 of the Half-Wave Co-Planar Waveguide (CPW) NbN Res-
onator with no Current Bias. On Resonance we Expect Maximum Transmission from
Port-1 to Port-2 Because the Impedance of the Resonator Goes to Zero.
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Figure 4.12: Plot of the Shift in Resonance Frequency vs. the Applied Current to the
Resonator.
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The resonant frequency of the resonator depends on the bias current as follows.

fr(I) = fr(0)

[
1 +

(
I2

I2∗

)
+

(
I4

I4∗∗

)]− 1
2

(4.2)

where fr(I) is the current dependent resonant frequency of the CPW resonator, fr(0)

is the resonant frequency with no current bias I = 0, I∗ is the second-order character-

istic current, and I∗∗ is the fourth-order characteristic current. Using Eq. (4.1) and

fitting it to the measured data, we can extract the value of the characteristic current

I∗, which is about ∼ 25 mA. This only corresponds to a four percent change in the

fractional kinetic inductance for this resonator at the critical current. Fig. 4.12 shows

the plot of the measured resonant frequency as a function of bias current with the

best fit.

4.4 W-band Test Setup

The test setup to measure the W-band FTS requires a VNA with extenders to get

to the required frequency and waveguide feed-throughs from the VNA extenders at

300K to the 4K stage of the cryostat, which holds the split-block housing and device.

When designing the waveguide feed-throughs, thermal contraction due to a steep gra-

dient in temperature was considered. We use mica windows and bulkhead waveguide

flanges to ensure no vacuum leak.

For SOFTS measurements, we used a 2.6-inch stainless steel straight waveguide sec-

tion placed between the waveguide bulkhead flanges and the 40K stage, followed

by a half an inch standard gold-plated copper section, a 20 dB attenuator, and the

split-block waveguide housing. We used a combination of copper and stainless steel

waveguides from the waveguide housing on the 4K plate to the VNA extender outside

of the cryostat.
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Figure 4.13: Circuit Diagram of the Measurement Test Setup Used for W-band
SOFTS.

One end of the stainless steel waveguide is heat sunk at the 40 K stage using

copper straps. A second stainless steel waveguide section of 1.4 inches connects the

device directly to the 40 K stage (Fig.4.14).
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Figure 4.14: SolidWorks Layout of the Cryostat with the SOFTS Housing Mounted
to the 3 K Stage.

To DC bias the superconducting transmission line, we used a microstrip printed

circuit board (PCB) mounted on the SOFTS housing using silver epoxy and wire

bonded the superconducting transmission lines to them. A twisted pair of wires were

soldered to the PCB and routed out of the cryostat. We then used a DC power supply

with a resistor to current bias the STLs as shown in Fig. B.1.

Heat transfer from 300 K to 40 K occurs through the 3-inch waveguide with the

cross-sectional area, A = 2.2×10−6 mm2, and using data from NIST for 304 stainless
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steel, the heat load on the 40 K stage is

Q̇ = −A
L

∫ T=40K

T=300K

κ(T ) dT = 80 mW (4.3)

where L is the length of the waveguide and κ(T ) is the temperature-dependent thermal

conductivity. This value is much less than the cooling capacity of our GM cooler at 40

K, which is 45 W. Following the same procedure, we calculate the heat transfer from

the 40 K to 4 k stages through a 1.4-inch long stainless steel material. We expect five

mW of heat transfer which is considerably below 1 W of the cooling capacity of our

GM cooler at 4 K.

Another consideration is the length contraction of the waveguide due to the high-

temperature gradient from the cryostat vacuum flanges at 300 K to the device housing

mounted on the 4K stage. Using the linear thermal expansion equation,

∆L = L0αL∆T, (4.4)

where ∆L is the linear expansion, L0 is the initial length and αL is the coefficient

of the linear thermal expansion. With L0 = 3.4 inch and αL for stainless steel is 10

C◦−1, we expect a thermal contraction of ∼ 0.3 mm.
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4.5 W-band Measurements

Using the setup in Fig. B.1 we measured the transmission through the hous-

ing/chip system. The S21 measurements at different temperatures are shown in

Fig. 4.15. The transmission is higher at lower temperatures, especially below the

superconducting transition temperature (∼ 6 K).

Figure 4.15: Plot of S21 Transmission Measurements of the Full Waveg-
uide/Housing/Chip System at 300 K (Orange), 14 K (Green), and 4 K (Blue).

However, the difference between the 4 K measurement and the 14 K measurement

is not as significant as we expect it should be for normal versus superconducting states,

which is normally within a few tens of dB. To confirm that the chip is superconducting,

we measured the DC behavior of the DC-biased transmission line.
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Figure 4.16: Plot of Voltage Across the Superconducting Transmission Line of the
SOFTS Device as a Function of Applied Voltage.

Fig.4.16 shows the voltage across the STL. There’s an abrupt change in voltage

from zero to 100 mV, which indicates the device is superconducting. To confirm the

W-band signal is going into and out of the cryostat, we measured the transmission

through the waveguide feed-throughs. As we can see from Fig. 4.17, the transmission

through the waveguides, bulkhead flange, and mica is about ∼ -3 dB on average

across the W-band.
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Figure 4.17: Plot of Measured S21 of the Waveguide Cryostat Feed Throughs.The
Transmission (S21) Through the Waveguides, Bulkhead Flanges, and Mica Windows
is About ∼ -3 dB on Average Across the W-band. Since this Transmission is Higher
than the Transmission Measured with the Devices in Fig. 4.16, we can conclude that
the Source of Poor Transmission is not the Feed Throughs.

Another potential issue that can explain the lack of abrupt change in the system’s

transition below and above the Tc of the device may be poor optical coupling between

the split-waveguide housing and the chip. We first measured the transmission through

the waveguide bends on the housing to ensure no reflections occurred at the bend.
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Figure 4.18: left Picture of the Waveguide Bend in the Split Block Housing of the
SOFTS Device. right Plot of Measured S21 of the Waveguide Bend in the Split-Block
Housing of the SOFTS Chip.

As we can see from Fig. 4.18 we see a transmission of about ∼ - 0.5 dB from 75

GHz to 105 GHz range.

The transmission measurements of the waveguide feed-throughs and the waveguide

bend in the split block housing confirm there is no problem with getting the signal

from the VNA extenders through the waveguides into the cryostat and the waveg-

uide housing. Because the Transmission Measured of All of These Components is

Higher than the Transmission Measured with the Devices in Fig. 4.16. Given these

measurements, the optical coupling between the housing and the probes on the chip,

W-band loss in the superconducting thin film, and the box modes in the thick silicon

substrate and the housing are the possible causes of poor radiation coupling.

By looking at Fig. 4.15 we can find regions where the change between the 4 K measure-

ment and the 14 K measurement is greater and look for phase shift in the measured

output of the device in those regions.

We calculate the delay by measuring the phase difference between the data with zero
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bias current and the biased data set and divide by the frequency of the input tone as

follows.

τ =
ϕ(I)− ϕ(I = 0)

2πftone
(4.5)

We can also look at the imaginary and real parts of the tone as a function of the bias

current.

Figure 4.19: a) Plot of Measured Delay as a Function of Bias Current, b Plot of
Imaginary Versus Real Part of the Tone, and c) Plot of the Amplitude of the Signal
in Each Quadrature as a Function of Delay.

Fig. 4.19 a shows the delay as a function of current bias, and plot b shows the

imaginary and real parts of the tone as different bias currents, and plot c shows the

amplitude of both imaginary and real parts of the tone. From these plots, we see

what looks like one full rotation as we increase the bias current from 0 mA to 5 mA.

We can fit the delay vs. bias current data point to the theoretical delay function

τ(I) ≈ −K 1

2

I2

I2∗
(4.6)

where K is L2l
Z0w

.
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Figure 4.20: Plot of Measured Delayed for a 94.342 GHz Tone as a Function of Applied
Current to the Superconducting Transmission Line with the Fit. From this Fit, We
Estimate a Characteristic Current of about ∼ 25 mA.

The fit parameters extracted from the Fig. 4.20 are K = 4.80 × 10−10s and I∗ =

24.9 mA. Given that L2 = 28 pH, l = 101mm, W = 15µm and Z0 = 32 Ω, we get

a theoretical value of K = 5 × 10−9s (using Equation (2.16) ) which is an order of

magnitude greater than the fit value. A measurement of the resistance of the STL

as a function of the applied voltage is shown in Fig. 4.21. We estimated the critical

current of the STL from this plot to be around 0.2 mA which is very low compared to

the estimated I∗. Therefore, even if the optical coupling were reasonable, we would

not expect a significant delay from this device.
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Figure 4.21: Plot of Measured Resistance of the STL as a Function of the Voltage
Applied Across the Transmission Line. The Plot has Multiple Jumps Above 0.2 mA
and Does Show an Ohmic Behavior. This can be Explained by Assuming Weak
Spots on the Transmission Line that go Normal When the Rest of the Circuit Stays
Superconducting.

The resistance versus applied voltage plot of the STL has multiple jumps above

0.2 mA and does show an ohmic behavior. This can be explained by assuming weak

spots on the transmission line that go normal when the rest of the circuit stays

superconducting. As a result, it will produce a negative feedback loop, and the

current will drop, as explained in more detail in Klimovich (2022). In this case, we

suspect that over-etching of the exposed bias lines in the SiN etch step and the large

footprint of the STLs are the main contributors to the problem.

63



4.6 Summary and Path Forward

The full W-band SOFTS device with a waveguide-coupled cryostat system has

been designed and fabricated. W-band testing required a 4-port waveguide setup in a

cryogenic environment. We built a comprehensive testing infrastructure, Fig. 4.22. At

the device integration level, the chip housing consists of three parts, the top part being

the split-block waveguide and a chip holder, which consists of the waveguide back-

shorts and acts as a heat sink. At the cryostat level, this includes thermo-mechanically

robust waveguide coupling; see Fig. 4.22. The scale of commercial waveguide compo-

nents sets the split-block geometry.

Figure 4.22: a) 4K Cryogenic Test Bed with the SOFTS Measurement Setup, In-
cluding the Housing and Waveguide Sections, All Properly Heat Sunk, b) Picture of
Housing with Exterior Dimensions, c) Disassembled SOFTS Housing to Show Split-
Block Waveguide, d) Bottom Section of SOFTS Housing, Which Functions as a Chip
Holder with Backshort Aligners, e) Optical Photograph of Wire-Bonded SOFTS Chip
with Dimensions

Matching these dimensions, a NbN W-band SOFTS was fabricated with 20nm of

niobium nitride (NbN STL for current-biased non-linearity) and 500 nm of silicon

nitride (dielectric layers). The NbN layer was patterned using a reactive ion etch-
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ing, and the SiN was deposited with a Plasma-Enhanced Chemical Vapor Deposition.

We thus developed a complete cryogenic test bed for comprehensive W-band SOFTS

testing.

Our initial tests showed that STLs are superconducting; however, interferometric

measurements were inconclusive. Since we confirmed that the device is superconduct-

ing through a DC measurement but observed poor transmission with the W-band

measurements, we suspect that the current design and setup are limited by misalign-

ment between the probes and waveguides due to in-line E-plane coupling design. This

problem can be solved by implementing a standard E-plane coupling scheme as shown

in Kooi et al. (2003) with a proper air channel underneath the microstrip layer to

enhance coupling by cutting off box modes. Reducing the footprint of the device also

helps with making the thermo-mechanical coupling more robust. It reduces the box

modes on top of fabricating the device on a thinner (100µm) silicon substrate. An-

other very important factor that needs to be considered for W-band measurements

is the base temperature and Tc of the device. Using materials with higher Tc and

operating temperatures below 2 K will be essential for future measurements.
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Chapter 5

KINETIC-INDUCTANCE TRAVELLING-WAVE PARAMETRIC AMPLIFIER

5.1 Introduction

Direct detectors and heterodyne receivers can benefit from amplifiers with wide

instantaneous bandwidth and quantum-limited noise performance as a microwave fre-

quency amplifier and a first-stage amplifier, respectively.

Transistor-based amplifiers are a common choice for frequencies below 100 GHz, but

their noise temperature is in the tens of kelvin (Bryerton et al. (2013)). Superconducting-

insulating-superconducting (SIS) mixers are commonly used at higher frequencies but

operate at noise temperatures a few times the quantum-noise limit (Pospieszalski

(2012), Kerr et al. (2014)). A new promising superconducting amplifier technology is

the Kinetic Inductance Traveling-Wave Parametric Amplifier (KI-TWPA) (Eom et al.

(2012)). The KI-TWPA exploits the nonlinear kinetic inductance of superconducting

thin films (Kher (2017)) as a nonlinear medium to amplify an input signal using four-

wave and three-wave mixing processes (Goldstein et al. (2020), Vissers et al. (2016)).

These amplifiers have demonstrated quantum noise-limited performance and wide

bandwidth for lower frequencies (Klimovich (2022)).

Coherent receivers are an irreplaceable tool for measuring the narrow atomic and

molecular lines that trace the cool interstellar medium, providing the primary motiva-

tion for the HERO instrument on the Origins Space Telescope (Wiedner et al. (2018))

and the HIFI instrument (Helmich (2011)) on the last major far-IR mission, Herschel.

At present, the most sensitive technology available for such observations is the SIS
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mixer. The most advanced SIS mixers achieve a sensitivity of 3-4 times the noise

limit imposed by quantum mechanics (Shan et al. (2007)) and can instantaneously

access 30 GHz of frequency space (Uzawa et al. (2021)) or 10-20 percent fractional

bandwidth for millimeter and submillimeter bands. An alternative to the SIS mixer

is the KI-TWPA because it can achieve quantum-limited noise, as demonstrated at

lower frequencies by Klimovich (2022)(Fig.5.1).

Figure 5.1: The Measured Added Noise in Units of Quanta for the Parametric Am-
plifier(Blue) Compared to the Theoretical Quantum Noise Limit (Orange). Figure
Reprinted From Klimovich (2022)

Moreover, paramps can instantaneously amplify much larger fractional band-

widths (e.g., Fig. 5.2), enabling substantial increases in the speed at which the

millimeter/submillimeter spectral range can be surveyed. Through a factor of ten

reduction in required integration time and the factor of five to ten improvement in
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bandwidth, parametric amplifiers can speed up millimeter/submillimeter spectral line

studies by a revolutionary factor of 50-100. For ALMA, which must also contend with

atmospheric noise, the integration time improvement will be a factor of 3-4 across the

frequency range of 100 - 300 GHz, equivalent to nearly doubling the number of an-

tennas in the array.

Figure 5.2: Three-Wave Mixing Gain of the Parametric Amplifier Measured at 1
Kelvin with a -29.3 dBm Pump Tone at 38.8 GHz and IDC = 0.75mA The Gray
Curve Shows the Raw Data as Measured by the VNA, While the Blue Curve is
Smoothed Over Frequency and the Inset Shows the Gain Ripple in More Detail. The
Orange Curve Shows the Coupled-Mode Calculation for the Expected Performance.
Figure Reprinted from Klimovich (2022)

The millimeter-wave and sub-millimeter-wave amplifiers will extend the existing

state-of-the-art by providing quantum-noise-limited gain blocks through the millimeter-

wave band. Improving receiver sensitivity would be a basic and relatively low-cost

way to enhance the scientific value of any instrument employing heterodyne receivers.
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The Low-Temperature Detector (LTD) technologies that would benefit from para-

metric amplifiers are the primary candidate sensors for imaging, polarimetry, and

spectroscopy for a broad range of astrophysics missions operating in the millimeter/sub-

millimeter/far-infrared bands and also in the X-ray region. Low-temperature detec-

tors, particularly MKID and SNSPD arrays, have potentially transformative applica-

tions in the ultraviolet, visible, near-infrared, and mid-infrared bands.

Quantum-limited amplifiers have a wide range of applications in quantum infor-

mation science (QIS) and quantum sensing. For example, quantum noise-limited

amplifiers allow fast and high-fidelity readout of superconducting qubits (Peng et al.

(2022); Barzanjeh et al. (2014); Didier et al. (2015)). KI-TWPAs are an appealing

choice for the readout of a large number of qubits due to their high dynamic range,

wideband, and quantum-limited performance(Ranzani et al. (2018)). Taking advan-

tage of the three-wave mixing process in DC-biased TWPAs, we can utilize photon

entanglement and quantum squeezing for applications in quantum communication and

sensing (Zorin (2019); Klimovich (2022)). In addition, with the advent of millimeter-

wave quantum systems (Faramarzi et al. (2021); Suleymanzade (2021)), there will be

a need for millimeter-wave quantum noise-limited amplifiers. Recently, more research

groups have been using quantum-noise-limited amplifiers for fundamental physics ex-

periments such as dark matter searches (Asztalos et al. (2010); Dixit et al. (2021);

Bartram (2021)). KI-TWPAs in the hundreds of GHz range can be good candidates

for experiments of heaver dark matter candidates (Ramanathan et al. (2022)).
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5.2 Device Physics

Non-linearity and Kerr Coefficient

For a superconducting transmission line with non-linear kinetic inductance per unit

length of

LK(I) = L0

(
1 +

I2

I2∗
+ ...

)
(5.1)

where I∗ is the scale of non-linearity, the phase velocity is given by

vph =
1√

L(I)C
(5.2)

where L(I) = LK(I) +LG is the total inductance per unit length of the transmission

line. Re-writing Equation (5.2), we get

vph =
1√

(LK(I) + LG)C
=

1√
C

[
LG + L0

(
1 +

I2

I2∗

)]− 1
2

=
1√(

L0 + LG

)
C

[
1 +

L0

L0 + LG

I2

I2∗

]− 1
2

vph(I) =vph(0)

[
1 + α

I2

I2∗

]− 1
2

≈ vph(0)

[
1− α

2I2∗
I2
]
.

(5.3)

The magnitude of the Kerr effect (quadratic non-linearity) is then proportional to

Kerr Magnitude ∝ α

I2∗
(5.4)

the magnitude of the Kerr effect scales with the normal resistivity of the supercon-

ducting thin film ρn.
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Figure 5.3: Lumped-Element Model of a Superconducting Transmission Line.

Coupled-Mode Equation

The telegrapher equation for a non-linear superconducting transmission line with a

high Q substrate can be written as follows

∂2I

∂z2
− ∂

∂t

[
L(I) C ∂I

∂t

]
= 0 (5.5)

assume a solution of the form

I =
1

2

(∑
n

An(z)e
i(knz−ωnt) + c.c

)
. (5.6)

For the four-wave mixing (4WM) case we have the pump tones (ωp1,ωp2), the signal

tone (ωs) and the idler tone (ωi) which obey the following relation

ωi = ωp1 + ωp2 − ωs (5.7)

for the degenerate 4WM case, ωp1 = ωp2 = ωp.

Plugging Equation (5.6) into the telegrapher equation and applying the SVEA

approximation, we get the following equations for the rate of change of amplitudes of

each tone.
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dAp

dz
=

iωp

8vph(0)I2∗

[(
|Ap|2 + 2|As|2 + 2|Ai|2

)
Ap + 2AsAiA

∗
p exp{i∆βz}

]
dAs

dz
=

iωs

8vph(0)I2∗

[(
|As|2 + 2|Ai|2 + 2|Ap|2

)
As + A2

pA
∗
i exp{−i∆βz}

]
dAi

dz
=

iωi

8vph(0)I2∗

[(
|Ai|2 + 2|As|2 + 2|Ap|2

)
Ai + A∗

sA
2
p exp{−i∆βz}

] (5.8)

where ∆β = ks + ki − 2kp.

The 4WM process creates odd pump harmonics (2n + 1)ωp with n = 1, 2, 3, .. and

tones of (2n + 1)ωp ± (ωs − ωp) which are upper and lower sideband frequencies.

By implementing geometric dispersion in the transmission line, we can control the

phase matching. This technique is referred to as Dispersion Engineering (Shu et al.

(2021)). Using dispersion engineering, we can create a mismatch that does not allow

higher-frequency tones to interact coherently with lower-frequency tones.

Since the signal tone is weaker, we can drop those terms. We also assume d|Ap|
dz

= 0,

which means the pump is undepleted; thus, the first line in Equation(5.8) becomes

Ap(z) = Ap(0) exp

(
iωp|Ap|2z
8vph(0)I2∗

)
(5.9)

Non-linearity of the circuit introduces an additional phase-shift of

∆ϕp =
ωp|Ap|2

8vph(0)I2∗
(5.10)

due to the nonlinear kinetic inductance of the transmission line, the pump tone inter-

acts with itself and causes this additional phase shift called the self-phase modulation.

The same interactions between the pump tone and the idler and signal tones produce

phase shifts, as indicated below. These are called signal-cross modulation and idler-
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cross modulation. As the pump power Pin is proportional to |Ap|2, the self-phase

modulation is linear in pump input power.

We can then solve Equations (5.8) analytically for ωs ≈ ωi. Following Hansryd et al.

(2002), Stolen and Bjorkholm (1982) and Eom et al. (2012) the signal gain can be

written as

Gs = 1 +

(
1 +

∆ϕp

g
sinh gL

)2

(5.11)

Where L is the length of the transmission line and g is the gain factor, and it is

given by

g =
1

2

√
(2∆ϕp)2 − k2 (5.12)

where k = ∆β + 2∆ϕ2
p,

Gs ≈ 1 +

(
L∆ϕp

)2

(5.13)

Where ∆ϕ is the phase shift of the pump tone, the gain is quadratic in the length

of the transmission line due to phase mismatch caused by non-linearity. This is the

case for dispersionless superconducting transmission lines.

To achieve maximum gain, we require k = 0 or

∆β = −2∆ϕp =
ωp|Ap|2

8vph(0)I2∗
(5.14)

This will result in an exponential gain of

Gs =
1

4
exp{∆ϕL} (5.15)
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Therefore the phase-matching criterion for exponential gain is given by

∆β = ks + ki − 2kp =
ωp|Ap|2

8vph(0)I2∗
(5.16)

It should be noted that in most cases, we are not operating around ωp ≈ ωs, and

therefore, we need to solve Equations (5.8) numerically to estimate the bandwidth of

the KI-TWPA and its gain.
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5.3 Low-Frequency KI-TWPA

5.3.1 Device Design

The KI-TWPA devices were designed and fabricated at JPL’s Micro-Devices Lab-

oratory (MDL). Some of the fabricated devices were provided by Dr. Peter Day to

Sasha Sypkens and myself for testing in the 4 K cryogenic testbed at ASU. These

measurements were supervised by Dr. Day. The devices are made of a 35 nm thick

NbTiN on a silicon wafer. The transmission line made of the NbTiN is a microstrip

geometry with amorphous silicon (a-Si) as a dielectric layer and a thick NbTiN layer

as the ground plane. The width of the transmission line is designed to be 250 nm to

maximize the Kerr non-linearity, which means a very low characteristic current I∗.

To keep the characteristic impedance around 50 Ω, a series of open microstrip stubs

were added to the transmission line to increase the capacitance per unit length and

decrease the impedance. Adding a periodic modulation to the length of the microstrip

stubs allows dispersion engineering to suppress the unwanted non-linear processes in

the device, such as higher harmonic generation. For more details, refer to Shu et al.

(2021).
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Figure 5.4: left Drawing of The Material Stack of the Microstrip Structure Used for
KI-TWPA (Reprinted from Shu et al. (2021)). The Numbers Next to the Layers is
the Thickness in Nanometers. right Picture of the KI-TWPA Chip with Detail of the
Device (Courtesy of Dr.Day).

5.3.2 Four-Kelvin Measurements

To measure the KI-TWP in the cryostat, the VNA input signal port was routed

with a series of copper/stainless steel cables, a DC block, and a 20 dB attenuator to

the KI-TWPA device at the 4K plate. The signal is then routed back to the VNA

from the device with a series of cables and a DC block. To add the pump tone to

the input of the device, we used a signal generator and a power combiner, and we

combined the pump tone with the signal coming from the VNA. The circuit diagram

used for the four-kelvin measurements is shown in Fig. 5.5.
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Figure 5.5: Circuit Diagram of the 4 K Measurement Test Setup for the KI-TWPA.

Figure 5.6: Picture of the Cryogenic Testbed Used for KI-TWPAs Measurements at
4 K.
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First, we look at the transmission of the device with the pump off to look for the

bandgap, as shown in Fig. 5.7

Figure 5.7: Plot of Measured S21 in dB of a KI-TWPA Device at Four Kelvin with
Pump Tone Off with Frequency. The Band Gap for this Device was Designed to be
Near ∼ 17 GHz.

For Four-Wave Mixing (4WM) operation (explained in Section 5.2), we apply the

pump tone below the bandgap of the paramp and adjust both the frequency and

the input power of the gain tone to maximize the amplified output signal. For the

above device, we see a wide-band gain between 1 GHz - 10 GHz with a maximum

gain of around 22 dB. The gain plot is made by dividing the measured S21 with the

pump tone on by the S21 when the tone power is off. The pump tone power for this

measurement was 15 dBm, and the frequency of the pump was 5.5 GHz.
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Figure 5.8: Plot of Measured Gain of Device 19b5 with Pump Tone of 5.5 GHz and
Pump Power of 15 dBm at the Signal Generator.For the Above Device, we See a
Wide-band Gain Between 1 GHz - 10 GHz with a Maximum Gain of Around 22 dB.
The Gain Plot is Made by Dividing the Measured S21 with the Pump Tone on by the
S21 When the Tone Power is off.

It is important to note for GHz frequency paramp devices operating at 4 Kelvin

temperatures, loss in the transmission of the device will degrade the gain performance

and is not directly indicative of lower temperature operation. An interesting property

of the 4WM KI-TWPA devices is the frequency translating gain operating mode,

where the signal gain of the device can be tuned by changing the frequency of the

pump tone below the bandgap frequency. The relationship between the signal, idler,

and pump tones (for the 4WM case) given by

2ωp = ωs + ωi (5.17)
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where ωp , ωs, and ωi are the pump,signal and idler frequencies respectively.

Figure 5.9: Plot of Measured Gain of the 19b5 Device with Pump Tone at 4.9 GHz.
The Signal Gain Measured Here is at 2 GHz, and the Mirrored Image of the Signal
or the Idler Tone is at ∼ 7 GHz. Using Equation (5.12), the Measured Values Agree
with the Relationship Between Different Tones in the 4WM Mode of Operation for
the KI-TWPA. We Can Use This Operating Mode of the KI-TWPAs to Amplify
a Low-frequency Signal and Terminate the Amplified Signal and Measure the Idler
Tone Instead.

The above relation indicates that changing the pump tone will shift both the sig-

nal and idler gain frequencies. Fig. 5.9 shows a measurement of a 4-wave mixing

gain with frequency translation property measured at 4 Kelvin. The pump tone is

set to ωp = 2π × 4.9 GHz, and signal tone gain is observed at ωs = 2π × 2 GHz

with idler tone at ωi = 2π × 7.6 GHz. Using Equation (5.12), the measured values

agree with the relationship between different tones in the 4WM mode of operation
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for the KI-TWPA. We can use this operating mode of the KI-TWPAs to amplify a

low-frequency signal and terminate the amplified signal and measure the idler tone

instead. Since the idler tone is higher in frequency, we can acquire more gain and

tune the idler frequency in a band where commercial electronics are available.

5.3.3 Diplexers

To improve the performance of the KI-TWPA devices, there will be a need for on-

chip superconducting circuitry to reduce ripples and manage the pump tone. Using

a diplexer, we direct the pump tone into the transmission line and direct it out with

a second diplexer, and terminate at the 4K stages (Fig. 5.10).

Figure 5.10: Drawing of the Diplexer Paramp Circuit for Pump Management and
Ripple Reduction.

The low-pass port of the diplexer can be used to DC bias the transmission line

for a 3WM KI-TWPA or terminated otherwise. In addition, a high return loss at the

common port can help reduce the gain ripples by suppressing reflections. Currently,

we have been using commercial diplexers for some of the paramp measurements. How-

ever, moving forward, we need to use superconducting on-chip circuitry integrated

with the paramp chip for the following reasons: (a) different diplexer cross-over fre-
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quencies can be easily designed for a specific application. (b) superconducting circuits

are ultra-low loss (c) filtering on-chip immediately after and before the transmission

line improves the overall performance of the KI-TWPA.

Figure 5.11: Picture of the 4 Kelvin Cryogenic Testbed Used for Measuring Diplexers.
We Used Three Ports of a 4-Port VNA to Measure All the S Parameters of the Device
Simultaneously.

The diplexers were designed by Dr. Peter Day and fabricated at StarCryo CO.

They are made of a thick Nb layer (∼ 200 nm), and a 500 nm thick SiN layer has been

used as the dielectric layer. The chip was housed in a copper enclosure with a PCB

bridging the V-connectors on the enclosure to the wirebonds and the chip. We used

three ports of a 4-port Rhode & Schwartz Z24 VNA to measure all the s-parameters

of the diplexers simultaneously.
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Figure 5.12: Plot of Measured S-Parameters of Diplexer D2 with a Cross-Over Fre-
quency of 2.1 GHz. Blue and Green are the Response of the High-Pass and Low-Pass
Ports, Respectively. Red is the Return Loss of the Common Port.

Four diplexers were designed with cross-over frequencies of 2, 4, 10, and 26 GHz.

We measured the first three at ASU at 3.05 Kelvin. Fig. 5.12 shows the measured

S-parameters of the device. The return loss of the common port is shown in red,

which is not as low as expected. Usually, a return loss of 15 dB or higher would

minimize the gain ripples.
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Figure 5.13: Plot of Measured S-Parameters of Diplexer D4 with a Cross-Over Fre-
quency of 4.1 GHz. Blue and Green are the Response of the High-Pass and Low-Pass
Ports, Respectively. Red is the Return Loss of the Common Port.

The diplexer with a cross-over frequency of 4 GHz has a very low return loss on

the common port above 4 GHz, which not only is not ideal, but it is degrading the

performance of the high pass port due to reflections.
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Figure 5.14: Plot of Measured S-Parameters of Diplexer D9 with a Cross-Over Fre-
quency of 10 GHz. Blue and Green are the Response of the High-pass and Low-pass
Ports, Respectively. Red is the Return Loss of the Common Port. This Diplexer
Did not Perform as Expected Due to the High Return Loss of the Common Port (≥
-10 dB) on Average Across the Measurement Band and the Poor Transmission of the
High Pass Filter Above the Cross-over Frequency.

Unfortunately, the 10 GHz diplexer we tested at 4K did not perform as expected

due to the high return loss of the common port (≥ -10 dB) on average across the

measurement band and the poor transmission of the high pass filter above the cross-

over frequency as shown in Fig. 5.14. Moving forward, we need to test more diplexer

chips and add more wirebonds from the chip ground plane to the housing ground.
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5.3.4 One-Kelvin measurements

The one-Kelvin measurements were carried out at JPL in Dr. Peter Day’s labora-

tory with the help of Caltech graduate student Ryan Stephenson and ASU graduate

student Sasha Sypkens and supervised by Dr. Day. The device measured in this

section was designed to yield gain at very low frequencies.

Figure 5.15: The Measured Gain of a Low-Frequency KI-TWPA After Dividing by
the Pump-off Measurement at 1K. The Inset Shows a Zoomed-in View of the Gain
with a Very Low Gain Ripple.

From the gain plot shown in Fig. 5.15 we see a maximum gain of 30 dB. The inset

of Fig.5.15 shows a zoomed-in view of the gain plot at its highest gain with relatively

86



low gain ripples of 1 - 3 dB.

Figure 5.16: Plot of the Measured Gain with Locations of the Signal, Idler, and Pump
Tones Depicted. The Pump Tone for this Measurement was Set to 4 GHz.
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Figure 5.17: Plot of the Measured Gain with Locations of the Signal, Idler, and Pump
Tones Depicted. The Pump Tone for this Measurement was Set to 5.1 GHz.

Figures 5.16 and 5.17 show measurements of the gain with pump tones set to 4

GHz in Fig.5.17 and 5.1 GHz for Fig. 5.17. These measurements show the frequency

translating gain property explained in section 5.3.2.
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5.4 W-band KI-TWPA

The W-band KI-TWPA devices were also made of NbTiN thin films but on a

100-um silicon substrate to minimize box modes in the device and maximize optical

coupling to the antenna probes. The width of the microstrip line and the shunted

stubs is 250 nm. The housing is made of copper, incorporating the input-output

waveguides and backshorts (Fig. 5.18).

Figure 5.18: W-band Paramp Chip and Housing. a) NbTiN Microstrip Line W-band
KI-TWPA Chip. b) SEM Micrograph of the Microstrip Line with Open Stubs and
the Radial Probe. c) Picture of Copper Waveguide Housing.

The input signal was generated from a VNA extender and passed through a fixed

20 dB attenuator and then directed to a mechanical variable attenuator. The pump

tone was generated using a 1 kHz - 40 GHz Rhode & Schwartz signal generator, and

then a passive ×3 multiplier was used to multiply the signal to a higher frequency.

After the frequency multiplier, we use another mechanical variable attenuator to

adjust the pump tone power. The pump tone and the signal from the VNA are

combined using a magic tee (3 dB hybrid coupler) and directed into cryostat into a

20 dB attenuator and finally to the paramp sitting at 4 Kelvin. A full band isolator
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is placed after the paramp at the 4 K stages.

Figure 5.19: Picture of the Cryogenic Test Setup with the Room Temperature Waveg-
uide Components.

The amplified signal is then directed out of the cryostat and further amplified

using a room-temperature W-band low-noise amplifier (LNA). The signal then goes

back to the VNA via the extender. Before putting the KI-TWPA in the cryostat,

we used a waveguide section instead of the paramp to measure the insertion loss of

the whole setup. The blue curve in Fig. 5.20 shows the measured S21 on a waveguide

section, and the orange curve is the measure S21 of the paramp.
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Figure 5.20: Measured S21 of the Waveguide Section (Blue) Compared to the Mea-
sured S21 of the W-band KI-TWPA with the Pump Off. The Lower Transmission of
The KI-TWPA/housing System Indicates Loss Either Due to Optical Coupling or in
the Transmission Line.

The difference between these two measurements can be attributed to two possible

issues (1) the loss in the superconductor due to the relatively high temperature and

(2) poor optical coupling due to lack of air channel (or a trench), which can dissipate

energy in unwanted modes of the box-substrate structure under the paramp chip.
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Figure 5.21: Plot of Measured Gain with Pump Tone Frequency of 95.61 GHz and
Output Power of 17 dBm at the Signal Generator. We See a Wideband Gain Between
4-6 dB in the 75 - 88 GHz.

To find the optimal gain, a range of pump tone frequencies below the bandgap

were swept with different pump tones, and the best results are shown in figures 5.21

and 5.22. We see a wideband gain of between 4-6 dB in the 75 - 88 GHz in Fig. 5.21

and in Fig.5.22 we see a narrow band gain of 6 dB from 75-78 GHz, and a wider band

gain of around 5 dB from 80 - 85 GHz.
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Figure 5.22: Plot of Measured Gain with Pump Tone Frequency of 89 GHz and
Output Power of 17 dBm at the Signal Generator. The Oscillations Seen in the Plot
are More Likely Due to Impedance Mismatch.
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Chapter 6

KINETIC INDUCTANCE QUBIT

6.1 W-band Resonators

6.1.1 Introduction

Characterizing and understanding the superconducting material properties such

as kinetic inductance and critical current, in addition to the loss tangent of dielectrics

and Two-State States (TSS) noise (Chamberlin et al. (2021)), are essential for circuit

design in the millimeter-wave region. For superconducting resonators, pushing into

the millimeter wave regime, for example, the W-band (75-110 GHz) range, is relatively

new and so characterizing materials at that frequency is the first step toward making

superconducting W-band devices. We chose to characterize and work with NbTiN

due to its relatively high Tc of 16 K, which complements the high-frequency range we

aim for.

6.1.2 Resonator Design

The design of the resonators was done by Dr. Peter Day and fabricated by Dr.

Henry LeDuc at Micro Devices Laboratory (MDL) at JPL. The design consists of E-

plane antenna probes, a microstrip transmission line, and hair clip-shaped resonators.

The resonators are capacitively coupled to the transmission line by proximity. The

fabrication stack is made of 100 µm of a silicon substrate, 35 nm of NbTiN layer,

5 µm of amorphous silicon (a-Si) and a 150 nm of NbTiN as the ground plane as
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shown in Fig. 6.1.

Figure 6.1: This Picture Shows the Fabrication Stack of the W-band Resonators
Coupled to a Transmission Line (Not to Scale).

The ground plane is interrupted over the radial probes to allow for the coupling

of the W-band signal.

The length of the resonators is chosen to set the resonant frequencies, and a total of

nine resonators were designed. The mask layout of the resonator circuit is shown in

Fig. 6.2
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Figure 6.2: a) Drawing of the Full Size of the Chip with Two Radial Probes on Either
End, and the Gold Color Shows the Ground Plane. b) a Close-up View of Resonators
Next to the Transmission Line. c) Single Resonator Coupled to a Microstrip Trans-
mission Line.

The chip sits in a copper housing (Fig. 6.3) with a backshort below the probes

and a channel height design to maximize the coupling between the waveguide and the

radial probe as described in Kooi et al. (2003).
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Figure 6.3: SolidWorks Picture of the W-band Housing Used for the W-band Res-
onators Cryogenic Measurements.

There is an additional cut-out to avoid unwanted shorts between the waveguide

housing and the probes.
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6.1.3 Test setup and Measurements

The cryogenic measurements were done in Dr. Peter Day’s laboratory at JPL and

with the help of Caltech graduate student Ryan Stephenson. The measurements were

taken at 1 K with the W-band resonator housing mounted to the He4 sorption fridge

as shown in Fig. 6.4.

Figure 6.4: Shows the 1K Stage of the Cryostat with the Copper Housing of the
W-band Resonators Connected to the Gold-Plated Waveguides and a Directional
Coupler.

We used a Vector Network Analyser (VNA) with frequency extenders to sweep

in the 75 - 110 GHz frequency range. We used a programmable W-band attenuator
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at the input of the frequency extender to set the readout power. A series of waveg-

uides were used to go from the attenuator to the cryostat. We also used W-band

thermal breaks and stainless steel waveguides between each cryogenic stage to reduce

thermal conduction between the stages. Two full-band cryogenic isolators were used

before and after the W-band resonator housing. In addition, a W-band cryogenic

amplifier and a W-band room temperature amplifier were used at the output of the

measurement setup to amplify the signal. Fig. 6.1.3 shows the circuit diagram of the

measurement setup next to the actual picture of the cryostat.

Figure 6.5: a) The Circuit Diagram of the Measurement Setup. b) Shows a Picture
of the Cryostat with the Circuit Elements Depicted in the Circuit Drawing.

The first measurement we made was to compare the transmission through the

housing, probes, and the microstrip line with a previously made measurement of a

waveguide section that was replaced with housing. As we can see in Fig. 6.6, the

measured transmission of the device compared to that of a waveguide section is very
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similar. This tells us that the probes designed have very high coupling efficiencies.

Figure 6.6: Blue is the Measured S21 of a Waveguide Section Placed Instead of the
Resonator Housing System in the Prior Cooldown. Green is the S21 measurement of
the housing-microstrip.

We then looked for the resonances and found four working resonators in the 75

- 110 GHz frequency range. Fig. 6.7 shows the measurement of the in-phase and

quadrature of the voltage and transmission magnitude and unwrapped phase as a

function of the frequency of a resonator with input power of -60 dBm at the device

at 900 mK.

The extracted internal quality factor from the fit for this resonator is ∼ 53000,

and the coupling quality factor is ∼ 49000. The following table shows some of the

extracted parameters from the fit of the resonators data using the open-source python

package called Scraps (SuperConducting Resonator Analysis and Plotting Software)

developed by Carter et al. (2017).
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Figure 6.7: Left, the Fit and Data of In-Phase-Quadrature (IQ) of a Resonator with
the Resonant Frequency of 75.9 GHz. The IQ Circle is Due to the Resonator. Mid-
dle, Magnitude of S21 of a Measured Resonator as a Function of Frequency. Right,
Unwrapped Phase of a Measured Resonator as a Function of Frequency.

Resonator name Res. Freq. f0 (GHz) Internal Qi Coupling Qc

RES-1 75.90 69156 49857.44
RES-2 82.246 47664.2 43784.03
RES-3 101.23 47886.7 50696.17
RES-4 103.20 38703 78844.01

Table 6.1: Table of Measured Resonators with Their Resonant Frequencies and In-
ternal and Coupling Quality Factors.

The power response measurements of the resonators were taken by adjusting the

output of the variable attenuator. We then did a frequency measurement sweep of

each resonator. Fig. 6.8 the power response of the RES-2 with power values being

the relative power at the output of the programmable attenuator.

As we can see from Fig. 6.8, by increasing the input power of the resonator, we

drive it into the non-linear regime, and at around -15 dBm, we start to saturate the

resonator. Therefore, we can observe the bifurcation of the resonator.

The transfer function of the resonator in the low power limit is given by

S21(ω) = 1− QrQ
−1
c

1 + 2iQrx
, (6.1)
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Figure 6.8: a) Plot of the Real Part (In-phase) of the Transmission as a Function of
Frequency for Different Power Levels at the Output of the Programmable Attenuator
Ranging from -40 dB to -10 dB. b) Plot of the Imaginary Part (Quadrature) of
the Transmission as a Function of Frequency. c) Plot of Transmission in dB of the
Resonator as a Function of Frequency. d) Plot of the Resonator’s Unwrapped Phase
as a Frequency Function.
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Figure 6.9: All Plots Are as a Function of Readout Power. a) Plot of the Resonant
Frequency. b) Plot of the Internal Quality Factor of the Resonator. c) Plot of the
Coupling Quality Factor of the Resonator to the Transmission Line. d) Change in
Resonant Frequency.

where Qr is the total quality factor of the resonator, and it is related to the

coupling quality factor by

1

Qr

=
1

Qi

+
1

Qc

. (6.2)

Qi is the resonator’s intrinsic or internal quality factor. The detuning frequency

x is defined as follows:

x =
ω − ωr

ωr

, (6.3)
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where ωr is the resonant frequency of the resonator.

For a non-linear resonator, the shift in the resonant frequency is given by

ωr = ωr(0) + δω (6.4)

where ωr(0) is the resonant frequency in the low readout power limit, and δω is the

shift in resonant frequency due to the application of power. Following Swenson et al.

(2013) the detuning is calculated

x ≈ x(0)− δx, (6.5)

where x(0) = ω − ωr(0)/ωr(0). δx is given by

δx = − E

E∗
(6.6)

where E is the energy stored in the resonator and E∗ is the energy that sets the scale

of the non-linearity, and it is on the order of the condensation energy (Zmuidzinas

(2012)). The power absorbed in the resonator in terms of drive power at the device

is given by Swenson et al. (2013) and, it is

Pabs = Pd

[
2Q2

r

QiQc

1

1 + 4Q2
rx

2

]
(6.7)

where Pd is the drive power at the device. Using the internal quality factor of the

resonator, we can calculate the energy stored in the resonator.

E =
2Q2

r

Qc

Pd

ωr

1

1 + 4Q2
rx

2
(6.8)
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substituting Equation (5.8) in Equation (5.6), the detuning term becomes

x = x(0) +
a

1 + 4Q2
rx

2
. (6.9)

We define the non-linear factor a as

a =
2Q3

r

Qc

Pd

ωrE∗
(6.10)

following Swenson et al. (2013), we can rewrite Equation (5.9) as

y =
a

1 + 4y2
+ y0 (6.11)

where y0 = x0Qr and y = xQr. By solving for y in Equation (5.11) in terms of y0

and picking the proper root of the polynomial equation according to Swenson et al.

(2013) we can find x and substitute it in Equation (5.9) and extract the nonlinearity

parameter a from the fit as shown in Fig.6.10. The code to fit the nonlinear resonators

was developed based on the work in Wandui et al. (2020) and Minutolo et al. (2019).
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Figure 6.10: Plot of the Measured Response of the Non-Linear Resonator as a Func-
tion of Frequency (Solid Red Line) and the Response Fit of the Resonator(Dashed
Black Line).

From this fit, we extract the following parameters RES-2 with variable attenuator

power set to -16 dBm: Qi = 69775.4, Qc = 42059.8 , ωr = 2π × 8.22× 1010 Hz and

a = 0.743. Calculating the drive power at the device at the onset of bifurcation, we

can estimate E∗ when the attenuator power is set to −16 dB. Using the information

in Fig. 6.11, we can determine the output power of the extender at 82.2 GHz. Ryan

Stephenson carried out this measurement at JPL.
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Figure 6.11: Plot of the Measured Output Power (in dBm) of the VNA Extender in
the W-band. Courtesy of Ryan Stephenson.

As obtained from the plot above, the output power of the extender at 82.2 GHz is

roughly 8 dBm and using the variable and fixed attenuation values, we reach a value

of -54 dBm or 3.8 nW. From these values, we calculate E∗ to be 9.53× 10−12 J. The

condensation energy is given in Kher (2017)

Ep = 2N(0)∆2
0V (6.12)

whereN(0) is the single-spin density of states at the Fermi level, ∆0 is the bandgap en-

ergy at absolute zero, approximately 1.76 kBTc with Tc being the critical temperature

of the superconducting material. V is the volume of the resonator. For the NbTiN

resonator of roughly V ≈ 1.785 µm3 with Tc = 14 K and N(0) ≈ 2.75× 1047 J−1m−3

(Sidorova et al. (2021)) is Ec ≈ 8.2× 10−12 J which is close to the value we estimated
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for E∗ from the fit.

To estimate the average number of photons absorbed in the resonator, we need to

calculate the power absorbed by the resonator.

Pabs = Pinput − Pref − Ptrans, (6.13)

in which Pinput is the input power, Pref is the reflected power and Ptrans is the trans-

mitted power. Following Bruno et al. (2015), we get

Pabs =
2Q2

r

QcQi

Pinput (6.14)

The energy stored in a harmonic oscillator is ⟨n⟩ ℏωr. We can calculate the average

number of photons using the input power as follows

Pabs = ⟨E⟩Γ, (6.15)

where Γ is the resonator’s bandwidth and can be written in terms of internal quality

factor and resonant frequency: Γ = ωr

Qi
. Combining Eq.5.13 and Eq.5.14, we get

⟨n⟩ = 2Q2
r Pinput

ℏ ω2
r Qc

. (6.16)
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Figure 6.12: Plot of the Internal Quality Factor of a Resonator as a Function of the
Average Photon Number Absorbed by the Resonator.

Fig. 6.12 shows that the average photon number in the resonator at -40 dB of

applied power from the attenuator is ∼ 10,000. We are not in the single photon limit,

and to reach that regime, we need to apply around -82 dBm of power after the input

of the VNA extender.
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6.2 A mm-Wave Kinetic Inductance Qubit (Kineticon)

6.2.1 Introduction

Superconducting qubits are one of the leading platforms for building quantum

computers. Recently, quantum supremacy, in which a quantum computer performs

an infeasible computation on a classical computer, was demonstrated using 53 su-

perconducting qubits (Arute (2019)). Several academic institutions and companies

(IBM, Rigetti, QuTech, and Amazon) offer cloud quantum computing services based

on superconducting transmon qubits. These devices, operating in the 4-10 GHz band,

utilize Josephson junctions formed by an aluminum oxide layer between aluminum

contacts. Scaling up these early quantum computers to the thousands or millions of

physical qubits needed to realize quantum error correction (National Academies of

Sciences (2018) report) faces several significant hurdles, including limited coherence

(10-100 T ∗
2 is typical), lack of room temperature interconnects, and the large physical

size of superconducting qubits (typical qubits have 0.1-1 mm lateral dimensions). The

standard aluminum or niobium Josephson tunnel junction is becoming a bottleneck

to increasing qubit coherence and yield requirements:

• spurious two-state systems (TSS) cause decoherence Klimov et al. (2018); Bur-

nett et al. (2019); Schlör et al. (2019); Chamberlin et al. (2021)

• imprecision in qubit frequencies reduces yield for fixed frequency qubit archi-

tectures Chamberland et al. (2020)

• Quasiparticles cause charge parity fluctuations and heating Serniak et al. (2018)

Superconducting kinetic inductance qubits operating in the W-band (75-110 GHz)

have the potential to lift these bottlenecks. The nonlinear inductance of supercon-

ducting nanowires has been used in experiments involving cavity-based parametric
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amplifiers Vijay et al. (2009); Levenson-Falk et al. (2011) and qubits Winkel et al.

(2020); Schön et al. (2020); Kerman (2010) in the sub-10 GHz regime and a paramet-

ric amplifier in the W-band Anferov et al. (2020b). Thus far, a viable superconducting

qubit has not been demonstrated in the W-band.

In particular, exploration of high-frequency qubits is encouraged because they have

the potential to solve problems with state-of-the-art transmon qubits. To achieve the

highest coherence times, IBM uses fixed-frequency transmons and an all-microwave

operation to entangle pairs of qubits together (the cross resonance gate). However,

the speed and performance of the cross resonance gate depend heavily on the exact

frequency allocation between the qubits Chamberland et al. (2020) and spectator

qubits Takita et al. (2016). Fabricating the nonlinear inductive part of the qubit from

well-defined lithographic processes of non-linear kinetic superconductors instead of

amorphous growth of an aluminum oxide layer in the Josephson junction could allow

repeatable frequency allocation between qubits. Also, operating at a higher frequency

allows us to scale the systems down in size as we look to scale to ever larger numbers

of qubits.

The construction of a quantum computer implementing error correction imposes

constraints on size, operating frequency, and operating temperature. The computer

will require at least thousands of physical qubits, a scale at which the physical size

of the circuits residing at milliKelvin temperatures becomes a limitation. This is

particularly true for qubits coupled to 3D microwave cavities but also holds for 2D

circuits. An interesting possibility is to scale the circuits to a much higher frequency.

Millimeter-wave operation requires superconductors with relatively high Tc, which

implies a high gap frequency, 2∆/h, beyond which photons break Cooper pairs. For

example, NbTiN with Tc ≈ 15K Basu Thakur et al. (2020) has a gap frequency

near 1.4 THz, much higher than that of aluminum (90 GHz), allowing for operation
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throughout the millimeter-wave band. We introduce the new term Kineticon to refer

to qubits that take advantage of the nonlinear response of superconducting wires as

opposed to relying on Josephson junctions.

6.2.2 Increasing Operating Frequency of Qubits

Addressing individual states in a qubit requires a large relative anharmonicity,

α = |E10 − E21|/E10, where E10 is the transition energy from the ground state to

the first excited state and E21 is the transition energy from first-excited state to the

second-excited state. Here, we derive this expression for the Kineticon qubit and

discuss the implications of this requirement.

Increasing both the qubit and readout resonator frequency toW-band (∼ 100 GHz)

could allow for the operation of the quantum processor at a higher temperature. While

the 90 GHz gap frequency of aluminum represents a barrier for conventional qubit

technologies, it may be possible to realize a qubit with a transition frequency in the

millimeter band that uses nonlinear kinetic inductance to provide the required anhar-

monicity. For a Kineticon qubit the relative anharmonicity, α can be written as follows

α ≈ 3
I2zpf
I2∗

(6.17)

where Izpf =
√

hfr
2L

is the zero-point fluctuation current and I∗ is the characteristic

current of the nanowire. Factor 3 comes from energy eigenvalue calculations for a

nanowire in the weak anharmonic limit. For a Kineticon qubit with fr = 100 GHz,

we can plot the relative anharmonicity as functions of the total inductance of the

nanowire L and the characteristic current I∗. As we can see from Fig.6.13, lowering

both total inductance L and the characteristic current I∗ increases the relative anhar-

monicity. To improve the anharmonicity of a Kineticon qubit, it is possible to control
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J∗, and Ls of the nanowire during the fabrication process Aref and Bezryadin (2011);

Annunziata et al. (2010) in addition to changing its dimensions.

Figure 6.13: Left: Contour Plot of the Relative Anharmonicity of a Nanowire Qubit
as a Function of total Inductance L and the Characteristic Current I∗. Right: Anhar-
monicity Versus Nanowire Dimension for a 100 GHz Resonator with an Inductance
Dominated by an Embedded TiN and NbN Nanowire. The Anharmonicity Increases
with Decreasing Nanowire Dimensions and is Larger for TiN than NbN.

We can express I∗ of the nanowire in terms of the material parameters using

Mattis-Bardeen TheoryMattis and Bardeen (1958b) and following Zmuidzinas (2012)

as

I∗ = J∗wt =

√
πN(0)∆3

ℏρn
wt (6.18)

where w and t are the width and thickness of the nanowire, respectively, and ρn is

the normal state resistivity of the thin film. Using Ls = ℏRs/π∆, we can express the

relative anharmonicity in terms of the volume, V , of the nanowire:

α ≈ 3
hfr

2N(0)∆2V
, (6.19)

Where fr is the resonator frequency, N(0) is the density of states at the Fermi level,

and ∆ is the gap parameter. Here we assume that the nanowire dominates the
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resonator inductance. The denominator in this expression is the superconducting

condensation energy, which may also be expressed in terms of the critical field. Using

N(0) = 8.7 × 109 eV−1µ m−3 Leduc et al. (2010) and ∆ = 0.5 meV for a thin TiN

film (Tc = 4.5 K and gap frequency of fgap ≈ 265 GHz), N(0) = 2× 1010 eV −1µ

m−3 and ∆ = 1.1 meV Schroeder (2018); Semenov et al. (2009) for an NbN thin film,

and setting a nanowire thickness to 5 nm and the length and width to be equal, the

anharmonicity is shown in Fig. 6.13.

While an absolute anharmonicity comparable to a transmon (∼ 200 MHz) may be

achieved with dimensions that are more or less straightforward to produce, the ques-

tion is whether TSS or other loss mechanisms will contribute a loss tangent of (∼ 10−6)

for this type of qubit, as they do for current state-of-the-art microwave qubits. In

that case, to maintain the decay time ratio to read time, the anharmonicity would

need to be increased accordingly, requiring increased length or decreased width, so

the fabrication becomes more challenging. We need to investigate non-linearity in

resonators with embedded nanowires to understand the design requirements better.

6.2.3 Cavity-Qubit Full Quantization and Design

Eventually, this technology will require coupling to other qubits, which can be

achieved by embedding the qubit in a three-dimensional cavity. That cavity also could

reduce the influence of defects in the thin-film system by increasing the mode volume

and reducing the field density Paik et al. (2011). We use the Energy-Participation

Ratio (EPR) method to quantize the cavity-qubit system as described in Minev et al.

(2021). We start quantizing the kineticon qubit by writing the Lagrangian for the

circuit shown in Fig. 6.14 following the procedure in Vool and Devoret (2017).
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Φ

LK(ϕ) C

Figure 6.14: Circuit Diagram of an Ideal Superconducting LC Resonator with the
Shunted Nonlinear Inductive Element.

Choosing {Φ, Φ̇}(= 0) as the general coordinates the Lagrangian is

L = Uc − UL =
1

2
CΦ̇2 − 1

2

Φ2

L
(6.20)

where C is the capacitance and L is the total inductance of the circuit L = LK(I)+Lg.

To obtain the Hamiltonian, we Legendre transform and change the general coordinates

to {Φ, Q}(= 0)

H =
1

2

Q2

C
+

1

2

Φ2

L
(6.21)

Using canonical transformation, we can replace the general coordinates with quantum

operator counterparts [Φ,Q] = −iℏ. The quantum Hamilton operator can now be

written as

H =
1

2

Q2

C
+

1

2

Φ2

L
(6.22)

where bold H, Q and Φ are the quantum operators.

Suppose we assume the kinetic inductance ratio is close to one, which is the case for

a nanowire. In that case, the total inductance of the qubit is found to be dominated

by the non-linear kinetic inductance L ≈ LK(I). Using

Lk(Φ) ≈ L0k

(
1 +

Φ2

Φ2
∗

)
(6.23)
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where L0K is the kinetic inductance with zero bias and Φ∗ ≡ I∗L0K where I∗ is a

characteristic current parameter of the nonlinearity, we can rewrite the Hamiltonian

H =
1

2

Q2

C
+

1

2L0K

(
Φ2 − Φ4

Φ2
∗

)
(6.24)

following orl (2022) we rewrite the Hamiltonian as

H = 4Ecn
2 +

1

2
EK

(
ϕ2 − λ ϕ4

)
(6.25)

where EK =
ϕ2
0

2LK
and we define λ =

(
ϕ0

Φ∗

)2

. Writing the above equation in the second

quantization language using the ladder operators a and a†, we get

H = ℏωa†
kak − E ′

K

[
ϕ4 + ...

]
(6.26)

where E ′
K is the energy of the non-linear term.

Now adding the Hamiltonian of the cavity resonator, we arrive at the full Hamiltonian

of the Kineticon-cavity system.

Hfulll = ℏωa†
cac + ℏωa†

kak − E ′
K

[
ϕ4 + ...

]
(6.27)

where the subscript c stands for the cavity. The first two terms are the linear part of

the full Hamiltonian, and the third term is the non-linear part, therefore

Hfull = Hlin +Hnol (6.28)

Where we defined the linear as follows
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Hlin =
2∑

m=1

ℏωma
†
mam (6.29)

where m is the mode number, and in this case, m = 1 is the qubit mode and m = 2

is the cavity’s mode. We can now re-write Equation (6.28) as follows.

Hfull =
2∑

m=1

ℏωma
†
mam − E ′

K

[
ϕ4 + ...

]
(6.30)

Therefore we have combined the linear part of the qubit Hamiltonian with that of

the cavity. We can now solve the linear part using a Finite Element (FE) solver such

as HFSS to determine the linear part of the total Hamiltonian. Since the nonlinear

part of the total Hamiltonian is a function of ϕ, we can determine the nonlinear part

of the Hamiltonian. The ϕ operator is given by (See the Appendix for more details)

ϕ =
2∑

m=1

ϕm

(
a†
m + am

)
(6.31)

Here, ϕm is the zero-point fluctuation of the nanowire due to mode m, and it can be

thought of as fluctuations in voltage drop across the nanowire. Finding ϕm will allow

us to construct the ϕ operator and determine the nonlinear Hamiltonian portion of

the total Hamiltonian.

We start by calculating the energy participation ratio pm of the qubit mode as defined

in Minev et al. (2021) using HFSS.

pm =
Eelec − Emag

Eelec
(6.32)

This is a classical result from the FE analysis and tells us the amount of energy stored

in the nanowire for mode m. The quantum mechanical description of the EPR is as

follows.
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pm =

〈
ϕ2

2LK

〉
〈
1
2
E
〉 =

2ϕ2
m

LKℏωm

(6.33)

combining Equations (6.32) and (6.33), we arrive at the following equation for ϕm

ϕ2
m = pm

ℏωm

2E
(6.34)

Once we solve the Hamiltonian, we can extract the values of anharmonicity, cross

Kerr coefficient, Lamb shift, etc.

We set up our HFSS simulations as follows. To embed the Kineticon qubit in

a 3D readout cavity, we have designed and simulated a ∼ 100 GHz resonant cavity

coupled to a waveguide using an evanescent coupler as shown in Fig. 6.17.a. The

cavity dimensions were adjusted such that the cavity’s resonant frequency of the

cavity-substrate system is nearly 100 GHz. In this case, the cavity dimensions are;

width = 1 mm, height = 2.54, and depth = 1.4 mm. The Kineticon qubit is placed

in the cavity’s middle, where the qubit’s dipole moment is aligned with the TE101

mode and where the electric field is maximum. However, we would like to make sure

the higher modes, such as TE102 and TE103, will not have a substantial effect on the

qubit. We can simulate these higher modes in the cavity with the qubit present to

adjust the position of the qubit in the cavity, as shown in Fig. 6.15.
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Figure 6.15: The 3D plot of HFSS Simulation of the Intensity of the Electric Field for
Modes TE101, TE102 and TE103 in the Cavity Where Red Spots Correspond to the
Higher Magnitude Electric Fields and the Blue Spots are Lower Magnitudes Electric
Fields.

The transmission response of the cavity-qubit system is shown in Fig.6.17.c, where

both qubit and cavity modes are visible. The qubit is designed to have two capacitive

pads with dimensions of 45µm × 30µm and a nanowire section of 50nm × 100nm

on a 25µm thick silicon substrate.

119



Figure 6.16: HFSS Drawings of the Cavity with Embedded Kineticon Chip. The
Cavity Dimensions are in the Order of mm, the Capacitive Pads are in the Order of
Microns, and the Nanowire is 50nm× 100nm.

Fig. 6.17 shows the cavity-qubit system coupled to a straight waveguide section

through an evanescent coupling section. The simulated S21 response of the whole

system is shown in Fig. 6.17, where we can see both the qubit and the cavity modes

as indicated in the figure.

120



Figure 6.17: a) HFSS Overview Drawing of the 3D System of a Qubit Coupled to a
3D Readout Cavity, Coupled Evanescently to Readout Waveguides. A Gray Slab in
the Middle of the 3D Cavity Would Hold the Qubit Device. b) The Magnitude of the
Electric Field at the Cavity Mode in the 3D Readout Cavity. Qubit is Located at
the Center of this Cavity, Where the Electric Field is Maximum. c) S21 Calculated
Response of the Qubit-Cavity System Showing Separation of the Qubit and Cavity
Resonances.

Calculating the energy participation ratios pm of both the qubit and the cavity

and using the following equations

α1 = p21
ℏω2

1

8EK

(6.35)

α2 = p22
ℏω2

2

8EK

(6.36)
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χ12 = p22
ℏω2

2

8EK

(6.37)

∆ = α1 −
1

2
χ12 (6.38)

Where α1 and α2 are the anharmonicities of the qubit and the cavity, respectively.

χ12 is the cross Kerr coefficient and ∆ is the Lamb shift. Calculating the energy

participation ratios for the cavity-qubit system and solving the full Hamiltonian, we

get the following parameters.

qubit α cavity α cross Kerr χ Lamb shift coupling rate detuning ∆ω

388 MHz 715.16 kHz 36.8 MHz 369 MHz 163 MHz 5.1 GHz

Table 6.2: Optimized Kineticon-Cavity Parameters Using the Energy Participation
Ratio (EPR) Method.

The detuning frequency ∆ω = ωc − ωq is much larger than the coupling rate g,

which will allow us to conduct non-demolition measurement of the qubit by looking

at the shift in the resonant frequency of the cavity.
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6.2.4 Decoherence and Loss

Apart from the possibility of high-frequency operation, an advantage of circuits

made from relatively high Tc materials is that they can be less affected by quasipar-

ticles:

• The thermal quasiparticle density goes as e−2∆/T .

• The mean number of non-thermal quasiparticles produced by absorption of a

phonon of a given energy is ξhν/∆, where ν is the phonon frequency, and ξ is

a material-dependent parameter (around 0.5 for most materials).

• Quasiparticles that are created through leakage of radiation into the cryogenic

environment recombine at a rate that scales as T−3
c Kaplan et al. (1976).

In addition to lower quasiparticle loss, the nitride superconductors we will study

may be affected less by loss and decoherence associated with two-level systems. It is

known, for example, that TiN and NbTiN have high-quality surfaces and form more

stable and thinner oxide layers Zhang et al. (2018), unlike elemental superconductors

such as Al, Nb, and Ta. TiN, in particular, is a hard material used as a coating on

machine tools, drill bits, etc. Groups working on kinetic inductance detectors have

found that fabricating the non-photoresponsive parts of the detectors out of NbTiN

leads to lower TSS noise Bueno et al. (2017); Janssen et al. (2014). Recent results

on transmon qubits using Ta electrodes have shown an improvement over state-of-

the-art coherence times Place et al. (2020), which was associated with the favorable

properties of the tantalum oxide surface, so it is interesting to ask whether the metal

nitride superconductors and other potential materials for Kineticons, will provide

further improvement.
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6.2.5 Implantation and Path Forward

To realize an mm-wave qubit, we started with fabricating the cavity waveguide

housing for the qubit. The cavity was machined out of QC aluminum by our collabo-

rators Bradly Johnson and Peter Dow at the University of Virginia. Fig. 6.18 shows

a picture of the machined cavity.

Figure 6.18: a) shows the Split Block Structure, Which Contains the Waveguide,
Evanescent Coupler, and Cavity. b,c) Shows the Location of the Cavity and the Size
of the Cavity with a Depth of 1.8 mm.

The S21 transmission of the waveguide-cavity housing was measured at room tem-

perature using VNA extenders, as shown in Fig. 6.19. The resonant frequency of the

empty cavity is higher than the cavity with the qubit mounted inside the cavity be-

cause the silicon substrate changes the effective dielectric constant of the cavity and

consequently lowers the resonant frequency. The extracted internal quality factor

from the fit is 1582 at room temperature.
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Figure 6.19: Plot of Measured Response of the Aluminum Cavity Resonator at 300
K with Qi = 1582 and Qc = 4133.

We attempted to measure the cavity at lower temperatures multiple times; how-

ever, the lowest temperature we could reach with the current setup was about 23K.

The test setup is shown in Fig. 6.21. To improve the test setup, we need to make

adjustments to copper heat sinks, add more of them, and ensure each waveguide sec-

tion and waveguide component is heat sunk properly to different cooling stages of the

cryostat. For this measurement, we used a combination of an attenuator, isolator,

and waveguide sections routed in the cryostat as mentioned in previous chapters with

the circuit diagram shown in Fig. 6.20. From Fig.6.22 the plot of S21 of the cavity, we

can see that the resonant frequency has shifted to 107.125 GHz, and this is due to the

contraction of aluminum at a lower temperature which reduces the size of the cavity

and shifts the resonance frequency to a higher value. From the fit of the resonator,

we extract a value of 2250 for the internal quality, which is higher than the value

of 1582 at room temperature because of the lower surface resistance of aluminum at

lower temperatures.
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Figure 6.20: Circuit Diagram of the Measurement Test Setup Used for the W-band
Cavity.
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Figure 6.21: Image of the Cryogenic Test Setup for Cavity Measurements.

Figure 6.22: Plot of S21 of the Cavity Resonator in dB Versus Frequency at 23 Kelvin.
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Moving forward, we can improve the internal quality factor by sputtering with

niobium on the cavity and measuring it at temperatures below ∼ 1 K.

For the qubit chip, the first approach would be to make the whole qubit structure out

of a single layer of NbN for ease of fabrication. A design for such a device is shown

in Fig. 6.23 with 14 nm thick NbN film on a Silicon-on-Insulator (SOI) wafer with a

device layer thickness of 25 microns. We can use an e-beam lithography method to

pattern both the capacitive pads with the nanowire. Then, we need to etch the device

layer silicon to the shape of the chip borders and remove the handle silicon and the

SiO2 layer very carefully. This last step needs to be done very cautiously such that

the very fragile devices would not get damaged or get lost.

Figure 6.23: Fabrication Mask Drawing of a Single Layer NbN Kineticon Design with
a 50nm× 50nm Size Nanowire.
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Chapter 7

CONCLUSIONS AND OUTLOOK

This thesis has shown different designs and utilities of non-linear kinetic inductance-

based superconducting and quantum devices. These devices operate in the millimeter

wave region of the electromagnetic spectrum and have applications in observational

cosmology, astrophysics, and quantum computing and sensing. We presented design

considerations and examples for millimeter wave superconducting and quantum de-

vices using multiple EM simulation platforms. Fabrication of such devices and the

development of cryogenic test structures and measurement methods and techniques

were also discussed.

We mainly focused on the non-linear kinetic inductance property of supercon-

ducting thin films with high normal resistivities, such as NbN and NbTiN. The non-

linearity was exploited by biasing with DC and AC signals. The devices presented in

this work include kinetic inductance traveling wave parametric amplifiers, supercon-

ducting on-chip Mach-Zehnder interferometers, millimeter wave resonators, and a new

type of qubit operating in the millimeter wave regime, which we have called Kineticon.

The Superconducting On-chip Fourier Transform Spectrometer (SOFTS) device

explained in this thesis has received a significant amount of attention from the ob-

servational cosmology community, and it was awarded a NASA APRA grant in 2021.

In this work, we showed and demonstrated the necessary steps for the design, fabri-

cation, and measurement of the device. We have identified the shortcomings and the

path forward toward a successful device. For one of the next steps, I suggest fabricat-

ing single DC-biased W-band transmission lines and measuring the current-induced
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phase shift in the transmission line below 1 Kelvin. The transmission lines have

already been designed by our collaboration and are currently in the fabrication pro-

cess. Additionally, we plan to use commercially available W-band components such

as power splitters and absolute power detectors to build the Mach-Zehnder circuit

with waveguide components and two packaged DC-biased transmission lines. This

way, we can identify any possible shortcomings in the circuit with the interferomet-

ric measurement. In parallel with this effort, I suggest designing a 4-port housing

structure for developing and testing other mm-wave sub-systems, such as the on-chip

hybrids and diplexers.

The path forward for millimeter wave parametric amplifiers is redesigning and

using housings that maximize the coupling between the waveguides and the probe

antennas, such as adding an air channel below the chip to suppress unwanted modes.

Improving the fabrication yield for these devices is of utmost importance due to the

small quarter-micron-wide structures. The nanofabrication experts led by Dr. Henry

LeDuc are leading this effort at the Microdevices Lab at Jet Propulsion Laboratory.

A significant amount of improvements have already been achieved with newly fab-

ricated devices, such as the low-frequency parametric amplifiers presented in this

thesis. Another important step forward for the millimeter wave paramp is to make

noise measurements using a cryogenic noise source at 1 Kelvin and demonstrate the

quantum noise limit performance. The gain of these devices also needs improvement

from currently 5 dB to a higher gain.

Millimeter resonators discussed in the thesis were designed and measured with

the purpose of determining loss in the microstrip line geometry used for other de-

vices. Their relatively high-quality factors of > 60, 000 are very promising. Also, the

130



measurement of these resonators in the nonlinear regime has given us insight into

the performance of nonlinear kinetic inductance devices in the millimeter range by

calculating the characteristic energy and the nonlinearity factor. Moving forward,

two avenues would be interesting to explore. One is to measure resonators with no

dielectric deposited on top and compare their quality factors with the ones we have

already measured. This will allow us to estimate how much of the loss is due to

the loss tangent of the a-Si. The second would be patterning ring-shaped resonators

on the silicon substrate and coupling them to a waveguide directly through dipole

interaction. Using the ring geometry for the resonators will allow us to DC-bias the

resonators with a Helmholtz coil and measure their current-dependent resonant fre-

quency response. This will be a direct way of measuring the current dependence of

kinetic inductance at millimeter waves.

Kineticon can be used as a qubit for quantum computation and as a millimeter

wave single photon counter. In this thesis, we have shown theoretically that the con-

struction of such a qubit is possible through numerical calculations and simulations.

We have also designed a cavity and a qubit for measurements. In this thesis, we were

able to show measurements of the cavity, and the next step would be to fabricate

the qubit chip and incorporate it into the cavity. The fabrication steps need to be

thought out carefully and implemented with care to keep the fragile chips from dam-

age. Moving forward, we need to measure the cavity-qubit system at 1 Kelvin and

identify both the cavity and qubit tones using one-tone and two-tone spectroscopy

measurements. Eventually, we must perform a Rabi oscillation measurement to find

the qubit relaxation times.
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APPENDIX A

HAMILTONIAN CALCULATION
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A Kineticon qubit is very similar to an LC resonator circuit, save for the inductive
part of the circuit, which is non-linear. A simple Kineticon qubit circuit can be imag-
ined as in Fig. A.1, with one active node and no current bias. Defining a branch flux
at this node, the kinetic inductance of the nanowire in the weak anharmonic limit,
Φ ≈ L0kI can be written as Zmuidzinas (2012)

Lk(Φ) ≈ L0k

(
1 +

Φ2

ϕ2
∗

)
(A.1)

where L0k is the kinetic inductance with zero bias and ϕ∗ ≡ I∗L0k where I∗ is a char-
acteristic current parameter of the nonlinearity.

The energy stored in the capacitor and the nonlinear inductor can be found using

E(t) =

∫ t

−∞
vb(t

′)ib(t
′)dt′ (A.2)

where vb and ib are the voltage and current of the branch, respectively (Devoret
(1997)). Calculated energies are as follows

UC =
1

2
CΦ̇2 (A.3)

UL ≈ 1

2Lk0

(
Φ2 − Φ4

ϕ2
∗

)
(A.4)

The Lagrangian is given by

L = UC − UL =
1

2
CΦ̇2 − 1

2Lk0

(
Φ2 − Φ4

ϕ2
∗

)
. (A.5)

Now using Legendre transformation H = ϕ̇Q − L we can write the Hamiltonian
as follows

H =
Q2

2C
+

1

2Lk0

(
Φ2 − Φ4

ϕ2
∗

)
. (A.6)

We can quantize the circuit by replacing Q and ϕ with their quantum operators
that satisfy the following commutation relation

[Q,Φ] = −iℏ. (A.7)
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Φ

LK(ϕ) C

Figure A.1: Circuit diagram of an ideal superconducting LC resonator with the non-
linear inductive element.

The Hamiltonian operator now can be written as follows by replacing charge and
flux with their quantum operators and multiplying and dividing the inductive energy
with flux quantum ϕ0

H̃ =
Q̃2

2C
+

ϕ2
0

2L0k

(
Φ̃2

ϕ2
0

− Φ̃4

ϕ2
0ϕ

2
∗

)
. (A.8)

Defining EK ≡ ϕ2
0

2Lk0
and Φ̃

ϕ0
≡ ϕ̃

H̃ =
Q̃2

2C
+ EK

(
ϕ̃2 − ϕ2

0

ϕ2
∗
ϕ̃4

)
(A.9)

defining λ as
ϕ2
0

ϕ2
∗
we can rewrite the above equation as

H̃ =
Q̃2

2C
+ EK

(
ϕ̃2 − λ ϕ̃4

)
(A.10)

In the second quantization language, we can define the following creation and
annihilation operators

ã =
1√
ℏωr

[
1√
2L0k

ϕ̃+ i
1√
2C

Q̃

]
(A.11)

ã† =
1√
ℏωr

[
1√
2L0k

ϕ̃− i
1√
2C

Q̃

]
. (A.12)

The reduced charge and flux operators in terms of ã and ã† are given by

q̃ =
Q̃

qzpf
= i

(
ã− ã†

)
(A.13)

ϕ̃ =
Φ̃

φzpf

=

(
ã+ ã†

)
. (A.14)
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where Z0 =
√

L0k

C
and we defined φzpf =

√
ℏZ0

2
and qzpf =

√
ℏ

2Z0
as zero-point fluc-

tuations of flux and charge respectively.

The Hamiltonian of our weakly anharmonic oscillator (AHO) becomes

H̃ = ℏωr

[
a†a+

1

2
+

1

4
λ

(
a† + a

)4]
(A.15)

where ωr =
√

1
L0kC

.
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CIRCUIT DIAGRAMS
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Figure B.1: Circuit diagram of the measurement test setup used for W-band kinetic
inductance parametric amplifier.
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