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ABSTRACT

With the continued increase in the amount of renewable generation in the form

of distributed energy resources, reliability planning has progressively become a more

challenging task for the modern power system. This is because with higher penetra-

tion of renewable generation, the system has to bear a higher degree of variability

and uncertainty. One way to address this problem is by generating realistic scenar-

ios that complement and supplement actual system conditions. This thesis presents

a methodology to create such correlated synthetic scenarios for load and renewable

generation using machine learning.

Machine learning algorithms need to have ample amounts of data available to

them for training purposes. However, real-world datasets are often skewed in the

distribution of the different events in the sample space. Data augmentation and

scenario generation techniques are often utilized to complement the datasets with

additional samples or by filling in missing data points. Datasets pertaining to the

electric power system are especially prone to having very few samples for certain

events, such as abnormal operating conditions, as they are not very common in an

actual power system. A recurrent generative adversarial network (GAN) model is

presented in this thesis to generate solar and load scenarios in a correlated manner

using an actual dataset obtained from a power utility located in the U.S. Southwest.

The generated solar and load profiles are verified both statistically and by im-

plementation on a simulated test system, and the performance of correlated scenario

generation vs. uncorrelated scenario generation is investigated. Given the intercon-

nected relationships between the variables of the dataset, it is observed that correlated

scenario generation results in more realistic synthetic scenarios, particularly for abnor-

mal system conditions. When combined with actual but scarce abnormal conditions,

the augmented dataset of system conditions provides a better platform for performing
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contingency studies for a more thorough reliability planning.

The proposed scenario generation method is scalable and can be modified to work

with different time-series datasets. Moreover, when the model is trained in a condi-

tional manner, it can be used to synthesise any number of scenarios for the different

events present in a given dataset. In summary, this thesis explores scenario gener-

ation using a recurrent conditional GAN and investigates the benefits of correlated

generation compared to uncorrelated synthesis of profiles for the reliability planning

problem of power systems.
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Chapter 1

INTRODUCTION

Reliability planning for electric power systems is essential in keeping the operation

of the electric power grid consistent and to make the system resilient enough to

handle contingencies and abnormal operating conditions. With the added increase in

renewable energy resources, reliability planning studies have to also take into account

projected percentages of distributed generation. Renewable energy is expected to

increase over 8% in 2022 compared to last year, pushing the 300 gigawatt mark [1].

Solar photovoltaic (PV) alone is projected to account for over 60% of this increase, as

can be seen in Fig. 1.1. With added penetration of renewables in the electric power

grid, additional stress is placed on the system due to the inherent variability that

these types of generation sources introduce. Under abnormal operating conditions,

this could lead to catastrophic power system failure [2–34].

In light of the above, reliability planning for renewable-rich power systems has

become very important. At the same time, any analyses regarding the adaptability

of the system under abnormal conditions will give accurate results, only when ap-

propriate data are available to perform the studies. However, power system datasets

generally do not contain a high enough number of abnormal operating conditions to

base one’s analyses or to train one’s models. Since renewable resources are stochastic

in nature and difficult to predict, data augmentation techniques provide power system

operators with more information to help direct planning and operation.

Recently, many power system applications including reliability planning have ben-

efited from machine learning algorithms [35]. However, even machine learning models

need copious amounts of appropriate data to enable the algorithms to learn properly
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Figure 1.1: Net Renewable Capacity Additions Globally [1]

[36–42]. This calls for augmentation of the available datasets with more of the required

scenarios. Various techniques, using both classical sampling methods or modern ma-

chine learning algorithms, have been proposed for this task. However many of these

techniques require a probability distribution to be fitted onto the available dataset.

Such methods are often difficult to scale and sample from. A data driven approach is

therefore required to learn from the available dataset in an implicit manner so that

the generation methodology is scalable.

Generative adversarial networks (GANs), since their inception in 2014, have been

an innovative force in the domain of generative modeling. GANs have demonstrated

the ability to learn from different types of datasets very well, whether it be two dimen-

sional images or time-series data, and to generate samples which not only replicate

the ones available in the real data but also other, more varied samples not present in

the original dataset. This is due to the nature of GANs, which harness the ability to

turn raw noise into meaningful information.
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However, correlated scenario generation using GANs is a topic that has not been

explored extensively in the literature. Here, correlated scenario generation refers to

the correlation between the samples generated by the adversarial network. Since most

real-world datasets are multivariate, the correlations between the variables are an im-

portant and fundamental component of the dataset. The correlations are particularly

important for the electric power system datasets, where the variables are intercon-

nected both indirectly and directly. For example, variables such as solar/wind energy

generation and load demand are related in an indirect manner through conditions

which are not easily apparent such as weather or geographic solar insolation. On the

other hand, increased distributed PV generation in residential areas correlates in a

direct manner with domestic load demand. The analysis of these correlations and the

added complexity of training on complex, multivariate datasets is a topic worthy of

exploration, and one of the focus areas of this study.

Validation of the generated scenarios is also a topic of significant importance, and

is another focus area of this thesis. Verification is done both in a purely statisti-

cal manner, and by implementing the generated scenarios on an IEEE test system.

Different variables are analyzed and the effect of correlated scenario generation is

compared to uncorrelated scenario generation with respect to a power system appli-

cation, namely, optimal power flow (OPF). This exercise provides a sample case for

the use of the proposed methodology in real-world systems in meaningful ways.

The scalable nature of the GAN-based generation technique outlined in this work

is demonstrated by the fact that it can be trained on any type of time-series data.

It also provides the ability to generate any required number of meaningful sequences

to augment the datasets. Since the methodology is model-free, the neural networks

making up the generative algorithm are able to learn patterns and nuances of the

available data effectively.
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Summarizing the salient points, the study conducted in this thesis aims to:

• Develop a model to reproduce scenarios that not only resemble the original ones

present in the dataset, but also new sequences that were not present initially.

• Construct a validation methodology to ensure that the generated scenarios can

be safely used to replace and augment real-world datasets.

• Investigate the correlation between the variables and determine the benefits of

correlated scenario generation for reliability planning in power systems.

1.1 Outline of the Thesis

A brief overview of the rest of the thesis is provided below.

Chapter 2 summarizes the literature review and previous work done in the areas

of scenario generation and forecasting, focusing especially on using machine learning

techniques to synthesise new scenarios. The motivations and need for better modeling

techniques are also outlined.

Chapter 3 describes the working principle of GANs. Particularly, the conditional

training and the recurrent nature of the generator and the discriminator are explained.

To better understand the recurrent nature of the model, long short-term memory

(LSTM) networks were employed, and a brief explanation of LSTMs is also provided

in this chapter.

The methodology of the study and training of the machine learning model is

presented in Chapter 4. This includes description of the dataset that was used, the

prepossessing and classification of the data that was employed for training, and the

selection of the parameters of the GAN.

The validation techniques utilized to confirm the usefulness and practical imple-

mentation of the generated scenarios are explained in Chapter 5.
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Chapter 6 and Chapter 7 deal with the results of the study and the discussion of

the results, respectively.

The conclusion is presented in Chapter 8.

5



Chapter 2

LITERATURE REVIEW

Forecasting and scenario generation have been extensively explored in the power

system literature for creating synthetic operating conditions. Primarily two types

of strategies are employed: classical techniques, which attempt to fit a model onto

the distribution and attempt to forecast or generate scenarios from said model, and

machine learning approaches, which learn the distribution from historical data and

then are able to produce similar scenarios or forecasts.

A brief summary of the classical models is provided below. Reference [43] used

conversions of a series of prediction errors to a multivariate Gaussian distribution to

recursively generate a covariance matrix representing different scenarios. Reference

[44] computed a probabilistic power flow, accounting for wind and load as correlated

variables using a point estimate method, and compared it with a Monte Carlo based

sampling simulation.

Reference [45] used an analog ensemble method for forecasting the day-ahead so-

lar generation. Solar time and earth declination angle were chosen as the primary

variables for clustering of data. Then, using parameters representing weather condi-

tions, such as temperature, global horizontal irradiance, diffuse horizontal irradiance,

and direct normal irradiance, the best suitable forecast from the historical data was

identified.

Reference [46] used a generalized dynamic factor model (GDFM) to generate load

and wind power scenarios. It was argued that GDFM has faster compute time since

it requires less variables than a complete vector auto regression process, similar to

the ones used in [47, 48].
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In [49], power spectral density (PSD) was used to generate future wind scenarios.

It was asserted that using time series to predict scenarios is more suitable for short-

term forecast only. For longer forecasts, the relationship between PSD of wind power

generation and the fluctuations in power generation were estimated. PSDs of the

required scenarios were then generated using a multi-taper algorithm, focusing on

the slope trends and the first and the last PSD values. These generated PSDs were

used to create wind scenarios using the relationship established before.

Wind scenarios for a stochastic unit commitment model for planning of reserve

requirements were generated using a third order auto-regressive model in [50]. Resid-

uals were created from a random number generator using the model, diurnal and

seasonal effects were integrated, and the resulting data were transformed into wind

speed data. In [51], joint state-space representations were used to generate wind

scenarios for uncertainty analysis of wind power plants.

A transmission planning problem was tackled using uncertainties of wind genera-

tion in [52]. Wind and load scenarios were synthesized using the sequential approxi-

mation method (SAM), which solves a two stage stochastic problem in each iteration.

Each solution partitions the available dataset into finer segments. The average of the

samples in the partitions were presented as the final scenarios.

Many methods for solar forecasting use numerical weather prediction (NWP) tech-

niques. Day-ahead solar forecasts were produced using a least square optimization

of a numerical weather prediction model in [53] with data from solar PV plants in

the US Southwest. Three NWP models were utilized for solar irradiance forecasting

using a probabilistic multi-model approach in [54].

A scenario generation based technique for modeling uncertainty in PV generation

sources was presented in [55]. The proposed method used a roulette wheel mechanism

to generate solar generation scenarios, which were then filtered and sorted into usable
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cases by a reduction process based on the fast forward method. This allowed the

algorithm to produce scenarios with specific characteristics as per need.

To summarize, the classical methods generally relied on probabilistic modeling to

generate new scenarios. However, in reality, these statistical assumptions may not

always hold true. Furthermore, there is a strong possibility that the characteristics of

the new scenarios remain very similar to those of the original dataset. Particularly,

clustering or segmentation based data-driven methods are limited in the generation

of novel forecasts, because they rely heavily on the segmentation methodology used

to segregate the data into classes. Lastly, methods based on filtration of randomly

generated scenarios are inflexible and computationally expensive if scenarios with

specific characteristics are required.

In comparison machine learning models offer much more flexibility when it comes

to generation of new scenarios. The neural network based approaches also lessen

the need for extraction of relevant features from the available data. Consequently,

neural networks have been extensively used for forecasting solar irradiation, such as

in [56–58], which can then be used for solar production forecast.

Reference [59] utilized a neural network based stochastic process model to synthe-

size wind power generation scenarios. These scenarios were then utilized to forecast

wind power ramp events. Reference [60] employed radial basis function neural net-

works to predict future wind power distributions.

Reference [61] used a data mining approach with machine learning based knowl-

edge discovery method that utilizes cluster estimation techniques to predict and fore-

cast load scenarios. Another machine learning based method for load forecasting

is used in [62], which employed techniques such as Bayesian clustering by dynamics

(BCD) and support vector regression (SVR). The BCD algorithm was used to classify

the data based on the dynamics of the time series profiles into more meaningful sub-
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sets. Then, SVR was applied to the aforementioned subsets in a supervised manner

to forecast load demand.

Reference [63] focused on improving forecasts by utilizing artificial neural networks

(ANNs) to improve short term PV generation forecasts by re-forecasting previously

generated predictions of different models, including an auto-regressive integrated mov-

ing average (ARIMA) model and a k-th nearest neighbor-based model.

Another solar forecasting method which focused on different weather variables

that affect PV production was proposed in [64]. The method employed NWP data

such as radiation, temperature, and precipitation and used different models to forecast

solar production. These models included an ANN, and a recurrent model based on

long short-term memory (LSTM) cells. The paper then compared the performance

of these models.

An ANN based technique was proposed in [65] which was used to forecast PV,

load and wind scenarios separately. The method involves assimilation of Gaussian

white noise at the outputs of the ANN to generate the required scenarios.

A class of generative algorithms called generative adversarial networks (GANs)

has been growing in popularity in recent years. First proposed in [66], GANs have

been used in a variety of fields ranging from generating realistic looking faces [67–69],

to producing new music [70–72]. GANs have also been used to remove face masks

from photos of faces [73], or to apply makeup on photos of people [74]. It can also

transform text to images [75–79], generate textures for video games [80], or discover

new drugs [81, 82].

GANs have also been used for data augmentation and/or scenario generation.

References [83–85] used GANs to augment image datasets. More relevant to the study

conducted in this thesis are time-series datasets and their augmentation. Reference

[86] used GANs to augment financial time-series data, while [87] augmented medical
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time-series data. In [88], GANs were used for generating seismic time-series signals

for training of algorithms for detection of earthquakes.

GANs have also been used to generate power system scenarios. Since abnor-

malities in power systems are rare events that evolve temporally, augmentation of

a dataset of system failures or abnormal operating conditions provides great value.

These augmented datasets can then be used to train further models for either de-

tection of abnormalities before they occur or classification of unusual operation after

an event occurs. Reference [89] used LSTM, GANs, and reinforcement learning to

generate wind power generation scenarios. The approach was then tested on two

case studies to demonstrate that the architecture was able to generate varied and

believable scenarios consistently. The approach was also compared with other sce-

nario generation approaches such as multivariate kernel density estimation or vanilla

LSTM.

Another GAN based approach for synthesizing wind power scenario was outlined

in [90]. A support vector classifier was used to first classify the raw data and as-

sign labels. The paper then used a flavor of GAN whose error function is based on

Wasserstein Distance, called Wasserstein GAN [91] to generate the required scenarios.

Another Wasserstein GAN-based approach for wind power scenario generation was

employed in [92]. The training was improved by imposing a gradient penalty on the

discriminator network.

In [93], synthetic fault data was generated for wind turbines using GANs to train

fault detection models. Meanwhile, [94] used a GAN to account for incomplete data

measurements from phasor measurement units (PMUs). The missing data were filled

in with synthetic data generated by GANs and the complete data were then used for

dynamic security assessment of the system.

A GAN combined with a supervised embedding network was employed in [95] to
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generate realistic time-series samples. The embedding network provides a separate

latent space for the generator to operate in and facilitates the translation of features

from the raw data to a form that made it easier for the GAN to reach equilibrium.

Conditional solar and wind scenarios were synthesised in [96] using a convolu-

tional GAN with a Wasserstein distance-based loss function. Various conditions were

accounted for such as seasonal solar generation or generating wind scenarios with

specific ramp events.

Correlated scenario generation was performed in [97] to model the uncertainties in

solar PV and wind production. These generated scenarios were then used to optimize

a large scale hydro-wind-solar hybrid system using mixed integer linear programming

(MILP). Unit commitment was then performed on the system to decide on the most

cost effective generation procedure involving all the generation sources.

Although the aforementioned studies explore a number of GAN-based architec-

tures to generate meaningful scenarios, the correlation between the generated scenar-

ios is not investigated in these works. Since the power system is a complex network of

interconnected generation sites and electricity consumers, both residential and large

scale, the relationship between the different modes of power production and the nu-

ances of load demand must be explored in a more thorough fashion. This is especially

true with the growing prevalence of distributed energy resources (DERs), which fur-

ther stress the transmission and distribution systems of the electric power grid.

The study conducted in this thesis aims to fill this gap while also providing robust

methods to validate the generated scenarios, and investigate the correlation between

the variables. In the following chapters, the benefits of correlated scenario generation

is outlined, and the verified results are presented.
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Chapter 3

RECURRENT CONDITIONAL GENERATIVE ADVERSARIAL NETWORKS

Since the introduction of GANs in 2014 by Goodfellow et al. [66], GANs have

become increasingly popular as a novel method of scenario generation. Although used

in other areas as well such as event flagging [98] or abnormality detection [99], GANs

have primarily been employed as a generative model to augment datasets, to generate

new images, to fill in missing data, or to create new scenarios.

The ability of GANs to generate varied yet realistic scenarios is further enhanced

by training the network conditionally, that is, by providing labels to each data point

that can later be used to generate only a specific type of scenario or event. This

gives the user more control over what the GAN is going to produce and is helpful for

generating samples for case-based studies.

Over the years, many different types of GAN architectures have been proposed,

each catering to a certain type of problem, and each with its pros and cons. Some of

these architectures have different variants of the generator and discriminator, the two

neural networks which together make up the adversarial network in GANs. Other

approaches utilize different loss functions in their attempts to stabilize training. This

brings forth one main issue with the usage of GANs: they are notoriously difficult

to train and to bring to a stable state. Problems such as vanishing or exploding

gradients, coupled with the stochastic nature of the training process, and with the

adversarial nature of the model makes for an overall difficult training procedure.

The following sections outline the basic concept of GANs, and its chosen variants,

as well as the reasoning behind the choices.
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3.1 Generative Adversarial Networks (GANs)

GANs are a type of machine learning model composed of two neural networks

battling against one another, and hence the word ‘adversarial’ in the name. The first

neural network is called the generator, whose purpose is to generate the synthesised

samples. The second neural network is called the discriminator (or the critic). The

discriminator’s job is to differentiate between the real and the generated samples.

The main objective of GANs is to learn the distribution of a real set of data and

map it to a separate latent space, from which more samples, which are similar to

the original dataset, can be synthesized. Suppose that we have a set of data X,

with samples xt
i for time t ∈ T , and with dimensions i, whose distribution, Px, is

to be learnt by the generative model. Noise vector inputs z are sampled from a

latent space, Pz, and the multi-layer perceptrons within the generator are trained

to map Pz to Px, without explicitly training on Px. This is done by the generator

producing samples as close to the real data’s distribution Px as possible, while the

discriminator tries to distinguish the real samples from the generated ones and forces

the generator to perform better. As the training progresses, the generator becomes

better at producing realistic looking samples, while the discriminator gets better at

distinguishing generated samples from the real ones.

3.1.1 Generator

The generator, G(z, θg), with parameters θg, is a neural network which samples

noise vectors z from the latent space Pz, and uses the neural network to produce

realistic looking samples, whose distributions can be denoted by Pg. As the training

proceeds the generator tries to bring Pg as close to Px as possible. Each sample from

Pg is then evaluated by the discriminator. The objective of the generator is to fool
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Figure 3.1: Generative Adversarial Networks

the discriminator into classifying the synthesised data as real data. Hence, the loss

function of the generator can be defined as,

LG = EZ [log(1−D(G(z)))] (3.1)

3.1.2 Discriminator

The discriminator, D(z, θd), with parameters θd, is the second neural network in

a GAN model. It outputs a scalar value for each data sample x denoting whether it

came from the real data’s distribution, Px, or from the generated data’s distribution,

Pg. As the training progresses, the discriminator tries to maximise the difference

between the real data, E[D(X)] and the generated data, E[D(Z)].

The discriminator is fed both real and generated samples in turn and both the

losses are combined to train the discriminator network further. Hence, the discrimi-
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nator’s loss function can be defined as,

LD = −EX [log(D(x))]− EZ [log(1−D(G(z)))] (3.2)

3.1.3 GAN Objective Function

The training of the generator and the discriminator can be summarized as a two-

player minimax game with the value function V (G,D),

min
G

max
D

V (G,D) = EX [log(D(x))] + EZ [log(1−D(G(z)))] (3.3)

In practice, at the start of training, the discriminator loss is very low and the

generator loss is very high, because the generator has not been trained well enough

yet to produce samples that are similar to the real data. Therefore, the discriminator

can reject the generated samples with high confidence, causing the generator’s loss

to saturate. It is, therefore, prudent to maximize log(D(G(z))) while training the

generator instead of minimizing log(1−D(G(z))). This reformulates the generator’s

loss from (3.1) to the following,

LG = −EZ [log(D(G(z)))] (3.4)

The discriminator’s loss can also be rewritten as,

LD = −EX [log(D(x))] + EZ [log(D(G(z)))] (3.5)

The value function of GANs from (3.3) will also change to,

min
G

max
D

V (G,D) = EX [log(D(x))]− EZ [log(D(G(z)))] (3.6)
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After training has finished, ideally, the generator and the discriminator reach an

equilibrium, where the generator has been trained enough to produce realistic looking

samples and the discriminator is unable to tell the generated samples apart from the

real ones. At this point, noise vectors, z, given to the generator as input will be

converted to a sample from the distribution Pg and will be very similar to a sample

from Px. The GAN is then said to have been trained and the generator can be used

to generate any number of samples by giving the required number of noise vectors, z,

as input.

3.2 Conditional GANs

GANs can be trained in a conditional manner by incorporating labels in the train-

ing dataset, allowing the generator the ability to generate samples based on a certain

event or condition. The label, y, can be any auxiliary information that can then

be appended to the real samples, x. The generator will then learn to associate a

certain class of data with its associated label. After training has been finished, the

generator can then be forced to produce only a certain class of samples by appending

the corresponding label, y, to all the noise vectors. The loss of the generator then

becomes,

LG = −EZ [log(D(G(z|y))] (3.7)

The discriminator will take both the real and fake samples as input, along with

their respective labels, and will learn to distinguish between them. The discriminator

loss can be represented as,

LD = −EX [log(D(x|y))] + EZ [log(D(G(z|y)))] (3.8)

The value function of the conditional GANs can be written as,
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min
G

max
D

V (G,D) = EX [log(D(x|y))]− EZ [log(D(G(z|y)))] (3.9)

3.3 Long Short-Term Memory (LSTM)

Long short-term memory are a type of neural networks widely used in processing

sequential data and are employed to solve problems such as regression modeling [100]

[101] and natural language processing [102, 103]. They are a type of recurrent neural

network (RNN), which are designed to store information as they are trained, and

make predictions based on both the new data and the previously stored information.

RNNs are designed to mimic the process of how humans think. Humans tend to

store memories and information. This stored data helps us in making more informed

decisions and give humans a better understanding of the problem at hand. Similarly,

RNNs with LSTMs have cyclic loops in their structure, as shown in Fig. 3.2, which

enables them to store information that the neural network deems important. The

cyclic structure of RNNs is better explained when imagining them as series of similar

networks, each passing information to its successor. This ”unrolled” version of RNN

cells, as shown in Fig. 3.3, better demonstrates how sequential data are handled by

the network and how each previous input is related to the next.

The problem with simple RNNs arises when the sequence becomes large. The

sequential chain of cells becomes too long and the neural network is then unable

to pick up on repeated sequences, and thus, does not learn long-term dependencies.

In order to fix these problems and to enable neural networks to learn long-term

correlations, LSTMs were proposed [104].

LSTMs are specifically designed to hold information for long periods of time or for

long sequences, and are hence able to handle long-term dependencies. They do this by

keeping track of a cell state for each LSTM cell. The cell state holds information for
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Figure 3.2: LSTM Cell

Figure 3.3: Unrolled LSTM Cell

an indefinite period of time and is updated as per need. There are also hidden states

of each LSTM cell. These hidden states are combined with the input and passed onto

the next layer as their hidden states where they are further processed. The hidden

states of the last layer of the LSTM network are the output of the network.

3.3.1 LSTM Gates

Each LSTM cell is composed of 4 gates. The descriptions of each of them are

given below:
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Forget Gate

The forget gate decides whether the cell state needs to be updated or not. It looks

at the previous cell’s hidden state, ht−1, and the current input xt, runs it through

a sigmoid function and outputs a number between 0 and 1. This decides whether

the previous cell’s cell state, Ct−1, is going to be updated or not. A 1 means the cell

state’s information is deemed relevant and is going to be passed on as it is. A 0 means

that all the cell state information is going to be blocked and the network does not

deem it relevant enough. A value between 0 and 1 allows the cell to filter the useful

information and pass it on. The function of the forget gate, ft can be summarized as,

ft = σ(Wf .[ht−1, xt] + bf ), (3.10)

where Wf and bf are the weights and the biases of the forget layer, respectively.

Input Gate

The input gate has a two-fold function. Firstly, it decides which cell state values must

be updated. This is done by passing the previous hidden state, ht−1, and the input,

xt, through a sigmoid layer. Similar to the output gate, the sigmoid activation will

give us values between 0 and 1, and these values decide which information should be

the new cell state. This function can be summarised as,

it = σ(Wi.[ht−1, xt] + bi) (3.11)

Secondly, it produces a new candidate cell state which is fashioned from the com-

bination of ht−1 and xt, and passed through a tanh activation function. This gives

us values between −1 and 1 for being written as the new cell state. This layer is

sometimes called the input modulation layer. The aforementioned function can be

19



written as,

C̃t = tanh(WC .[ht−1, xt] + bC) (3.12)

The cell state is then updated as,

Ct = ft × Ct−1 + it × C̃t (3.13)

Output Gate

The output gate of the LSTM decides which new hidden states should be forwarded to

the next cell. This is performed by first deciding which parts of the updated cell state

are going to be forwarded as the new hidden state. Sigmoid activation is performed on

ht−1 and xt. This vector filters out the updated cell state. But before this filtration,

the cell state is passed through a tanh activation function. These procedures can be

summarized as,

ot = σ(Wo.[ht−1, xt] + bo) (3.14)

ht = ot ∗ tanh(Ct) (3.15)

In essence, LSTMs provide a way to retain the long term nuances of the sequential

data in a dynamic manner, supported by deep learning. This makes LSTMs one of

the primary recurrent models used today for processing sequential data.

3.4 Recurrent GAN

Recurrent architectures, like the LSTM described in the section before, can be

incorporated into GANs to form a recurrent GAN. This is especially useful for gen-
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erating sequential time-series data as the recurrent layers in the generator model will

retain the long-term modulations of the time-series and help in generating sequences

which capture all the fluctuations of the real data. Recurrent layers can also be used

in the discriminator to help it identify sequential data better.

The number of recurrent layers in both the discriminator and the generator is a

hyperparameter that must be tuned as per need to make the model stable. Other

hyperparameters are the number of hidden cells in each LSTM layer and the number

of stacked LSTM layers themselves. These are also tuned to match the data and to

allow the model to be stable.

Other works have employed convolutional layers in generating time series se-

quences, such as in [96], essentially forming a convolutional GANs. This is done

by reformatting the data as a 2-d image on which convolutional functions can be

applied. The study conducted in this thesis, however, focuses on using a recurrent

model since the dataset available is a time-series data and RNNs are the model of

choice to train on sequential data.
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Chapter 4

METHODOLOGY

The proposed methodology is a multi-step approach. First, the raw dataset is

classified into different classes based on a suitable metric so that appropriate labels

can be assigned to each class. This would allow the GAN to be trained conditionally

using the assigned labels. Secondly, the GAN is trained on the data using the assigned

labels. The trained GAN can then be used to generate any number of sequences as

per need. The type of sequences generated can be controlled by concatenating the

required label for the class to the noise inputs of the generator.

In order to compare the benefit of multivariate correlated scenario generation with

univariate uncorrelated scenario generation, separate GANs for generation of solar

and load sequences are trained. The correlated and uncorrelated profiles are then

validated statistically and by imposing both the real and synthesized sequences on an

IEEE test system. This allows direct comparison of the synthesized sequences with

real ones and confirms that the scenario generation methodology produces profiles

that are similar to real profiles and are trustworthy.

4.1 Description of Dataset

The dataset consists of two years’ worth of solar generation and load demand

profiles from Salt River Project (SRP), a power utility located in Arizona, as shown

in Table 4.1. After removing bad/missing data, the remainder of the data was divided

into sequences of 24 hours, for a total of 730 days. This provided the recurrent layers

of the GAN with long enough profiles to train on. Moreover, dividing the hourly data

into days also made it easier to classify the data in a seasonal fashion.
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Table 4.1: Dataset Description

Resolution Hourly

Start Date April 1, 2018

End Date March 31, 2020

Variables PV Solar Production and Load Demand (MW)

4.2 Classification of Raw Data

At the start of this study the data were classified into normal, borderline, and ab-

normal days. The borderline class was introduced to include days not easily classified

into either normal or abnormal classes. It was later found that incorporating seasonal

labels improves the performance of the GANs and allows it to further fine-tune itself.

The added benefit of generating normal/abnormal data by season is also useful. The

borderline class was dropped after segregating the data by season because one more

class for each season stratified the data too much for the GAN to be trained properly.

4.2.1 Classification by Season

Since both solar PV generation and load demand change drastically by season

in Arizona, segmentation of the dataset on a seasonal basis was carried out. PV

production in summer is very different in both average/maximum generation and

also temporally throughout the day. Other factors affecting PV generation include

geographic insolation, weather patterns, and humidity. Load demand also depends

on factors such as geographic location, climate, and peak/minimum temperatures.

Hence, a robust classification methodology is required for classifying the dataset into

seasons that keeps the inherent similarity between members of each class intact.

Classification by season is performed by observing the daily moving averages of
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the dataset variables and defining the start and end of classes based on the change

in temporal patterns throughout the length of the dataset. According to this logic,

the dataset was segregated into three seasonal classes: summer, shoulder, and winter.

The start end dates of each class for all the years are given in Table 4.2.

Table 4.2: Seasonal Classification

Season Start Date End Date

Shoulder A April 1 June 19

Summer June 20 Sep 18

Shoulder B Sep 19 Nov 15

Winter Nov 16 Feb 14

The days not sorted into either summer and winter were placed in the shoulder

class. This gave result to two segments of the shoulder season. Both shoulder A and

B were combined to form a single shoulder class.

4.2.2 Classification into Normal/Abnormal Days

From a power system engineering perspective, abnormal days are those days where

one or more variables are out of the bounds of what is considered normal operation.

Capturing attributes of abnormal days are valuable for studying and analyzing the

strength of the overall system, its resilience to the abnormalities, and to find the worse-

case conditions. Since abnormal days are rare and far between in actual power system

datasets, more profiles pertaining to abnormal operating conditions can greatly help

in designing power systems to handle abnormalities better. Having access to similar

number of normal and abnormal system conditions will also ensure creation of a

balanced training dataset for doing machine learning in power systems.
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From a scenario generation perspective, abnormal days are quite different in shape

and temporal patterns compared to normal days. Furthermore, abnormal days within

themselves are vastly different because the abnormalities can arise from a number of

different factors. For example, an abnormal solar day can be one where the solar

insolation was dramatically low throughout the day due to stormy weather. This

would make the solar profile relatively flat throughout the day. Alternately, it can

also be a day where the solar generation was low many times in the day due to

intermittent cloud cover. This will give rise to multiple peaks in the solar generation

profiles. Lastly, an abnormal load day might include a day where the peak load

demand was very high due to a severe heatwave.

To facilitate a generative model to better learn all the nuances of the different types

of abnormal days and not let its inferences on normal days affect the generation of

abnormal days, it is better to segment abnormal days into their own class. Also, since

the number of abnormal days are much less than normal days, the generative model

might not even be able to generate abnormal days without separate classification

because the weights will be tuned to cater to the most common profiles in the dataset.

With a bigger dataset, further segmentation will give more freedom to generate a

specific sort of daily profile as per the requirement.

All these factors call for a method of classification that is flexible enough to account

for the different profiles present in the dataset, and robust enough for the results to

be repeatable and be reproducible consistently. The data segmentation technique

used in this thesis is the one developed in [105]. Dynamic Time Warping (DTW) was

chosen as the measure of choice for this purpose as it captures temporal similarity

better than the well-known Euclidean distance measure.
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4.2.3 Dynamic Time Warping (DTW)

DTW computes the similarity between two time-series datasets that are normal-

ized in time. This means that even if the temporal sequences have a different measure

of speed (e.g., decelerating segments or accelerating segments), the DTW distance will

still give a good measure of similarity. This makes DTW an ideal candidate to deal

with time-series sequences.

DTW works by computing the optimal match between different sequences, with

the lowest possible cost. The cost is defined as the sum of absolute differences for

each pair of indices in the time-series. It matches the indices of a sequence with the

indices of other sequences in a way that the cost is minimal. The sequences with the

lowest overall cost between them are said to be the most similar. The optimization

constraints of the algorithm can be defined as follows:

• Every index in the first sequence must be matched to one or more indices in

the second sequence.

• The first/last index in the sequence must be matched to the first/last indices

in the other sequences, respectively.

• The mapping of indices must be monotonically increasing between the se-

quences.

Mathematically, the DTW algorithm is defined as:

P0 = argmin
P

[∑k
s=1 d(ps)

k

]
(4.1)

where d(ps) is the distance between time series points is and js, k is the length of the

warping path and P is the warping function. For n days, DTW creates a symmetric

Rn×n matrix that has the DTW distances between pairs of days for each entry. From
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this symmetric matrix, the median representative day is selected as a normal day for

each season based on the methodology proposed in [105]. This reference day is picked

from the largest cluster of median days with the shortest distance to the median

seasonal representation.

Next, the distance of each day in the season from the representative day is cal-

culated and plotted. The resultant plot is investigated for an inflection point which

suggests that the distance from the representative normal day has begun increasing.

This singles out the point where the profiles are not representing normal days any-

more. The rest of the days, with their DTW distance past the inflection point, are

labeled as abnormal.

This is done for all the three seasons. After removing outliers and cleaning the

data, the classification by season and by normal/abnormal days segregates the dataset

in the manner displayed in Table 4.3:

Table 4.3: Number of Classified Days

Season No. of Days

Summer Normal 143

Summer Abnormal 39

Shoulder Normal 327

Shoulder Abnormal 40

Winter Normal 146

Winter Abnormal 35

Note that the DTW scores for this study were obtained from [105]. Subsequently,

the classification based on the DTW cutoff point was carried out to divide the data

into normal and abnormal days.
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4.3 Encoding of Labels

The sequences from the raw data are assigned their respective labels, both seasonal

and normal/abnormal. The generated label vectors are then concatenated to the real

data sequences that were input to the discriminator. A common method to do this is

by one-hot encoding. However, in order to keep the length of the label vector as small

as possible, the label vectors were generated using binary encoding in this research.

Therefore, the length of the label vector length is 3 for six classes (three seasons,

each with a normal/abnormal class). The maximum usable combinations of labels

for a vector length of 3 is 8, and 2 combinations are not utilized. Table 4.4 shows the

respective label vector for each season.

Table 4.4: Binary Encoding

Label Label Vector

Summer Normal 0 0 0

Summer Abnormal 0 0 1

Shoulder Normal 0 1 0

Shoulder Abnormal 1 0 0

Winter Normal 0 1 1

Winter Abnormal 1 0 1

4.4 Training of Multivariate GANs

After prepossessing the data, the multivariate GAN was designed to learn the

various distributions of the solar and load profiles in a conditional manner. The

GANs incorporated LSTM layers to train on the the time-series data better and pick

up on recurring patterns in the profiles. The structures of the generator and the
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discriminator are given in Fig. 4.1 and Fig. 4.2 respectively.

Figure 4.1: Generator Architecture

Figure 4.2: Discriminator Architecture
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GANs are a notoriously difficult model to train and the tuning of hyperparameters

is done on an ad hoc basis, usually by trial and error. The objective is to make the

GAN stable enough to learn the required distributions well. The final parameters

chosen for the main GAN created in this study are given in Table 4.5. Note that

the hyperparameters for generator and discriminator are the same except for the fact

that the discriminator is trained more than the generator.

Table 4.5: GAN Hyperparameters

Hyperparemeter Value

No. of Variables 2

No. of Labels 6

No. of Epochs 2000

Learning Rate 0.0001

Generator Input Size 256

No. of Stacked LSTM Layers 3

Hidden Layer Size 128

Sequence Length 24

Length of Label Vector 3

Dropout 0.2

Generator Training Cycles 1

Discriminator Training Cycles 3
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4.5 Training of Univariate GANs

For a deeper analysis of correlated scenario generation and its benefits, two more

GANs, one for generation of solar profiles alone, and the other for generation of load

profiles alone, are trained. The hyperparameters for the training of these GANs are

the same as the ones shown in Table 4.5. This allows for the generation of univariate

profiles which can then be imposed on a test system to compare their performance

with correlated scenarios.

The univariate scenarios, however, are required to be classified again into nor-

mal/abnormal days since the DTW distance cutoffs that were used to classify the

multivariate data are no longer representative of a dataset having a single variable.

Thus, separate DTW-based classification of normal/abnormal days is done for both

load and solar datasets. The number of days in each class for solar and load are given

in Table 4.6 and Table 4.7, respectively.

Table 4.6: Number of Classified Days, Solar Only

Season No. of Days

Summer Normal 159

Summer Abnormal 23

Shoulder Normal 337

Shoulder Abnormal 30

Winter Normal 162

Winter Abnormal 20

After this segmentation, separate GANs are trained on each labeled set of data.
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Table 4.7: Number of Classified Days, Load Only

Season No. of Days

Summer Normal 175

Summer Abnormal 7

Shoulder Normal 345

Shoulder Abnormal 22

Winter Normal 162

Winter Abnormal 20
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Chapter 5

VALIDATION

After the training of all three GANs (the multivariate correlated GAN, the uncor-

related solar GAN, and the uncorrelated load GAN) described in the previous chapter

is completed, any number of solar and load profiles can be generated as per need for

all seasons and for correlated/uncorrelated and normal/abnormal labels. These pro-

files are validated statistically and by imposing them on a test system and running

an optimal power flow (OPF). The results of the OPF are compared with the results

obtained when running the OPF with real data. This provides a simulated real-world

implementation and confirms the usefulness of the generated profiles, namely, whether

they can be used to replace real data for actual power system analysis.

This fact is especially important for abnormal sequences as real-world datasets

generally contain very few instances where a power system behaves abnormally. Faults

are not a common occurrence in a modern power system. However, to carry out

contingency studies and worse-case analyses, datasets with a significant number of

abnormal cases must be available. Thus, validation of the generated abnormal days

by comparing the response of the power system with the generated profiles and the

real profiles is of great importance.

5.1 Statistical Verification

Statistical verification can be performed on the generated profiles in a number

of ways. Here, two methods are chosen to compare the temporal patterns and the

power spectrum of the synthesized sequences with real ones: auto-correlation and

power spectral density (PSD).
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5.1.1 Auto-correlation

Auto-correlation of a sequence is the correlation of the sequence with a delayed

version of itself as a function of the delay. Mathematically, it is expressed as,

rk =

∑n
t=k+1(xt − x̄)(xt−k − x̄)∑n

t=1(xt − x̄)2
(5.1)

where rk is the auto-correlation function for time lag k, xt is the value of the variable

x at time t, and n is the total number of discrete data points.

Auto-correlation is helpful in discovering repeating patterns in time-series se-

quences. For validation of the generated profiles from the GANs, auto-correlation

is helpful in showing whether the generated profiles have the same repeated patterns

as the original data.

Fig. 5.1 shows a real and generated normal summer day. The auto-correlation of

both these sequences are shown in Fig. 5.2. As can be seen from the figure, both the

real and generated profiles display similar temporal fluctuations.

5.1.2 Power Spectral Density (PSD)

PSD characterizes the total energy of a signal distributed over a frequency range.

Mathematically, for a time-series signal, x(t), with Fourier transform x̂T (f), it is

defined as,

S(f) = lim
T→∞

1

T
|x̂T (f)|2 (5.2)

PSD tells us how strong a signal is along a frequency distribution. Fig 5.3 shows

the PSD between the real and generated profiles shown in Fig. 5.1. It can be inferred

from the figure that the synthesized profiles show a power spectrum similar to profiles

from the real data.
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Figure 5.1: Real and Generated Normal Summer Day

Figure 5.2: Auto-correlation Comparison

5.2 Verification on IEEE Test System

Further verification of the generated profiles and the comparison between the

profiles generated in a correlated manner against the sequences synthesized in an

uncorrelated fashion is possible by applying both the real and generated profiles onto

a test system and performing an OPF.

The test system chosen for this task is the IEEE 30 bus system [106]. The param-

eters of this system are given in Table 5.1.
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Figure 5.3: PSD Comparison

Table 5.1: IEEE 30-Bus System

Transmission Lines 41

Generators 2

Synchronous Condensers 4

Voltage Levels 132, 33, 11, 1 kV

Before application of the real and generated sequences onto the test system, they

are normalized so that they match the peak load of the buses in the test system. For

this reason all the solar profiles are divided by a factor of 150 and all the load profiles

are divided by a factor of 8,000, since these numbers approximately reflect the peak

solar production and load demand in the original dataset (obtained from SRP).

Next, both the real and generated profiles are applied onto each of the 30 buses.

A futuristic generation scenario with a high solar PV penetration is envisaged, i.e., all

the buses are assumed to have PV generation. Therefore, all the buses have both solar

and load profiles imposed onto them. A net load approach is used and the difference

of the load and solar profiles is applied onto the buses. Different solar-to-load ratios
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Figure 5.4: IEEE 30-Bus Test Case [106]

are also investigated and the OPF is calculated for each case.

The main focus of this verification study is on the cost of the objective function of

the OPF and the voltage angles of the buses. Operating cost of a power system is one

of the main variables to track from a power utilities’ point of view and the validity of

the generated scenarios can be verified by comparing the resultant cost of the OPF

with the cost of the real scenarios’ OPF . This provides a real-world indicator of how

closely the GAN is able to replicate the profiles available in the dataset.

The second variable of note is the voltage angles of the buses. Since the solar gen-

eration and load demand profiles represent real power into or out of the buses, voltage

angles provide a direct comparison of the real and synthesised profiles. Specifically,

the probability density functions (PDFs) of the voltage angles across the buses are
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investigated. Inferences and comparison as to which set of profiles have an average

higher load/lower solar generation, and vice-versa, can be made.

The comparison of correlated scenarios with uncorrelated ones is a challenging

task. A simple comparison of the OPF results between the two sets of generated

scenarios with each other does not provide us with a baseline of real scenarios to

contrast against. The choice of a suitable baseline is further complicated by the fact

that since the model is multivariate, comparing separately generated, uncorrelated

scenarios with a baseline made up of correlated solar and load profiles is going to bias

the comparison in favor of correlated scenarios. Hence, a separate baseline is required

for uncorrelated scenarios to compare against. This baseline consists of randomly

sampled days from training data of the univariate GANs, separately for solar and

load, and combining them to make a baseline consisting of uncorrelated profiles from

the original dataset. This provides us with a comparison of how the (main) GAN is

preforming with respect to its training data while also providing us with a method of

comparison between correlated and uncorrelated scenarios.

The OPF is run 30 times with different generated profiles applied onto the buses to

ensure statistical soundness. Both the uncorrelated and correlated baselines are kept

constant for these 30 iterations. The specific steps that were followed are enumerated

below:

1. Generate 900 synthetic profiles (for a total of 30 iterations) from each of the

three GANs (correlated, uncorrelated solar, uncorrelated load).

2. Randomly pick 30 profiles from the real data for both correlated and uncorre-

lated baselines.

3. Apply both the real and generated profiles onto the IEEE 30-bus system and

run the OPFs.
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4. Compare the OPF cost and the voltage angle distribution.

The OPF is run in MATLAB [107] using the MATPOWER [108] module.

5.2.1 Wasserstein Distance

To compare the PDF of the voltage angle distributions arising from the real and

generated profiles a metric is required. The metric that was chosen was the Wasser-

stein distance, which is also called the Earth Mover’s Distance (EMD). The Wasser-

stein distance between two distributions Px and Py is the minimum cost to transform

the distribution Px into the second distribution Py.

Mathematically, Wasserstein distance can be expressed as,

W (Px,Py) = inf
γ∈Π(Px,Py)

E(x,y)∼γ[||x− y||] (5.3)

where Π(Px,Py) denotes the set of all joint distributions γ(x, y) whose marginals

are Px and Py.

Wasserstein distance essentially measures how much mass from one distribution

must be changed to convert it into the other distribution, and hence the name EMD

(Earth Mover’s Distance).
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Chapter 6

RESULTS

6.1 Generated Profiles

The seasonal correlated GAN was trained using the methodology described in

Chapter 4. Some of the generated profiles for each season, along with similar samples

from the real dataset are given below.

Fig. 6.1 shows three profiles for normal summer days. Normal summer days

are characterized by high loads due to more consumption of electricity for cooling

residential, industrial, and corporate/commercial infrastructure in Arizona. Hence,

summer shows the highest peak load of all the seasons.

Solar PV production during the summer season is also generally high in compar-

ison to the other seasons, with the profiles demonstrating high plateaus during the

day. For a normal summer day, there are no sharp peaks or nadirs in both solar

generation and load demand.

The generated profiles, shown in blue, also follow the same patterns to a very high

degree of similarity. This shows that the recurrent GAN was able to pick up and train

on the labeled sequences in a satisfactory manner.

Abnormal summer days are shown in Fig. 6.2. These profiles demonstrate abrupt

changes in solar PV production. There are cases where the solar peaks in the early

hours in the morning and then tapers down to a minimum, or the peaks are in the

latter part of the day just before sunset and the rest of the day demonstrates low

PV generation. Random dips in solar production are also observed in some profiles.

These abnormalities can be due to weather, e.g., cloudy days or rain, accounting for
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Figure 6.1: Normal Summer Profiles
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low solar insolation. Nevertheless, overall peak solar generation is still high compared

to abnormal profiles of other seasons.

It is clearly observed that most of the abnormalities in the correlated profiles for

the normal summer season are due to solar. Load profiles on the whole display much

less variations. Although there are days when the peak load demand is less than in

a normal summer day, the corresponding abnormal solar generation provides reasons

for a lower peak load. For example, on a day with low solar insolation, the peak

temperature of the geographical area will be lower than a summer day with high

insolation. This will result in lower load demand as less power will be utilized for

cooling. This correlation is important because both the variables are related in a

non-direct manner, which can be seen in the profiles.

The generated profiles for abnormal days also closely match the real profiles from

the SRP dataset. Even though the sequences show much higher variability, the GAN

is able to reproduce the fluctuations in all the cases.

Fig. 6.3 shows the real and generated profiles for normal shoulder days. It can

be inferred from the figure that solar production for the shoulder season matches the

summer season. The solar insolation remains the same for these months and since

the PV power output is primarily dependent on the amount of sunlight incident on

the solar panels, the profiles are similar to the summer months.

Although the solar profiles remain the same, a stark difference can be noticed

in the load demand. In many instances, the load demand is considerably less than

during the summer months. Since the weather is less hot during the shoulder months,

when the transition to/from winter is taking place, the load also drops due to reduced

need for cooling of residential and industrial setups. It was also noted that for the

days which are near the end of the summer season, the peak load demand is high and

it gets progressively lower as the weather changes to winter.

42



Figure 6.2: Abnormal Summer Profiles
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The shoulder season GAN, similar to the GAN for the summer season, is able to

follow the profiles in the dataset closely and is able to pick up on the differences in

the load sequences as the months change.

Abnormal shoulder days are shown in Fig. 6.4. Most of these cases depict very

low load demand. Solar production in many of these cases is also quite low. These

abnormal days are representative of dates which are closer to the winter months.

Hence, the overall low load demand and low PV production is due to abnormally low

solar insolation.

There are also some profiles that are similar to abnormal summer days. This

again is due to the proximity of these days to the months of summer. These days

demonstrate sharp peaks and nadirs with a high average PV production. Weather

phenomena such as intermittent clouds can be the reason behind this behavior.

Despite this great variability in solar generation profiles, the synthesised sequences

represent all the different variations present in the original dataset.

Figure 6.5 portrays normal winter profiles. The load demand is low for the length

of the winter season, owing to lesser need for cooling. Since the dataset is from the

US Southwest, the need for heating in the winter months is also minimal as the region

enjoys mild winters. This is depicted in the generally low load profiles.

The solar generation profiles also depict lower levels of power generation. Winter

months are characterized by cloudy weather and this affects solar insolation. Fur-

thermore, since winter days are shorter than summer, the solar plateaus are thinner

and the average power output throughout the day is considerably lower.

Interestingly enough many solar profiles in the original dataset demonstrate slightly

lower solar production during midday. The GAN also captures this and generates

similar sequences.

Finally, abnormal winter profiles are shown in Fig. 6.6. Most of these profiles
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Figure 6.3: Normal Shoulder Profiles

45



Figure 6.4: Abnormal Shoulder Profiles
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Figure 6.5: Normal Winter Profiles
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have extremely low solar PV production throughout the day. Some days, however,

show very sharp, narrow peaks. This behavior is indicative of mostly cloudy weather

during the day, with the peaks representative of the moments when the clouds lessen

and the solar insolation increases.

Here as well, the GAN demonstrates the ability to follow the temporal trends

of both solar production and load demand well despite the great variability in the

scenarios.

6.2 OPF Results

The generated profiles are applied onto the IEEE 30-bus system in the manner

outlined in Chapter 5.2. 900 synthetic profiles are generated for a total of 30 iterations

on this system to ensure statistical validity. The OPF cost and the voltage angle

distributions of the correlated scenarios vs. uncorrelated scenarios are investigated.

The OPFs were calculated for two different solar-to-load ratios: 0.6, an optimistic

solar PV production case, and 1.2, representing a futuristic scenario where solar

production overtakes the load demand.

The cost of generation of power is an important variable that a power utility

monitors. Any generated scenarios must match the cost pattern of the real data to

be accepted as a valid replacement. The following sections describe the OPF cost of

both the normal and the abnormal scenarios for all three seasons, and for the different

solar-to-load ratios.

The voltage angles of the 30 buses of the IEEE 30-bus system are also analyzed.

Voltage angles directly relate to real power output of a system and the flow of power

towards or away from a bus can be inferred from the voltage angle of that bus. The

PDFs of the voltage angles are plotted and Wasserstein distance is used as a metric to

compute the distance between them. The Wasserstein distance is computed between
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Figure 6.6: Abnormal Winter Profiles
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each of the generated and base case PDFs for the whole day and averaged over 24

hours. This process is repeated for all the seasons.

Note that the Wasserstein distance is a direct measure of the distance of the profile

from its base case. The smaller the distance, the more closely the PDFs of the voltage

angles match, and the closer the generated solar and load profiles are to the real ones.

Conversely, higher values of the Wasserstein distance between the PDFs mean that

the generated solar and load profiles are not close enough to the real ones in the

baseline to result in similar OPF output.

Summer - Abnormal Scenarios

Fig. 6.7 and 6.8 show PDFs of the voltage angle for a correlated and an uncorrelated

abnormal summer day, respectively, with a solar-to-load ratio of 0.6, for hours 7, 12,

and 17. Greater overlap between the voltage angle PDFs denote higher similarity of

the generated correlated scenarios to the base case.

Fig. 6.9 and 6.10 show the average OPF cost per hour for all the 30 iterations.

Meanwhile, Fig. 6.11 and 6.12 show the hourly cost averaged over the 30 iterations,

for different solar-to-load ratios. From the figures, it can be gathered that correlated

scenarios are much closer to their baselines than uncorrelated scenarios on average, for

both solar-to-load ratios. Uncorrelated scenarios tend to overestimate solar generation

and this brings down the overall OPF costs.

The lower cost is further exacerbated by the fact that uncorrelated scenarios un-

derestimate load demand as well. This is due to the fact that a GAN trained only for

abnormal load is trained on data in one variable only. Abnormal load data will mostly

have days where load demand was uncharacteristically low for a summer day. This

behaviour, coupled with overestimation of solar generation results in lower overall

OPF costs.
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Lastly, note that the baseline for uncorrelated scenarios also shows lower cost

overall apart from a few hours (8 AM to 1 PM). These are the points where the

uncorrelated solar profiles actually underestimate solar PV generation, unlike the

rest of the day.

The Wasserstein distance plots in Fig. 6.13 and 6.14 also back up the results of

the OPF by demonstrating that the difference between the correlated scenarios and

their baseline is lower than uncorrelated scenarios. The hourly Wasserstein Distance

plot of Fig. 6.15 shows that for some hours (8 AM to 1 PM) the Wasserstein distance

of uncorrelated scenarios is very large. These are the hours where the uncorrelated

GANs is not able to follow the baseline well. This corroborates with the OPF results

where the OPF cost for abnormal scenarios is higher than expected.

Shoulder - Abnormal Scenarios

The PDFs of the voltage angle of the buses for correlated and uncorrelated scenarios

are shown in Fig. 6.16 and 6.17, respectively, for abnormal shoulder season for a

solar-to-load ratio of 0.6. Greater overlap between the voltage angle PDFs denote

higher similarity of the generated correlated scenarios to the base case.

In the shoulder season, as can be inferred from Fig. 6.18 - 6.21, the correlated

scenarios are closer to their baselines than uncorrelated scenarios. Furthermore, un-

correlated scenarios show remarkably higher costs than the summer season. A reason

for this is because of the way the baseline for the univariate GANs are chosen. For

the univariate load GAN, the DTW based classification method to split the data into

normal and abnormal classes sorts the load profiles in different ways for correlated and

uncorrelated scenarios. For uncorrelated scenarios, abnormal load for the shoulder

season are the profiles where the load demand is either very large, where the respec-

tive dates are closer to the summer season, or the load demand is very low, where the
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Figure 6.7: Voltage Angle PDF, Summer - Abnormal, Correlated
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Figure 6.8: Voltage Angle PDF, Summer - Abnormal, Uncorrelated
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Figure 6.9: Summer Abnormal OPF Cost, Solar-to-Load Ratio = 0.6

Figure 6.10: Summer Abnormal OPF Cost, Solar-to-Load Ratio = 1.2
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Figure 6.11: Summer Abnormal OPF Cost, Solar-to-Load Ratio = 0.6, Hourly

Average

Figure 6.12: Summer Abnormal OPF Cost, Solar-to-Load Ratio = 1.2, Hourly

Average
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Figure 6.13: Summer Abnormal Wasserstein Distance, Solar-to-Load Ratio = 0.6

Figure 6.14: Summer Abnormal Wasserstein Distance, Solar-to-Load Ratio = 1.2
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Figure 6.15: Hourly Abnormal Wasserstein Distance for Summer Season

dates are closer to the winter season. It is observed from the SRP dataset that there

are more days with high load demand. Therefore, the univariate load GAN, generates

more load profiles with high peak loads. This drives the cost of the uncorrelated sce-

narios higher than its own baseline and much higher than correlated scenarios. This

is especially true for the latter part of the day (from 4 p.m. till midnight) where the

average load demand in generated uncorrelated scenarios is very high.

The Wasserstein distances, shown in Fig. 6.22, Fig. 6.23, and Fig. 6.24 for the

uncorrelated scenarios are also higher than the correlated scenarios. This verifies the

results for OPF costs, with the correlated scenarios being closer to their respective

baseline than uncorrelated scenarios. This holds true for both solar-to-load ratios of

0.6 and 1.2.
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Figure 6.16: Voltage Angle PDF, Shoulder - Abnormal, Correlated
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Figure 6.17: Voltage Angle PDF, Shoulder - Abnormal, Uncorrelated
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Figure 6.18: Shoulder Abnormal OPF Cost, Solar-to-Load Ratio = 0.6

Figure 6.19: Shoulder Abnormal OPF Cost, Solar-to-Load Ratio = 1.2
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Figure 6.20: Shoulder Abnormal OPF Cost, Solar-to-Load Ratio = 0.6, Hourly

Average

Figure 6.21: Shoulder Abnormal OPF Cost, Solar-to-Load Ratio = 1.2, Hourly

Average
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Figure 6.22: Shoulder Abnormal Wasserstein Distance, Solar-to-Load Ratio = 0.6

Figure 6.23: Shoulder Abnormal Wasserstein Distance, Solar-to-Load Ratio = 1.2
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Figure 6.24: Hourly Abnormal Wasserstein Distance for Shoulder Season

Winter - Abnormal Scenarios

For the abnormal winter season, the PDFs of the voltage angle of the buses for ab-

normal correlated and uncorrelated scenarios are shown in Fig. 6.25 and 6.26, respec-

tively, for a solar-to-load ratio of 0.6. The overlap between the PDFs for correlated

scenarios and their baseline is much less than for abnormal summer and shoulder

seasons, especially for mid-day hours. Moreover, the average OPF costs for abnormal

winter scenarios, depicted in Fig. 6.27 for a solar-to-load ratio of 0.6 and in Fig. 6.28

for a solar to load ratio of 1.2, show that the performance of correlated scenarios is

only slightly better than uncorrelated generation, especially for a solar-to-load ratio

of 1.2.

This is better understood by observing the hourly winter OPF cost results shown

in Fig. 6.29 and Fig. 6.30. It can be observed that correlated scenario generation

follows its baseline closely during the start and the end of the day, but deviates from

63



the baseline during the hours of 9 AM to 6 PM. During these hours the generated

profiles overestimate the OPF cost. This is due to the generated correlated solar

scenarios having lower power output than the ones in the baseline. This can be

explained by the fact that most of the abnormal scenarios for winter have very low

solar generation throughout the day. Since the correlated GAN is predisposed to

generating scenarios like these, the effect of the days with higher solar peaks gets

diluted out.

Conversely, uncorrelated solar scenarios, due to the DTW-based classifying method,

have a baseline which contains fewer days with higher load than the baseline for cor-

related scenarios. This unrealistic representation accounts for the higher OPF costs

for both uncorrelated baseline and its generated scenarios.

The Wasserstein distances, in Fig. 6.31 and Fig. 6.32 also follow the OPF cost

trends, as observed in Fig. 6.33, with peaks between baseline and generated scenarios

being observed for some midday hours (9 AM to 6 PM). Nevertheless, for a lower

solar-to-load ratio of 0.6, correlated scenarios tend to perform better. For a solar-to-

load ratio of 1.2, with higher solar penetration, the advantage of correlated scenarios

over uncorrelated ones becomes lower due to difficulty in representing solar profiles

appropriately.

Summer - Normal Scenarios

The PDFs of the voltage angle of the buses, for a solar-to-load ratio of 0.6, for normal

correlated and uncorrelated scenarios are shown in Fig. 6.34 and 6.35, respectively.

It can be observed from the figures that the performance of correlated scenarios is

not much better than uncorrelated scenario generation. Similarly, under normal con-

ditions, the cost difference between normal and generated scenarios is minimal (Fig.

6.36 - Fig. 6.41). However, uncorrelated scenarios do seem to perform better than
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Figure 6.25: Voltage Angle PDF, Winter - Abnormal, Correlated
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Figure 6.26: Voltage Angle PDF, Winter - Abnormal, Uncorrelated
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Figure 6.27: Winter Abnormal OPF Cost, Solar-to-Load Ratio = 0.6

Figure 6.28: Winter Abnormal OPF Cost, Solar-to-Load Ratio = 1.2
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Figure 6.29: Winter Abnormal OPF Cost, Solar-to-Load Ratio = 0.6, Hourly

Average

Figure 6.30: Winter Abnormal OPF Cost, Solar-to-Load Ratio = 1.2, Hourly

Average
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Figure 6.31: Winter Abnormal Wasserstein Distance, Solar-to-Load Ratio = 0.6

Figure 6.32: Winter Abnormal Wasserstein Distance, Solar-to-Load Ratio = 1.2
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Figure 6.33: Hourly Abnormal Wasserstein Distance for Winter Season

correlated scenarios. This is explained by the fact that there is not much variation

in both the solar and load profiles and the univariate GANs are able to better train

on the available data. The correlated baseline is higher for both solar-to-load ratios

because the average peak load is higher than for the uncorrelated baseline.

The Wasserstein distance also follows this trend, with the correlated scenarios

displaying higher values than uncorrelated ones for both solar-to-load ratios. Nev-

ertheless, the difference between correlated and uncorrelated generation scenarios is

minimal.

Shoulder - Normal Scenarios

Voltage angle PDFs of the buses, for normal correlated and uncorrelated scenarios are

shown in Fig. 6.42 and 6.43, respectively. It can be observed from the figures that the

performance of correlated scenarios is only slightly better than uncorrelated scenario

generation. Similarly, the normal shoulder scenarios are very close to one another,
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Figure 6.34: Voltage Angle PDF, Summer - Normal, Correlated
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Figure 6.35: Voltage Angle PDF, Summer - Normal, Uncorrelated
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Figure 6.36: Summer Normal OPF Cost, Hourly Average

Figure 6.37: Summer Normal OPF Cost, Solar-to-Load Ratio = 0.6

73



Figure 6.38: Summer Normal OPF Cost, Solar-to-Load Ratio = 1.2

Figure 6.39: Summer Normal Wasserstein Distance, Solar-to-Load Ratio = 0.6
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Figure 6.40: Summer Normal Wasserstein Distance, Solar-to-Load Ratio = 1.2

Figure 6.41: Hourly Normal Wasserstein Distance for Summer Season
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as can be seen in Fig. 6.44 - Fig. 6.49, whether generated in a correlated manner

or not. Since there are not many variations in the normal days, both correlated and

uncorrelated GANs are able to pick up on the temporal features of the profiles very

well.

The Wasserstein distance also follows this trend, with the correlated scenarios

having marginally lower numbers than uncorrelated scenario generation.

Figure 6.42: Voltage Angle PDF, Shoulder - Normal, Correlated
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Figure 6.43: Voltage Angle PDF, Shoulder - Normal, Uncorrelated
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Figure 6.44: Shoulder Normal OPF Cost, Hourly Average

Figure 6.45: Shoulder Normal OPF Cost, Solar-to-Load Ratio = 0.6
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Figure 6.46: Shoulder Normal OPF Cost, Solar-to-Load Ratio = 1.2

Figure 6.47: Shoulder Normal Wasserstein Distance, Solar-to-Load Ratio = 0.6
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Figure 6.48: Shoulder Normal Wasserstein Distance, Solar-to-Load Ratio = 1.2

Figure 6.49: Hourly Normal Wasserstein Distance for Shoulder Season
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Winter - Normal Scenarios

Fig. 6.50 and 6.51 depict the correlated and uncorrelated PDFs of the voltage angles

for normal winter scenarios with a solar-to-load ratio of 0.6. It can be observed from

the figures that the performance of correlated scenarios is slightly better than uncor-

related scenario generation. At the same time, correlated winter scenarios perform

better than uncorrelated winter ones as they are closer to their respective baselines

(Fig. 6.52 - Fig. 6.57). That being said, the overall difference is not big between the

OPF cost of the scenarios themselves and to their baselines. Since these scenarios

specify normal conditions, the variability between the scenarios is minimal and all

the GANs are able to reproduce them with a high degree of confidence.

Interestingly enough, for a solar-to-load ratio of 0.6, the performance of the cor-

related scenarios is better than uncorrelated scenarios. The situation, however, is

reversed for a solar-to-load ratio of 1.2. This is explained by observing the solar

profiles generated by both the GANs. When the data are separated into abnormal

and normal cases for uncorrelated profiles, the solar abnormal data mostly contain

samples that have very low solar production and lesser variability. On the other

hand, for correlated generation, abnormal solar data show higher peaks and more

variability, which when combined with the added complexity of generation of two

variables, results in the OPF cost and the Wasserstein distance being farther off from

the baseline. This is especially the case for some hours, such as hour 17 and 19, where

the generated solar profiles have low generation on average while the baseline solar

profiles have peaks. This effect is more prominent in the higher solar-to-load ratio

case.
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Figure 6.50: Voltage Angle PDF, Winter - Normal, Correlated
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Figure 6.51: Voltage Angle PDF, Winter - Normal, Uncorrelated
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Figure 6.52: Winter Normal OPF Cost, Hourly Average

Figure 6.53: Winter Normal OPF Cost, Solar-to-Load Ratio = 0.6
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Figure 6.54: Winter Normal OPF Cost, Solar-to-Load Ratio = 1.2

Figure 6.55: Winter Normal Wasserstein Distance, Solar-to-Load Ratio = 0.6
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Figure 6.56: Winter Normal Wasserstein Distance, Solar-to-Load Ratio = 1.2

Figure 6.57: Hourly Normal Wasserstein Distance for Winter Season
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Chapter 7

DISCUSSION

Given the results described in Chapter 6, it can be safely said that the proposed

recurrent GAN is able to generate both solar and load profiles similar to the sequences

present in the original dataset to a very satisfactory degree. The statistical analy-

sis using auto-correlation and PSD verifies that the real and synthesized sequences

depict similar temporal behavior. Further verification on the IEEE 30-bus system

complements the performance of the created GANs.

The conditional training of the GAN gives the user more control over the type of

scenarios being generated. With the correct labels, the GAN can be used to generate

scenarios for any season and for both abnormal and normal conditions.

From the OPF cost and the Wasserstein distance results, it can be observed that

the correlated GAN generally performs better than the GANs trained for uncorrelated

scenarios. This is particularly apparent in the OPF results of abnormal profiles,

with the abnormal days demonstrating a strong correlation between solar and load

sequences. The uncorrelated GANs are not able to capture the real-world relationship

between both variables and generate sequences with OPF costs and voltage angle

distributions far off from its baseline. This is easily observed in Table 7.1 and Table

7.2, with the Wasserstein distance values between the PDFs of the voltage angles

for generated scenarios vs. the baseline being lower for correlated scenarios than

uncorrelated ones. This difference is also apparent in the OPF costs, with a large

difference between correlated and uncorrelated scenarios.

The performance of the GANs for correlated scenario generation for the shoulder

season is better than that for the uncorrelated scenario generation by a significant
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margin for all solar-to-load ratios. Moreover, the correlated GAN also performs well

for normal conditions for the shoulder season, unlike for normal winter and summer

where it performs marginally worse (see Table 7.3 and Table 7.4). This can be at-

tributed to the variation of solar and load samples within the shoulder season itself,

with correlation between the variables enabling the GANs to generate more realistic

scenarios. Since the fluctuations in sequences, especially for load demand profiles,

is low for normal conditions in summer and winter, the correlated GAN has a per-

formance similar to or slightly worse than uncorrelated GANs. However, this is not

the case for shoulder season where the profiles vary much more in peak and average

values, and the performance of the correlated GAN is significantly better.

Table 7.1: Abnormal, Solar to Load Ratio = 0.6

Season Correlated Uncorrelated

Wasserstein Dist. Summer 0.58 1.59

Shoulder 0.57 1.06

Winter 0.39 0.59

Avg. Cost Per Hour ($) Summer 3308 2452

Shoulder 1749 3515

Winter 2211 2674

For normal winter and summer conditions, uncorrelated scenarios tend to per-

form slightly worse than correlated scenarios. Nevertheless, the difference between

correlated and uncorrelated scenarios against one another, and against their respec-

tive baselines is not significant. This can be attributed to the fact that there are

fewer fluctuations between normal scenarios themselves compared to abnormal pro-

files. The univariate GANs are then able to train much better on the available data
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Table 7.2: Abnormal, Solar to Load Ratio = 1.2

Season Correlated Uncorrelated

Wasserstein Dist. Summer 0.85 1.66

Shoulder 0.77 1.17

Winter 0.62 0.65

Avg. Cost Per Hour ($) Summer 2363 1698

Shoulder 1246 3035

Winter 1961 2443

due to the lesser complexity of the sample space. It can, therefore, be said that this

is a trade-off between better generation of abnormal scenarios vs. normal scenarios.

The OPF costs by themselves are not representative of the degree of similarity of

the GANs’ scenario generation ability to real cases, unless compared to a baseline.

However, it can be seen in Tables 7.1 - 7.4 that the difference between OPF costs

of correlated and uncorrelated scenarios do tend to generally diverge with larger

difference in Wasserstein distances between the PDFs of the voltage angles.

Additionally, note that for a higher solar-to-load ratio of 1.2, the Wasserstein

distances are slightly higher than for a lower solar-to-load ratio of 0.6. Since the solar

profiles show greater fluctuations than load profiles, with a higher percentage of solar

penetration, the variability of the data increases. This is reflected in the Wasserstein

distances for all the seasons and for both normal and abnormal operating conditions.

From a power utility’s perspective, generation of abnormal scenarios holds great

value due to the rareness of abnormal events occurring throughout a calendar year.

Since there is lesser data available for abnormal scenarios, dataset augmentation using

the recurrent conditional GAN methodology described in this work is highly beneficial
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for performing contingency studies or analyzing worst-case scenarios.

Lastly, with the added penetration of renewables in power grids increasing each

year, the flexible and scalable method of training the GAN ensures that it can be

trained with more data samples easily. The conditional training is also possible after

segregating new data samples into suitable classes and assigning the required labels.

After training, the model is able to generate an unlimited number of conditioned

scenarios which can be used to augment datasets to any degree.

Table 7.3: Normal, Solar to Load Ratio = 0.6

Season Correlated Uncorrelated

Wasserstein Dist. Summer 0.69 0.33

Shoulder 0.35 0.56

Winter 0.35 0.36

Avg. Cost Per Hour ($) Summer 2616 2574

Shoulder 1398 1208

Winter 1592 1572

Table 7.4: Normal, Solar to Load Ratio = 1.2

Season Correlated Uncorrelated

Wasserstein Dist. Summer 0.75 0.45

Shoulder 0.51 0.71

Winter 0.52 0.33

Avg. Cost Per Hour ($) Summer 1523 1548

Shoulder 670 498

Winter 1107 1139
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Chapter 8

CONCLUSION

A recurrent, multivariate GAN methodology is outlined in this work for gener-

ating correlated solar generation and load demand scenarios. The correlated GAN

proposed in this work holds great value for power utilities seeking to augment their

dataset, especially for abnormal operating conditions, which are important for analyz-

ing the behavior of the system for worse-case conditions. Coupled with the increase in

renewable energy resources globally, and with progressively more stress being placed

on the electric power grid, the ability to augment any dataset with more abnormal

cases will result in more thorough reliability analyses.

Any number of required scenarios can be generated to augment multivariate time-

series datasets to any desirable degree using generative models. However, the best

generative models are those that are able to pick up on the nuances of the data

succinctly. The correlation already present in the variables was shown to help the

proposed generative model in generating more realistic sequences. This is especially

true for abnormal scenarios, where the variables were shown to be interrelated to

a higher degree. These correlations helped the proposed GAN model to produce

sequences closer to the real samples, and not simply replicating the original dataset.

The validation of the generated scenarios was performed both in a statistical fash-

ion, by using auto-correlation and power spectral density, to show that the generated

profiles are similar to the real ones, and by implementation of the synthesized profiles

on the IEEE 30-bus system. The latter enabled the observation of the response of a

simulated power system when run with synthetic data and provided a way to com-

pare the generated scenarios with real ones, and comparison of correlated scenario
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generation with uncorrelated scenario generation. The results verify the usage of the

generated profiles in a real-world system and complement the argument in favor of

correlated scenario generation.

The performance of the correlated GAN against uncorrelated load and solar GANs

was investigated in detail and it was observed that for abnormal operating conditions,

correlated scenario generation fares much better than uncorrelated scenario genera-

tion, owing to the ability of the model to keep the correlations intact during the

generation process. Since it is usually necessary to add more abnormal scenarios to

power system datasets, the proposed recurrent conditional GAN is a valuable tool

for increasing the number of such samples in the database. Finally, since increased

penetration of renewables in the grid increases the number of interconnected variables

which might affect system stability, the generation of scenarios in a correlated manner

helps in synthesising datasets with the correlations preserved.

8.1 Future Work

The following studies can be undertaken to expand upon the work presented in

this thesis:

• Incorporation of spatial correlation in the training of the GAN by addition of

information about the distribution of solar generation sites and/or load demand

in the area.

• Making the generative model more sophisticated with the addition of embedding

layers to extract the important features of the data.

• Formulation of a framework to utilize the generated scenarios in probabilistic

forecasting, reliability planning, and decision-making such as for placing energy

storage systems.
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APPENDIX A

CODE FOR TRAINING GAN (PYTHON)
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import torch
import numpy as np
from matplotlib import pyplot as plt
from torch import nn, optim, Tensor
from torch.autograd.variable import Variable
from torchvision import transforms, datasets
from torch.utils.data import Dataset, DataLoader, TensorDataset
import pandas as pd
from sklearn.preprocessing import MinMaxScaler
from scipy.special import kl_div, rel_entr
import time
import random
import pickle

#setting which GPU to use
import os
os.environ[’CUDA_VISIBLE_DEVICES’]=’1’

#checking GPU status
available_gpus = [torch.cuda.device(i) for i in

range(torch.cuda.device_count())]
available_gpus
device = torch.device(’cuda’ if torch.cuda.is_available() else ’cpu’)
torch.cuda.is_available()
torch.cuda.current_device()
torch.cuda.device_count()

#setting hyperparameters
num_epochs = 2000 #epochs
learning_rate = 0.0001 #learning rate
gen_input_size = 256 #latent space
input_size = 2 #number of features
hidden_size = 128 #number of features in hidden state
num_layers = 3 #number of stacked lstm layers
num_classes = 1 #number of output classes
seq_length = 24*1 #sequence length
batch_size = 100 #batch size
dropout = 0.2 #dropout
discriminator_cycles = 3
n_labels = 3 #length of the label vector

#loading the data
data_summer = pd.read_csv("data/summer_data.csv")
data_summer = data_summer[[’Solar’, ’Load’]]
data_shoulder = pd.read_csv("data/shoulder_data.csv")
data_shoulder = data_shoulder[[’Solar’, ’Load’]]
data_winter = pd.read_csv("data/winter_data_2.csv")
data_winter = data_winter[[’Solar’, ’Load’]]
labels_summer = pd.read_csv("data/DTW_Summer_Solar+Load.csv")
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labels_summer = labels_summer[[’505’]]
labels_shoulder = pd.read_csv("data/DTW_Shoulder_Solar+Load.csv")
labels_shoulder = labels_shoulder[[’372’]]
labels_winter = pd.read_csv("data/DTW_Winter_Solar+Load.csv")
labels_winter = labels_winter[[’604’]]
data_summer.head(8)

#converting the data to numpy arrays
data_summer = data_summer.to_numpy()
data_shoulder = data_shoulder.to_numpy()
data_winter = data_winter.to_numpy()
labels_summer = labels_summer.to_numpy()
labels_shoulder = labels_shoulder.to_numpy()
labels_winter = labels_winter.to_numpy()

#concatenating all the seasonal data into one array
data_whole = np.concatenate((data_summer, data_shoulder), axis=0)
print(data_whole.shape)
data_whole = np.concatenate((data_whole, data_winter), axis=0)
print(data_whole.shape)

#making sequences of data of length = seq_length
data_modified = data_whole.reshape(-1, seq_length, input_size)
print(data_modified.shape)

#segrating the scaled data into normal/abnormal classes according to DTW
cutoff

y_summer = np.zeros(len(labels_summer))
y_shoulder = np.zeros(len(labels_shoulder))
y_winter = np.zeros(len(labels_winter))
normal_summer = 0
normal_summer_data = []
abnormal_summer = 0
abnormal_summer_data = []
normal_shoulder = 0
normal_shoulder_data = []
abnormal_shoulder = 0
abnormal_shoulder_data = []
normal_winter = 0
normal_winter_data = []
abnormal_winter = 0
abnormal_winter_data = []
index = 0

for i in range(len(y_summer)):
if labels_summer[i] <= 0.8:

y_summer[i] = 1
normal_summer += 1
normal_summer_data.append(data_modified[index, :, 0:2])
index += 1
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else:
y_summer[i] = 2
abnormal_summer += 1
abnormal_summer_data.append(data_modified[index, :, 0:2])
index += 1

for i in range(len(y_shoulder)):
if labels_shoulder[i] <= 1.41:

y_shoulder[i] = 3
normal_shoulder += 1
normal_shoulder_data.append(data_modified[index, :, 0:2])
index += 1

else:
y_shoulder[i] = 4
abnormal_shoulder += 1
abnormal_shoulder_data.append(data_modified[index, :, 0:2])
index += 1

for i in range(len(y_winter)):
if labels_winter[i] <= 1.05:

y_winter[i] = 5
normal_winter += 1
normal_winter_data.append(data_modified[index, :, 0:2])
index += 1

else:
y_winter[i] = 6
abnormal_winter += 1
abnormal_winter_data.append(data_modified[index, :, 0:2])
index += 1

y_summer = np.asarray(y_summer)
y_shoulder = np.asarray(y_shoulder)
y_winter = np.asarray(y_winter)

y_whole = np.concatenate((y_summer, y_shoulder), axis=0)
y_whole = np.concatenate((y_whole, y_winter), axis=0)
y_whole = np.asarray(y_whole)
print(y_whole.shape)

normal_summer_data = np.asarray(normal_summer_data)
normal_shoulder_data = np.asarray(normal_shoulder_data)
normal_winter_data = np.asarray(normal_winter_data)
abnormal_summer_data = np.asarray(abnormal_summer_data)
abnormal_shoulder_data = np.asarray(abnormal_shoulder_data)
abnormal_winter_data = np.asarray(abnormal_winter_data)

print(index)
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#shuffling the data before feeding it to GAN
rng_state = np.random.get_state()
np.random.shuffle(data_modified)
np.random.set_state(rng_state)
np.random.shuffle(y_whole)

#encoding the labels
def binary_encoding(y, n_labels):

#y_one_hot = Variable(torch.zeros(len(y), 3))
y_binary_encoding = np.zeros((len(y), 3))
for i in range(len(y)):

if y[i] == 1:
y_binary_encoding[i] = [0, 0, 0]

if y[i] == 2:
y_binary_encoding[i] = [0, 0, 1]

if y[i] == 3:
y_binary_encoding[i] = [0, 1, 0]

if y[i] == 4:
y_binary_encoding[i] = [1, 0, 0]

if y[i] == 5:
y_binary_encoding[i] = [0, 1, 1]

if y[i] == 6:
y_binary_encoding[i] = [1, 0, 1]

return torch.Tensor(y_binary_encoding)

labels = binary_encoding(y_whole, n_labels)
print(labels)

#making the dataloader
dataset = TensorDataset(Tensor(data_modified), Tensor(labels))
data_loader = torch.utils.data.DataLoader(dataset, batch_size=batch_size,

shuffle=True)

num_batches = len(data_loader)
print(num_batches)

#defining the discriminator
class DiscriminatorNet(torch.nn.Module):

def __init__(self, num_classes, input_size, hidden_size, num_layers,
seq_length, dropout, n_labels):
super(DiscriminatorNet, self).__init__()

self.num_classes = num_classes #number of classes
self.num_layers = num_layers #number of layers
self.input_size = input_size #input size
self.hidden_size = hidden_size #hidden state
self.seq_length = seq_length #sequence length
self.dropout = dropout #dropout ratio
self.n_labels = n_labels #no of labels
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self.lstm = nn.LSTM(input_size=(input_size+n_labels),
hidden_size=hidden_size,

num_layers=num_layers, batch_first=True, dropout =
dropout)

self.fc = nn.Sequential(nn.Linear(hidden_size, num_classes),
nn.Sigmoid())

def forward(self, x):
h_0 = Variable(torch.zeros(self.num_layers, x.size(0),

self.hidden_size)).to(device) #hidden state
c_0 = Variable(torch.zeros(self.num_layers, x.size(0),

self.hidden_size)).to(device) #internal state
#Propagate input through LSTM
output, (hn, cn) = self.lstm(x, (h_0, c_0)) #lstm with input,

hidden, and cell state
hn = hn[-1,:,:] #reshaping the data for dense layer next
out = self.fc(hn) #Final Output
return out

#defining the generator
class GeneratorNet(torch.nn.Module):

def __init__(self, num_classes, input_size, output_size, hidden_size,
num_layers, seq_length, dropout, n_labels):
super(GeneratorNet, self).__init__()

n_out = output_size*seq_length
self.num_classes = num_classes #number of classes
self.num_layers = num_layers #number of layers
self.input_size = input_size #input size
self.hidden_size = hidden_size #hidden state
self.seq_length = seq_length #sequence length
#self.dropout = dropout ratio
self.n_labels = n_labels

self.lstm = nn.LSTM(input_size=(input_size+n_labels),
hidden_size=hidden_size,

num_layers=num_layers, batch_first=True, dropout =
dropout) #lstm

self.fc = nn.Sequential(nn.Linear(hidden_size, n_out), nn.Tanh())
#self.fc = nn.Sequential(nn.Linear(hidden_size*num_layers, n_out))

def forward(self, x):
h_0 = Variable(torch.zeros(self.num_layers, x.size(0),

self.hidden_size)).to(device) #hidden state
c_0 = Variable(torch.zeros(self.num_layers, x.size(0),

self.hidden_size)).to(device) #internal state
# Propagate input through LSTM
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#c = self.label_emb(labels)
#x = torch.cat([x, c], 1)
output, (hn, cn) = self.lstm(x, (h_0, c_0)) #lstm with input,

hidden, and internal state
hn = hn[-1,:,:] #reshaping the data for dense layer next
out = self.fc(hn) #Final Output
return out

# Function for geneting noise
def noise(size):

#n = Variable(torch.randn(size, 100))
n = Variable(torch.randn(size, seq_length, gen_input_size))
if torch.cuda.is_available(): return n.cuda()
return n

#defining the generator and the discriminator
discriminator = DiscriminatorNet(num_classes, input_size, hidden_size,

num_layers, seq_length, dropout, n_labels)
generator = GeneratorNet(num_classes, gen_input_size, input_size,

hidden_size, num_layers, seq_length, dropout, n_labels)
if torch.cuda.is_available():

discriminator.cuda()
generator.cuda()

print(discriminator)
print()
print(generator)

#Defining the optimizers
d_optimizer = optim.Adam(discriminator.parameters(), lr= learning_rate)
g_optimizer = optim.Adam(generator.parameters(), lr= learning_rate)

# Loss function
loss = nn.BCELoss()

#defining the real and fake data targets to compute the loss against
def real_data_target(size):

’’’
Tensor containing ones, with shape = size
’’’
data = Variable(torch.ones(size, 1))
if torch.cuda.is_available(): return data.cuda()
return data

def fake_data_target(size):
’’’
Tensor containing zeros, with shape = size
’’’
data = Variable(torch.zeros(size, 1))
if torch.cuda.is_available(): return data.cuda()
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return data

#defining the discriminator train cycle
def train_discriminator(optimizer, real_data, fake_data):

# Reset gradients
optimizer.zero_grad()

# 1.1 Train on Real Data
prediction_real = discriminator(real_data)
# Calculate error and backpropagate
error_real = loss(prediction_real, real_data_target(real_data.size(0)))
error_real.backward()

# 1.2 Train on Fake Data
prediction_fake = discriminator(fake_data)
# Calculate error and backpropagate
error_fake = loss(prediction_fake, fake_data_target(real_data.size(0)))
error_fake.backward()

# 1.3 Update weights with gradients
optimizer.step()

# Return error
return error_real + error_fake, prediction_real, prediction_fake

#defining the generator train cycle
def train_generator(optimizer, fake_data):

# 2. Train Generator
# Reset gradients
optimizer.zero_grad()
# Sample noise and generate fake data
prediction = discriminator(fake_data)
# Calculate error and backpropagate
error = loss(prediction, real_data_target(prediction.size(0)))
error.backward()
# Update weights with gradients
optimizer.step()
# Return error
return error

#main training code
start = time.time()
for epoch in range(num_epochs):

for n_batch, (real_batch, real_label) in enumerate(data_loader):

if torch.cuda.is_available(): real_data = real_batch.cuda()
else: real_data = Variable(real_batch).float()
if torch.cuda.is_available(): real_label = (real_label.unsqueeze(1)

* torch.ones([real_data.size(0), seq_length, n_labels])).cuda()
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else: real_label = Variable(real_label.unsqueeze(1) *
torch.ones([real_data.size(0), seq_length, n_labels])).float()

real_data = torch.cat([real_data, real_label], dim = 2).cuda()

#Training Discriminator
for _ in range(discriminator_cycles):

#Generate fake data
fake_data = generator(torch.cat([noise(real_data.size(0)),

real_label], dim = 2))
fake_data = torch.reshape(fake_data ,(-1, seq_length,

input_size)).to(device)
fake_data = torch.cat([fake_data, real_label], dim = 2)

d_error, d_pred_real, d_pred_fake =
train_discriminator(d_optimizer,

real_data,
fake_data)

#Training Generator
#Generate fake data
fake_data = generator(torch.cat([noise(real_data.size(0)),

real_label], dim = 2))
fake_data = torch.reshape(fake_data ,(-1, seq_length,

input_size)).to(device)
fake_data = torch.cat([fake_data, real_label], dim = 2)

g_error = train_generator(g_optimizer, fake_data)

print("Epoch: %d, discriminator loss: %1.5f, generator loss: %1.5f" %
(epoch, d_error, g_error))

end = time.time()
print(f"Runtime of the program is {end - start} seconds")

#runtime in hours
runtime = (end-start)/60
print(runtime, " minutes")

111



APPENDIX B

CODE FOR RESULT VALIDATION USING OPF (MATLAB)
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clc

hourList = [1:1:24];
plotHourList = [7 12 17];
voltageMag = 8;
volatgeAng = 9;
SolarToLoadRatio = 0.6;
wassDistList = [];
costList = [];
costListPerHour = [];
wassDistListPerHour = [];
plotOrNot = false; %for plotting voltage angle PFDs
plotOrNot2 = false; %for plotting duck curve
saveOrNot = false; %for saving figures
saveOrNot2 = false; %for saving OPF cost, Wass Dist

seasonFlag = ’Winter’; %Shoulder, Summer, Winter
normalFlag = ’Abnormal’; %Normal, Abnormal
normalFlagLowerCase = ’abnormal’; %normal, abnormal

str = sprintf(’%s - %s - Solar - 900 - New DTW.csv’, seasonFlag,
normalFlag);

dataSolarTotal = readmatrix(str);
str = sprintf(’%s - %s - Load - 900 - New DTW.csv’, seasonFlag,

normalFlag);
dataLoadTotal = readmatrix(str);
str = sprintf(’%s - %s - Solar - Real - New DTW 3.csv’, seasonFlag,

normalFlag);
dataSolarReal = readmatrix(str);
str = sprintf(’%s - %s - Load - Real - New DTW 3.csv’, seasonFlag,

normalFlag);
dataLoadReal = readmatrix(str);

mpopt = mpoption(’verbose’, 0); %setting options for opf

for j = 0:29

totalWassDist = 0;
totalCost = 0;
totalCostReal = 0;
costListRealPerHour = [];
dataSolar = dataSolarTotal(((j*30)+1):((j*30)+30),:); %reading 30

profiles for 30 buses
dataLoad = dataLoadTotal(((j*30)+1):((j*30)+30),:);

temp = 1;
if (plotOrNot == true)

figure(’Position’, [400, 50, 800, 800]);
end

113



for hour = hourList
%loading the data and the test case

testcase = loadcase(case_ieee30_modified);
testcaseReal = loadcase(case_ieee30_modified);

for i = 1:30 %no of buses
testcase.bus(i,3) = testcase.bus(i,3)*(dataLoad(i,hour) -

(SolarToLoadRatio)*dataSolar(i,hour));
testcaseReal.bus(i,3) =

testcaseReal.bus(i,3)*(dataLoadReal(i,hour) -
(SolarToLoadRatio)*dataSolarReal(i,hour));

end

results = runopf(testcase, mpopt);
results_real = runopf(testcaseReal, mpopt);

%objetive funtion value
results.f;
results_real.f;

[f1,x1] = ksdensity(results.bus(:,volatgeAng)); %calculating pdf
using normal kernel estimation

[f2,x2] = ksdensity(results_real.bus(:,volatgeAng));

totalWassDist = totalWassDist +
py.scipy.stats.wasserstein_distance(x1, x2, f1, f2);

totalCost = totalCost + results.f;
totalCostReal = totalCostReal + results_real.f;
costListPerHour = [costListPerHour, results.f];
costListRealPerHour = [costListRealPerHour, results_real.f];
wassDistListPerHour = [wassDistListPerHour,

py.scipy.stats.wasserstein_distance(x1, x2, f1, f2)];

if (ismember(hour,plotHourList) == true) && (plotOrNot == true)

subplot(3,1,temp)

area(x1,f1, ’facecolor’,’b’, ’LineWidth’, 0.8, ’FaceAlpha’, 0.3)
xlim([-10 10])
ylim([0 2.75])
hold on

area(x2,f2, ’facecolor’,’r’, ’LineWidth’, 0.8, ’FaceAlpha’, 0.3)
hold off
str = sprintf(’%s - %s - Correlated - Hour %d’, seasonFlag,

normalFlag, hour);
legend(’Generated’, ’Base Case’)
ylabel(’Density’)
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xlabel(’Voltage Angle’)
title(str)
temp = temp + 1;

end
end

if (saveOrNot == true)
str = sprintf(’Figures/%s_%s_correlated/%s - %s - Correlated -

%d.png’, seasonFlag, normalFlagLowerCase, seasonFlag,
normalFlag, j);

saveas(gcf, str)
end

wassDistList = [wassDistList, totalWassDist];
costList = [costList, totalCost/24];
costReal = totalCostReal/24;

if plotOrNot2 == true
figure
hold on
for i = [1:1:30]

pp = dataLoad(i,:) - dataSolar(i,:);
plot(pp, ’LineWidth’, 1)
str = sprintf(’%s - %s - Correlated - Duck Curve’, seasonFlag,

normalFlag);
title(str)
ylabel(’MW’)
xlabel(’hours’)

end
end

end

costListPerHour = reshape(costListPerHour, [24,30]).’;
wassDistListPerHour = reshape(wassDistListPerHour, [24,30]).’;
costListPerHourAvg = mean(costListPerHour);
wassDistListPerHourAvg = mean(wassDistListPerHour);

if saveOrNot2 == true
str = sprintf(’Data/Cost - %s_%s_correlated.csv’, seasonFlag,

normalFlagLowerCase);
writematrix(costListPerHour, str);
str = sprintf(’Data/Wass_Dist - %s_%s_correlated.csv’, seasonFlag,

normalFlagLowerCase);
writematrix(wassDistListPerHour, str);

end

disp(’Correlated’)

voltageMag = 8;
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volatgeAng = 9;
wassDistList2 = [];
costList2 = [];
costListPerHour2 = [];
wassDistListPerHour2 = [];

str = sprintf(’%s - %s - Solar Only - 900 - New DTW.csv’, seasonFlag,
normalFlag);

dataSolarTotal = readmatrix(str);
str = sprintf(’%s - %s - Load Only - 900 - New DTW.csv’, seasonFlag,

normalFlag);
dataLoadTotal = readmatrix(str);
str = sprintf(’%s - %s - Solar Only- Real - New DTW.csv’, seasonFlag,

normalFlag);
dataSolarReal = readmatrix(str);
str = sprintf(’%s - %s - Load Only- Real - New DTW.csv’, seasonFlag,

normalFlag);
dataLoadReal = readmatrix(str);

mpopt = mpoption(’verbose’, 0); %setting options for opf

for j = 0:29

totalWassDist = 0;
totalCost = 0;
totalCostReal2 = 0;
costListRealPerHour2 = [];
dataSolar = dataSolarTotal(((j*30)+1):((j*30)+30),:); %reading 30

profiles for 30 buses
dataLoad = dataLoadTotal(((j*30)+1):((j*30)+30),:);

temp = 1;
if (plotOrNot == true)

figure(’Position’, [400, 50, 800, 800]);
end
for hour = hourList

%loading the data and the test case

testcase = loadcase(case_ieee30_modified);
testcaseReal = loadcase(case_ieee30_modified);

for i = 1:30 %no of buses
testcase.bus(i,3) = testcase.bus(i,3)*(dataLoad(i,hour) -

(SolarToLoadRatio)*dataSolar(i,hour));
testcaseReal.bus(i,3) =

testcaseReal.bus(i,3)*(dataLoadReal(i,hour) -
(SolarToLoadRatio)*dataSolarReal(i,hour));

end

results = runopf(testcase, mpopt);
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results_real = runopf(testcaseReal, mpopt);

%objetive funtion value
results.f;
results_real.f;

[f1,x1] = ksdensity(results.bus(:,volatgeAng)); %calculating pdf
using normal kernel estimation

[f2,x2] = ksdensity(results_real.bus(:,volatgeAng));

totalWassDist = totalWassDist +
py.scipy.stats.wasserstein_distance(x1, x2, f1, f2);

totalCost = totalCost + results.f;
totalCostReal2 = totalCostReal2 + results_real.f;
costListPerHour2 = [costListPerHour2, results.f];
costListRealPerHour2 = [costListRealPerHour2, results_real.f];
wassDistListPerHour2 = [wassDistListPerHour2,

py.scipy.stats.wasserstein_distance(x1, x2, f1, f2)];

if (ismember(hour,plotHourList) == true) && (plotOrNot == true)

subplot(3,1,temp)

area(x1,f1, ’facecolor’,’b’, ’LineWidth’, 0.8, ’FaceAlpha’, 0.3)
xlim([-10 10])
ylim([0 2.75])
hold on

area(x2,f2, ’facecolor’,’r’, ’LineWidth’, 0.8, ’FaceAlpha’, 0.3)
hold off
str = sprintf(’%s - %s - Not Correlated - Hour %d’, seasonFlag,

normalFlag, hour);
legend(’Generated’, ’Base Case’)
ylabel(’Density’)
xlabel(’Voltage Angle’)
title(str)
temp = temp + 1;

end
end

if (saveOrNot == true)
str = sprintf(’Figures/%s_%s_not_correlated/%s - %s - Not

Correlated - %d.png’, seasonFlag, normalFlagLowerCase,
seasonFlag, normalFlag, j);

saveas(gcf, str)
end

wassDistList2 = [wassDistList2, totalWassDist];
costList2 = [costList2, totalCost/24];
costReal2 = totalCostReal2/24;
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if plotOrNot2 == true
figure
hold on
for i = [1:1:30]

pp = dataLoad(i,:) - dataSolar(i,:);
plot(pp, ’LineWidth’, 1)
str = sprintf(’%s - %s - Not Correlated - Duck Curve’,

seasonFlag, normalFlag);
title(str)
ylabel(’MW’)
xlabel(’hours’)

end
end

end
costListPerHour2 = reshape(costListPerHour2, [24,30]).’;
wassDistListPerHour2 = reshape(wassDistListPerHour2, [24,30]).’;
costListPerHourAvg2 = mean(costListPerHour2);
wassDistListPerHourAvg2 = mean(wassDistListPerHour2);

if saveOrNot2 == true
str = sprintf(’Data/Cost - %s_%s_not_correlated.csv’, seasonFlag,

normalFlagLowerCase);
writematrix(costListPerHour2, str);
str = sprintf(’Data/Wass_Dist - %s_%s_not_correlated.csv’, seasonFlag,

normalFlagLowerCase);
writematrix(wassDistListPerHour2, str);

end

disp(’Not correlated’)
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