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ABSTRACT

There is a growing consensus that environmental hazards and changing weather

patterns disproportionately affect the poor, vulnerable, minority communities. My

dissertation studies the nature of risk faced by vulnerable groups of individuals, how

these risks affect their labor choice, income, consumption, and migration patterns.

In Chapter 1, I study how seniors of different racial and income groups respond

to information about hazardous waste sites in their neighborhood and their cleanup

process. I find white seniors tend to move out at a higher rate when informed about

the presence of a waste site as well as when the site is cleaned up compared to non-

white seniors. This suggests that neighborhood gentrification exhibits inertia in the

manifestation after the cleanup of Superfund sites. I find an assortative matching of

seniors to neighborhoods based on their race and income, reinforcing findings in the

environmental justice literature.

Chapter 2 documents the effect of drought on labor choices, income, and con-

sumption of rural households in India. I find that household consumption, as well as

agricultural jobs, declines in response to drought. Further, I find that these effects

are mediated by job skills and land ownership. Specifically, I find that households

with working members who have completed primary education account for most of

the workers who exit the agricultural sector. In contrast, I find that households with

farmland increase their agricultural labor share post-drought. Cultural norms, rela-

tive prices, and land market transaction costs provide potential explanations for this

behavior.

Chapter 3 builds a simple model of household labor allocation based on reduced-

form evidence I find in chapter 2. Simulation of the calibrated model implies that

projected increases in the frequency of droughts over the next 30 years will have a net

effect of a 1% to 2% reduction in agricultural labor. While small in percentage terms,
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this implies that 2.5 to 5 million individuals would leave agriculture. An increase in

drought will also increase the size of the manufacturing wage subsidy needed to meet

the goals of ‘Make in India policy by 20%. This is driven by the need to incentivize

landowners to reduce farm labor.
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Chapter 1

ENVIRONMENTAL JUSTICE FOR SENIORS: EVIDENCE FROM THE

SUPERFUND PROGRAM

Note: Parts of the research described in this essay were done in collaboration with

Jonathan Ketcham and Nicolai Kuminoff.

1.1 Introduction

Racial discrimination has been a concern throughout US history. Even though the

US government has worked to improve the socio-economic conditions of minority pop-

ulations, racial segregation remains a pertinent social issue. Economists have worked

to understand why minorities, people of color, and low-income households bear a

disproportionate amount of burden or risk from environmental pollution. There is

evidence of both demand-side and supply-side causes. On the supply side, environ-

mental justice literature notes that there is disproportionate siting of landfills, waste

sites, and toxic emissions in communities with higher minority populations (Been

(1994), Been and Gupta (1997)).1 On the demand side, there is evidence that res-

idential sorting contributes to market dynamics after a new waste site is identified

(Depro et al., 2015). People who have the means to move away and leave the neigh-

borhood are more likely to be replaced by minorities. Therefore, sorting on public

goods including environmental quality may contribute to racial segregation.

1The US Environmental Protection Agency defines Environmental Justice as the fair treatment
and meaningful involvement of all people regardless of race, color, national origin, or income with
respect to the development, implementation, and enforcement of environmental laws, regulations,
and policies. Fair treatment means that no population is forced to bear a disproportionate share of
the negative human health or environmental consequences resulting from industrial, municipal, and
commercial operations or execution of federal, state, local, and tribal programs and policies.
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The goal of this paper is to understand how the cleanup of hazardous waste sites

across the US affected residential sorting and the Environmental Protection Agency’s

(EPA) success in meeting its “goals”. In particular, the paper aims to quantify the

migration patterns of seniors in response to information about the existence and

cleanup of hazardous waste sites targeted by the US EPA’s Superfund Program.

About 15% of the US population is over age 65. These individuals are mostly retired

and therefore more likely to choose a residential location based on public amenities.2

I use administrative data from the US Centers for Medicare and Medicaid Services

to track seniors who move out of neighborhoods hosting hazardous waste sites in

order to understand how their new location choices modify their pollution exposures

and how exposure changes differ among racial and income groups. This allows me

to provide new insights into the consequences of place-based investments such as

Superfund cleanups.

To inform the empirical research design, first I introduce a simple conceptual

model for how individuals sort into neighborhoods based on local public goods and

amenities including a neighborhood’s demographic composition. Then I describe how

I developed a novel panel data on seniors that track their exposure to EPA’s Superfund

sites over a 15 year period. Individual-level data on seniors provides information

about their demographic characteristics, if and when they are diagnosed with common

chronic conditions and their annual residential locations up to the zip+4 code. EPA’s

Superfund data provides information about the location of the site, date of listing to

be cleaned up, various stages of cleanup, and the end date of the process. I define

treatment and control areas as 2-mile and 2-4 mile radi around a Superfund site.3

218.8% seniors work in some part-time or full-time job.

3The methodology used to determine the research design is similar to Muehlenbachs et al. (2015).
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Panel data regressions comparing the migration of different racial and income

groups between treatment and control areas reveal the following. First, I find that

seniors living within 2 miles of a Superfund site are 5.1% more likely to move out

compared to seniors living within 2 to 4 miles of the site in response to the new

information identifying the existence of a Superfund site in the neighborhood. I find

similar effects when the neighborhood is informed that the site has been cleaned

up. I find that race plays an important factor in determining migration patterns.

White seniors are 7.1% more likely to move in response to the presence of Superfund

site compared to non-white seniors. I find similar effects of smaller magnitude post-

cleanup. Additionally, leveraging the geographically refined data, I find that higher-

income movers who move out of existing or cleaned up Superfund site neighborhoods

on an average move to neighborhoods with higher median household income, higher

median house value, and higher rates of owner-occupancy. On the contrary, lower-

income non-white seniors who move out of cleaned-up Superfund site neighborhoods

tend to move to neighborhoods characterized by lower median household income,

lower median house value, and higher rates of renter-occupancy. Focusing on how

pollution levels differ across an old and new location for movers, I find that white

seniors tend to move to neighborhoods with lower levels of pm2.5 and pm10 compared

to non-white seniors.

Overall, this paper advances the environmental justice literature in economics by

recovering the effect of information about the existence and cleanup of Superfund

sites on different racial and income groups within the US population of seniors. In

particular, this study contributes to the literature in several ways. First, I focus on

an understudied population in the environmental economics field, individuals aged 65

and above. Second, I provide evidence using individual-level data that allows me to

observe changes in neighborhood amenities that are experienced by movers. Lastly,
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unlike prior studies that have generally focused on a particular region, I incorporate

information on all US Superfund sites that were listed on the National Priority List

and cleaned up between 1999 and 2013.

1.2 Background

The Environmental Protection Agency’s Superfund Program, established in 1980,

is a federal program aimed to protect human health and the environment by man-

aging the cleanup of hazardous waste sites. It is also responsible for significant local

and national environmental emergencies. In the 1970s, the discovery of harmful toxic

waste sites such as the ‘Love Canal Emergency’ in New York, ‘Valley of Drums’ in

Kentucky and the impact it had on human health led to the Comprehensive Envi-

ronmental Response, Compensation and Liability Act (CERCLA) being passed. It

was responsible for mitigating environmental danger caused by the unregulated ex-

pansion of hazardous waste landfills in 1980. This later came to be known as the

Superfund Program. Around the same time, the ‘Environmental Justice Movement’

was born out of protests in Warren County, North Carolina, against the uneven dis-

tribution of environmental threats in disadvantaged and minority communities. EPA

defines Environmental Justice as the fair treatment and meaningful involvement of

all people regardless of race, color, national origin, or income, with respect to the

development, implementation, and enforcement of environmental laws, regulations,

and policies. The cleanup of hazardous waste sites is one way to address the aims of

the Environmental Justice movement.

The cleanup of Superfund sites is a prolonged process, involving four stages. The

first stage of cleanup is “proposal”. Primary inspection of the site is carried out

following the proposal. In order to make the cleanup process more trackable, in

1983, the EPA devised the National Priority List (NPL) based on a scoring system to
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determine the riskiness of each site for human health. The scoring system came to be

known as the Hazardous Ranking Score (HRS). Constrained by the available funding,

the first sites to get scheduled for cleanup had a cutoff HRS score of 28.5 and were

put on the NPL. The second stage is called the “listing”. The site is put on the NPL

if its HRS score is above a cutoff. The cutoff is flexible based on the funding available

at that moment. After the site is put on the NPL, the site undergoes construction

to clean it. “Construction completion” denotes the third and penultimate stage.

Thereafter, the site gets rid of the toxic waste and is available for productive use.

“Deletion” is the last stage where the site is removed from the NPL. The duration of

the entire process ranges between five to twenty years. Federal funding has been the

primary source of funding to clean up Superfund sites. Annual federal appropriations

have ranged between $ 1.1 to $ 2 billion over the years from 1999 to 2013. The

other sources of funds for the clean-up are the potentially responsible parties who

contributed to the existence of the hazardous waste site and the state in which the

site is located. The state is responsible to pay 10% of the cleanup cost if the site is

located within its boundaries.

The Superfund Program informs residents near a waste site about the various

stages of the process. Federal Register notices and local newspaper articles are the two

modes of communication with local residents. The Federal Register notice provides

information about the decisions on how to clean up the waste sites. It also informs

localities about the various stages of clean-up. Public comments on Federal Register

notices are encouraged within an allocated period after notice submission. For every

minor update, the EPA uses the Federal Register to notify the public. A copy of the

Federal Register is available at the local library or depository. Public Notices are also
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issued in local newspapers to inform people of the listing and deletion stages of the

clean-up process.4

1.3 Related Literature

This paper contributes to two branches of the environmental economics literature.

The first branch studies the effects of the Superfund program on economic outcomes.

The second branch focuses on environmental justice.

1.3.1 Superfund Program

The Superfund Program is an expensive federal program aimed at cleaning haz-

ardous waste sites. Economists have studied the effects of such cleanups on various

economic outcomes. Hazardous waste sites are infamous for dispersing harmful chem-

icals that worsen human health. One branch of literature focuses on how cleanup

affects the health of residents near the sites. Currie et al. (2011) finds that mothers

living within 2000 meters of a Superfund site have a 20-25% increase in congeni-

tal defect risk in their children. Additionally, children exposed to toxic waste while

gestating have substantially worse cognitive and behavioral outcomes than do their

unaffected siblings (Persico et al., 2020).

Another branch focuses on housing market outcomes. There is heterogeneity

across geographical locations in how cleanups affect local property values. For exam-

ple, deletion is associated with an increase in housing values relative to the proposal

in specific markets, such as northern New Jersey (Gamper-Rabindran and Timmins,

2011). Kiel and Williams (2007) finds another dimension of heterogeneity; larger sites

4For examples of public notices issued by the EPA in local newspapers refer to Section A.1 of the
Appendix. The notices declare dates of such actions taken by the EPA along with other information.
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in areas with fewer blue-collar workers are more likely to have a negative impact on

property values.

1.3.2 Environmental Justice

There are two broad hypotheses for what causes the correlation between race,

income, and environmental quality. The first hypothesis states that there is dis-

proportionate siting of waste sites in neighborhoods populated with poor minority

communities. The second hypothesis states that post-siting market dynamics cause

people who can afford a cleaner environment to move out and minorities to move

in. A considerable part of the literature has concentrated on the market dynam-

ics hypothesis. The data used in the literature has primarily been geographically

aggregated data.

One way to study nuisance-driven residential sorting is to observe whether signif-

icant demographic changes result after the siting of a hazardous waste site or other

disposal facilities (Oakes et al., 1996; Been and Gupta, 1997; Shaikh and Loomis,

1999; Pastor et al., 2001; Morello-Frosch et al., 2002). Improvement in environmental

quality in California is associated with increases in population, housing density, in-

come, and an increase in racial segregation (Banzhaf and McCormick, 2020; Banzhaf

and Walsh, 2008, 2013).

Although the studies using aggregate geographic data make an important con-

tribution to the literature, they fail to distinguish broader migration patterns from

nuisance-driven migration. Observing how the demographic composition changed

over some time (for example - a decade) does not differentiate nuisance-driven mi-

gration from other confounding factors resulting in migration within that period.

Crowder and Downey (2010) was the first study to use individual-level data in the

Environmental Justice literature that finds persistence in neighborhood choices of
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Black and Latino individuals close to pollution sources. People of color are more

likely to move into neighborhoods close to hazardous waste sites and are found to

bear disproportionate exposure to toxins (Depro et al., 2012, 2015).

Against this background, my paper contributes to the literature in the following

ways. First, I focus on an understudied population, individuals aged 65 and above.

Seniors form 15% of the US population and are known to have increased vulnerability

to pollution exposures due to their advanced ages and morbidities (Deryugina et al.,

2019; Bishop et al., 2018). Second, this paper makes an important contribution to

the environmental justice literature by providing evidence based on individual-level

data spanning over fifteen years. The administrative Medicare data from the US

Centers for Medicare and Medicaid Services (CMS) tracks seniors each year including

their location choices up to zip+4 level. Third, I am able to leverage the geographic

resolution and panel structure of the CMS dataset to observe the new neighborhood

choices of seniors who move out of neighborhoods hosting Superfund sites and what

those choices imply for changes in neighborhood amenities. Lastly, this is a national

study, incorporating the universe of Superfund sites that were listed on the NPL and

cleaned up between 1999 and 2013.

1.4 Theoretical Framework

In this section, I adapt the model from Banzhaf and Walsh (2008) in order to

provide a model of residential sorting. The model depicts agents who decide on a

residential location based on its environmental quality and demographic composi-

tion. This allows me to derive testable implications of Superfund site discoveries and

cleanups on sorting behavior.
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1.4.1 Setup

Consider a model of two communities, each with an identical and fixed housing

stock of measure 0.5. The price of housing in a community j is P j. The population

is composed of two types of individuals, r ∈ {b, w}. Type b is the minority, which is

of measure β < 0.5 and type w of measure 1− β. In the context of the paper, type-b

residents are regarded as people of color while type-w individuals are white residents.

There is heterogeneity in income, Y within each type r which is given by the

continuous distribution function Fr(Y ). I make two assumptions about the income

distribution, shown in equations (1) and (2).

1. Fw(Y ) ≤ Fb(Y ) ∀ Y

This implies that the income distribution of type-w population first-order stochas-

tically dominates the income distribution of the type-b population. On average,

richer individuals are likely to locate in the community with the better public

good.

2. Y l
b = Y l

w < F−1
w [0.5(1−2β)

1−β ] < Y h
b ≤ Y h

w

This technical condition restricts the difference in income distribution between

the two groups. Y l
r and Y h

r are the lower and upper bounds of the income

distribution of type-r individuals respectively. There is some positive measure

of each group that falls in the top half of the pooled income distribution. This

condition ensures that the sorting of both types of individuals is not solely

due to income differences. F−1
w [0.5(1−2β)

1−β ] is the boundary income of the type-

w individuals when community 1 is valued more than community 2 and is

only occupied by type-w individuals.5 Given that in this extreme case, the

5Putting s1w = 1 in the first equation of (1.9), the boundary income is obtained.
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upper bound of the type-b income distribution is higher than the boundary

income of type-w individuals, it does not restrict sorting only based on income

stratification but allows for more channels through which the sorting across the

two communities could work.

Each individual has a demand for a unit of housing in each of the communities

and has preferences over a numeraire good, x. Each community is characterized by

an exogenous public good, gj and endogenous demographic characteristics, sjr. s
j
r is

the share of type-r individuals in community j. The exogenous public good, gj is the

environmental quality of community j.

The utility function of a type-r individual, located in community j is given by:

U j
r = U [x, V j

r ]

= U [Y − Pj, V (gj, D(sjr))] (1.1)

The function U(.) is continuous and increasing at a decreasing rate in both ar-

guments. V (.) is increasing in both arguments. However, it is non-monotonic in sjr,

implying that complete segregation (sjr = 1) does not yield the highest utility for

type-r individual in location j.

Within each type-r, there is ordering of community pairs (P1, V
1
r ), (P2, V

2
r ) such

that higher value of V j
r implies higher value of Pj. This, in turn, ensures stratification

by income within each type.6 Because people can be continuously stratified with

respect to income and there are two communities, some individuals of each type are

indifferent between the two communities. The indifference condition between the

two communities for each type provides a “boundary” income for that type. The

6A proof of this statement can be found in Epple and Sieg (1999).
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boundary indifference incomes of the two groups of people are given by Ȳw and Ȳb.

Assume that the price of housing in community 1, P 1 = 0. This normalization

helps in solving the model and finding the willingness to pay to live in community

2. Since the communities differ in their environmental quality and the demographic

composition of the two types of people, the willingness to pay to live in community

2 might differ between the two types of people. This implies that the willingness to

pay for type-b might be greater than type-w and vice-versa. The type-r which has a

higher willingness to pay in community 2 sets the price of housing in community 2

and is denoted by BidȲr .

1.4.2 Equilibrium

An equilibrium is defined as an allocation of individuals across the two communi-

ties and a price level in community 2 such that no one wants to re-sort. In such an

equilibrium, the following conditions have to hold:

1. Boundary Indifference: Since stratification exists within each group of indi-

viduals, the boundary income condition for the two types are:

Uw(Ȳw, V (g1, D(s1
w))) = Uw(Ȳw −BidȲw , V (g2, D(s2

w))) (1.2)

Ub(Ȳb, V (g1, D(s1
b))) = Ub(Ȳb −BidȲb , V (g2, D(s2

b))) (1.3)

2. Housing Market Clearance: The measure of individuals choosing each com-

munity must be 0.5 as each community is characterized by a fixed stock of

measure 0.5.
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3. Demographic Composition: Since there is a fixed identical stock of housing

in both locations, feasibility requires that the sorting of individuals across the

two communities is determined as follows:

s1
w = ν(S1

w)/0.5 (1.4)

s1
b = ν(S1

b )/0.5 = 1− s1
w (1.5)

s2
w = ν(S2

w)/0.5 = 2(1− β)− s1
w (1.6)

s2
b = ν(S2

b )/0.5 = 1− s2
w = s1

w + 2β − 1 (1.7)

where ν(Sjr) is the measure of individuals of type r in total population choosing

community j. Notice that demographic compositions can be expressed in terms

of the proportion of type w individuals living in community 1 i.e. s1
w

7.

1.4.3 Characterizing Equilibrium Sorting Behavior

Individuals sort into the two communities given their incomes and the relative

rankings of the two communities (computed using V j for all j). After people sort

themselves into two communities, one can find the share of the white individuals in

community 1, s1
w (or analogously any other racial group in either neighborhood) and

subsequently all the racial composition of both communities following equations (1.5),

7Measure of type-w in total population is 1−β. This implies s1w +s2w = ν(S1
w)/0.5+ν(S2

w)/0.5 =
2(ν(S1

w) + ν(S2
w)) = 2(1− β), as ν(S1

w) is the measure of type-w individuals in the total population
locating in community 1.
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(1.6) and (1.7). Given the value of exogenous environmental quality, the composition

of type-w individuals in community 1, V j
r can be easily computed for each type-

location combination. Therefore, given the income distributions, boundary income of

each type can be expressed as a function of s1
w.

Ȳb =


F−1
b [0.5∗(s1w+2β−1)

β
], if V 1

b > V 2
b .

F−1
b [0.5∗(1−s1w)

β
], if V 2

b > V 1
b .

(1.8)

Ȳw =


F−1
w [0.5(2−2∗β−s1w)

1−β ], if V 1
w > V 2

w .

F−1
w [0.5∗s1w

1−β ], if V 2
w > V 1

w .

(1.9)

Thus any sort of re-sorting results in a change in the value of s1
w, thereby causing

the boundary incomes to change.

BidȲr determines the willingness to pay to reside in community 2 of type-r bound-

ary individuals. Recall that the BidȲr can be expressed as a function of the endoge-

nous variable s1
w (refer to equation (1.2) and (1.3)).

BidȲr = Bid(s1
w, g1, g2) (1.10)

For every pair of values of (g1, g2), there is a one-to-one mapping from s1
w onto

each BidȲr . Thus, any change in the either value of (g1, g2) causes the people to

re-sort as they change the ‘bid’ function as well as s1
w.

1.4.4 Implications of New Information about Environmental Quality

Consider two communities with the same level of environmental quality i.e. g1 =

g2. For the purpose of exposition, assume (s1
w, s

2
w) = (0.8, 0.2). Given that individuals

have preferences for their own demographic group, this implies that type-w individuals
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value community 1 more than community 2 and the opposite is true for the type-b

individuals. Thus, the type-w individuals are ready to pay less to live in community

2 compared to type-b individuals. This implies BidȲw < BidȲb . BidȲb sets the price

of housing in community 2 i.e. P2.

Now suppose that one of the communities experiences an information shock about

the environmental quality of the neighborhood. Individuals are informed about the

improvement of the environmental quality of community 2 i.e g1 < g2. Neighborhoods

differ in two aspects: environmental quality, and the share of each demographic group

residing in each neighborhood. The valuation of each community by each type of in-

dividual depends on the environmental quality and composition of the demographic

groups of the neighborhood. Thus, the difference in environmental quality causes

individuals to change their valuation of the neighborhood. Recall that the ‘bid func-

tion’ depends on the environmental quality and demographic composition. Since the

type-w individuals are on average richer than type-b individuals, the type-w indi-

viduals are ready to pay more for the better quality neighborhood. Thus, type-w

individuals sort themselves into neighborhood 2, causing the type-b individuals to

leave, thereby changing the demographics of the communities each time an individ-

ual leaves or arrives at a location. This continues until a new equilibrium is reached.

Therefore, conditional on which racial and income groups leave and arrive in a com-

munity, it is possible to comment on which direction the demographic composition of

the neighborhood would change.

The following hypotheses are tested in the data:

1. Given two neighborhoods, one that is informed about the degradation of the

environmental quality and another that does not perceive any change in en-

vironmental quality, the individuals that leave the bad environmental quality
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neighborhood are likely to be of type-w and those that move in are likely to be

of type-b.

2. Given two neighborhoods, one that is informed about the improvement of the

environmental quality and another that does not perceive any change in environ-

mental quality, the individuals that leave the improved environmental quality

neighborhood is likely to be of type-b and those that move into those neighbor-

hoods are likely to be of type-w.

The next section describes the sources of the data that were used, followed by the

identification strategy and basic summary statistics.

1.5 Data & Descriptive Statistics

1.5.1 Data

I use three main sources of data. The first one is the individual-level, administra-

tive, and survey data from the Centers for Medicare and Medicaid Services (CMS).

The second one is information on nationwide Superfund sites from the Environmental

Protection Agency (EPA). Lastly, American Community Survey (ACS) provides the

data on neighborhood characteristics.

Individual Data

The Centers for Medicare and Medicaid Services (CMS) records administrative

data containing information about millions of individuals’ address histories, medical

claims, and demographics. This study focuses on a random sample of 735,647 Medi-

care beneficiaries. These data describe individuals aged 65 and above for the years

1999 through 2013. Any demise within that duration is recorded.
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Each individual has a unique beneficiary ID. The dataset also records information

on one’s race, birth year, gender, medical history, and geographic location. I group

values of ‘race’ into two broad categories: whites, taking the value 1 and non-whites,

value 0.8 Non-white individuals are considered minorities. The medical history of

individuals in the dataset includes the name of the chronic condition and the date

of the first diagnosis after that individual started receiving Medicare benefits (which

typically happens at age 65). Additionally, it not only records an individual’s location

up to the zip+4 code but tracks the individual’s location over the span of fifteen

years. I use geolytics dataset to map the zip+4 into latitude-longitude coordinates.

One limitation of the dataset was the absence of individual income. However, I use

Medicaid eligibility as a binary measure of whether a person’s income fell below the

eligibility threshold.9

Superfund Data

The Environmental Protection Agency (EPA) provides information about haz-

ardous waste sites across the country. Any landfill that had been recognized by the

EPA as a Superfund site since the 1980s is recorded on the website. The data reports

the day on which the site was proposed for clean-up, the day it was put on the Na-

tional Priority List (NPL) for cleanup, and also the day it was removed from the NPL

after the cleanup. Each site is identified by a unique ID. For every ID, there is a de-

8The values that the variable ‘race’ takes follow the Research Triangle Institute’s convention on
coding. The algorithm classifies the race of an individual into 7 categories; 0: Unknown, 1: Non-
Hispanic White, 2: Black (African-American), 3: Others, 4: Asian/Pacific Islander, 5: Hispanic,
and 6: American Indian/Alaska Native.

9Medicaid services are provided to individuals who fall below a cutoff income threshold and people
with disabilities (might be under the age of 65). The benefits received by dual-eligible individuals
vary across various income groups. The income groups are decided based on the federal poverty
level. The Medicaid webpage provides more information on the dual eligibility criteria. I leverage
the information about individual eligibility for Medicaid services from 1999 to 2013 which is available
in the CMS dataset.
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tailed geographic location. The location data shows the associated latitude-longitude

coordinates for every site.10

Neighborhood data

The Census Bureau publishes American Community Survey (ACS) Block Group

data. The Block Group data for the year 2012 contains block group aggregates indi-

cating the characteristics of each block group. The characteristics include household

income, house value, percentage of owner-occupied and renter-occupied properties,

gross rent, percentage of seniors, percentage of different racial groups. This dataset

is instrumental in understanding the characteristics of neighborhoods hosting listed

Superfund sites, cleaned up Superfund sites as well as the neighborhoods of movers

from Superfund neighborhoods.

1.5.2 Research Design

I identify treatment and control groups based on prior literature. Prior studies

exploring the effects of Superfund clean-up on property values have restricted their

treatment group up to 3 miles from the Superfund site (Greenstone and Gallagher

(2008), Gamper-Rabindran and Timmins (2011)). However, I identify the treatment

group following the procedure used in Muehlenbachs et al. (2015). The procedure

helps to identify the distance threshold within which residents respond to the infor-

10Figure A.3 and A.4 in Appendix Section A.2 shows the locational distribution of the sites listed
on and deleted from the NPL between 1999 and 2013 respectively. The listed and deleted sites
over the fifteen years (1999-2013) are mostly concentrated in the northeast region of the country,
showing the uneven spatial distribution of the Superfund sites across the country. Figure A5 shows
the number of sites that were listed and deleted between the years 1999 and 2013 in Appendix
Section A.2. The prolonged cleanup process, taking five to twenty years coupled with the limited
fund for clean up accounts for the temporal variation of the listed and deleted sites.
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mation about listed Superfund sites and deleted Superfund sites. In this context, I

am interested in particular in the migration response of residents.11

Figure 1.1: Effect of the Distance from Superfund Sites on the Probability to Move

Pre-listing of Sites Post-listing of Sites

Regression controls for county times year fixed effects, block group, and individual characteristics. The dependent
variable is a binary variable denoting whether individual moves or not. The coefficient on the distance dummy and
their confidence intervals are plotted in the figure.

The information about the listing of Superfund sites in a vicinity affects residents’

migration decisions. In Figure 1.1, I find that the probability to move is insignificant

within the 2 miles from a Superfund site before the listing takes place. However, the

listing of the Superfund site affects the migration decision of residents within 2 miles

of the site. Based on this analysis, I assign individuals living within 2 miles of a site

as being in the treatment group and those within 2-4 miles of a site as being in the

control group.12

11Appendix section A.2 explains the procedure to determine the distance threshold, econometric
specification, and the results.

12For similar analysis with respect to deleted Superfund sites, please refer to Appendix Section
A.2
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Figure 1.2: Assignment of Treatment and Control Groups

For the figure on the left, the inner 2 miles is the treatment area and the outer two miles is the control area. For the
figure on the right, due to proximity of two Superfund sites, the double treated area is discarded.

The treatment and control areas form a donut-shaped structure as depicted in

Figure 1.2. In general, residents located within 2 miles of a Superfund site are assigned

treatment and those located within 2 to 4 miles are assigned control. However, in

certain parts of the country, such as the northeast, some sites are located close to one

another. In such cases, I discard areas that are within 2 miles of multiple sites.

1.5.3 Summary Statistics

Neighborhood Demographics

In this section, neighbourhood characteristics are tabulated for the control and

treated neighbourhood for the deleted and listed sites.13 In the study period i.e. 1999

to 2013, there were 310 sites scheduled for a clean-up and hence listed on the National

Priority List (NPL); and there were 190 sites that were cleaned up and consequently

deleted from the NPL. However, the number of sites used in this study consisted of

294 listed and 184 deleted sites. The other 22 sites were not used in my analysis

13The ‘deleted’ sites refer to those sites that were cleaned up and hence deleted from the NPL
whereas the ‘listed’ sites mean that these sites are listed on the NPL for cleaning up.
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because none of the seniors in the CMS dataset could be traced within the 6-mile

radius of the dropped sites.

Table 1.1: Neighborhood Demographics of Deleted and Listed Sites

Listed Sites Deleted Sites
Neighborhood Treatment Control Treatment Control
Characteristics 0-2 miles 2-4 miles 0-2 miles 2-4 miles
# Sites 294 184
% over 65 0.15 0.15 0.16 0.18
% White 0.60 0.53 0.61 0.66
Median Household Income (in 2012 $) 60,558 62,771 63,186 72,312
Median House Value (in 2012 $) 277,368 323,578 284,575 336,365
% Renter Occupied 0.35 0.38 0.34 0.31
% Owner Occupied 0.56 0.53 0.57 0.60
Gross Rent (Median) 1024 1111 1079 1162
Year Built 1961 1959 1963 1962

The treatment area for the deleted sites consists of the 2-mile radius around the sites
whereas the control area is the 2-4 mile radius surrounding them. The values are aver-
aged over all the sites deleted between 1999 and 2013. Similarly, the values for the listed
sites could be interpreted.

Table 1.1 displays the average values of the neighborhood characteristics for the

treatment and control groups for all deleted and listed sites between 1999 and 2013

using the ACS block group data for 2012. The key assumption is that the block

group characteristics do not vary considerably over the years. The year 2012 block

group characteristics are used as an approximation for the other years in the study.

For example, the numbers in the first column report averages of block group char-

acteristics that were within the 2-mile radius of all relevant sites that were listed on

the NPL between the years 1999 and 2013. The second column reports the same for

the control group (2-4 mile radius) of all sites listed on NPL. Similarly, the next two

columns contain the treatment and the control neighborhood characteristics for all

the deleted sites.
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The table serves two main purposes. First, it demonstrates the difference between

the neighborhoods that host a listed Superfund site and the one that hosts a deleted

Superfund site. The percentage of white individuals, as well as the percentage of se-

niors, are higher in the block groups that have a cleaned-up site compared to the block

groups that would undergo the clean-up of a site in the subsequent years. The median

household income and median house value are higher in the cleaned-up neighborhood

compared to the one that is scheduled for clean-up. Neighborhoods experiencing im-

provement in environmental conditions have a higher proportion of owner-occupied

properties compared to renter-occupied; the gross rents are also higher. Thus, these

trends motivate the idea that Superfund clean-up tends to increase the value of the

housing (Gamper-Rabindran and Timmins (2011)) and this could drive out individ-

uals who are not able to afford housing in those areas. A similar argument could be

proposed for the listed sites’ neighborhoods. As neighborhoods are declared to host

a Superfund site, the housing becomes attractive to some demographic groups that

move into these areas.

Secondly, it establishes the difference between the treatment and control groups

for both listed and deleted sites. Observe that the treatment and control areas have

differences in the neighborhood characteristics. The percentage of seniors living in

the control area is the same or higher compared to the treatment area. For listed

sites, the percentage of white individuals is higher in the treatment area compared

to the control. I find the opposite is true for deleted sites. Household income, house

value, gross rent are higher in the control area compared to the treated areas for

neighborhoods hosting both listed and deleted sites. In neighborhoods with listed

sites, the percentage of renter occupied properties are higher in the control compared

to the treatment whereas, in the case of neighborhoods with deleted sites, I find a

higher share of renter occupied properties in the treatment area.
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Characteristics of Residents

Table 1.2 tabulates the characteristics of seniors living near listed and deleted

Superfund sites. I compare their characteristics to the national average. This allows

me to understand how the residents near Superfund sites differ from the average

senior.

Table 1.2: Charactertistics of Residents near Listed and Deleted Superfund Sites

Listed Sites Deleted Sites
National Average0-2 miles 2-4 miles 0-2 miles 2-4 miles

Treatment Control Treatment Control
Demographics
% Whites 76.0 72.7 78.0 82.0 83.0
% Low Income 20.0 20.0 19.0 16.4 16.0
% Male 40.0 40.0 40.0 40.0 42.0
% Move 4.3 4.3 4.3 4.3 4.0
Mean Age 77.0 77.0 77.0 77.0 76.0
Common Diseases
Cancer 14.2 15.6 15.2 15.4 12.0
COPD 19.6 19.6 22.3 20.0 18.0
Asthma 7.0 8.0 7.0 8.0 6.0
Chronic Kidney Disease 13.7 13.7 13.9 12.9 10.0
Dementia 13.5 13.9 14.3 13.9 12.0
# Obs 69,280 197,355 43,818 116,462 59,300,000
# Sites 294 184 -

There are more white seniors living within 2 miles of a listed Superfund site

compared to between 2 to 4 miles of the site. However, once the sites are cleaned up,

I find more white seniors to be living in the control area compared to the treatment

area. One of the factors could be that the migration decision after the information

about listing or deletion of Superfund site may take more than a year. I find low-

income households to be living within 2 miles to deleted Superfund sites compared to

between 2 to 4 miles of the site. I notice no difference in the percentage of low-income

seniors between the treatment and control areas of listed Superfund site. About 40%

of the seniors are males, consistent with lower mortality among females. The average
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age in the study sample is 77 years. Comparing these statistics to the national

average, I find that more non-white, low-income seniors are located near Superfund

sites compared to the national average. Additionally, I find that the probability to

move is higher among seniors near these sites.

Since this is an aging population, certain common diseases are prevalent. About

14-15% of the seniors are affected by cancer, compared to 12% for an average senior

in the country. Chronic Obstructive Pulmonary Disease (COPD) rate is at least the

same or higher for seniors in the treatment area compared to the control areas for listed

and deleted Superfund sites which are higher than the national average. Asthma,

Chronic Kidney Disease, and Dementia are higher among seniors within 4 miles of

a listed or deleted Superfund site, compared to the national average. Therefore, on

average, I find that seniors living near Superfund sites have higher occurrences of

chronic conditions compared to the national average.

1.6 Empirical Framework and Results

1.6.1 Effect of Listing and Deletion of Superfund Sites on Migration

In this section, I lay out the empirical specification I use to test the probabil-

ity of migration of different racial and income groups residing in close proximity to

Superfund sites. I follow up with the results.

mijt = αj + δt + β0 + β1wijt + β2Iijt + β3trtijt + β4wijt × Iijt (1.11)

+β5wijt × trtijt + β6Iijt × trtijt + β7wijt × Iijt × trtijt + β8Rijt + εijt

In specification (1.11), the dependent variable, mijt is a binary indicator variable

that takes value 1 if individual i located in county j in year t moves out, zero other-
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wise. wijt is the indicator variable which is equal to 1 if the individual is white, zero

otherwise. Iijt is the indicator variable denoting whether an individual i located in

county j in year t is Medicaid eligible. trtijt is the treatment variable taking value

1 if the resident is located within 2 miles of a Superfund site, zero if located within

2 to 4 miles of the site. Rijt controls for the presence of chronic conditions such as

COPD, Asthma, Dementia, etc. To take into account spatial and temporal variation

that may affect migration decisions, I include county (αj) and year (δt) fixed effects.

From the above specification, I am primarily interested in the effect of treatment

on the migration probability which is given by the following expression.

∆P (m)

∆trt
= β3 + β5w̄ + β6Ī + β7w̄ × Ī (1.12)

Apart from the quantification of treatment effect, the other interesting exercise

is to understand how the treatment effect varies across different income and racial

groups.

A. Income Differential:

∆P (m)

∆trt
|I=0 −

∆P (m)

∆trt
|I=1 =


−β6 − β7w̄, if w = avg(w)

−β6, if w = 0

−β6 − β7, if w = 1
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B. Race Differential:

∆P (m)

∆grp
|w=1 −

∆P (m)

∆grp
|w=0 =


β5 + β7Ī , if I = avg(I)

β5, if I = 0

β5 + β7, if I = 1

In part (A), I first provide the expression for the treatment effect on different

income groups, which I further categorize for the average population, white and non-

white seniors. In part (B), I perform a similar exercise to part (A), I find the difference

in treatment effect across white and non-white seniors. I further quantify the differ-

ence in treatment across racial groups based on different income levels.

Table 1.3: Effect of Listing and Deleting Superfund Sites on Probability to Move

Listing Deletion
Effect of treatment 0.005** 0.006**

(0.002) (0.003)
Income Differential in Treatment 0.005 0.003

(0.007) (0.008)
non-white -0.001 -0.004

(0.007) (0.012)
white 0.006 0.005

(0.009) (0.01)
Race Differential in Treatment 0.007** 0.004***

(0.003) (0.001)
high-income 0.012*** 0.006

(0.004) (0.008)
low-income 0.006 0.003

(0.005) (0.013)
mean dep var 0.098 0.076

(0.298) (0.265)
R2 0.16 0.18
# obs 266,635 160,280
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Table 1.3 summarizes the results for listed and deleted Superfund sites. I find that

the probability to move out increases upon receiving the information about listing or

deleting a site for the residents within 2 miles of a site compared to within 2 to 4 miles

of the site. In particular, the information about the listing of a site causes residents

within 2 miles of the site to move out with a probability of 0.005 more compared to

residents within 2 to 4 miles. This 0.005 increase in probability to move is equivalent

to 5.1% increase in the probability to move. In the case of deleted site, the probability

to move out for the treated individuals is 0.006 higher compared to individuals in the

control area.

Additionally, the second panel of Table 1.3 quantifies the difference in treatment

effects across individuals of different income groups. I do not find any significant

different in the treatment effect for both listed and deleted Superfund sites. In the

last panel, I quantify the difference in treatment for individuals of different racial

groups. I find that white seniors respond to the information about listing or deletion of

Superfund site with a higher probability to move out compared to non-white seniors.

In particular, I find the effect of information about listing causes white individuals

to move out with a 0.007 higher probability than non-white individuals. In the case

of deleted Superfund sites, I find the same qualitative effect but the difference in the

probability to move out between white and non-white seniors is 0.004.

A Superfund site newly listed on the NPL is a signal for the residents nearby

to view the neighborhood to be of lower environmental quality. This information

leads to a higher probability of white higher-income seniors moving out compared to

non-white lower-income seniors. This is observable in Table 1.3. On the contrary,

the information about a Superfund site being deleted from the NPL is a signal for

the residents nearby to view the neighborhood to be of higher environmental quality.

This could also lead to an increase in property values. While the conceptual model
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would lead me to expect low-income, non-white seniors to have a higher probability of

moving out of these neighborhoods. I find the opposite effect. This could potentially

be related to the fact that while the conceptual model abstracts from transition

dynamics between equilibria the gentrification of neighborhoods that host hazardous

waste sites takes considerable time, partly because of the stigma associated with these

poor environmental quality neighborhoods.

1.6.2 New Neighborhood Characteristics of Movers

My findings thus far are consistent with prior evidence that the discovery of haz-

ardous waste sites tends to cause higher-income white people to move out and be

replaced by minorities (Been and Gupta, 1997). However, there is little knowledge

about where the movers from the Superfund site neighborhood move to. In this sec-

tion, I analyze the new neighborhood choices made by different demographic groups.

In the CMS data, the implications of neighborhood choices that each demographic

group makes are observable by comparing the new and old neighborhood character-

istics of the movers. Table 1.4 summarizes the key statistics. Across all income and

racial groups, movers on an average move into neighborhoods with a higher fraction

of seniors of their own race. Low-income individuals move into neighborhoods with

lower median household income and lower house value, irrespective of their race. Low-

income white seniors move to neighborhoods with higher fractions of owner-occupied

properties and higher gross rent compared to low-income non-white seniors. High-

income white seniors move into neighborhoods with higher median household income,

higher house value, more owner-occupied properties, and higher rents compared to

their old neighborhood. I find the same pattern for high-income non-whites, except

they move to neighborhoods with lower median household income and a higher share

of renter-occupied properties.
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Table 1.4: Neighborhood Characteristics of Movers out of Listed Superfund Sites

Neighborhood Listed Low-Income High-Income
Characteristics Sites White Non-white White Non-white
# Movers - 176 164 733 119
# Block Groups 64 68 250 48
% Whites 0.60 0.73 0.29 0.76 0.44
% Over 65 yrs 0.15 0.20 0.15 0.23 0.17
Median Household Income 60,558 59,454 49,544 71,145 59,304
Median House Value 277,368 256,418 272,759 326,975 284,465
% Renter Occupied 0.35 0.29 0.46 0.25 0.39
% Owner Occupied 0.56 0.58 0.42 0.63 0.50
Median Gross Rent 1024 1044 996 1170 1122
Year Built 1961 1971 1964 1975 1968

I do the same exercise for deleted Superfund sites in Table 1.5. The table illus-

trates a few facts relating to the dynamics of neighborhood characteristics to inves-

tigate assortative matching. Firstly, irrespective of race and income, seniors that

move out of neighborhoods with cleaned-up Superfund sites, on average, move to

neighborhoods where more seniors of their race reside. Secondly, the high-income

individuals, irrespective of their race move on average to a neighborhood that is

characterized by higher median household income, higher median house value, and a

higher fraction of owner-occupied properties. Low-income individuals move to neigh-

borhoods with lower median household income and house value, irrespective of their

race. Low-income white seniors move to neighborhoods with more owner-occupied

properties where low-income non-white seniors move to neighborhoods with more

renter-occupied properties. Lastly, the gross rent is higher in the new neighborhood

for the low-income white movers and is lower for low-income non-white movers.

In summary, the neighborhood choices of movers from neighborhoods with deleted

or listed site imply that, on average, high-income individuals, irrespective of their
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Table 1.5: Neighborhood Characteristics of Movers out of Deleted Superfund Sites

Neighborhood Deleted Low-Income High-Income
Characteristics Sites White Non-white White Non-white
# Movers - 97 70 476 60
# Block Groups - 39 31 169 16
% Whites 0.61 0.68 0.32 0.75 0.58
% Over 65 yrs 0.16 0.16 0.14 0.19 0.16
Median Household Income 63,186 64,945 47,183 73,166 83,042
Median House Value 284,575 250,918 199,628 320,133 360,550
% Renter Occupied 0.34 0.27 0.43 0.25 0.27
% Owner Occupied 0.57 0.66 0.48 0.64 0.63
Median Gross Rent 1079 991 1035 1225 1486
Year Built 1963 1970 1966 1972 1976

race, move into neighborhoods characterized by higher median household income,

higher median house values, and higher rates of owner-occupied housing. However,

the low-income non-whites moving out of listed and deleted sites neighborhood tend to

move into worse neighborhoods if we use income and house values as proxy measures

for neighborhood quality.

1.6.3 Pollution Levels Across Old and New Locations

One possible way to understand how the Superfund Program addresses the goals

of the Environmental Justice movement is to measure the changes in pollution expe-

rienced by movers. In this section, I focus on two common air pollution measures:

pm2.5 and pm10. Fine particulates smaller than 2.5 microns in diameter (pm2.5)

and coarser particulates smaller than 10 microns in diameter (pm10) are well-known

to be a health risk for seniors (Bishop et al., 2018). With this in mind, I use the

following specification to estimate movers’ changes in exposure to pollution between

their old and new locations.
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∆pijkt = β0 + β1wijkt + β2Iijkt + β3wijkt × Iijkt +Rijktβ4 + εijkt (1.13)

The dependent variable is the difference in pollution levels (pm2.5 and pm10)

measured in µg/m3 between old zip+4 j and new zip+4 k of emigrant i moving in

year t. The rest of the variables are the same as in specification (1.11). I calculate

the average effect of one’s race and income on the difference in the pollution levels

experienced by them.

Table 1.6: Effect of Race and Income on Difference in Pollution Levels

∆pm2.5 ∆pm10

Listing Deletion Listing Deletion

white -0.105 -0.41*** -0.325* -0.52*

(0.107) (0.098) (0.199) (0.320)

low-income 0.12 0.068 0.13 0.218

(0.092) (0.087) (0.127) (0.244)

mean dep var -0.21 -0.13 -0.38 -0.45

(1.51) (1.73) (3.91) (4.38)

R2 0.03 0.04 0.01 0.02

# obs 6559 2811 6559 2811

Table 1.6 summarizes the results. I track the difference in pollution levels for

seniors who move after the listing and deletion of Superfund sites. I find that white

emigrants tend to move to cleaner neighborhoods compared to non-white emigrants.

For example, white emigrants that move out of deleted Superfund site neighborhood

tend to move to places that have lower levels of pm2.5 and pm10 compared to non-

white seniors. The -0.41 ug/m3 relative reduction in pm2.5 experienced by white
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movers is equivalent to a 3.4% reduction relative to the levels in their initial neigh-

borhoods. I find similar qualitative results for seniors moving out of neighborhoods

hosting listed Superfund sites with respect to pm10. I find that income of seniors

does not play a significant role in how the level of pollutants differs across racial and

income groups. These results suggest that the residential sorting could undermine

the effects of hazardous waste site cleanup by nudging non-whites to move to more

polluted neighborhoods.

1.7 Conclusion

This article investigated Tiebout (1956) hypothesis of voting with one’s feet in

the context of Superfund Clean up. Different demographic groups are found to react

differently at various stages of the cleanup process. Individual migration decisions

of seniors living within a 2-mile radius of Superfund sites listed on or deleted from

the NPL between 1999 and 2013 are compared to migration patterns of individuals

residing within a 2 to 4 miles radius of the site. I find seniors living near Superfund

sites have a 0.5 percentage point higher probability to move out compared to seniors

living farther away. Further, I find that white seniors respond to the existence and

clean-up of Superfund sites by exiting such neighborhoods at a higher rate compared

to non-white seniors.

In addition, I find that higher-income movers moving out of existing or cleaned

up Superfund site neighborhoods tend to move to neighborhoods with higher median

household income, higher median house value, and higher owner-occupied properties.

In contrast, lower-income, non-white seniors moving out of cleaned-up Superfund

site neighborhoods move to neighborhoods characterized by lower median household

income, median house value, and higher renter-occupied properties. Focusing on

how the new location choices differ in the pollution levels, I find that white seniors
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tend to move to neighborhoods with lower levels of pm2.5 and pm10 compared to non-

white seniors. These findings reinforce prior conclusions from the economics literature

that race-based and income-based sorting patterns can work against the US EPA’s

Environmental Justice objectives.
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Chapter 2

DROUGHT SHOCKS AND HOUSEHOLD OCCUPATION CHOICES

2.1 Introduction

Developing countries primarily engaging in agricultural activities form one of the

most vulnerable groups in the face of climate change. More than 50% of the In-

dian workforce is employed in agriculture, contributing to 17-18% of the total GDP

(World Bank, 2015). In India, climate change manifested as drought is likely to

be more frequent and severe in the future (Bisht et al., 2019). Droughts are detri-

mental to agriculture. In recent times, bad harvest, farmers suicide, and protests

are rampant in India (Carleton, 2017). However, 60% of agricultural land remains

rainfall-dependent. In this context, it is important to understand the extent of vulner-

ability of rural households engaging in agriculture and the degree to which behavioral

responses by them could help moderate the consequences of weather. One important

margin is to what degree rural households can diversify their occupational choices

to manage the consequences of weather changes. In this paper, I study particularly

the effect of drought on household occupational diversification from agriculture, con-

sumption risk associated with droughts, and the potential mechanisms underlying

such diversification.

The goal of this paper is to recover the effect of drought on household labor allo-

cation, to understand how household consumption levels are affected, and to explore

potential mechanisms that could modify the impact of drought on household occu-

pation choices in rural India. In particular, the mechanisms that are considered are

possession of non-agricultural skills among household members, switching costs in-
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volving ownership of farmland and farm equipment, the difference in sectoral wages,

and risk-sharing among household members. Firstly, household members with a cer-

tain level of education may be better equipped to find a job in the non-agriculture

sector. Secondly, landowning households that invest in farm equipment could face

some switching costs regarding labor allocation choices. Thirdly, the difference in

sectoral wages is a reason why workers may be attracted to the non-agriculture sector.

Lastly, economists have studied how rural households engage in risk-sharing activi-

ties informally (Rosenzweig and Stark, 1989; Udry, 1994; Morten, 2019). I consider

the possibility that households may diversify occupations to engage in risk-sharing

within the household. Apart from exploring these mechanisms, I also quantity the

effect drought has on household consumption. This helps me to understand how

drought affects household well-being.

I combine high-resolution climate data with a highly detailed survey of households,

spanning almost twenty years. Panel regressions with household and year fixed effects

show that households reduce their share of agricultural jobs by 2.9%. Households

where the members possess primary education exit agriculture at a higher rate in

response to drought. Landowning households increase their share of agricultural jobs

by 3.14%. This result follows from the fact that there are cultural norms involving

land ownership that hinder households to move easily from the agriculture sector

(Fernando, 2020). I find that hindu landowning households where these cultural

norms prevail tend to allocate more labor to agriculture in response to drought. I

do not find any significant changes in sectoral wages in response to drought. I also

find no evidence in terms of consumption changes in households where members have

diversified from agriculture. Studies have found substantial misreporting of income

data in developing countries (Ravallion, 2003). Consumption is a better measure

to understand how the welfare of these rural households is affected. I find that
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consumption reduces by 7.3% following a drought over the non-monsoon term last

year.

Additionally, I conduct a series of robustness checks to address identification con-

cerns. One important issue is attrition bias. I check whether migration is correlated

with drought occurrence and find that it is not. Splitting of households is common

and is considered non-random (Foster and Rosenzweig, 2002; Thomas et al., 2012).

I consider split households as a single unit. I find they show the same qualitative

response to drought. Adding region times year fixed effects to address diverse labor

markets does not alter the effect of drought on labor allocation. Lack of irrigation

facilities makes drought a major problem in agriculture. Dropping households with

access to irrigation at baseline, I find households to exit at a faster rate.

Mahatma Gandi National Rural Employment Guarantee Act (MGNREGA) is an

employment scheme, guaranteeing employment for 100 days a year to each unem-

ployed household. It was rolled out between 2006 and 2008 across Indian districts. I

find that the employment scheme did not alter household labor choices in response

to drought. Additionally, I find that there are gender differences in labor choices in

response to drought. I find women leaving agriculture at a higher rate compared to

men within a household following a drought. This may follow from the fact that

non-agricultural jobs available are traditionally women-centric. 77.4% of the total

workforce in the manufacturing and textile industry is comprised of women (Shazli

and Munir, 2014).

This paper contributes to the literature studying the impact of weather changes

on the sectoral labor movement in many ways. First, I use a household-level panel

that spans twenty years to provide evidence of sectoral labor reallocation in response

to drought. Prior studies have focused on individual (rather than household) labor

outcomes and/or used cross-section (rather than a panel) data. Second, I consider jobs
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of all household members instead of just an indicator for the head of the household.

This helps me to advance knowledge on diversification within households. Third, I use

a larger and more nationally representative sample than earlier studies. My household

sample covers approximately 8,000 households in 18 states in India. Lastly, I focus

on short-term fluctuations in weather as opposed to long-run changes. This makes it

easier to identify the effects of weather patterns separately from other confounding

changes in technology and institutions.

This paper also advances knowledge on the role of barriers to the sectoral labor

movement in three ways. First, I provide evidence with new household-level panel

data and complement earlier work on labor market frictions related to land ownership

in rural India. Second, this is the first study that attempts to understand how the

weather impacts of sectoral mobility are augmented by the frictions related to land

ownership. Lastly, I quantify the effect of non-agricultural skills among household

members in mediating the effect of weather on labor reallocation.

2.2 Related Literature

This paper contributes to the growing literature at the intersection of Devel-

opment and Environmental Economics called “Envirodevonomics” (Greenstone and

Jack, 2015). Rural households earn a considerable part of their income from the

weather-dependent agriculture sector. The agriculture sector is particularly vulner-

able to productivity shocks caused by abnormal weather. Extreme weather has led

to poor agricultural output (Taraz, 2018) and even an increase in farmer suicide in

India (Carleton, 2017). Negative effects of abnormal weather on agricultural produc-

tivity have been found for both positive and negative deviations from historical norms

(Kochar, 1999; Ito and Kurosaki, 2009; Emerick et al., 2016).
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Households in rural areas can adapt to changing weather patterns in multiple ways.

First, households facing credit constraints can create an informal risk-sharing commu-

nity within their villages based on shared social attributes such as caste (Rosenzweig,

1988; Munshi and Rosenzweig, 2016; Ferrara, 2003; Rosenzweig and Stark, 1989;

Townsend et al., 1994). Second, household members can migrate to the nearest ur-

ban areas in bad years for economic opportunities (Meghir et al., 2017; Morten, 2019;

Banerjee and Duflo, 2007; Jessoe et al., 2018; Mueller et al., 2014; Bohra-Mishra

et al., 2014; Maystadt et al., 2016). A final form of adaptation is labor market re-

allocation. Households can reallocate labor from more weather-dependent sectors to

more weather resilient sectors (Emerick, 2018; Colmer, 2018; Kochar, 1999; Rose,

2001; Bandyopadhyay and Koufias, 2012; Skoufias et al., 2017; Noack et al., 2019).

Prior studies of how weather affects sectoral labor reallocation can be divided

into those focusing on temperature changes and those focusing on changes in pre-

cipitation. Rising temperature and unpredictable rainfall are both detrimental to

agricultural productivity (Pachauri et al., 2014). Extreme temperature affects agri-

cultural productivity (Welch et al., 2010) and in turn leads to sectoral reallocation

(Colmer, 2018; Liu et al., 2020). Deviations in precipitation from historical norms

have also been found to affect labor market participation (Rose, 2001) and household

labor allocation (Emerick et al., 2016; Kochar, 1999; Skoufias et al., 2017; Bandy-

opadhyay and Koufias, 2012). All of these studies focus on labor markets in rural

India except for Bandyopadhyay and Koufias (2012) which focuses on Bangladesh.

My paper contributes to the literature on the impact of weather changes on the

sectoral labor movement in several ways. First, I provide evidence of sectoral la-

bor reallocation in response to drought, using a household-level panel that spans

twenty years. This differentiates my work from prior studies that focused on individ-

ual (rather than household) labor outcomes and/or used cross-section (rather than a
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panel) data. Second, I use jobs of all household members instead of just an indicator

for the head of the household. This allows me to advance knowledge on diversifi-

cation within households. Third, my household sample covers approximately 8,000

households in 18 states in India providing a larger and more nationally representative

sample than earlier studies. Lastly, I focus on short-term fluctuations in weather as

opposed to long-run changes. This makes it easier to identify the effects of weather

patterns separately from concomitant changes in technology and institutions.

This paper also contributes to the branch of literature studying labor market

frictions in developing countries. Prior literature has focused on barriers to credit,

insurance, information, transportation, and frictions arising due to possession of assets

including land that restricts allocative efficiency in labor markets (Blattman et al.,

2013; Bianchi and Bobba, 2013; Gollin and Rogerson, 2016; Liu et al., 2020; Fernando,

2020). Low-income households have limited access to credit and insurance (Townsend,

2011; Banerjee and Duflo, 2005; Karlan and Zinman, 2009). Further, infrastructure

including transportation is underdeveloped in developing countries, particularly in

rural areas that influence labor market movements, and can be further worsened by

bad weather conditions (Burgess and Donaldson, 2010; Viswanathan and Kumar,

2015; Dallmann and Millock, 2017). Lastly, even though possession of illiquid assets

such as cattle and land may serve as collateral in the presence of credit constraints,

the inability to easily sell these assets may constrain occupational transitions (Das

et al., 2013; Fernando, 2020).

In India, there are additional barriers to the sectoral labor movement related

to low levels of non-agricultural skills and land ownership. There are more skilled

workers in the non-agriculture sector as opposed to the agriculture sector (Herrendorf

and Schoellman, 2018). This leads to natural barriers for agricultural workers to

enter the non-agriculture sector. Laws regarding buying and selling of farmland are
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very restrictive (Deininger et al., 2007a), leading to limited sales and rental markets

(Deininger et al., 2007b; Morris and Pandey, 2007; Skoufias, 1995). There is also a

strong prevalence of patrilineal land inheritance customs (Agarwal and Bina, 1994).

This may be because the land is deemed as a mark of identity in Indian rural societies

(Jodhka, 2006; Sharma, 2007) and also because individuals take pride in taking care

of inheritance as it is a sacred duty in Hindu culture (Bhat and Dhruvarajan, 2001).

These barriers matter as Fernando (2020) finds that individuals who inherit land are

significantly less likely to enter non-agricultural work.

This paper advances knowledge on the role of barriers to the sectoral labor move-

ment in three ways. First, I provide evidence with new household-level panel data

and complement earlier work on labor market frictions related to land ownership in

rural India. Second, this is the first study that investigates how the weather impacts

of sectoral mobility are mediated by the frictions related to land ownership. Lastly,

I recover the effect of non-agricultural skills among household members in mediating

the effect of weather on labor reallocation.

2.3 Data and Summary Statistics

I use two main sources of data. The first is household-level data from the India

Human Development Survey (IHDS). The second is a series of gridded temperature

and precipitation datasets from Willmott and Matsuura (2001).

2.3.1 Household Data

The IHDS is a nationally representative survey of urban and rural households in

33 states and 372 districts across mainland India. The first round of interviews was

completed during 2004-05 and the second round during 2011-12. Part of the IHDS

sample is linked to data from an earlier study conducted by researchers at the Univer-
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sity of Maryland and the National Council of Applied Economic Research, India. The

1993-94 survey, known as the Human Development Profile of India (HDPI), consists

of 33,230 rural households living in 16 states and 184 districts.1

I merge the two datasets and use them to construct a long panel for approximately

20 years from 1993 to 2012. This reduces the sample size to 7,999 rural households

that were interviewed during all three rounds. These households remained in the

same house for almost 20 years.2 The sample is restricted to households living in

rural areas because agriculture is primarily concentrated in the rural parts of the

country.3 Households that did not have any adult members (15-65 years old) were

dropped from the final sample.

The earliest survey wave in 1993-94 (henceforth ‘Wave 1’) contains information

on occupational categories but not labor hours worked. In contrast, the following

two waves in 2004-05 (‘Wave 2’) and 2011-12 (‘Wave 3’) report both labor hours and

occupational categories. Every job is categorized into two groups: agricultural or non-

agricultural.4 Household members may work in more than one job. Incorporating

such possibilities, the key outcome variable is defined as the number of agricultural

1Data collection in Appendix section B.1 elaborates on the sample collection of the three waves.
Table B.1 summarizes the three waves of data.

2For households that split and moved to a different house but remained in the same neighborhood
were considered for robustness checks.

3A rural area in India is defined as an area with population density up to 150 per square miles
and a minimum of 75% of the male working population involved in agriculture and allied activities.
However, in the current context, I use code for urbanization used by IHDS.

4Occupational categorization differs slightly across the three waves. In Wave-1, agricultural
jobs included cultivation, allied agricultural activities, agricultural wage worker, and cattle tend-
ing. Non-agricultural jobs included non-agricultural wage workers, artisan/independent work, petty
shop/other small business, organized business/trade, salaried employment/pension, qualified pro-
fession/not classified, and domestic servants. In subsequent waves, the categorization was coarser.
Agricultural jobs included farmworkers, agricultural wage workers, and animal tending; and non-
agricultural jobs include non-agricultural wage workers, salaried workers, and business.
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jobs within the household divided by the total number of household jobs, expressed

in percentage terms.5 The final sample encompasses 18 states, covering 184 districts.

2.3.2 Rainfall and Temperature Data

Terrestrial Precipitation: 1900-2017 Gridded Monthly Time Series (V 5.01) data

archives precipitation measures in mm for each month from 1900 to 2017 for every

0.5-degree by 0.5-degree latitude/longitude grid node. Terrestrial Air Temperature:

1900-2017 Gridded Monthly Time Series (Version 5.01) data archives temperature

measures in degree celsius for each month from 1900 to 2017 for every 0.5-degree by

0.5-degree latitude/longitude grid node. To compute the rainfall and temperature

measures for a latitude-longitude node, they combine data from 20 nearby weather

stations using an interpolation algorithm based on the spherical version of Shepards

distance-weighting method.

I compute district-level rainfall as the monthly average of the precipitation levels

of each 0.5 degrees by 0.5 degrees latitude/longitude grid cell within the boundaries

of the district using the Terrestrial Precipitation: 1900-2017 Gridded Monthly Time

Series (V 5.01) data archives. I convert these district-level precipitation measures into

z-scores for the lagged monsoon and non-monsoon periods. Then the z-scores are re-

coded to represent a drought in the following way: districts with positive z-scores are

re-coded as zero (i.e., no drought) and districts with negative z-score are re-coded

as the absolute value of the z-score (i.e., below average rainfall). Therefore, a higher

z-score implies a more severe drought. India receives 90% of its annual rainfall within

5Table B.2 summarizes the panel households across three waves and the households that are
unique to each wave of data, categorized into urban and rural. The number of states in the panel
HH sample (18) is greater than Wave-1 (16). There has been division and renaming of administrative
units (states) during that period. In Wave-1, Uttaranchal, Jharkhand, and Chattisgarh were part of
Uttar Pradesh, Bihar, and Madhya Pradesh respectively. Later, by Wave-3, Uttaranchal, Jharkhand,
and Chhattisgarh were separate states.
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the monsoon months of June, July, August, and September. Agriculture is heavily

dependent on the monsoon. I account for the possibility for multiple cropping cycles

by using the yearly z-score in my primary specification.6 Then I investigate sensitiv-

ity to instead defining the drought variable over the monsoon period only (June-Sep)

and non-monsoon (Oct-May) period to explore the potentially heterogeneous effects

of rainfall during the rainy and dry seasons (Mueller et al. (2014)). To disentangle the

effect of low precipitation from temperature in a district, I control for temperature

over the period for which the drought variable is defined. I include two temperature

variables: minimum and maximum temperature calculated from the Terrestrial Air

Temperature: 1900-2017 Gridded Monthly Time Series (Version 5.01) dataset. This

allows my model to account for the evidence that variation in minimum and the

maximum temperature have opposite effects on crop yields, particularly rice yields in

tropical countries like China and India (Welch et al., 2010). Therefore, instead of av-

erage monthly temperature, I include minimum and maximum monthly temperature

(over the term for which the drought variable is defined).7

2.3.3 Summary Statistics

The study sample is formed by combining household data with climate data.

Appendix Table B.3 shows the geographical distribution of 7999 households across

184 districts in 18 Indian states. Figure 2.1 highlights the districts (in dark blue)

in which the sample households are located. Madhya Pradesh, Maharashtra are the

states with the maximum number of districts, housing a sizeable part of the sample.

6There are three cropping cycles in India: Kharif (July-October), rabi (October-march) and
summer (march-June). Kharif is the main cropping season, significantly affected by monsoon rainfall
(Prasanna, 2014) Rabi season depends on the moisture retained in the soil from the monsoon rainfall.

7For more details on weather data, please refer to Appendix section B.1, ‘Rainfall and Temper-
ature Data’.
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Assam is the state with the lowest number of households. The study sample is more

or less evenly distributed across the country (refer to Figure 2.1).

Figure 2.1: Sample Districts in the Study

The blue shaded districts are the districts included in the sample. 184 in-sample districts are spread across 18 states
(North: Himachal Pradesh, Punjab, Uttaranchal, Haryana, Rajasthan, Uttar Pradesh; East: Bihar, Assam, West
Bengal, Jharkhand, Orissa; Central: Chhatishgarh, Madhya Pradesh; West: Gujarat, Maharashtra; South: Andhra
Pradesh, Kerala, Tamil Nadu

Table 2.1 summarizes some of the key statistics for the study sample. The number

of household members has decreased from 6 members to 4 members, reflected through

the decrease in the number of male (3 to 2 members), female (3 to 2 members), and

child (2 to 1 member) because of household splits and migration. However, aging over

the last twenty years led to an increase in the number of seniors and a decrease in

the number of children in the household. There is a greater number of male working

members than female working members in each wave.
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Table 2.1: Summary Statistics Across Three Waves

Characteristics Wave-1 Wave-2 Wave-3

State Count 18 18 18

District Count 184 184 184

HH count 7,999 7,999 7,999

HH members 6.13 6.17 4.29

HH female members 2.94 3.01 2.02

HH male members 3.18 3.16 2.27

HH child 2.37 2.00 0.72

HH seniors 0.23 0.35 0.40

HH working age members 3.52 3.81 3.17

HH working age female members 1.68 1.88 1.48

HH working age male members 1.84 1.93 1.69

Head’s education (secondary) 0.22 0.04 0.04

Head’s education (college) 0.04 0.01 0.006

Land Owners 0.68 0.67 0.69

Land Cultivators 0.70 0.60 0.63

Availed Irrigation 0.40 0.36 0.39

HH job count 2.63 3.41 2.90

HH members working in Agriculture only 1.42 2.40 1.84

Female HH members working in Agriculture only 0.48 1.25 0.96

Male HH members working in Agriculture only 0.94 1.15 0.89

Working age HH members employed in Agriculture 1.70 2.63 2.26

Working age female HH members employed in Agriculture 0.49 1.24 1.06

Working age male HH members employed in Agriculture 1.20 1.39 1.20

Fraction of Agricultural Jobs 0.69 0.73 0.65

Mean HH Income (in 2012 rupees) 32,069 92,246 1,18,784

Med HH Income (in 2012 rupees) 20,576 53,805 67,200

Mean HH Agricultural Income 17,964 49,823 57,547

Med HH Agricultural Income 7,089 24,000 21,450

HH w/ MGNREGA worker(s) 0 0 0.37

HH MGNREGA workers (conditional on availing MGNREGA) 0 0 1.47

Lagged year z-score 0.79 0.49 0.29

Lagged monsoon z-score 0.70 0.41 0.28

Lagged non-monsoon z-score 0.53 0.54 0.42

Min temp last year 17.73 17.03 17.19

Max temp last year 32.30 32.92 33.26

Min monsoon temp last year 26.91 27.18 27.32

Max monsoon temp last year 31.59 31.66 31.65

Min non-monsoon temp last year 17.73 17.03 17.19

Max non-monsoon temp last year 31.45 32.33 33.16

The upper panel of the table summarizes the mean of the household characteristics across the three
waves. The lower panel tabulates the lagged z-scores and temperature variables for each wave.
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Education indicators for the household head show that wave-1 households had

more educated heads. In wave-1, the head of the household was secondary educated

in about 22% of households which fell to 4% of households by wave-3. Aging (conse-

quently death) and splitting of households could be the reasons for falling education

levels of household heads. Approximately 70% of the households own land and 60-

70% of those households cultivate their farmland. Irrigation facilities are limited.

Across the three waves, about 35-40% of households availed irrigation.

The number of household jobs varies between two to four jobs with at least half of

the jobs in the agriculture sector. Among household members employed in agriculture

only, female adults outnumber male adults except in the first wave. Working-age

household members employed in agriculture are between two to three members on

average as household members have multiple jobs. Among the working-age members,

male members are more likely to be employed in agriculture compared to female

members. In rural areas, male members are also more likely to have multiple jobs

and engage in market work. Incorporating all households jobs across all members,

the fraction of agricultural jobs vary between 0.65 to 0.73, implying rural households

are primarily employed in the weather-dependent agriculture sector.8

Income variables show that there has been an increase in household income across

the three waves from 32,906 rupees in wave-1 to 1,18,784 rupees in wave-3 (expressed

in 2012 rupees). The mean and median income statistics vary vastly, reflecting on

the fact that bigger land-owning households pull up the average income despite the

heterogeneity across households. Average agriculture income in a rural household

form around 48% to 56% of the total income. 37% of the households (approximately

8The composition of non-agricultural jobs within a typical rural household, with or without
farmland is tabulated in Appendix Table B.4.
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3000) availed MGNREGA. For these households, 1-2 members were employed in an

MGNREGA job.

The last panel of the table summarizes the climate variables. The lagged z-score

measures show a higher value for yearly and monsoon terms in wave-1 and it decreases

across the later waves. This implies that more households experienced drought or that

the drought that households faced in wave-1 was severe compared to the next two

waves or both. The minimum and maximum monthly temperatures vary between

17-degree Celsius and 33-degree Celsius across the three waves. The monsoon term

has a milder minimum temperature because of heavy precipitations.

2.4 Empirical Specifications and Results

2.4.1 Diversification from Agriculture

The baseline empirical model is a reduced-form regression of annual household

allocation of agricultural jobs expressed as the percentage of agricultural jobs in

household i located in district d in year t (Yidt):

Yidt = β0 + β1Ddt−1 + Tdt−1β2 + Xidtβ3 + αi + δt + εidt (2.1)

The above regression includes a vector of time-varying household characteristics

Xidt (number of household members, number of adult female members, number of

adult male members (between the age of 14 to 65 years), two indicators for household

head’s education level: secondary and above, college and above) for each household

i located in district d in year t. This captures the altering demographics of the

household composition over almost twenty years. Ddt−1 is the lagged drought vari-

able which vary by district d and year t-1. Higher z-scores indicate a more severe

drought. The spatial and temporal variations of drought occurrence are key to the
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identification of the effect of drought on household labor allocation. I also include

additional temperature-related variables defined in Table 2.1, Tdt−1. Household (αi)

and year fixed effects (δt) capture the effect of unobservable household characteristics

and time effects that may influence job allocation within a household. I cluster the

standard errors at a geographical level for which drought is defined (Bertrand et al.,

2004; Wooldridge, 2003; Abadie et al., 2017).

Table 2.2: Effect of Drought on Percentage of Agricultural Jobs

(1) (2) (3)
Lagged z-score (year) -0.556

(0.846)

Lagged z-score (monsoon) -1.995∗∗

(0.911)

Lagged z-score (non-monsoon) -1.073
(0.848)

HH FE Yes Yes Yes
Year FE Yes Yes Yes
R-squared 0.029 0.029 0.029
Observations 23,997 23,997 23,997
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1),
drought is defined as the z-score for last year, in column (2), it is defined as the z-
score for the last monsoon term and in column (3) for the last non-monsoon term.
For each column, household controls and temperature controls for appropriate period
corresponding to the drought definition are used. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01

In equation (2.1) the effect of drought on household labor allocation is identified

by spatial and temporal variation in the timing of drought experienced by individual

households. The parameter of interest, β1 is identified by the within-household varia-

tion of the timing of last year’s drought shock, conditional on weather and household

covariates. I expect the sign of the coefficient to be negative.
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The summary of the results of the agricultural diversification is presented in Table

2.2. Each column defines drought over a different period. Column (1) defines drought

as z-scores over the last year. Columns (2) and (3) defines drought into monsoon z-

score and non-monsoon z-score. The coefficient on lagged z-score (year) is negative

but insignificant as also the coefficient on lagged z-score (non-monsoon). But, the

coefficient on the lagged z-score (monsoon) is negative and significant. Every one-unit

increase in z-score (one standard deviation higher), leads to 1.995 percentage points

decrease in the percent of agricultural jobs in a household. Given that the average

household agricultural jobs percentage is 68.98, one standard deviation increase in z-

score (implying a more severe drought) leads to a 2.89% decrease in the agricultural

job share within the household.9

The above result aligns with previous findings. For example, weather-driven re-

ductions in agricultural labor demand cause people to move to the manufacturing

sector (Colmer, 2018). Kochar (1999) and Rose (2001) also show increased off-farm

employment when hit by idiosyncratic shocks affecting agriculture. Drought is seen

as one of the major reasons for poor agricultural output (Colmer, 2018) and conse-

quently, farmer suicides (Carleton, 2017). Labor market adaptation through migra-

tion (Meghir et al., 2017; Gray and Mueller, 2012) and reallocation to non-agricultural

sector (Kochar, 1997, 1999; Rose, 2001; Bandyopadhyay and Koufias, 2012; Skoufias

et al., 2017; Noack et al., 2019) have been well documented. The results of the above

specification are expected to closely resonate with the findings of Skoufias et al. (2017).

One exception is how the definition of diversification varies. Skoufias et al. (2017)

defines occupational diversification for each household member as the probability

that non-head member ‘i’ in household ‘j’ in district ’d’ has the same occupation

9Appendix Table B.5 shows the coefficients and standard errors for the other covariates in the
regression.
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or employment characteristics as the household head. Their sample is restricted to

households whose head works in agriculture. I do not restrict the head to be employed

in agriculture. I observe how the proportion of agricultural jobs within a household

is changing ex-post a drought. This could potentially imply I am capturing a more

diverse population of rural households, not restricting based on the household head’s

occupation.

The following subsections explore the mechanisms underlying the diversification

from agriculture and how consumption is affected by drought.

2.4.2 Mechanisms

Ex-post household labor allocation due to short-run weather fluctuations has been

previously established. However, less is known about what household labor charac-

teristics drive such reallocation. Changes in the composition of jobs across household

members could be driven by a couple of factors: skill transferability, switching cost,

sectoral wages, and risk-sharing. I explore the relative merits of each mechanism

using the following reduced-form regression specification:

Yidt = β0 + β1Ddt−1 + β2Hid1Ddt−1 + Tdt−1β3 + Xidtβ4 + αi + δt + εidt (2.2)

Here, I introduce the variable Hid1 interacted with the lagged drought variable.

The baseline variation in any household factor across rural households (that influences

labor reallocation) identifies the heterogeneous treatment effect. Hid1 is the variable

denoting heterogeneity in household i located in district d at baseline (1993-94). This

variable captures one of the factors driving labor reallocation within the household.

I describe each factor and the underlying mechanism in the following sub-sections.
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Observe that there is no un-interacted Hid1 term because it is time-invariant and is

implicit in the household fixed effect, αi.

The parameter of interest is β2 that captures the additional influence of the house-

hold characteristics on the effect of drought on household labor allocation. β1 + β2

measures the effect of drought on the fraction of agricultural jobs for households char-

acterized by the presence of the factor compared to those that do not. I test whether

the term β1 + β2 is significantly different from zero using an F-statistic.

Non-Agricultural Skill

Skill transferability between agricultural sector jobs and non-agricultural sector

jobs could be one of the important drivers of sectoral reallocation of household labor.

Rural households primarily engaging in agriculture may face hindrance in finding

a non-agricultural job because of the lack of required skill set.10 To measure the

effect of skill on the ease of labor reallocation from agricultural to non-agricultural

sectors, I use education as a proxy for the skill level of household members. I use

the median education level of workers in the non-agricultural sector at baseline to

proxy for the skill required to work in that sector. To be more precise, I use two

definitions for Hid1 to test for skill transferability in two separate regressions. I define

Hid1 as 1 if the household head’s educational attainment is higher than the median

education level of the workers in the non-agricultural sector, zero otherwise. Note

that I assume a higher education level of the head signifies a higher education level

10At this point, it is important to acknowledge that there are differences in the skill set of (low-
skilled) contract workers and relatively (high-skilled) permanent workers (Colmer, 2018). However,
I do not distinguish whether household members move into the non-agricultural sector as contract
workers or as permanent workers. I study the reallocation of labor at an extensive margin. The
intensive margin is important in the context of labor adaptation within the household and could be
a topic of future research. There is a data limitation that does not allow me to distinguish between
contract and permanent workers in all three waves. Information about whether wage workers are
employed in contractual or permanent positions are only available for waves 2 and 3.
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of other members. I also define Hid1 as 1 if the highest educational attainment of the

household’s working members is higher than the median education level of the workers

in the non-agricultural sector, zero otherwise. This definition allows for the possibility

that the education level of the head may not reflect the education level of the working

members perfectly. Labor reallocation decisions within the household ideally would

be taken after incorporating non-agricultural skills for all working members. The

median education level of the workers in the non-agricultural sector happens to be

the completion of primary education.11 Finding a negative coefficient for β2 would

imply that a higher education level leads to higher chances of leaving an agricultural

job and landing a non-agricultural job.

Table 2.3 reports the results. The effect of monsoon drought on the percentage

of household agricultural jobs is significant. One unit increase in the z-score leads

to a 2 percentage point reduction in the percentage of agricultural jobs. Reinforc-

ing the idea that monsoon term experiences 90% of the annual rainfall, deviations

from the historical precipitation mean has serious consequences for the agricultural

sector. Additionally, I find that the education level of working-age members matters.

Households where the highest education level among working-age members is higher

than primary education (the median education level of workers in the non-agricultural

sector at baseline) decrease their percentage of agricultural jobs by 1.992 percentage

points compared to those households where the working-age members do not have

primary education. The average percentage of household agricultural jobs is 68.89%.

The households where the highest education level of working members is higher than

primary education reduce the percentage of their agricultural jobs by 2.9% approxi-

11Note that even though education variable is categorical, the ordering of the numerical value is
in ascending order of education level. Hence the usage of median as a statistic for central location
is reasonable.
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mately.12 Therefore, skill transferability is one of the mechanisms aiding the switch

from agricultural to non-agricultural sector.

Table 2.3: Heterogeneous Treatment Effect: Skill for Non-Agricultural Sector

(1) (2) (3)
Lagged z-score (year) -0.470

(1.125)
Non-ag skill X Lagged z-score (year) -0.141

(0.789)
Lagged z-score (monsoon) -2.000∗

(1.163)
Non-ag skill X Lagged z-score (monsoon) 0.00745

(0.897)
Lagged z-score (non-monsoon) -1.304

(1.202)
Non-ag skill X Lagged z-score (non-monsoon) 0.356

(0.984)
Non-ag skill X Lagged z-score + Lagged z-score -0.610 -1.992∗∗ -0.948

(0.782) (0.899) (0.818)
R-squared 0.0293 0.0290 0.0289
Observations 23,997 23,997 23,997
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

The dependent variable is the percentage of agricultural jobs in household ‘i’ located in district ‘d’ in year
‘t’. Each column records results for a different definition of drought. In column (1), drought is defined as the
z-score for last year, in column (2), it is defined as the z-score for the last monsoon term and in column (3)
for the last non-monsoon term. For each column, household controls and temperature controls for the appro-
priate period corresponding to the drought definition are used. Non-ag skill is an indicator which takes value
1 if the highest education level of the working-age members within the household is greater than median edu-
cation level of the non-agricultural sector at baseline, 0 otherwise. Standard errors in parentheses. * p < 0.1,
**p < 0.05, *** p < 0.01

Option Value/Ties to Land

High capital investment in agriculture is one of the drivers of sectoral labor reallo-

cation (Matshe and Young, 2004; Ahituv and Kimhi, 2002). High fixed cost hinders

12I perform the same regression where I look at the education level of the household head, instead
of the highest education among working members. I find similar results with varying magnitude
(refer to Appendix Table B.6). The other coefficients for Table 2.3 are also reported in Appendix
Table B.6.
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moving out of agriculture. The evolution of agriculture in India is characterized by

improved technology (Emerick et al., 2016). Rural households own farm equipment

that facilitates agricultural activities. However, these equipment are costly and hard

to sell. The common farm equipment that the IDHS households own are tubewells,

electric pumps, diesel pumps, bullock carts, tractors, threshers, biogas plants. Even

though ownership of farm tools is an important component of fixed cost, but most

households in the sample own basic farming equipment. There is not much variation

to test for switching cost in terms of farm equipment ownership.13

Another source of cost is the ownership of farmland. Although land inheritance

is potentially responsible for households to engage in agriculture, it could also limit

mobility across sectors. Cultural obligations to retain land coupled with land mar-

ket transaction costs influence occupational choices in rural India (Fernando, 2020).

Data on ownership of land help to obtain empirical evidence for the abovementioned

mechanism. I test how baseline farmland ownership influences household labor allo-

cation decisions. I use three possible definitions of land ownership. The first is an

indicator of household land ownership. In this case, the variable Hid1 takes value

1 if household i in district d at baseline 1 owns farm-land, zero otherwise. This

definition allows me to identify the effect of ownership alone. It does not indicate

that farmland is used for agricultural activities. To understand how ownership alone

differs from ownership of farmland used for cultivation, I use another definition. The

second definition is land cultivation. Hid1 takes value 1 if household i in district d

at baseline 1 owns farmland and uses for cultivation, zero otherwise. The variation

of land cultivation across households helps to identify the effect of drought on labor

allocation for households where the farmland is cultivated. The third and the last

13There are only 5 households at baseline that do not possess any of the farm equipment. Look
at Appendix Table B.7 and Table B.8 for specific and total tool count of households in wave-1.
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one is the fraction of agricultural income. Hid1 is the fraction of agricultural income

in household i in district d at baseline 1. A higher fraction of baseline agricultural

income would imply a greater investment in agriculture. A positive sign of β2 would

imply land attachment prohibits sectoral mobility of labor. The magnitude of β2 is

likely to be the lowest when the land ownership indicator is used, followed by when

the land cultivation indicator is used and highest when the fraction of agricultural

income is used.

Table 2.4: Hetereogenous Treatment Effect: Land Ownership

(1) (2) (3)
Lagged z-score (year) -6.079∗∗∗

(1.305)
Land ownership X Lagged z-score (year) 8.249∗∗∗

(1.455)
Lagged z-score (monsoon) -8.390∗∗∗

(1.311)
Land ownership X Lagged z-score (monsoon) 9.744∗∗∗

(1.559)
Lagged z-score (non-monsoon) -2.464

(1.532)
Land ownership X Lagged z-score (non-monsoon) 2.012

(1.757)
Land ownership X Lagged z-score + Lagged z-score 2.170∗∗ 1.354 -0.452

(0.860) (0.968) (0.971)
R-squared 0.0371 0.0375 0.0292
Observations 23,997 23,997 23,997
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

The dependent variable is the percentage of agricultural jobs in household ‘i’ located in district ‘d’ in year ‘t’. Each
column records results for a different definition of drought. In column (1), drought is defined as the z-score for last
year, in column (2), it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon
term. For each column, temperature controls are used for appropriate period corresponding to the drought definition.
Land Ownership is an indicator which takes value 1 if household owns land at baseline, 0 otherwise. Standard errors
in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Switching cost is proxied by baseline land ownership, baseline land cultivation

(for those who own land), and baseline fraction of agricultural income. Table 2.4

summarizes the results for specification (2.2) where land ownership is the source of

heterogeneity.14 Yearly drought (lagged z-score (year)) significantly affects the per-

centage of agricultural jobs within households, after accounting for land ownership.

Monsoon drought (lagged z-score (monsoon)) has a stronger effect after controlling

for land ownership. Land ownership seems to be an important factor for the rural

landscape in India and an important determinant for labor reallocation decisions.

The average land ownership at baseline in the sample is 0.68. Additionally, landown-

ers increase their fraction of agricultural jobs by 2.17 percentage points with a unit

increase in last year’s z-score compared to households who do not own land. The

average fraction of agricultural jobs in the sample is 68.98%, therefore landowners

increase the fraction of agricultural jobs by 3.14 % when hit by drought last year,

manifested as an increase in one unit of z-score.15 This result at the least follows from

the fact that there are Hindu laws governing land ownership that restricts sectoral

labor reallocation.

I also consider heterogeneity in religion. In particular, I investigate whether Hindu

households tend to stick to agriculture following a drought compared to non-hindu

households. I find that Hindu households owning farmland show a strong affinity

towards agriculture. Table 2.5 illustrates this. I find that Hindu households in general

do not show affinity towards working in agriculture. There is no evidence that they

move towards agriculture in response to drought. However, Hindu households that

own land tend to allocate more workers in the agricultural sector. I find landowning

14Appendix Table B.10 shows the results when baseline land cultivation and baseline fraction of
household agricultural income is the source of heterogeneity in rural households respectively.

15Appendix Table B.9 summarizes the other coefficients and standard errors for the specification
reported in Table 2.4.
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Table 2.5: Heterogenous Treatment Effect – Hindu Indicator

(1) (2) (3) (4) (5) (6)
Lagged z-score (year) -1.606 -4.407∗∗∗

(1.472) (1.148)
Hindu Indicator X Lagged z-score (year) 1.232 6.580∗∗∗

(1.684) (1.307)
Lagged z-score (monsoon) -2.367 -6.055∗∗∗

(1.725) (1.287)
Hindu Indicator X Lagged z-score (monsoon) 0.480 7.331∗∗∗

(1.949) (1.487)
Lagged z-score (non-monsoon) -1.859 -2.287∗

(1.732) (1.259)
Hindu Indicator X Lagged z-score (non-monsoon) 0.965 2.046

(1.867) (1.433)
Hindu Indicator X Lagged z-score + Lagged z-score -0.374 -1.887∗ -0.893 2.172∗∗ 1.275 -0.241

(0.940) (1.019) (0.915) (0.916) (1.019) (0.979)
R-squared 0.0291 0.0287 0.0287 0.0345 0.0340 0.0291
Observations 24,009 24,009 24,009 24,009 24,009 24,009
mean dep var 68.98 68.98 68.98 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in column (2), it is defined
as the z-score for the last monsoon term and in column (3) for the last non-monsoon term. For each column, temperature controls are used for appropriate
period corresponding to the drought definition. In columns (1)-(3), Hindu Indicator takes value 1 if religion of the household head is hindu at baseline, zero
otherwise. In columns (4)-(6), Hindu Indicator takes value 1 if the religion of the household head is hindu and own farmland. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01

Hindu households increase their agricultural labor share by 3.14% following a drought

last year.

Sectoral Wages

Higher pay in any particular sector leads to potential wage difference between the

two sectors, attracting household to the higher-paying sector (Perloff, 1991; Moretti,

2000; Liu, 2017). The difference in sectoral wages could arise for a couple of reasons.

Under the assumption that the regional climate shock affects the agricultural sector

alone, the difference could be driven by how the labor market in the two sectors in-

terplay. In other words, how the labor demand and labor supply in the two sectors

respond to agricultural productivity loss. To provide an example, the productivity

loss in agriculture would lower labor demand in the agricultural sector, thereby re-

ducing agricultural wages while non-agricultural wages remain the same. This, in
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turn, creates a difference in sectoral wages in the short run along with a rise in

unemployment.

To test how sectoral wages vary with drought, I utilize detailed information about

household income and occupational choices of members. Household income is di-

vided by the source of income: agricultural wage income and non-agricultural wage

income. Dividing the total household agricultural wage income by the number of

household agricultural wage workers, I compute the average household agricultural

wage per worker. Similarly, I compute the non-agricultural wage income per house-

hold worker. Note that the agricultural wage income is different from farm income

and non-agricultural wage income is different from household business income. Using

specification (2.1), I test whether the drought significantly affects agricultural and

non-agricultural wages per worker. The coefficient on the drought variable Ddt−1 is

the estimate of interest here. The trend in the wages of the two sectors at the district

level assist in understanding the factors that influence the household labor diversifi-

cation process. It is difficult to apriori gauge into the sign of β1 because it depends on

the interplay of labor markets across the two sectors. However, Jayachandran (2006)

showed that the prevalence of landlessness among Indian agricultural workers reduces

the elasticity of the wage with respect to productivity. In light of these findings, I

assume agricultural wage would be responsive to drought occurrence.

Sectoral wages do not show any significant change with lagged z-score defined over

the last year, the last monsoon term, and the last non-monsoon term.16 Recall that

the agricultural (and non-agricultural) wages were calculated by dividing household

agricultural wage (non-agricultural wage) income by the number of workers employed

in agricultural (non-agricultural) wage jobs within the household. The labor hours of

the workers are not taken into consideration here. Every worker irrespective of the

16Appendix Table B.12 and Table B.13 show the results for the other coefficients.
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hours worked, is treated as fully contributing to household income from that sector.

This could potentially cause errors in the sectoral wage computation.

Table 2.6: Effect of Drought on Agricultural and Non-Agricultural Wages

(1) (2) (3) (4) (5) (6)
Lagged z-score (year) 752.1 435.7

(790.8) (935.4)
Lagged z-score (monsoon) 499.4 1668.5

(916.7) (1169.1)
Lagged z-score (non-monsoon) 490.7 1783.6

(756.4) (1104.6)
N 8,647 8,647 8,647 7,235 7,235 7,235
R2 0.332 0.325 0.331 0.426 0.427 0.420
mean dep var 11,529 11,529 11,529 1,66,401 1,66,401 1,66,401
sd dep var 12,598 12,598 12,598 19,186 19,186 19,186

Each column records results for a different definition of drought. In column (1) and (4), drought is defined as the z-score for
last year, in column (2) and (5), it is defined as the z-score for the last monsoon term, and in column (3) and (6) for the last
non-monsoon term. For each column, temperature controls are used for the appropriate period corresponding to the drought
definition. The dependent variable for columns (1)-(3) is the agricultural wage for each household which is calculated by di-
viding total household agricultural wage income by the number of agricultural wage workers in the household. The dependent
variable for the next three columns (4)-(6) is the non-agricultural wage for each household which is calculated by dividing total
household non-agricultural wage income by the number of non-agricultural wage workers in the household.
* p < 0.1, **p < 0.05, *** p < 0.01

To get a better sense of all the changes in sectoral wages with drought occurrence,

I winsorize the sectoral wages data at 1% at each tail. Since income and wage are

variables that are more likely to have outliers, winsorizing is a standard tool. Table

B.13 and Table B.14 in the Appendix section exhibit the results for sectoral wages

winsorized at 1%. The agricultural wages do not change significantly with changes

in lagged z-score. However, non-agricultural wages do respond to changes in lagged

z-scores. In Table B.13 (1% winsorized wages), I observe that the monsoon and non-

monsoon lagged z-score affect non-agricultural wages significantly. One unit increase

in the lagged z-score over the monsoon term increases non-agricultural wages by

1984 rupees. Given that the average non-agricultural wage in the sample is 16322

rupees, one unit increase in the lagged monsoon z-score leads to a 12.15% increase
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in the non-agricultural wages. Lagged non-monsoon z-score also significantly affects

the non-agricultural wage. One unit in the z-score (non-monsoon term) increases

the non-agricultural wage by 2127 rupees, which translates to a 13.03% increase in

non-agricultural wages.

Summarizing the results for the sectoral wages, I find that agricultural wages

do not respond to drought occurrence, whereas non-agricultural wages seem to in-

crease. I also documented that households on average move from agricultural to

non-agricultural sectors. This could be driven by a couple of factors. Firstly, in the

agricultural labor market, there could a simultaneous reduction of the agricultural

labor supply and labor demand (recall that I define my drought variable at the dis-

trict level). On the contrary, the non-agricultural labor market could experience an

increase in labor demand because markets are localized and there is negligible trade

across geographic regions because of poor transportation (which could potentially be

exacerbated because of drought occurrence). Secondly, another situation could be

that the household keeps the same number of workers in agricultural jobs but more

members start working and work in the non-agricultural sector. This keeps the labor

demand and supply in the agricultural sector unchanged. The increase in labor sup-

ply and labor demand (because of localized markets) in the non-agricultural sector

increases the wages in that sector.

Risk Sharing

Households in developing countries face different risk environments because of the

lack of a social security system, incomplete or missing financial and credit markets.

Rural households depend on informal arrangements to insure against risk. There is

extensive literature on risk-sharing in developing countries. Since the seminal paper

by Townsend et al. (1994) that focuses on village as an insurance group for rural
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households, there has been substantial work related to risk sharing within a village

(Udry, 1994; Morduch, 1995; Ravallion et al., 1997; Morten, 2019). Insurance groups

are not restricted by geographic location. Households within same caste or ethnic

groups pool risk (Munshi and Rosenzweig, 2006; Grimard, 1997; Rosenzweig and

Stark, 1989). Family ties are also important factors for risk pooling. Risk-sharing

across extended families is another insurance tool (Park, 2006; Altonji et al., 1992;

Fafchamps and Gubert, 2007; Stark and Lucas, 1988; Witoelar, 2013).

Table 2.7: Risk Sharing: Effect of Diversification on Household Consumption

(1) (2) (3)
Lagged z-score (year) -6001.9∗∗

(2804.2)
Diversify from Ag X Lagged z-score (year) 3402.3

(3990.1)
Lagged z-score (monsoon) -9143.7∗∗

(4454.6)
Diversify from Ag X Lagged z-score (monsoon) 2679.0

(4098.3)
Lagged z-score (non-monsoon) -5112.0

(4788.8)
Diversify from Ag X Lagged z-score (non-monsoon) -5592.1

(6196.3)
Diversify from Ag -804.2 -937.9 3481.9

(3261.0) (3435.7) (3157.1)
N 10,056 10,056 10,056
R2 0.063 0.060 0.064
mean dep var 1,03,728 1,03,728 1,03,728
sd dep var 1,03,063 1,03,063 1,03,063

The dependent variable is the total consumption (in 2012 rupees) in household ‘i’ located in district ‘d’ in year ‘t’. Each
column records results for a different definition of drought. In column (1), drought is defined as the z-score for last year,
in column (2), it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon term.
For each column, temperature controls are used for the appropriate period corresponding to the drought definition. Di-
versify from Ag is an indicator which takes value 1 if household reduces their share of agricultural jobs compared to the
last survey wave, 0 otherwise. Standard errors in parentheses. * p < 0.1, **p < 0.05, *** p < 0.01

To smooth consumption during periods of income shock, apart from the above-

mentioned insurance groups, rural households have resorted to other insurance mech-

anisms. Temporary migration is one of the main tools for risk-sharing in developing
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countries (Meghir et al., 2017). Permanent migration is low in developing countries

like India (Munshi and Rosenzweig, 2016; Topalova, 2010). The foremost reason is

that migration permanently could be risky and individuals may be excluded from their

native insurance networks (Bryan et al., 2014; Tunali, 2000). Morten (2019) stud-

ies the dynamics of temporary migration and risk-sharing within villages in India.

Another tool to smooth consumption is by selling durable production assets (Rosen-

zweig and Wolpin, 1993). Kochar (1999) shows that households shift labor from farm

to off-farm employment and to what extent this shift explains the observed lack of

correlation between consumption and idiosyncratic crop shocks.

In the current context, I hypothesize that the households are sharing risk (in times

of drought occurrence) by reallocating labor from agricultural to non-agricultural sec-

tor jobs that probably help them to smooth consumption. Empirically, the test would

involve testing whether consumption patterns across households that do reallocate la-

bor to non-agricultural jobs and those that don’t differ significantly. Consumption

data is available for waves 2 and 3. I construct the indicator variable ‘Diversify from

Ag’ which takes value 1 if the household share of agriculture jobs has fallen compared

to the previous wave, zero otherwise. I interact this term with the lagged z-score

to quantify the additional effect of diversification on total household consumption.

Table 2.7 records the results. I find no significant influence of diversification from

agriculture on the effect of drought on total household consumption.17

2.4.3 Consumption

Consumption changes in response to drought are indicative of the effect of drought

on household well-being. A negative correlation between drought and household con-

sumption could imply imperfect adaptation. On the other hand, no or positive cor-

17Appendix Table B.14 tabulates the other coefficients for Table 2.7.
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relation would imply some kind of consumption smoothing because of diversification

from agriculture. Kochar (1999) shows that the unobserved correlation between con-

sumption and idiosyncratic crop shocks could be explained by an increase in market

hours of work from farm work. I carry out the exercise in the same vein.

The consumption module in the IHDS survey wave-2 and wave-3 record consump-

tion expenditure under ‘consumption expenditure in the past 30 days’ and ‘consump-

tion expenditure in the past 365 days’. The items included in the ‘consumption

expenditure in the past 30 days’ include food items, regular day-to-day expendi-

ture like fuel, telephone, cable, personal care, and other household expenditure like

rents, medical expenditures.18 The items under the ‘consumption in the past 365

days’ comprises of medical expenditure, school expenditure, more durable household

expenses.19

I computed the total monthly expenditure by adding the expenditure on each

item on the ‘consumption in the past 30 days’ list. I also added the expenditure on

individual items on the ‘consumption in the past 365 days’ list to find the annual

expenditure for those items. To find the total annual expenditure of the household,

I multiplied the total monthly expenditure by 12 and added the annual expenditure.

This variable could be constructed for 7999 households in wave-2 and wave-3.20 I use

specification (2.1) to test whether and how the consumption expenditure in household

18The items namely are rice, wheat, sugar, kerosene, cereal products, pulses, meat, fish, sweeteners,
edible oil, eggs, milk, milk products, vegetables, salt, spices, tea, coffee, biscuits, paan, tobacco,
intoxicants, fruits, nuts, eating out expenses, fuel, entertainment cost, telephone, cable, internet,
personal care, toilet articles, household items, transportation cost, house rent, consumer taxes and
fees, services, medical expenditure

19The items are medical expenditure, school tuition fees, books, and other educational articles,
clothing, bedding, footwear, furniture and fixtures, crockery and utensils, cooking and other house-
hold appliances, goods for recreation, jewelry and ornaments, personal vehicles, therapeutic appli-
ances, repair and maintenance, insurance premiums, vacations, social functions.

20Wave-1 does not have consumption data recorded under similar modules. So it could not be
constructed.
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i located in district d in year t is affected by drought. Every variable in the speci-

fication remains the same except the dependent variable is changed to total annual

consumption expenditure of household i located in district d in year t. The sample

for the regression is restricted to wave-2 and wave-3.

Table 2.8: Effect of Drought on Total Household Consumption

(1) (2) (3)
Lagged z-score (year) -4535.2

(2962.4)

Lagged z-score (monsoon) -6120.8
(4258.4)

Lagged z-score (non-monsoon) -7607.2∗∗

(3790.4)

N 15,998 15,998 15,998
R2 0.058 0.057 0.059
mean dep var 1,03,840 1,03,840 1,03,840
sd dep var 1,03,189 1,03,189 1,03,189

Each column records results for a different definition of drought. In column (1), drought
is defined as the z-score for last year, in column (2), it is defined as the z-score for the last
monsoon term and in column (3) for the non-monsoon term. For each column, tempera-
ture controls are used for appropriate period corresponding to the drought definition. The
dependent variable is total consumption expenditure in the last year for household ‘i’ lo-
cated in district ‘d’ in year ‘t’. The sample is restricted to wave-1 and wave-2 of the survey.
* p < 0.1, **p < 0.05, *** p < 0.01

Table 2.8 shows how drought affects the total consumption expenditure. I find

that an increase in z-score over all three periods leads to a reduction in consumption

expenditure, however, it is only significant for the non-monsoon drought term. One

unit increase in lagged z-score (defined over the non-monsoon term) leads to a 7,607

rupees reduction in consumption expenditure. Given the average annual expenditure

is 1,03,840 rupees, this implies consumption expenditure reduces by 7.3% when there
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is a one-unit increase in lagged z-score. This reflects that households are negatively

affected by drought.21

2.4.4 Threats to Identification

There are some potential threats to the above identification. The following sub-

sections explore some of the threats and their implications. I also suggest robustness

checks to test whether those are detrimental to the identification.

Omitted Variable Bias

The first threat is omitted variable bias. There could be some omitted time-

varying factors at the household level that are correlated with the drought shock and

contribute to the reallocation of jobs. Some of them are an increase in the number

of household dependents, the household head being sick in the last year, the number

of working-age members. I check how the coefficients in the main regression change

when I control for the above variables. Location-specific demand for labor in the

agricultural or non-agricultural sector in a particular year could mask the sign and

magnitude of the main coefficient. To address that concern, I include region-by-year

fixed effects in the main specification and check whether the results alter.

There are two more important considerations here. Access to irrigation facili-

ties could modify the effect of drought on household labor reallocation decisions. To

understand how the absence of irrigation, strengthens the effect of drought, I test

21I include the results related to the impact of drought on household income in the appendix. I
find that drought increases total household income, caused primarily by increases in non-agricultural
household income. However, household consumption decisions are not so linear in rural households
in developing countries. Consumption choices and expenditures could be different for male and
female members within a household (Duflo and Udry, 2004). This could lead to different income
and consumption patterns. Apart from this, the increase in income and the decrease in consumption
patterns associated with drought could also be explained by the precautionary savings of households
for future shocks. Even though this evidence is mention-worthy but it is not the focus of the paper
and is left for future research.
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how drought affects the fraction of agricultural jobs in households without irrigation

facilities. Any major policy during or in between the survey years could majorly

change the household allocation of jobs. Mahatma Gandhi National Rural Employ-

ment Guarantee Act (MGNREGA) was implemented in India in three phases: 2006,

2007, and 2008. The policy guarantees any willing worker 100 days of employment

at the minimum wage level in manual or unskilled jobs in rural India. Drought man-

agement in India in recent years highlights the importance of this policy. This policy

could particularly be beneficial for households experiencing drought. It is crucial to

check whether such a policy alters the effect of drought on the household allocation

of jobs. Since all households were exposed to the policy between wave 2 and wave

3, I interact survey wave dummy with the drought variable to understand whether

drought has any differential effect based on the period of occurrence. The thought

exercise here is that if there is any differential effect of drought between the years

2005 and 2011, it could potentially be driven by the policy implementation.

Attrition Bias

A second threat to identification is attrition bias. Attrition in the survey occurs

in the form of migration, death, or splitting of households. To comprehend how

these affect the main variable of interest, I briefly recap the survey strategy. IHDS

survey does not track a household (or a part of a household) if it moves out of the

neighborhood (primary survey unit). However, it does track households that move

out of the original household but remain in the same neighborhood. It is assigned a

split identifier. The potential reason for a household missing in the following wave is

either migration or death. The composition of the neighborhood is changed because

of households moving in and out of different labor markets that could potentially be

related to drought occurrence.
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To eliminate such possibilities, I check whether household attrition is correlated

with drought occurrence last year. I implement specification (2.1) and change the de-

pendent variable to the fraction of missing household members. To address the second

concern that some households split and moved to a different house but remained in

the same neighborhood, I consider an alternative sample. The alternative sample is

where all split households are included. I run the main specification (2.1) using the

alternative sample. This helps to understand whether the splitting of households is a

threat to the study. Previous studies have shown that splitting of households is non-

random and could affect results significantly if not taken into account (Foster and

Rosenzweig, 2002; Thomas et al., 2012). The section on robustness checks includes

the results and discussions about the above threats to the identification.

2.5 Robustness Checks

In this section, I address identification issues related to the primary specification.

I conduct the following robustness checks.

2.5.1 Incorporating MGNREGA

Mahatma Gandhi National Rural Employment Guarantee Act, Indian labor law,

and social security measure that aims to guarantee the ‘right to work’ was introduced

in 2005. The program guarantees 100 days of unskilled manual work at a minimum

wage payment. The program is implemented by the local village government (called

the gram panchayats). There is no formal eligibility except that the candidate needs

to be a rural resident of at least 18 years of age. The program was rolled out in

three phases. The first phase was rolled out in 2006 in 200 districts, followed by 170

districts in 2007 and the other remaining districts in 2008.
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Table 2.9: Availability of MGNREGA Program

(1) (2) (3)
Lagged z-score (year) -1.775

(1.298)
Lagged z-score (year) X Year Indicator (2005) 1.038

(1.525)
Lagged z-score (year) X Year Indicator (2011) 3.030∗

(1.589)
Lagged z-score (monsoon) -2.547∗∗

(1.196)
Lagged z-score (monsoon) X Year Indicator (2005) 0.622

(1.544)
Lagged z-score (monsoon) X Year Indicator (2011) 2.145

(1.713)
Lagged z-score (non-monsoon) -2.745

(1.734)
Lagged z-score (non-monsoon) X Year Indicator (2005) 2.178

(2.001)
Lagged z-score (non-monsoon) X Year Indicator (2011) 2.563

(2.258)
Lagged z-score X Year indicator (2005) + Lagged z-score -0.737 -1.925* -0.567

(1.035) (1.092) (1.350)
Lagged z-score X Year indicator (2011) + Lagged z-score 1.255 -0.401 -0.182

(1.214) (1.613) (1.392)
Observations 23,997 23,997 23,997
R-squared 0.030 0.029 0.029
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

The dependent variable is the percentage of agricultural jobs in household ‘i’ located in district ‘d’ in year ‘t’. Each col-
umn records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in
column (2), it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon term. For
each column, temperature controls are used for appropriate period corresponding to the drought definition. Year indicator
(2005) [Year indicator (2011)] takes value 1 if the observation corresponds to wave-2 [wave-3], zero otherwise.
* p < 0.1, **p < 0.05, *** p < 0.01

In the context of the current study, MGNREGA was implemented in all rural areas

throughout the country between wave-2 and wave-3. To understand the effect of the

policy on labor diversification, I introduce two additional interactions with the lagged

z-score in the specification (2.1). The two interaction terms are ‘Lagged z-score X Year

indicator (2005)’ and ‘Lagged z-score X Year indicator (2011)’. The variables ‘Year
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indicator (2005)’ and ‘Year indicator (2011)’ take value 1 if the observation is for wave-

2 and wave-3 respectively. Therefore, the interaction term allows me to understand if

there is any differential effect of drought on the percentage of agricultural jobs based

on the year. The year indicator (2011) includes any change that could alter the effect

of drought on labor reallocation. This also includes the availability of MGNREGA.

Table 2.9 summarizes the key coefficients of the regression. I find that the effect

of drought does not have a differential effect for the households in wave-3 (refer to the

coefficient for Lagged z-score X Lagged z-score + Year indicator (2011)). This could

plausibly imply that the exposure to MGNREGA did not affect labor allocation

decisions significantly in response to drought. However, the drought before wave-

2 seems to affect the labor allocation decision marginally significantly. One unit

increase in the z-score (for households in wave-2) significantly reduces the percentage

of agricultural jobs by 1.925 percentage points.

2.5.2 Migration of members in the sample households

Differential migration across households based on their exposure to drought would

have caused concern over the selection problem. I compute the number of missing

household members in each household in the sample (7999) between wave-1 and

wave-2 and wave-2 and wave-3. I divide the number of missing members in each

household by the total number of household members present in the last wave and

express that variable in percentage terms. I use specification (2.1) to test whether

drought significantly affects the percentage of missing members within a household.

However, in Table 2.10, I find that there is no significant effect of an increase in the

lagged z-score on the percentage of household members that migrated between survey

waves.
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Table 2.10: Effect of Drought on the Percentage of Missing Members Among House-
holds in the Study Sample

(1) (2) (3)
Lagged z-score (year) -0.116

(0.450)
Lagged z-score (monsoon) -0.506

(0.483)
Lagged z-score (non-monsoon) 0.0185

(0.393)
N 15,998 15,998 15,998
R2 0.351 0.350 0.351
mean dep var 16.18 16.18 16.18
sd dep var 19.26 19.26 19.26

Each column records results for a different definition of drought. In column (1),
drought is defined as the z-score for last year, in column (2), it is defined as the z-
score for the last monsoon term and in column (3) for the last non-monsoon term. For
each column, temperature controls are used for the appropriate period corresponding
to the drought definition. The dependent variable is the fraction of missing members
in the household from the last survey wave. * p < 0.1, **p < 0.05, *** p < 0.01

2.5.3 Other Robustness Checks

60% of agricultural land is dependent on precipitation. The major part of the

annual precipitation in India occurs in June, July, August, and September (also known

as the monsoon showers). Irrigation facilities are still not wide-spread across the

country. Access to irrigation facilities alter the effect of climate change on agricultural

crop yields and revenue (Benonnier et al., 2019; Schlenker et al., 2005). One unit

increase in the lagged monsoon z-score leads to 3.54 percentage points decrease in the

percentage of household agricultural jobs. The average agricultural job percentage

is 62.67. This implies that a one-unit increase in monsoon z-score leads to a 5.65%

reduction in the percentage of household agricultural jobs. Comparing these results to

the ones in Table 2.2, I find that the effect is worse for households without irrigation
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facilities. No access to irrigation facilities makes the household more vulnerable to

fluctuations in monsoon precipitation.

Table 2.11: Robustness Checks - Effect of Drought on Percentage of Agricultural Jobs

Coefficient N mean (sd)
(Std Error) (R2) dep var

(1) Dropping households with irrigation at baseline -3.538*** 14340 62.67
(1.190) 0.04 (36.28)

(2) Accounting for diverse labor market -1.862* 23997 68.98
(0.958) 0.03 (33.98)

(3) Accounting for households splits -1.982** 23997 68.49
(0.919) 0.03 (33.44)

Each row (1) through (4) represent a separate regression. The dependent variable is the percentage of agricultural jobs in
a household located in district ‘d’ in year ‘t’. The key independent variable is the drought measure (lagged z-score defined
for the monsoon term), reported in the table. The rest of the covariates included are same as in specification (2.1). Re-
gressions in rows (1) and (2) includes household and year fixed effects. In row (3), I include district, household and region
X year fixed effects. In row (1), households with access to irrigation at baseline (wave-1) are dropped. In row (2), I add
region fixed effects to account for diverse labor markets. In row (3), we treat the households that split from the original
house in later survey waves as a single household.

The study sample comprises rural households located across 184 districts in 18

states of India. Figure 2.1 (in the Data section) shows the distribution of the districts

across India. The labor market in different parts of the country could be different

(Debroy, 2013). Additionally, these markets could look vastly different over twenty

years. Even though I add district and household fixed effects, to account for the

evolving labor markets across India, I include region-year fixed effects.22 Comparing

the results of Table 2.11 to Table 2.2, I find that the sign remains the same i.e.

an increase in lagged z-score reduces the percentage of household agricultural jobs.

However, the effect is marginally significant for monsoon drought and the magnitude

of the coefficient also falls. Given that the data is a panel of three years and that the

22The sample is divided into two regions. Region 1 includes the states of Himachal Pradesh,
Punjab, Uttaranchal, Haryana, Rajasthan, Uttar Pradesh, Bihar, Assam, West Bengal, Jharkhand,
and Orissa. South includes. Region 2 includes Chhatisgarh, Madhya Pradesh, Gujarat, Maharashtra,
Andhra Pradesh, Kerala, and Tamil Nadu.
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specifications already include household and district fixed effects, the region could

not be more geographically redefined.

Household splits are common. Younger members grow up and move into a differ-

ent house. The IHDS survey was designed in such a way that the households that split

but stayed in the same neighborhood (primary survey unit (PSU)) but re-interviewed

in the next round of the survey. The split households were assigned an identifier

which helped to link the split households to the original households. In the current

study, I use the sample of households that remained in the same physical house in the

three waves of the survey. I refer to the sample as the “original” household sample.

However, previous studies have documented that household splitting is non-random

and could affect results significantly (Foster and Rosenzweig, 2002; Thomas et al.,

2012). To understand how the diversification of labor would have been if the house-

holds did not split, I construct an additional sample “imagine no splits” households

sample.23 I consider all the households that split in wave-2 and wave-3 from the orig-

inal households in wave-1 to be part of the original household. For example, HH 1 (in

1993-94) split into HH11 and HH12 (in 2004-05). Again HH11 split into HH111 and

HH112 (in 2011-12) and HH22 split in HH221 HH222 and HH223 (in 2011-12). For

the “imagine no split” sample, the household in the three waves will look like: HH1

(1993-94) , HH11 + HH12 ( 2004-05) and HH111 + HH112 + HH221 + HH222 +

HH223 (in 2011-12). I find the results are similar to the “original” households sample.

Even though drought defined over any term reduces the percentage of agricultural

jobs, monsoon drought significantly affects labor diversification. One unit increase in

the monsoon z-score decreases the percentage of agricultural jobs by 1.982 percentage

23There were no households that did not split between wave-1 and wave-2. Between wave-2 and
wave-3, 6,513 households did not split. One possible reason being the survey was conducted by
HDPI for wave-1 and IHDS for wave-2 and wave-3. Therefore, I could not construct the sample of
households that never split across the three waves.
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points. Given the average percentage of agricultural jobs in the sample is 68.49%, one

unit increase in monsoon z-score translates to a 2.89% reduction in the percentage of

within household agricultural jobs.

2.5.4 Different definitions of diversification

To understand the labor diversification among different groups within the house-

holds (for example males vs females), I re-define the dependent variables in several

ways.

Table 2.12 records the results for drought defined over last year’s monsoon (lagged

z-score). In Table 2.12, the dependent variable in column (1) is the percentage of

household members employed in agriculture, in column (2) is the percentage of fe-

male members employed in agriculture, and in column (3) is the percentage of male

members employed in agriculture. One unit increase in the lagged z-score leads to

a 2.5 percentage points reduction in the percentage of household members employed

in agriculture. The average percentage of household members working in agriculture

is 42%, which implies one unit increase in the z-score leads to a 6% reduction in

the percentage of members working in an agricultural job. Observing columns (2)

and (3) and performing similar calculations, I find that one unit increase in lagged

z-score leads to a 3.19 and 2.41 percentage points decrease in the percentage of female

and male members in agricultural jobs. The average percentage of females (males)

employed in agriculture in a rural household is 39 % (48%). Therefore, an increase

in z-score by one unit leads to a reduction in the percentage of females (males) in

agricultural jobs by 8.16% (5.06%). This shows that females are more likely to move

out of agricultural jobs when the household experiences drought.24 This could mean

24The sample size differs in columns (1)-(3). Column (2) and (3) has a smaller sample size. This
is because some households do not have any female and male members respectively.
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that the non-agricultural job available in the year is traditionally women-oriented.

This includes manufacturing jobs in the textile industry where 77.4% of the total

workforce is women (Shazli and Munir, 2014). On the other hand, agriculture has

been traditionally a male-oriented job (Census, 2001).

Table 2.12: Effect of Monsoon Drought on Different Diversification Variables

(1) (2) (3) (4) (5) (6)
Lagged z-score (monsoon) -2.523∗∗∗ -3.187∗∗ -2.414∗∗∗ -3.476∗∗∗ -2.036∗∗ -5.567∗∗∗

(0.760) (1.243) (0.710) (1.012) (0.905) (1.697)
N 23,997 23,689 23,635 23,997 22,987 23,363
R2 0.224 0.222 0.085 0.094 0.080 0.189
mean dep var 42.01 39.07 47.67 57.98 65.62 51.76
sd dep var 28.33 38.10 34.57 34.37 40.66 45.02

Each column denotes a different dependent variable denoting diversification away from agriculture. (1): Percentage of house-
hold members employed in agriculture (2): Percentage of female household members employed in agriculture (3): Percentage
of male household members employed in agriculture (4): Percentage of working-age household members (14-65 age) employed
in agriculture (5): Percentage of working-age male household members (14-65 age) employed in agriculture (6): Percentage of
working-age female household members (14-65 age) employed in agriculture
Standard errors in parentheses. * p < 0.1 , ** p<0.05, *** p<0.01

The latter three columns: column (4)-(6) observes how the diversification occurs

within the working-age members only. Even though child labor is rampant in India, it

is not absurd to assume that working-age members are likely to be employed. In col-

umn (4), the dependent variable is the percentage of working-age members employed

in agriculture. I find that one unit increase in the z-score leads to a 3.48 percentage

points reduction in the percentage of working members employed in agriculture. The

average percentage of working members in agriculture is 58%, which implies that the

reduction in the percentage of working members in agriculture is almost 6% with a

unit increase in the z-score. Similarly, columns (5) and (6) show that the percent-

age of male (female) working members employed in agriculture fall by 2.04 and 5.57

percentage points with an increase in the z-score. The average percentage of male

(female) working members employed in agriculture is 65.6% (51.8%). This implies
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one unit increase in the z-score leads to a 3.1% (10.76%) reduction in the percentage

of male (female) working-age members in agricultural jobs. The results of the last

three columns are in a similar vein to the first three columns. The diversification is

stronger for the female than the male members of the household.

2.6 Conclusion

In this paper, I study how drought affects the labor choices of rural households in

India. I further explore possible mechanisms that may modify the household response

to drought. In particular, I consider switching cost, non-agricultural skill, differential

sectoral wages, and risk-sharing. This paper contributes to the ‘envirodevonomics’

literature by complimenting earlier findings on how households respond to deviations

in rainfall. It extends the literature, in particular, by providing evidence on how

land-ownership modifies the effect of drought on household labor allocation.

I combine high-resolution climate data with detailed survey panel data on house-

holds to address the research questions. I find that households reduce their share of

agricultural jobs by 2.9% following a drought. Additionally, I find that households

with members who have greater than primary education are more likely to move to

the non-agriculture sector in response to drought. Cultural norms associated with

owning farmland as well as long bureaucratic processes associated with buying and

selling of farmlands have restricted land market transactions. Land-owning house-

holds respond to drought by increasing their share of agricultural jobs by 3.14%,

reinforcing the frictions associated with owning farmland. This result has important

policy implications governing land ownership.

These findings have important implications on the structural transformation of

the Indian economy. In the following chapter of my dissertation, I build a simple
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household labor allocation model incorporating land ownership to conduct imporant

policy experiments related to future structural transformation.
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Chapter 3

THE IMPACT OF DROUGHT ON STRUCTURAL TRANSFORMATION IN

INDIA

3.1 Introduction

Developing countries with large agricultural sectors are vulnerable to climate

change. Rural households engaged in the agricultural sector have an incentive to

insure themselves against climate risk. For example, informal arrangements can al-

low households to insulate themselves against income shocks in the absence of formal

insurance markets (Rosenzweig and Stark, 1989; Udry, 1994; Townsend et al., 1994;

Morten, 2019). Another less studied way of insuring against income risk is sectoral

labor reallocation (Colmer, 2018). However, labor market frictions can limit the ex-

tent of adjustment. In particular, the land market in India is notoriously rigid due

in part to cultural norms concerning land ownership and 65-70% of rural households

are landowners (Fernando, 2020). These households’ attachment to their land may

reduce the rates at which they choose to reallocate their labor to the manufacturing

and service sectors.

In India, climate change is expected to increase the frequency and severity of

drought (Bisht et al., 2019). This raises serious concerns because 60% of agricultural

land remains rainfall dependent. While India has witnessed a falling agricultural

employment share since the 1970s, more than 50% of the Indian workforce is still em-

ployed in agriculture, contributing to 17-18% of the total GDP (World Bank, 2015).

Figure 3.1 shows the percentage of drought districts within each state, the percent-

age of agricultural land, and the percentage of agricultural land that is rain-fed for
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2014. The considerable overlap between locations with a high occurrence of drought

and agricultural land that is rainfed underscores rural households’ vulnerability to

droughts. Additionally, Pachauri et al. (2014) predicts agricultural losses of $7 bil-

lion USD by 2030 due to droughts. In this context, it is important to understand

the degree to which household reallocation of labor is possible given the labor market

barriers and the extent to which it could help moderate the consequences of droughts.

Figure 3.1: Drought, Agriculture and Rainfed Land Proportion

(1) (2) (3)

(1): More than 50% of the districts experienced drought in dark brown shaded states, more than 25% of the districts
experienced drought in light brown shaded states (2): Green shaded states have more than 50% of land used for
agriculture (3): Orange shaded states have more than 50% of agricultural land dependent on rainfall

The goal of this paper is to understand how drought affects household labor allo-

cation and the extent to which land ownership modifies the reallocation of household

labor in rural India. In chapter 2, I combined a rich household survey, spanning

almost twenty years, with a high-resolution climate dataset. Panel data regressions

revealed that rural households reduce their share of agricultural labor by 3% in re-

sponse to one standard deviation decrease in district-level rainfall. This 3% reduction

is equivalent to 110 annual household labor hours. I investigated heterogeneity in this

response across landed and landless households and found that landless households
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reduce agriculture labor hours by 10.2% whereas households that own land do not

reduce their share of agricultural labor.

Motivated by these empirical facts developed in chapter2, I build a model of a

household labor allocation with two sectors - agriculture and non-agriculture and

use the model to formalize hypotheses about how land ownership modifies the ef-

fect of drought on labor allocation. I model attachment to agriculture following

Zimmermann (2020). For landless households, the attachment to agriculture reflects

adjustment costs and barriers to entering the non-agricultural sector, and for landed

households, the attachment to agriculture additionally includes the psychological cost

of leaving one’s land, for example, due to religious and cultural norms. I calibrate the

model to match the average labor hours for landed and landless households across

drought and non-drought years and I use the calibrated model to analyze how the

projected near-future increase in the frequency of droughts will affect structural trans-

formation in India. Finally, I use the model to predict how climate change will affect

the size of subsidy payments needed for the government to achieve its future targets

for increasing employment in the manufacturing and service sectors.

My counterfactual scenarios simulate the effects of increasing the frequency of

drought over the next thirty years as predicted by the IPCC 5th assessment report

(Pachauri et al., 2014). For landed households, I find that the average share of

agriculture labor increases marginally as they move from the status quo to an extreme

regime where droughts occur every year. This counterintuitive result follows from the

fact that land ownership hinders sectoral movement and requires additional labor

during inclement weather. On the contrary, for landless households, I find that the

agriculture labor share falls as droughts increase in frequency. Combining the effects

predicted for landed and landless households, I find that there is a net reduction of

1-2% in average agriculture labor hours from the status quo to a constant-drought
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regime. This relatively small percentage change, however, is equivalent to 2.5 to 5

million individuals moving out of agriculture.

I use these results to consider the ‘Make in India’ initiative, which was launched in

September 2014 with the aim of transforming India into a manufacturing hub, raising

manufacturing to 25% of GDP, and creating 100 million manufacturing jobs. Green

(2014, 2015) analyze the efficacy of the ‘Make in India’ campaign and predict the

sectoral labor shares needed to achieve these targets. They conclude that to achieve

the 25% manufacturing share, the agricultural labor share must decline to 38%, 33%,

and 25% in 2022, 2025, and 2035, respectively. I use my model to calculate how

large wage subsidies would have to be to achieve these sectoral targets. I find that

to achieve the 38% agricultural labor share by 2022, the non-agricultural wage would

need to be subsidized by 3.26 rupees per hour (a 9.8% increase from 2011 levels), by

2025 it would need to be subsidized by 4.96 (14.9%) rupees per hour, and by 2035

it would need to be subsidized by 9.36 (28.1%) rupees per hour. Under the climate

change regime with increased drought, the non-agriculture wage would need to be

subsidized by; 5.37 (16.1%) rupees per hour by 2022, 8.37 (25.0%) rupees per hour

by 2025, and 16.27 (48.7%) rupees per hour by 2035, reinforcing the importance of

sectoral barriers.

This paper contributes to the growing literature at the intersection of environ-

mental economics and development economics, also known as “envirodevonomics”

(Greenstone and Jack, 2015). First, I contribute to the strand of literature that

studies the impact of changes in weather and climate on sectoral labor movements.

Second, I contribute to a strand of the literature seeking to understand frictions and

barriers to the movement of labor out of the agricultural sector. My framework builds

on this literature by modeling how the effect of weather on sectoral labor allocation

is modified by frictions in labor movements in India. Lastly, I build a model of house-
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hold labor allocation that incorporates attachment to agriculture arising from sectoral

barriers such as land ownership. This model allows me to analyze how the effect of

climate change on labor allocation is modified by land ownership.1

3.2 Data, Summary Statistics and Empirical Specification

There are two main sources of data. The first one is household-level panel data

from the India Human Development Survey (IHDS). The second is a series of grid-

ded weather datasets from Willmott and Matsuura (2001). Section 2.3 in chapter 2

describes the data sources and summary statistics in detail.

I build the model of household labor allocation based on the reduced form evidence

I find which is outlined in section 2.4 of chapter 2. In chapter 2, the dependent variable

is the share of agricultural jobs in a household. The earliest wave of the household-

level dataset did not record labor hours. However, I imputed the labor hours of

the earliest wave based on the latter two waves of household-level data. Appendix

section C.1 describes the imputation of labor hours, tabulates the summary statistics

including share of labor hours and records the empirical results where the dependent

variable is the share of agricultural labor hours instead of the share of agricultural

jobs.

3.3 Model

3.3.1 Setting

Consider an economy with two types of households indexed by j = {f,nf}. Those

indexed by ‘f’ own farmland and those indexed by ‘nf’ do not own farmland. I will

continue to refer to these two groups as “landed” and “landless”. There are two

1For a detailed review of the literature refer to section 2.2 in chapter 2.
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sectors of production: agriculture, a, and non-agriculture, m. Every household j is

endowed with τ units of labor. Households face drought realizations at the beginning

of each period z ∈ {0, 1} that affects wages (wa(z), wm(z)) and farm income (π(z)).

After drought shocks are realized, household j decides how to allocate labor to the

agriculture sector, lajz , to the non-agriculture sector, lmjz , and to leisure, ljz. They

receive the associated wages and farm income at the end of the period, which in turn,

determines household consumption cjz. The landed households, ‘f’ only receive the

farm income. The timeline is as follows:

Figure 3.2: Timeline

Drought

Weather

z ∈ {0, 1}

Realization

↓
{wm, wa, π}

Ag Labour : laz

Decision

Non-Ag Labour : lmz
Leisure : lz

Consumption: cz

Wages

Payoffs

wm(z)
wa(z)
π(z)

Preferences

Households receive utility from consumption, cjz, and from working in agriculture,

lajz . They experience disutility from working, Ljz. The utility function is as follows:

U j
z (cjz, l

aj
z , L

j
z) =

(cjz)
1−σ

1− σ
+ ψjz(l

aj)δ − kjz(Ljz)α (3.1)

The first part of the utility function is a standard CARA specification. The second

term represents the attachment to agriculture, similar to Zimmermann (2020). The

last term represents the preference for leisure. This follows from Greenwood et al.
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(1988) and is standard in the literature. The parameter σ is the curvature parameter

on consumption. δ is the curvature parameter on the utility benefit of working in

agriculture. ψjz is the heterogeneous land attachment parameter. It is allowed to

differ across landed and landless households and across drought and non-drought

states. A higher value of ψjz implies a stronger preference for agricultural work. kjz

is the heterogeneous leisure parameter that also varies across household types and

drought states. A higher value of kjz implies a higher preference for leisure.

Constraints

Agriculture wages, waz , and non-agriculture wages, wmz , are both potentially af-

fected by the weather realization, z. Additionally, households that own land receive

farm income, π(z), which is also affected by drought occurrence z. Total household

time, τ , is divided into labor supplied, Ljz, and leisure, ljz. Labor hours are then

divided between agricultural work, lajz , and non-agricultural work, lmjz . The budget

and time constraints for the landed households are thus as follows:

cjz = waz l
a,j
z + wmz l

m,j
z + πz (3.2)

Ljz = la,jz + lm,jz (3.3)

τ = Ljz + ljz (3.4)

Landless households face the same set of constraints except that their budget con-

straint excludes farm income, as they do not own land.
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3.3.2 Household Optimization Problem

The optimization problem for a landed household can be represented as follows:

max
la,fz ,lm,f

z

(cfz )
1−σ

1− σ
+ ψfz (la,fz )δ − kfz

2
(Lfz )

α (3.5)

s.t. cfz = waz l
a,f + wmz l

m,f + πz (3.6)

Lfz = la,fz + lm,fz (3.7)

τ = Lfz + lfz ∀z ∈ {0, 1} (3.8)

Given the intital weather realizaton, the wages in the agriculture and non-agriculture

sectors, and the total time endowment, landed households solve the constrained op-

timization problem in (3.5)-(3.8) by choosing their optimal labor allocation and con-

sumption in both drought (i.e., z= 1) and non-drought (i.e., z=0) states i.e. by

choosing l̂a,f1 , l̂m,f1 , L̂f1 , ĉf1 , l̂a,f0 , l̂m,f0 , L̂f0 , and ĉf0 .

Rearranging the first-order conditions yields two key equations that summarize house-

holds’ decision rules.2

(cfz )
−σwmz = kfzα(la,fz + lm,fz )α−1 (3.9)

(wmz − waz ) =
ψfz δ(l

a,f
z )δ−1

(cfz )−σ
=
MUlaz
MUcz

(3.10)

The comparative statics of equation (3.9) imply that landed households decide

how much labor to supply (Lfz ) across drought and non-drought based on the wages

in that state. If wages fall, households supply less labor. Total labor supply (Lfz )

2For the detailed first-order conditions, refer to the Appendix section C.2.
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is allocated to the agriculture (la,jz ) and non-agriculture sectors (lm,jz ), governed by

the first-order condition shown in equation (3.10). Specifically, the amount of labor

allocated to agriculture is governed by the difference in wages between the two sectors

and the ratio of the marginal utility of working in agriculture to the marginal utility

of consumption.

Figure 3.3: Household Labor Allocation Decision

0 Ag Labor, la,j0

Consumption, cj

U j
1 (cj, la,j, ψj1)

U j
2 (cj, la,j, ψj2)

wm1 − wa1(drought)

wm0 − wa0(non-drought)

la,j1

A

la,j0

B

The above figure shows the allocation of labor across drought and non-drought states. A higher value of ψj implies
greater attachment to land and a higher allocation of labor into the agriculture sector.

Figure 3.3 provides the graphical intuition for the sectoral labor allocation deci-

sion. The utility function parameters are set to make utility concave. The slope of

the utility function in the consumption-agriculture labor space is given by the right-

most part of equation (3.10). The smaller the difference in sectoral wages, the higher

the allocation of labor to agriculture (labeled B). The wage difference during drought
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(wm1 −wa1) is higher compared to the wage difference during non-drought (wm0 −wa0).

Therefore, households allocate less labor to agriculture during a drought (labeled A).

It is important to note that the total labor supplied is different in each state. Thus,

the reduction in agricultural labor does not necessarily imply a decrease in the share

of agriculture labor hours. All else constant, a higher value of ψ implies higher at-

tachment to agriculture and hence a higher utility level. Therefore irrespective of the

wage difference in each state, households with higher ψ will allocate more labor to

the agriculture sector.

The optimization problem for a landless household can be represented as follows:

max
la,nf
z ,lm,nf

z

(cnfz )1−σ

1− σ
+ ψnfz (la,nfz )δ − knfz

2
(Lnfz )α (3.11)

s.t. cnfz = waz l
a,nf + wmz l

m,nf (3.12)

Lnfz = la,nfz + lm,nfz (3.13)

τ = Lnfz + lnfz ∀z ∈ {0, 1} (3.14)

Given the intital weather realizaton and taking wages, waz and wmz and the total

time endowment τ as given, landed households maximize their utility function (3.11)

given the constraints (3.12)-(3.14) by choosing the optimal labor allocation and con-

sumption in both drought (i.e., z= 1) and non-drought (i.e., z=0) states by choosing

l̂a,nf1 , l̂m,nf1 , L̂nf1 , ĉnf1 , l̂a,nf0 , l̂m,nf0 , L̂nf0 , and ĉnf0 .

The tradeoffs faced by landless households are similar to the landed households

with two distinctions. First, landless households may have different values for the

attachment to land parameter ψnfz and the leisure parameter knfz compared with

85



landed households. Second, as noted earlier, the landless households do not have

farm income, π. Apart from these differences, the landed and landless households

face similar tradeoffs in deciding how to allocate labor across the agriculture and

non-agriculture sectors in drought and non-drought states.

3.4 Results

I calibrate the model to match the labor allocation decisions of rural Indian house-

holds across drought and non-drought periods. First, I calculate wages using the

National Sample Survey (NSS) data of India. Next, I calibrate a subset of the pa-

rameters that are not identifiable in my data by fixing them at values estimated in

prior studies of developing countries. Lastly, I use the method of moments to recover

the remaining parameters to match data moments.

3.4.1 Calibration

The Employment and Unemployment surveys of the National Sample Survey

(NSS) provides national and state data on wages paid to labor. I use three rounds

of the NSS dataset (that correspond to the survey years of the IHDS dataset) to

calculate hourly wages in rural India for 2011-12, 2004-05, and 1993-94. The NSS

does not follow the same households over time. However, the NSS income module

is more detailed than IHDS. The NSS records industry code, hours worked in any

job in the last week, and the total payment at the end of the week. I assume that

a full day of work is equivalent to eight hours of work. I convert the days of work

into hours worked last week. The hourly wage is the total weekly payment divided by

the number of hours worked. Based on the National Industrial Classification (NIC),

the wages are classified as agriculture or non-agriculture. I further stratify agricul-

ture and non-agriculture wages into drought and non-drought periods. For instance,
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agriculture wage during drought is measured as the average agriculture wage among

districts that experienced a drought. I use the most recent round of 2011-12 wages

for the calibration exercise.

Table 3.1: Calibration Summary

Parameter Source Value
Hourly ag wage (drought) wa1 Data 17.09
Hourly ag wage (non-drought) wa0 Data 20.82
Hourly non-ag wage (drought) wm1 Data 33.43
Hourly non-ag wage (non-drought) wm0 Data 33.34
Farm Income (drought) π1 Data 32,648
Farm Income (non-drought) π0 Data 51,215
Curvature parameter on consumption σ Literature 0.7
Curvature parameter on leisure α Literature 2
Curvature paramter on ag attachment δ Literature 0.5

Ag attachment for Landed HH (drought) ψf1 Method of Moments 0.4480

Ag attachment for Landed HH (non-drought) ψf0 Method of Moments 0.2883

Leisure parameter for Landed HH (drought) kf1 Method of Moments 2.3250

Leisure parameter for Landed HH (non-drought) kf0 Method of Moments 2.0260

Ag attachment for Landless HH (drought) ψnf1 Method of Moments 0.4018

Ag attachment for Landless HH (non-drought) ψnf0 Method of Moments 0.3065

Leisure parameter for Landless HH (drought) knf1 Method of Moments 2.6370

Leisure parameter for Landless HH (non-drought) knf0 Method of Moments 2.5400

Note: The leisure parameter is measured in units of 10−6. Hourly wages are measured in
rupees.

The top part of Table 3.1 reports sectoral wages across drought and non-drought

periods for 2011-12. Agriculture wages are lower by 3 rupees for the drought-affected

districts. However, the wages in the non-agriculture sector differ only by 0.1 rupees. I

calculate the average farm profit among landowners from Wave-3 of the IHDS dataset.

IHDS records farm income separately for each household that owns land. Using the

drought status for the year 2011, I calculate the average farm income for drought

and non-drought districts. Farm income is 36% higher for the non-drought period,

compared to the drought period, reflecting lower productivity during drought.
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The middle part of Table 3.1 summarizes how I choose {σ, α, δ} from the prior

literature since they are not easily identified by the available data. First, I set the

consumption curvature parameter to 0.7 which falls toward the middle of the range

of estimates from prior studies. For example, an experimental study conducted on

rural households in India concluded that they are moderately risk-averse (Binswanger,

1980) with a partial risk aversion coefficient is between 0.316 and 0.812. More recently,

Sengupta (2011) finds that rural households exhibit intermediate-risk aversion with

a partial risk aversion coefficient between 0.81 and 1.74. I estimate the model with

sigma=0.7,

Next, I set the value for α, the curvature parameter on total household labor sup-

plied (L), to be 2, following work on real business cycle models. Lastly, I set δ, the

curvature parameter on the preference for agriculture work, to be 0.5. Zimmermann

(2020) proposes there is an affinity to work on one’s farm in rural India. The addi-

tively separable part of the utility function denoting affinity to work on land exhibits

diminishing returns to scale. Technically, the logical range for δ is (0,1).

I jointly calibrate the remaining eight parameters {ψf1 , ψ
f
0 , k

f
1 , k

f
0 , ψ

nf
1 , ψnf0 , knf1 , knf0 }

to match the eight data moments constructed from the three waves of the IHDS

dataset. These parameters are the attachment to agriculture, ψ, and leisure prefer-

ence, k, across drought and non-drought periods for landed and landless households.

The four data moments for the landed households are: average total household labor

hours in agriculture during drought periods, average total household labor hours in

agriculture during non-drought periods, average total household labor hours in non-

agricultural work during drought periods, and average total household labor hours in

non-agricultural work during non-drought periods. I use these moments to calibrate

the attachment to agriculture across drought, ψf1 , and non-drought states, ψf0 , and

the leisure parameter across drought, kf1 , and non-drought states, kf0 . I follow an
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analogous procedure for landless households. Table 3.2 shows how well the model

moments match the data moments for landed and landless households.

Table 3.2: Model Fit: Targeted Moments

Data Moments Model Moments % Difference
Landed
Ag labor hours (drought) 2,514 2,513 -0.04
Ag labor hours (non-drought) 2,370 2,368 -0.08
Non-ag labor hours (drought) 1,419 1,420 0.07
Non-ag labor hours (non-drought) 1,522 1,525 0.20
Landless
Ag labor hours (drought) 1,598 1,599 0.06
Ag labor hours (non-drought) 1,691 1,691 0.00
Non-ag labor hours (drought) 2,300 2,297 -0.13
Non-ag labor hours (non-drought) 2,214 2,215 0.04

To see the intuition for identifying sources of variation in the data that support

the joint calibration, first consider the calibration for landed households. The leisure

parameter, kfz , affects the total labor supplied in any state, i.e., the total labor hours

in agriculture and non-agriculture sectors. A lower value of kfz implies more labor

supplied, ceteris paribus. The total agriculture labor hours and non-agriculture labor

hours moments help to identify the leisure parameter. Further, the attachment to

land parameter, ψfz , plays a key role in the decision of how much labor to allocate to

the agricultural sector. A higher value of ψfz implies a higher allocation of agriculture

labor hours, holding everything else constant. Therefore, the agriculture labor hours

moment helps to pin down the attachment to agriculture parameter. The calibration

for landless households follows the same logic.
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3.4.2 Interpretation of Parameters

The results of the calibration exercise are presented in the bottom part of Table

3.1. For the landed households, the attachment to agriculture parameter is 0.448

during drought periods and 0.2883 during non-drought periods. A higher value of

the attachment to agriculture parameter denotes a higher preference for agricultural

work. Drought is characterized by low rainfall and more generally, very dry weather.

Rural landed households in India with attachment to their land require more workers

in the farm to produce during the dry season (Fernando, 2020). This is reflected

through the higher value of ψnf1 . Landless households show the same pattern for the

attachment to agriculture parameter even though the magnitude differs; it is 0.4018

for the drought state and 0.3065 for the non-drought state. Taken together, these

results suggest that moving out of agriculture entails adjustment costs or barriers to

entry in the non-agriculture sector. A higher value for the attachment to agriculture

parameter for landless households captures these abovementioned costs. These are

higher during drought periods compared to non-drought periods implying a greater

impediment to switching sector during unfavorable weather.

A higher value for the leisure parameter, k, implies a stronger preference for

leisure. All else constant, a higher value for k implies less labor supplied. Since labor

is measured in annual hours, the value of the parameter is very small. The value of

leisure is higher during drought for landed and landless households. The unfavorable

weather conditions in a tropical country during drought leads to a higher preference

for leisure.
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3.4.3 Non-Targeted Moments

Table 3.3 reports the non-targeted moments. Given that the model is a simple

static model of labor allocation, the choice for non-targeted moments is limited. To-

tal income and consumption are the most natural options for non-targeted moments.

Household surveys are found to underestimate income data (Ravallion, 2003). There-

fore, I compare consumption across drought and non-drought states for each type of

household.

Table 3.3: Non-Targeted Moments

Data Moments Model Moments % Difference
Landed HH
Consumption (drought) 98,296 1,20,050 -18.12
Consumption (non-drought) 1,25,203 1,62,010 -22.72
Landless HH
Consumption (drought) 78,657 84,112 -6.48
Consumption (non-drought) 95,869 1,00,990 -5.07

There is a non-trivial difference between the model’s predicted consumption and

data on consumption. This may be because the model does not include savings or

investment. In the model, income is consumed in each period. Landed households

exhibit a sizeable difference compared to landless households. This follows from the

fact that landed households have a greater potential to accumulate wealth and, hence,

save and invest more than the landless households.

3.5 Counterfactual Analysis

In this section, I use my calibrated model to conduct two quantitative exercises.

First, using drought projections reported by the Intergovernmental Panel on Climate

Change’s (IPCC) 5th assessment report, I predict the agriculture labor share across
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landed and landless households for the next 30 years. Second, I calculate the govern-

ment subsidy to non-agricultural labor that would be needed to achieve the goals of

the well-publicized ‘Make in India’ campaign that was launched in September 2014

in response to one of the slowest growth periods in the history of the Indian economy.

3.5.1 Drought Projections

My analysis is motivated by the fact that the IPCC’s fifth assessment report

(Pachauri et al., 2014) predicts an increased risk of drought in Asia in both the near

term (2030-2040) and the long term (2080-2100). The IPCC determined the extent

of risk based on the following factors: magnitude; high probability or irreversibility of

impacts; timing of impacts; persistent vulnerability or exposure contributing to risks;

or limited potential to reduce risks through adaptation or mitigation. Based on these

factors, the IPCC concluded that in the near term, drought risk is low to medium. In

the long term, drought risk is a function of how much mean temperatures rise above

the pre-industrial levels. For a 2◦C increase in the mean global temperature, there

could be low to medium risk and for a 4◦C increase in mean global temperature, the

risk could be medium to high, depending on the current level of adaptation.

Additionally, Gupta and Jain (2018) provides drought predictions through the

end of the 21st century for India specifically using precipitation and temperature

data obtained from Regional Climate Models (RCMs). Their analysis suggests that

Northern and North-western India may face increasing frequency of drought in the

near future (2021-2050). In the more distant future (2071-2100), most parts of In-

dia are expected to face increasing frequency of drought except for south-eastern

regions such as Odisha, Chhattisgarh, and parts of Maharashtra, Madhya Pradesh,

and Telangana. These projects match the IPCC report in predicting that India will

witness more frequent droughts in the future.
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In order to understand how I use my model to simulate the effects of drought

projections, it is important to first reiterate that my model matches the labor hours

of landed and landless households across drought and non-drought states. It also

matches the share of agricultural labor across household type and drought status. In

a drought (non-drought) year, the share of agriculture labor in a landed household is

61.44% (59.86%) and in a landless household is 56.28% (61.34%). I use these results

to define the baseline share of agriculture labor for the future. Then I use the model

to predict how labor allocation would adjust to increased frequency of droughts in

India.

Figure 3.4: Increase in Drought Frequency and Household Agriculture Labor Share
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I consider a near-future period as a span of 30 years. I find that there were zero to

nine yearly droughts between 1981-2010 across the districts in India. I use my model

to calculate the average share of agriculture labor in rural households over the next 30

years, as the number of droughts experienced increases. Since I abstract away from

changes in the severity of drought, which is also predicted to increase under climate

change, the results of this experiment are best interpreted as the lower bounds on

future changes in the labor shares.

Figure 3.5: Increase in Drought Frequency and Average Agriculture Labor Share

Note: The weights used in the weighted average are the proportion of each type of
household. In the IHDS dataset, there were 70% landed households and 30% landless
households.
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Figure 3.4 shows the model-predicted relationship between drought and average

agriculture labor share across landed and landless households. Given that the at-

tachment to agriculture is stronger for the landed households during droughts, I find

that the landed households will continue to allocate more household members to agri-

culture as the number of droughts increase. I find that the opposite is true for the

landless households, who are more likely to move away from agriculture in response

to drought. Focusing on the scaling of the y-axis shows that the share of agriculture

labor does not change drastically with an increase in drought.

Given that droughts have opposite effects on the agricultural labor share for landed

and landless households, I calculate the net effect on the average share of agriculture

labor. Figure 3.5 plots the weighted average of agriculture labor share. The weights

used are the proportion of landed (70 percent) and landless (30 percent) households

in the sample. My model predicts that the share of agriculture labor falls marginally.

Specifically, the difference in the 30-years average household agriculture share is only

around 1-2% even when droughts occur every year. While the percentage change is

small, it implies that 2.5 to 5 million individuals would exit the agricultural sector.

3.5.2 Targeting Structural Transformation

To encourage manufacturing in India, the Indian government launched the ‘Make

in India’ initiative in 2014 during one of the slowest growth periods in modern history.

The main objective of the initiative was to increase the manufacturing share of GDP

to 25% in the near future (from 15% in 2013). Other objectives of the campaign

were to facilitate investment, foster innovation, enhance skill development, protect

intellectual property, and build manufacturing infrastructure. Most East Asian and

Southeast Asian countries that have achieved high sustained growth rates experienced

industrialization before the rise of the service sector. However, India faces different
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circumstances. The agriculture sector employs approximately half of the labor force,

but contributes the least to the GDP. The service sector produces most of the output,

around 60% of the GDP, and ranks second after agriculture in terms of employment.

Manufacturing ranks behind services in terms of GDP share and employs the fewest

individuals, playing a relatively minor role in the economy. Thus, in principle, a

re-alignment of the labor force toward more productive activities could yield large

benefits in terms of economic growth.

Table 3.4: Agriculture Employment Share Predictions

Year
Agriculture Employment Share
With Reform Without Reform

2022 38 -
2025 33 37
2035 25 35

Source: Green (2015)

Green (2014, 2015) study the effectiveness of the ‘Make in India’ campaign and

argue that the status quo would continue the prevalence of labor in low-productivity

sectors and suggest that labor reforms are needed to achieve the targets. In Table

3.4, I report the agricultural labor shares suggested by Green (2015) under ‘no re-

form’ and ‘with reform’ scenarios. The no-reform scenario, predicts that the share of

agricultural employment would be around 35% by 2035. The GDP share of manu-

facturing in 2035 would be 13%, way below the target of 25%. Some of the reforms

suggested include reducing labor regulations, facilitating land acquisition, improving

business-government relations, and providing public goods (judicial reforms, institu-

tional reform, education, and infrastructure). Furthermore, Green (2015) predicts

that structural transformation is necessary to achieve the 25% manufacturing share
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of GDP. Increasing the share of manufacturing in GDP to 25% from 15% in 2013,

would imply reducing the agriculture employment share to as low as 25% by 2035.

The baseline share of agriculture labor in an average rural Indian household is

58.81% in a drought year and 60.65% in a non-drought year. Assuming the employ-

ment share of the country is reflected through the employment share of the average

rural household, I quantify the non-agriculture wage increase required to achieve the

structural transformation target needed for manufacturing to increase to 25% of GDP.

This quantitative exercise determines the wage growth needed to achieve those tar-

gets. Alternatively, it can be interpreted as defining the government subsidy needed

to finance the structural transformation target.

Figure 3.6: Percentage Increase in Non-Ag Wage to Achieve Ag-Share Targets

Note: Non-ag wage in 2011 was 33.43 for drought districts and 33.34 for non-drought
districts. The target ag employment shares are 38%, 33%, and 25% in the years 2022,
2025 and 2035, respectively.
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The nominal wage rates in 2011 for drought and non-drought districts are 33.43,

and 33.34, respectively. I treat 2011 as the baseline year and solve for the wage sub-

sidies required to meet the agricultural employment share targets under the current

climate regime. Figure 3.6 shows the percentage increase in the non-agriculture wages

needed to achieve the target agricultural employment shares for 2022, 2025, and 2035

for drought and non-drought years. To achieve a 38% of agriculture employment share

in 2022, my model predicts that the non-agriculture wages would need to increase by

16.1% and 9.8% in drought and non-drought affected regions, respectively; to achieve

a 33% agriculture employment share in 2025, the non-agriculture wage would need to

increase by 25% and 14% in drought and non-drought affected regions, respectively;

and to achieve a 25% agriculture employment share in 2035, the non-agriculture wage

would need to increase by 49% and 28% in drought and non-drought affected regions,

respectively.3

The climate-change scenario for increased drought frequency would require the

growth of non-agriculture wages to be higher relative to the current climate regime. In

particular, landed households would require higher non-agricultural wages to induce

them to move out of agriculture in a drought scenario. For example, meeting the

2035 target would require increasing non-agriculture wages by 28.1% or 9.36 rupees.

For 75% of the working population of 500 million individuals to be employed in non-

agriculture, the government would need to pay a wage subsidy of 7.4 trillion (2011)

rupees (101.25 billion USD). In the case of a drought, the increase in non-agriculture

wages needs to be 48.7%, which is an increase of 16.27 rupees, equivalent to subsidies

of 12.9 trillion rupees (175.77 billion USD). In terms of GDP, the required wage

subsidy is around 5.5%, and is as high as 9.64% under the climate-change scenario.

3Appendix Table C.9 shows the level of non-agriculture wages needed to achieve the agriculture
labor share targets across drought and non-drought years.
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3.5.3 Implications of Land Ownership for the Make in India Policy

In the previous counterfactual simulation, the attachment to farmland exhibited

by landowners gives them a strong incentive to remain in the agricultural sector,

even when the non-agricultural wage rises. Recall that the attachment to agriculture

parameter in the landowner’s utility function represents the psychological cost of

leaving their farmland along with other barriers to entry in rural labor markets. In

order to disentangle the effects of land ownership from the other barriers to entry,

I repeat the simulation from the last section after first assigning the attachment to

agriculture parameters of the landless households to the landed households. Then I

recompute the non-ag wages that would be required to achieve the target agricultural

labor share needed to meet the goals of the ‘Make in India’ policy. The following table

compares two cases: the default case where each type of household has its respective

attachment to agriculture parameters shown in Table 3.1 and the counterfactual case

where landed households are assigned the attachment to agriculture parameters of

the landless households.

Table 3.5: Non-Ag Wages Needed to Achieve ‘Make in India’ Policy Goals in the
Absense of Attachment to Farmland

Non-Agricultural Wages
Year Target Ag parameter: default Ag parameter: counterfactual

Ag Share Drought Non-Drought Drought Non-Drought
2022 38% 38.80 36.60 37.00 37.30
2025 33% 41.80 38.80 39.70 39.20
2035 25% 49.70 42.70 46.50 43.50

This exercise yields two interesting results as shown in Table 3.5. First, I find that

the non-agricultural wages needed to achieve the target agricultural labor share for

each of the years 2022, 2025, and 2035 without climate change increases marginally
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compared to the default scenario. This is because the attachment to agriculture

for landless households is higher compared to landed households in a non-drought

year. This could possibly represent barriers to labor market entry such as non-

agricultural skill. Second, the non-agricultural wages are lower in a drought year

in the counterfactual case compared to the default case. This is true because drought

causes landless households to move out of agriculture at a higher rate. As both types

of households now have the same level of attachment to land during drought, the

non-agricultural wages needed to achieve the target agricultural employment share is

lower.

To achieve the target share for 2035, the government would need to pay the non-

agricultural workers 46.50 rupees (in 2011 terms) per hour under climate change and

43.50 rupees (in 2011 terms) per hour without climate change. To implement this

policy for a working population of 500 million individuals, the government would

need to pay a wage subsidy of 8.1 trillion (2011) rupees (110.97 billion USD). In

case of drought, the wage subsidy is equivalent to 10.4 trillion (2011) rupees (142.48

billion USD). In comparison, in the default case, the wage subsidy was 7.4 trillion

(2011) rupees without climate change and 12.9 trillion (2011) rupees under climate

change. In a situation where the country may experience an equal frequency of

drought and non-drought years, the average cost for the wage subsidy would be 10.15

trillion (2011) rupees under the default situation and 9.25 trillion (2011) rupees under

the counterfactual situation. These findings suggest that attachment to agriculture

exhibited by landed households would substantially increase the government’s cost of

meeting the ”Make in India” policy goals.
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3.6 Conclusion

This chapter extended the “envirodevonomics” literature by investigating how

land ownership influences the effects of drought on occupation choices by rural Indian

households. In chapter 2, I used high-resolution climate data combined with a survey

panel data on households to conclude that drought reduces the share of agricultural

labor hours in rural households overall, but this effect is driven by landless households

that exit agriculture at a faster rate. Landed households increase agricultural labor

only slightly in response to drought. These findings imply that land ownership is an

important barrier to sectoral labor reallocation.

In chapter 3, I developed a partial equilibrium model of labor allocation across

agriculture and non-agriculture sectors. I calibrated the model to match the labor

hours across landed and landless households across drought and non-drought states

and used the model to predict how landed and landless households will respond to fu-

ture climate change that increases drought frequency. My results imply that landless

households will tend to reduce their agricultural labor share whereas landed house-

holds will allocate marginally higher labor to agriculture as drought becomes more

frequent. The net effect is a 1% to 2% decline in agricultural labor, but this marginal

change is equivalent to 2.5 to 5 million people leaving agriculture.

I also predicted the non-agriculture wage subsidy that would be needed to achieve

the structural transformation targets of the ‘Make in India’ campaign. My findings

suggest that to achieve an agriculture labor share of 25% by the year 2035 in the

absence of climate change, the non-agriculture wage would need to increase by 28.1%

relative to 2011. However, this subsidy would need to be increased to as much as

48.7% in the presence of increased droughts under climate change. Overall, the results
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of this paper highlight the importance of institutional and cultural barriers in the

adaptation process of rural households exposed to climate change.
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APPENDIX A

ENVIRONMENTAL JUSTICE FOR SENIORS: EVIDENCE FROM THE
SUPERFUND PROGRAM
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A.1 Background

The Environmental Protection Agency (EPA) announces stages of the clean-up
process of a hazardous site and assigns a period for public comments about the pro-
posed plan. The following two subsections provide examples of those announcements.
The following public notice in the Navajo Times is an example of an information shock
about the environmental quality of a neighborhood.1 People reading this information
decides to move out or stay in the neighborhood with the Superfund site.

Figure A.1: Example of Negative Information Shock

Once, the site is cleaned up, EPA also announces the end of the cleaning process
by declaring the date of removal of the site from the National Priority List. This
illustrates positive information shock about the environmental quality of the place.2

1https://newspaperarchive.com/ provided the public notices in local newspapers.

2Disclaimer: The Notice about deletion does provide some additional information other than site
deletion from NPL.
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Figure A.2: Example of Positive Information Shock

A.2 Summary Statistics and Research Design

Figure A.3: Location - Listed Superfund Sites

113



Figure A.4: Location - Deleted Superfund Sites

Figure A.5: Temporal Variation in Listing and Deleting Superfund Sites

Research Design: The following empirical specification is used to ascertain the bound-
ary separating treatment and control groups (Muehlenbachs et al., 2015).

moveijt = Bijtβ1 + Iijtβ2 + αj ∗ δt +
k=4∑
k=1

(β3k ∗Dkijt) + εijt (A.1)
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In the above specification, moveijt equals 1 if individual i living in county j in
year t moves, zero otherwise. I control for block-level characteristics, Bijt, such as
house value, income, percentage renter-occupied properties, percentage of seniors,
racial groups, and for individual-level characteristics, Iijt such as gender, birth year,
presence of chronic conditions, etc. To account for unobservable spatial and temporal
changes that may affect moving decisions, I include county (αj) and year (δt) fixed
effects. D1ijt is a dummy variable taking the value 1 if individual i is located within
2 miles of a site, 0 otherwise. Similarly, D2ijt takes value 1 if the individual is located
within 2 to 4 miles of a site, zero otherwise, and so on. The key parameters of interest
here are β3ks.

In order to identify the individual’s location with respect to all the Superfund sites
that were listed or deleted in a particular year, I used the Haversine Great Circle
formula. The CMS dataset provided annual zip-codes for every beneficiary. The
Geolytics dataset mapped every zip-code to a geographic co-ordinate. The latitude
and longitude of every Superfund site are documented by the EPA. The calculation
of distances between every possible site and every individual in the data over the
fifteen years of study was facilitated by the availability of geo-coordinates for every
Superfund site as well as for the location of individuals. For example, consider two
pairs of latitude and longitude: (φ1, ψ1) and (φ2, ψ2), expressed in radians. The
distance (d) in miles between the two points is given by:

a = sin2(
4φ
2

) + cos(φ1) ∗ cos(φ2) ∗ cos(
4ψ
2

)

c = 2 ∗ atan2(
√
a,
√

1− a)

d = R ∗ c

where, R = 3959 miles, the mean radius of the earth.

Using the distances computed, individuals were assigned to the treatment and
control groups. To elaborate, consider the year 1999. 47 sites were listed on the
NPL in 1999. The distance between every individual’s location in 1999 and the 47
listed sites was calculated. The individuals whose distances happen to be less than
equal to 2 miles were considered to be in the treatment group and whose distances
were between 2 to 4 miles were put in the control group. 2 sites were dropped as no
individual could be traced within 4 miles of those sites in the year 1999. This exercise
is repeated for the rest of the years (2000 to 2013). The data files for every year from
1999 to 2013 were appended to form the estimation sample. Therefore, each observa-
tion in the estimation sample is a year-person. A single observation would read the
beneficiary ID of the senior, the year of location within the 4 miles of a site along
with other demographic characteristics mentioned earlier. Similarly, the estimation
sample for the deleted sites was calculated.
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Figure A.6: Effect of the Distance from Superfund Sites on the Probability to Move

Pre-deletion of Sites Post-Deletion of Sites

Regression controls for county times year fixed effects, block group, and individual characteristics. The dependent
variable is a binary variable denoting whether individual moves or not. The coefficient on the distance dummy and
their confidence intervals are plotted in the figure.
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APPENDIX B

DROUGHT SHOCKS AND HOUSEHOLD OCCUPATION CHOICES
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B.1 Data

The sample collection for the IHDS wave 2004-05 and 2011-12 was complex. The
sample for the 2004-05 IHDS wave is a composite of several separate sub-samples. The
two broad categories of the sub-samples are the re-interview sample of the households
previously interviewed in 1994-95 for the Human Development Profile of India (HDPI)
and new households. The idea was to be able to conduct panel studies across individ-
uals and households. In the 2004-2005 sample, 15,000 households out of the original
33,230 households in the HDPI survey, were eligible for reinterview. There was attri-
tion based on household splitting, migration, death or other reasons. HDPI villages
were randomly ranked within each HDPI district and households were sampled within
each stratum according to this ranking. In the event that, some households could not
be contacted, a replacement household was selected for re-interview within that vil-
lage to reach a quota. For the state of Karnataka, all records were lost. The entire
sample was new but was in similar proportions of the sampling of HDPI households.
IHDS extended the original sample. In addition to the 16 states, it added households
in randomly selected villages across 17 states and union territories. For all states,
villages were sorted by a random number within randomly sorted districts. To add
urban households to the existing sample, towns were sampled from the 2001 Census
list. With the Census maps as a guide, once a town was selected, a sample of 15
households was drawn from the towns selected. In the later survey of 2011-12, 40,018
households were re-interviewed. 6,911 households were lost due to migration or death.
2,134 additional households were added because, in some towns or villages, original
households could not be contacted.

Table B.1 summarizes the characteristics of households in the HDPI, IHDS 1 and
IHDS 2 survey waves, categorized by rural and urban households.
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Table B.1: Summmary Statistics of HDPI (Wave-1), IDHS 1 (Wave-2) and IHDS 2
(Wave-3)

Characteristics Wave -1 Wave-2 Wave-3
Rural Rural Urban Rural Urban

# States 16 32 31 32 32
# Districts 195 277 218 273 234
# HH Count 33,230 26,734 14,820 27,579 14,573
# HH with landownership 0.65 0.60 0.08 0.62 0.10
# no adult HH 333 519 159 898 304

– only senior HH 312 498 151 855 288
– only child HH 1 1 0 1 0
– senior-child HH 20 20 8 42 16

# HH members 5.85 5.36 4.88 4.90 4.76
# adults (15-65 years) 3.41 3.27 3.25 3.07 3.28

– female 1.64 1.63 1.61 1.57 1.65
– male 1.77 1.64 1.64 1.50 1.63

# seniors (above 65 years) 0.25 0.31 0.22 0.36 0.31
# child (below 15 years) 2.18 1.78 1.40 1.46 1.17
# members with a job 0.93 2.85 1.58 2.24 1.65
# members with only agri jobs 1.34 1.72 0.19 1.30 0.17

– female 0.44 0.90 0.10 0.70 0.10
– male 0.90 0.82 0.08 0.60 0.06

# members with only non-agri jobs 0.47 0.45 1.28 0.54 1.42
– female 0.07 0.08 0.22 0.11 0.29
– male 0.40 0.37 1.06 0.43 1.13

# members with agri and non-agri jobs 0.34 0.34 0.05 0.39 0.06
– female 0.04 0.06 0.01 0.10 0.14
– male 0.30 0.28 0.04 0.29 0.04

# HH jobs 2.50 2.85 1.58 2.64 1.70
# HH agri jobs 1.68 2.06 0.25 1.70 0.23
# HH non-agri jobs 0.81 0.79 1.33 0.94 1.48
# MGNREGA jobs - - - 0.32 0.02
HH total income 32,004 83,306 1,53,967 1,02,273 1,78,753
HH agri income 17,157 39,608 5,730 44,102 6,542
HH non-agri income 8,427 37,714 1,35,512 45,592 1,49,545
HH non-work income 943 5,984 12,725 12,578 22,666
HH MGNREGA income - - - 1,261 86
HH consumption (last month) - 2,756 3,979 5,809 8,448
HH consumption (last year) - 12,468 19,034 31,341 48,673

The table reports characteristics of the households in each wave, categorized into urban and rural regions. HH total consumption
data was not available for wave-1. MGNREGA policy was made available between waves 2 and 3, mean of MGNREGA-related
variables are conditional on the households availing the policy.
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Weather Data: Terrestrial Precipitation: 1900-2017 Gridded Monthly Time Series
(V 5.01) data archives precipitation measures in mm for each month from 1900 to
2017 for every 0.5-degree by 0.5-degree latitude/longitude grid node. To compute
the rainfall measure for a latitude-longitude node, they combine data from 20 nearby
weather stations using an interpolation algorithm based on the spherical version of
Shepards distance-weighting method.1 I compute district-level rainfall as the average
of the precipitation levels of each 0.5 degrees by 0.5 degrees latitude/longitude grid
note within the geographical boundaries of the district. District-level precipitation z-
scores are calculated for the lagged monsoon and non-monsoon periods. The z-scores
are re-coded to represent a drought in the previous year in the following way: districts
with greater than zero z-scores are re-coded as zero z-score, districts with less than
zero z-score are re-coded as the absolute value of the z-score. Therefore, a higher z-
score implies a more severe drought. India receives 90% of the annual rainfall within
the monsoon months of June, July, August, and September. Agriculture is heavily
dependent on the monsoon rainfall. However, to take into account the possibility
for multiple cropping cycles, the yearly z-score is used in the primary specification.2

Additional results are calculated for drought variable defined over the monsoon term
(June-sep) to see an aggravated effect. Drought defined over the non-monsoon (oct-
may) term is used to explore the additional effect of the dry season (Mueller et al.
(2014)).

Terrestrial Air Temperature: 1900-2017 Gridded Monthly Time Series (Version
5.01)the dataset records monthly temperature data in degree celsius for each month
from 1900 to 2017 for every 0.5-degree by 0.5-degree latitude/longitude grid node.
They compute the temperature data in the same way as the precipitation data. They
combine data from 20 nearby weather stations using an interpolation algorithm based
on the spherical version of Shepards distance-weighting method.3 I calculate the
temperature variable for the district by averaging the temperature measurements for
every 0.5 degrees by 0.5 degrees latitude/longitude grid note within the geographical
boundaries of the district. To disentangle the effect of low precipitation levels from
temperature changes in a district, I control for temperature in that district over the
term for which the drought variable is defined. Instead of the average monthly tem-
perature, I include two temperature variables: minimum and maximum temperature.
It has been previously documented that variation in minimum and the maximum
temperature has opposite effects on crop yields (Welch et al., 2010) which is not cap-
tured through the average measure.

1Willmott, C. J. and K. Matsuura (2001) Terrestrial Air Temperature and Precipitation: Monthly
and Annual Time Series (1950 - 1999)

2There are three cropping cycles in India: Kharif (July-October), rabi (October-march) and
summer (march-June). Kharif is the main cropping season, significantly affected by monsoon rainfall
(Prasanna, 2014). Rabi season depends on the moisture retained in the soil from the monsoon
rainfall.

3Willmott, C. J. and K. Matsuura (2001) Terrestrial Air Temperature and Precipitation: Monthly
and Annual Time Series (1950 - 1999)
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Table B.2: Summmary Statistics of Only HDPI (Wave-1), IDHS 1 (Wave-2), IHDS 2
(Wave-3) and Panel Households in the Study Sample

Characteristics Wave -1 Wave-2 Wave-3 Panel
Rural Rural Urban Rural Urban HH

# States 16 32 31 32 32 18
# Districts 195 277 218 273 234 184
# HH Count 25,231 18,735 14,820 19,811 14,342 7,999
# Landownership HH 0.63 0.57 0.08 0.60 0.10 0.68
# no adult HH 333 519 159 898 304 0

– only senior HH 312 498 151 855 288 0
– only child HH 1 1 0 1 0 0
– senior-child HH 20 20 8 42 16 0

# HH members 5.76 5.02 4.88 4.70 4.76 5.53
# adults (15-65 years) 3.38 3.04 3.25 2.88 3.27 3.50

– female 1.63 1.52 1.61 1.48 1.64 1.68
– male 1.75 1.51 1.64 1.40 1.63 1.82

# seniors (above 65 years) 0.26 0.29 0.22 0.34 0.31 0.33
# child (below 15 years) 2.13 1.69 1.40 1.48 1.17 1.70
# members with a job 2.12 2.30 1.52 2.09 1.64 2.26
# members with only agri jobs 1.31 1.53 0.19 1.17 0.17 1.68

– female 0.43 0.80 0.10 0.64 0.10 0.78
– male 0.89 0.73 0.08 0.53 0.29 0.90

# members with only non-agri jobs 0.48 0.45 1.28 0.54 1.42 0.47
– female 0.08 0.08 0.22 0.12 0.29 0.07
– male 0.40 0.37 1.06 0.43 1.13 0.36

# members with agri and non-agri jobs 0.32 0.31 0.05 0.37 0.06 0.39
– female 0.04 0.06 0.01 0.09 0.02 0.07
– male 0.28 0.25 0.04 0.27 0.04 0.39

# HH jobs 2.45 2.61 1.58 2.46 1.70 2.98
# HH agri jobs 1.64 1.85 0.25 1.54 0.22 2.10
# HH non-agri jobs 0.81 0.76 1.33 0.91 1.48 0.88
# MGNREGA jobs - - - 0.29 0.02 0.37
HH total income 31,984 79,489 1,53,967 96,322 1,78,996 81,033
HH agri income 16,901 35,246 5,730 38,322 6,422 41,778
HH non-agri income 8,724 38,133 1,35,512 45,747 1,49,833 30,639
HH non-work income 999 6,109 12,725 12,253 22,740 6,668
HH MGNREGA income - - - 1,189 82 1,414
HH consumption (last month) - 2,656 3,979 5,680 8,465 4,582
HH consumption (last year) - 12,108 19,034 30,026 48,615 24,258

The last column tabulates the means (across the three waves) of the characteristics of the households in the study sample. Columns (2)
through (6) summarizes the means for households (not included in the study sample) unique to each of the survey wave. Income is reported
in 2012 rupees.
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Table B.3: States, Districts and Household Count in the Sample

Region State District Count HH Count

North Himachal Pradesh 7 428
North Punjab 7 420
North Uttaranchal 3 83
North Haryana 10 570
North Rajasthan 14 767
North Uttar Pradesh 12 324
East Bihar 10 434
East Assam 1 6
East West Bengal 8 585
East Jharkhand 4 155
East Orissa 17 600

Central Chhatishgarh 14 419
Central Madhya Pradesh 22 893
West Gujarat 12 404
West Maharashtra 19 963
South Andhra Pradesh 10 420
South Kerala 3 121
South Tamil Nadu 11 407

Total Count 18 184 7999
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Table B.4: Composition of Non-Agricultural Jobs in the Three Waves

Wave-1 Wave-2 Wave-3
(1) (2) (3) (4) (5) (6) (7) (8) (9)
All Land No land All Land No land All Land No land

Non-agricultural 0.43 0.42 0.43 0.46 0.44 0.47 0.55 0.54 0.58
wage job
Salaried job 0.26 0.28 0.23 0.31 0.32 0.30 0.26 0.26 0.25
Business 0.31 0.29 0.34 0.23 0.23 0.23 0.19 0.20 0.17

# HH 4,383 2,516 1,867 4,333 2,699 1,634 4,962 3,089 1,873

Column (1), (4) and (7) records the mean fraction of each of non-agricultural job category among the total non-agricultural jobs in
the household for all rural households in wave-1, wave-2 and wave-3 respectively. Column (2), (5) and (8) considers rural households
that own land at baseline. Column (3), (6) and (9) considers rural households that do not own land at baseline. This is a subsample
of the study sample as some households have zero non-agricultural labor.
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B.2 Additional Result Tables

Table B.5: Effect of Drought on Percentage of Agricultural Jobs

(1) (2) (3)
Lagged z-scoore (year) -0.556

(0.846)
Lagged min temperature (year) -1.060∗∗

(0.463)
Lagged max temperature (year) 1.699∗∗∗

(0.626)
Lagged z-score (monsoon) -1.995∗∗

(0.911)
Lagged min temperature (monsoon) 2.257∗∗

(0.923)
Lagged max temperature (monsoon) 0.756

(0.608)
Lagged z-score (non-monsoon) -1.073

(0.848)
Lagged min temperature (non-monsoon) -1.060∗∗

(0.432)
Lagged max temperature (non-monsoon) 1.245∗∗

(0.565)
Year dummy (2005) 1.493 2.194∗∗ 1.639

(0.915) (0.877) (0.998)
Year dummy (2011) -6.689∗∗∗ -6.047∗∗∗ -6.998∗∗∗

(1.259) (1.073) (1.492)
# HH members -0.300∗∗ -0.313∗∗ -0.283∗

(0.150) (0.147) (0.150)
# adult female HH members 1.788∗∗∗ 1.822∗∗∗ 1.791∗∗∗

(0.371) (0.369) (0.370)
# adult male HH members -1.978∗∗∗ -1.939∗∗∗ -1.991∗∗∗

(0.268) (0.265) (0.268)
Head’s education (higher secondary) -2.170 -2.349 -2.078

(1.660) (1.632) (1.667)
Head’s education (college) -2.214 -2.044 -2.320

(2.188) (2.171) (2.179)
Constant 36.00 -11.64 51.76∗∗∗

(22.29) (24.76) (18.50)
N 23,997 23,997 23,997
R2 0.029 0.029 0.029
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1),
drought is defined as the z-score for last year, in column (2), it is defined as the
z-score for the last monsoon term and in column (3) for the last non-monsoon
term. For each column, temperature controls are used for appropriate period cor-
responding to the drought definition. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table B.6: Heterogeneous Treatment Effect – Skill Transferability

Working age members Household Head
(1) (2) (3) (4) (5) (6)

Lagged z-score (year) -0.470 -0.183
(1.125) (0.960)

Non-ag skill X Lagged z-score (year) -0.141 -1.077
(0.789) (0.796)

Lagged min temperature (year) -1.059∗∗ -1.056∗∗

(0.462) (0.463)
Lagged max temperature (year) 1.698∗∗∗ 1.695∗∗∗

(0.627) (0.625)
Lagged z-score (monsoon) -2.000∗ -1.719∗

(1.163) (1.023)
Non-ag skill X Lagged z-score (monsoon) 0.00745 -0.790

(0.897) (0.883)
Lagged min temperature (monsoon) 2.257∗∗ 2.258∗∗

(0.925) (0.924)
Lagged max temperature (monsoon) 0.756 0.752

(0.608) (0.609)
Lagged z-score (non-monsoon) -1.304 -1.159

(1.202) (0.956)
Non-ag skill X Lagged z-score (non-monsoon) 0.356 0.241

(0.984) (0.860)
Lagged min temperature (non-monsoon) -1.058∗∗ -1.061∗∗

(0.433) (0.432)
Lagged max temperature (non-monsoon) 1.238∗∗ 1.242∗∗

(0.566) (0.566)
2005.year 1.501 2.194∗∗ 1.633 1.528∗ 2.212∗∗ 1.637

(0.908) (0.872) (0.995) (0.909) (0.875) (0.997)
2011.year -6.685∗∗∗ -6.047∗∗∗ -6.992∗∗∗ -6.663∗∗∗ -6.034∗∗∗ -6.997∗∗∗

(1.261) (1.074) (1.493) (1.258) (1.074) (1.493)
# HH members -0.300∗∗ -0.313∗∗ -0.283∗ -0.300∗∗ -0.313∗∗ -0.283∗

(0.150) (0.147) (0.150) (0.150) (0.147) (0.150)
# adult female HH members 1.789∗∗∗ 1.822∗∗∗ 1.792∗∗∗ 1.782∗∗∗ 1.820∗∗∗ 1.792∗∗∗

(0.370) (0.368) (0.371) (0.371) (0.369) (0.371)
# adult male HH members -1.976∗∗∗ -1.939∗∗∗ -1.991∗∗∗ -1.982∗∗∗ -1.940∗∗∗ -1.990∗∗∗

(0.269) (0.266) (0.268) (0.268) (0.265) (0.268)
Head’s education (higher secondary) -2.148 -2.350 -2.086 -1.911 -2.176 -2.078

(1.655) (1.625) (1.668) (1.673) (1.638) (1.668)
Head’s education (college) -2.216 -2.044 -2.319 -2.240 -2.052 -2.323

(2.189) (2.171) (2.180) (2.190) (2.173) (2.180)
Constant 35.99 -11.63 51.95∗∗∗ 36.05 -11.52 51.85∗∗∗

(22.27) (24.76) (18.52) (22.27) (24.74) (18.53)
Non-ag skill X Lagged z-score -0.610 -1.992∗∗ -0.948 -1.260 -2.509∗∗∗ -0.918

(0.782) (0.899) (0.818) (0.855) (0.963) (0.920)
R-squared 0.0293 0.0290 0.0289 0.0294 0.0291 0.0289
Observations 23,997 23,997 23,997 23,997 23,997 23,997
Mean Dep Var 68.98 68.98 68.98 68.98 68.98 68.98
SD Dep Var 33.98 33.98 33.98 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in column (2), it is defined as
the z-score for the last monsoon term and in column (3) for the last non-monsoon term. For each column, household controls and temperature controls for
appropriate period corresponding to the drought definition are used. In columns(1)-(3): Non-ag skill is an indicator which takes value 1 if the highest edu-
cation level of the working age members within the household is greater than median education level of the non-agricultural sector at baseline, 0 otherwise.
In columns (4)-(6): Non-ag skill is an indicator which takes value 1 if the education level of the household head is greater than median education level of the
non-agricultural sector at baseline, 0 otherwise. Standard errors in parentheses. * p < 0.1, **p < 0.05, *** p < 0.01
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Table B.7: Distribution of Households Across (Each) Equipment Count at Baseline
(Wave-1)

Equipment Count
Equipment Name 0 1 2

Tubewell 6 891 7102
Generator 7 62 7930
Thresher 6 236 7757
Winnower 6 108 7885
Bullock cart 7 1350 6642
Biogas plant 7 118 7874
Tractor 6 269 7724

The column (2)-(4) tabulates the number of house-
holds possessing zero, one or two of each of the equip-
ment named in column (1)

Table B.8: Distribution of Households Across Total Equipment Count at Baseline
(Wave-1)

Total Equipment count Household Count

0 5
2 2
7 1
8 1
9 14
10 49
11 126
12 399
13 1,575
14 5,827

The total equipment count is the total the quantity of the
following equipments: tubewell, generator, thresher, win-
nower, bullock cart, biogas plant and tractor
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Table B.9: Hetereogenous Treatment Effect – Switching Cost (Land Ownership)

(1) (2) (3)
Lagged z-score (year) -6.079∗∗∗

(1.305)
Land ownership X Lagged z-score (year) 8.249∗∗∗

(1.455)
Lagged min temperature (year) -1.101∗∗

(0.456)
Lagged max temperature (year) 1.864∗∗∗

(0.630)
Lagged z-score (monsoon) -8.390∗∗∗

(1.311)
Land ownership X Lagged z-score (monsoon) 9.744∗∗∗

(1.559)
Lagged min temperature (monsoon) 2.144∗∗

(0.886)
Lagged max temperature (monsoon) 0.686

(0.610)
Lagged z-score (non-monsoon) -2.464

(1.532)
Land ownership X Lagged z-score (non-monsoon) 2.012

(1.757)
Lagged min temperature (non-monsoon) -1.065∗∗

(0.430)
Lagged max temperature (non-monsoon) 1.291∗∗

(0.566)
2005.year 1.269 2.160∗∗ 1.569

(0.916) (0.873) (0.993)
2011.year -6.930∗∗∗ -6.082∗∗∗ -7.072∗∗∗

(1.241) (1.048) (1.481)
# HH members -0.329∗∗ -0.344∗∗ -0.284∗

(0.147) (0.144) (0.150)
# adult female HH members 1.735∗∗∗ 1.773∗∗∗ 1.775∗∗∗

(0.367) (0.367) (0.370)
# adult male HH members -2.026∗∗∗ -1.990∗∗∗ -1.987∗∗∗

(0.268) (0.265) (0.267)
Head’s education (higher secondary) -2.228 -2.448 -2.110

(1.672) (1.639) (1.668)
Head’s education (college) -2.248 -2.166 -2.257

(2.188) (2.163) (2.180)
Constant 31.78 -5.991 50.45∗∗∗

(22.52) (23.51) (18.62)
Land ownership X Lagged z-score + Lagged z-score 2.170∗∗ 1.354 -0.452

(0.860) (0.968) (0.971)
R-squared 0.0371 0.0375 0.0292
Observations 23,997 23,997 23,997
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1), drought is
defined as the z-score for last year, in column (2), it is defined as the z-score for the last mon-
soon term and in column (3) for the last non-monsoon term. For each column, temperature
controls are used for appropriate period corresponding to the drought definition. Land Own-
ership is an indicator which takes value 1 if household owns land at baseline, 0 otherwise.
Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table B.10: Heterogenous Treatment Effect – Switching Cost (Ties to Land)

Land Cultivation Indicator Fraction of Agricultural Income
(1) (2) (3) (4) (5) (6)

Lagged z-score (year) -6.674∗∗∗ -6.719∗∗∗

(1.336) (1.250)
Ties to Land X Lagged z-score (year) 8.956∗∗∗ 13.46∗∗∗

(1.531) (2.038)
Lagged min temperature (year) -1.116∗∗ -1.139∗∗

(0.453) (0.438)
Lagged max temperature (year) 1.860∗∗∗ 1.846∗∗∗

(0.631) (0.629)
Lagged z-score (monsoon) -9.180∗∗∗ -9.166∗∗∗

(1.360) (1.297)
Ties to Land X Lagged z-score (monsoon) 10.71∗∗∗ 16.01∗∗∗

(1.650) (2.194)
Lagged min temperature (monsoon) 2.132∗∗ 2.117∗∗

(0.883) (0.875)
Lagged max temperature (monsoon) 0.680 0.724

(0.611) (0.610)
Lagged z-score (non-monsoon) -2.547 -2.799∗

(1.604) (1.421)
Ties to Land X Lagged z-score (non-monsoon) 2.083 3.868

(1.860) (2.522)
Lagged min temperature (non-monsoon) -1.067∗∗ -1.085∗∗

(0.430) (0.423)
Lagged max temperature (non-monsoon) 1.290∗∗ 1.323∗∗

(0.566) (0.559)
2005.year 1.293 2.186∗∗ 1.576 1.469 2.436∗∗∗ 1.530

(0.917) (0.873) (0.994) (0.897) (0.873) (0.995)
2011.year -6.915∗∗∗ -6.065∗∗∗ -7.068∗∗∗ -6.814∗∗∗ -5.947∗∗∗ -7.067∗∗∗

(1.242) (1.046) (1.482) (1.230) (1.064) (1.486)
# HH members -0.329∗∗ -0.346∗∗ -0.284∗ -0.334∗∗ -0.359∗∗ -0.278∗

(0.146) (0.143) (0.150) (0.144) (0.142) (0.149)
# adult female HH members 1.727∗∗∗ 1.767∗∗∗ 1.775∗∗∗ 1.752∗∗∗ 1.799∗∗∗ 1.775∗∗∗

(0.365) (0.366) (0.369) (0.364) (0.366) (0.370)
# adult male HH members -2.031∗∗∗ -1.993∗∗∗ -1.987∗∗∗ -1.987∗∗∗ -1.942∗∗∗ -1.999∗∗∗

(0.267) (0.264) (0.267) (0.263) (0.261) (0.268)
Head’s education (higher secondary) -2.230 -2.491 -2.107 -2.348 -2.638 -2.133

(1.669) (1.634) (1.668) (1.646) (1.612) (1.671)
Head’s education (college) -2.240 -2.127 -2.261 -1.737 -1.561 -2.205

(2.186) (2.159) (2.180) (2.162) (2.136) (2.190)
Constant 32.15 -5.501 50.50∗∗∗ 32.90 -6.618 49.73∗∗∗

(22.53) (23.35) (18.63) (22.22) (23.60) (18.44)
Ties to Land X Lagged z-score + Lagged z-score 2.282∗∗∗ 1.526 -0.464 6.739∗∗∗ 6.844∗∗∗ 1.070

(0.874) (0.981) (0.979) (1.276) (1.397) (1.612)
R-squared 0.0382 0.0391 0.0292 0.0444 0.0456 0.0298
Observations 23,997 23,997 23,997 23,997 23,997 23,997
mean dep var 68.98 68.98 68.98 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in column (2), it is defined as the
z-score for the last monsoon term and in column (3) for the last non-monsoon term. For each column, temperature controls are used for appropriate period corre-
sponding to the drought definition. In columns (1)-(3), Ties to Land is Land Cultivation variable. Land cultivation is an indicator which takes value 1 if household
owns and cultivates land at baseline, 0 otherwise. In columns (4)-(6), Ties to Land is Fraction of Agricultural Income. Fraction of agricultural income is a continu-
ous variable at baseline, higher values indicating greater affinity towards agriculture. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table B.11: Heterogenous Treatment Effect – Hindu Indicator

(1) (2) (3) (4) (5) (6)
Lagged z-score (year) -1.606 -4.407∗∗∗

(1.472) (1.148)
Hindu Indicator X Lagged z-score (year) 1.232 6.580∗∗∗

(1.684) (1.307)
Lagged min temperature (year) -1.029∗∗ -1.054∗∗

(0.465) (0.460)
Lagged max temperature (year) 1.716∗∗∗ 1.869∗∗∗

(0.623) (0.625)
Lagged z-score (monsoon) -2.367 -6.055∗∗∗

(1.725) (1.287)
Hindu Indicator X Lagged z-score (monsoon) 0.480 7.331∗∗∗

(1.949) (1.487)
Lagged min temperature (monsoon) 2.139∗∗ 2.075∗∗

(0.926) (0.903)
Lagged max temperature (monsoon) 0.765 0.646

(0.614) (0.618)
Lagged z-score (non-monsoon) -1.859 -2.287∗

(1.732) (1.259)
Hindu Indicator X Lagged z-score (non-monsoon) 0.965 2.046

(1.867) (1.433)
Lagged min temperature (non-monsoon) -1.018∗∗ -1.022∗∗

(0.433) (0.432)
Lagged max temperature (non-monsoon) 1.314∗∗ 1.363∗∗

(0.561) (0.565)
2005.year 1.510 2.253∗∗ 1.601 1.311 2.244∗∗ 1.528

(0.917) (0.872) (0.997) (0.913) (0.873) (0.992)
2011.year -6.645∗∗∗ -5.959∗∗∗ -7.026∗∗∗ -6.795∗∗∗ -5.931∗∗∗ -7.098∗∗∗

(1.255) (1.064) (1.480) (1.248) (1.049) (1.471)
# HH members -0.296∗∗ -0.306∗∗ -0.275∗ -0.318∗∗ -0.328∗∗ -0.276∗

(0.150) (0.147) (0.150) (0.148) (0.146) (0.150)
# adult female HH members 1.767∗∗∗ 1.800∗∗∗ 1.772∗∗∗ 1.732∗∗∗ 1.766∗∗∗ 1.759∗∗∗

(0.370) (0.368) (0.371) (0.367) (0.365) (0.372)
# adult male HH members -1.960∗∗∗ -1.921∗∗∗ -1.971∗∗∗ -1.998∗∗∗ -1.957∗∗∗ -1.968∗∗∗

(0.267) (0.264) (0.267) (0.267) (0.264) (0.266)
Head’s education (higher secondary) -2.175 -2.337 -2.051 -2.253 -2.451 -2.079

(1.652) (1.624) (1.661) (1.666) (1.635) (1.659)
Head’s education (college) -2.120 -1.968 -2.232 -2.113 -2.047 -2.168

(2.174) (2.158) (2.166) (2.179) (2.157) (2.166)
Constant 34.85 -8.820 48.71∗∗∗ 30.66 -3.111 47.30∗∗

(22.20) (25.05) (18.33) (22.40) (24.00) (18.57)
Hindu Indicator X Lagged z-score + Lagged z-score -0.374∗∗∗ -1.887∗∗∗ -0.893∗∗∗ 2.172∗∗∗ 1.275∗∗∗ -0.241∗∗∗

(0.940) (1.019) (0.915) (0.916) (1.019) (0.979)
R-squared 0.0291 0.0287 0.0287 0.0345 0.0340 0.0291
Observations 24,009 24,009 24,009 24,009 24,009 24,009
mean dep var 68.98 68.98 68.98 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98 33.98 33.98 33.98

Each column records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in column (2), it is defined as the z-score
for the last monsoon term and in column (3) for the last non-monsoon term. For each column, temperature controls are used for appropriate period corresponding to
the drought definition. In columns (1)-(3), Hindu Indicator takes value 1 if religion of the household head is hindu at baseline, zero otherwise. In columns (4)-(6),
Hindu Indicator takes value 1 if the religion of the household head is hindu and own farmland. Standard errors in parentheses. * p < 0.1, **p < 0.05, *** p < 0.01
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Table B.12: Effect of Drought on Agricultural Wage Income

Non-Winsorized 1% winsorized
(1) (2) (3) (4) (5) (6)

Lagged z-score (year) 752.1 641.7
(790.8) (754.5)

Lagged min temperature (year) -1495.4∗ -1481.0∗

(828.4) (822.2)
Lagged max temperature (year) -456.4 -399.0

(348.7) (332.4)
Lagged z-score (monsoon) 499.4 208.8

(916.7) (839.6)
Lagged min temperature (monsoon) -286.0 43.20

(977.5) (970.6)
Lagged max temperature (monsoon) 124.8 86.85

(418.0) (406.1)
Lagged z-score (non-monsoon) 490.7 535.6

(756.4) (716.3)
Lagged min temperature (non-monsoon) -1320.3∗ -1389.2∗

(791.4) (775.8)
Lagged max temperature (non-monsoon) -410.0 -416.0

(376.5) (357.3)
2005.year 10454.4∗∗∗ 10305.8∗∗∗ 10354.9∗∗∗ 10191.0∗∗∗ 9987.4∗∗∗ 10159.7∗∗∗

(765.9) (735.2) (698.3) (733.6) (693.7) (681.5)
2011.year 13706.0∗∗∗ 13649.8∗∗∗ 13593.0∗∗∗ 13395.8∗∗∗ 13160.0∗∗∗ 13402.5∗∗∗

(1006.9) (1096.2) (1068.8) (975.4) (1064.6) (1037.4)
# HH members 37.41 51.03 26.07 20.46 33.37 10.42

(100.8) (99.64) (103.2) (96.63) (96.02) (98.84)
# adult female HH members -144.7 -74.82 -145.7 -169.5 -107.4 -177.9

(242.7) (245.6) (245.6) (217.8) (219.9) (217.8)
# adult male HH members 221.2 226.0 225.3 184.4 189.1 190.7

(181.2) (186.2) (182.7) (158.5) (163.8) (160.5)
Head’s education (higher secondary) 2568.8 2474.3 2503.1 1408.6 1288.1 1379.4

(2812.3) (2773.3) (2781.2) (2060.3) (2014.4) (2036.6)
Head’s education (college) -3589.1 -3134.2 -3327.0 -1894.5 -1392.5 -1717.2

(3970.3) (4011.0) (3933.3) (2750.0) (2760.3) (2708.1)
Constant 45349.2∗∗ 6433.6 40738.3∗∗ 43445.7∗∗ -871.7 42325.4∗∗

(19489.8) (26779.6) (17465.1) (18939.2) (26691.5) (17105.5)
N 8,647 8,647 8,647 8,647 8,647 8,647
R2 0.332 0.325 0.331 0.379 0.370 0.379
mean dep var 11,529 11,529 11,529 11,334 11,334 11,334
sd dep var 12,598 12,598 12,598 11,352 11,352 11,352

Each column records results for a different definition of drought. In column (1) and (4), drought is defined as the z-score for last year, in column (2) and (5), it
is defined as the z-score for the last monsoon term and in column (3) and (6) for the last non-monsoon term. For each column, temperature controls are used for
appropriate period corresponding to the drought definition. The dependent variable is agricultural wage for each household which is calculated by dividing total
housheold agricultural wage income with number of agricultural wage worker in the household. The dependent variable for the columns (1)-(3) is not winsorized
unlike the next three columns (4)-(6) for which the dependent variable is winsorized at 1%. * p < 0.1, **p < 0.05, *** p < 0.01
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Table B.13: Effect of Drought on Non-Agricultural Wage Income

Non-Winsorized 1% winsorized
(1) (2) (3) (4) (5) (6)

Lagged z-score (year) 435.7 845.1
(935.4) (864.2)

Lagged min temperature (year) 1201.2∗ 979.9
(696.5) (638.8)

Lagged max temperature (year) -2642.5∗∗∗ -2378.8∗∗∗

(689.4) (646.5)
Lagged z-score (monsoon) 1668.5 1983.8∗

(1169.1) (1061.3)
Lagged min temperature (monsoon) -4229.4∗∗∗ -4002.6∗∗∗

(1228.7) (1137.5)

Lagged max temperature (monsoon) -394.1 -276.1
(549.3) (521.5)

Lagged z-score (non-monsoon) 1783.6 2127.2∗∗

(1104.6) (1024.8)
Lagged min temperature (non-monsoon) 1283.5∗∗ 1185.3∗∗

(610.7) (577.2)
Lagged max temperature (non-monsoon) 356.8 531.7

(909.5) (797.2)
2005.year 8521.4∗∗∗ 7353.8∗∗∗ 6519.1∗∗∗ 8250.4∗∗∗ 7360.7∗∗∗ 6203.0∗∗∗

(1338.4) (974.3) (1483.9) (1233.0) (941.7) (1347.5)
2011.year 25730.8∗∗∗ 24778.1∗∗∗ 22180.0∗∗∗ 24698.6∗∗∗ 24011.1∗∗∗ 20952.1∗∗∗

(1979.3) (1717.6) (2557.7) (1734.4) (1604.0) (2106.8)
# HH members 330.4∗ 393.3∗∗ 303.9∗ 238.5 299.4∗ 217.9

(184.9) (184.6) (181.3) (149.8) (152.0) (148.8)
# adult female HH members -1356.3∗∗∗ -1497.9∗∗∗ -1401.2∗∗∗ -1094.4∗∗∗ -1222.2∗∗∗ -1153.6∗∗∗

(476.7) (493.9) (471.2) (365.7) (384.0) (362.4)
# adult male HH members 236.0 202.4 301.4 302.8 273.0 372.8

(335.0) (333.2) (333.6) (299.8) (297.5) (295.8)
Head’s education (higher secondary) -1429.2 -959.7 -1414.0 -1624.7 -1177.8 -1615.7

(2225.3) (2247.7) (2140.0) (2187.2) (2215.4) (2113.5)
Head’s education (college) 3497.7 4432.6 3744.3 3409.8 4281.0 3588.5

(3466.4) (3019.9) (3311.1) (3390.6) (2965.0) (3253.8)
Constant 69997.3∗∗∗ 130898.5∗∗∗ -28372.7 64971.4∗∗∗ 120767.5∗∗∗ -32330.5

(23748.4) (39922.4) (27391.6) (22976.9) (36426.3) (23881.1)
N 7,235 7,235 7,235 7,235 7,235 7,235
R2 0.426 0.427 0.420 0.465 0.467 0.461
mean dep var 1,66,401 1,66,401 1,66,401 16,322 16,322 16,322
sd dep var 19,186 19,186 19,186 17,281 17,281 17,271

Each column records results for a different definition of drought. In column (1) and (4), drought is defined as the z-score for last year, in column (2) and (5), it is defined
as the z-score for the last monsoon term and in column (3) and (6) for the last non-monsoon term. For each column, temperature controls are used for appropriate
period corresponding to the drought definition. The dependent variable is non-agricultural wage for each household which is calculated by dividing total housheold
non-agricultural wage income with number of non-agricultural wage worker in the household. The dependent variable for the columns (1)-(3) is not winsorized unlike
the next three columns (4)-(6) for which the dependent variable is winsorized at 1%. * p < 0.1, **p < 0.05, *** p < 0.01
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Table B.14: Risk-Sharing: Effect of Diversification on Household Consumption

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Lagged z-score (year) -6001.9∗∗ -767.0∗∗∗ -2246.4

(2804.2) (178.1) (2067.3)
Diversify from Ag X Lagged z-score (year) 3402.3 364.7∗∗ -854.0

(3990.1) (152.2) (2985.7)
Lagged min temperature (year) -6823.8∗∗ 306.4∗∗ -3265.1∗∗

(2751.4) (143.8) (1504.6)
Lagged max temperature (year) 2851.0 225.2∗ 550.4

(2912.5) (125.5) (1877.9)
Lagged z-score (monsoon) -9143.7∗∗ -666.4∗∗∗ -3198.6

(4454.6) (233.2) (2757.8)
Diversify from Ag X Lagged z-score (monsoon) 2679.0 369.6∗∗ -1904.5

(4098.3) (160.7) (2795.1)
Lagged min temperature (monsoon) 5753.4 -353.0∗∗ 924.3

(4229.2) (170.0) (2638.9)
Lagged max temperature (monsoon) -948.4 -5.411 295.9

(3165.2) (131.0) (1878.1)
Lagged z-score (non-monsoon) -5112.0 -163.7 -3473.0

(4788.8) (247.4) (3330.9)
Diversify from Ag X Lagged z-score (non-monsoon) -5592.1 -344.5 -2703.0

(6196.3) (237.4) (4774.6)
Lagged min temperature (non-monsoon) -6277.3∗∗ 148.1 -2446.4

(3044.1) (152.9) (1641.8)
Lagged max temperature (non-monsoon) 1332.5 334.7∗∗∗ 618.6

(2672.7) (109.2) (1542.6)
Diversify from Ag -804.2 -937.9 3481.9 -97.08 -111.8 201.0 433.7 509.4 1633.5

(3261.0) (3435.7) (3157.1) (120.4) (128.7) (135.0) (2361.1) (2458.6) (2384.3)
2011.year 21745.0∗∗∗ 20423.4∗∗∗ 21704.8∗∗∗ 3389.4∗∗∗ 3607.9∗∗∗ 3270.9∗∗∗ 6838.3∗∗∗ 6289.6∗∗∗ 6583.7∗∗∗

(3247.8) (3282.3) (2799.0) (136.8) (143.3) (144.4) (2121.0) (2215.0) (1970.5)
# HH members 3131.2∗∗ 3318.7∗∗∗ 3174.9∗∗ 126.1∗∗ 121.0∗∗ 133.5∗∗ -2075.1∗∗ -1959.8∗∗ -2030.5∗∗

(1283.7) (1262.7) (1263.3) (59.14) (57.84) (59.52) (988.0) (987.2) (970.8)
# adult female HH members 8258.8∗∗∗ 8207.2∗∗∗ 8318.5∗∗∗ 151.9∗ 158.7∗ 151.6∗ 5866.8∗∗∗ 5820.2∗∗∗ 5851.8∗∗∗

(2613.0) (2627.3) (2608.2) (87.42) (84.92) (87.70) (1944.7) (1955.8) (1943.2)
# adult male HH members 13350.9∗∗∗ 13182.9∗∗∗ 13219.2∗∗∗ 460.6∗∗∗ 456.1∗∗∗ 453.9∗∗∗ 7853.6∗∗∗ 7804.7∗∗∗ 7775.3∗∗∗

(2933.0) (2942.0) (2885.4) (120.9) (120.4) (121.2) (2033.1) (2041.5) (1998.3)
Head’s education (higher secondary) 8100.6 9164.0 7716.7 -34.60 -52.09 42.99 16923.3 17154.8 16686.7

(23927.3) (24015.0) (23693.0) (547.7) (539.9) (552.8) (20455.3) (20401.2) (20333.5)
Head’s education (college) 1573.9 25.97 160.8 143.1 69.49 -5.618 -4339.0 -4423.7 -4672.8

(26835.0) (26894.0) (26624.7) (701.4) (689.3) (715.4) (21600.6) (21501.2) (21464.3)
Constant 57692.9 -87725.3 99151.8 -11219.6∗∗ 11002.3∗∗ -12252.0∗∗∗ 50065.3 -20712.2 35098.8

(101103.8) (129435.5) (78509.2) (4618.7) (4790.1) (3538.6) (62291.5) (86853.0) (44881.7)
N 10056 10056 10056 10056 10056 10056 10056 10056 10056

R2 0.063 0.060 0.064 0.357 0.355 0.355 0.019 0.018 0.021
mean dep var 1,03,840 1,03,840 1,03,840 1,03,840 1,03,840 1,03,840 1,03,840 1,03,840 1,03,840
sd dep var 1,03,189 1,03,189 1,03,189 1,03,189 1,03,189 1,03,189 1,03,189 1,03,189 1,03,189
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Table B.15: Effect of Drought on Total Household Income

(1) (2) (3)

Lagged z-score (year) 5042.0

(3718.1)

Lagged z-score (monsoon) 2355.6

(3708.7)

Lagged z-score (non-monsoon) 10972.4∗∗∗

(3943.5)

N 23,997 23,997 23,997

R2 0.109 0.108 0.113

mean dep var 80,243 80,243 80,243

sd dep var 1,58,816 1,58,816 1,58,816

Each column records results for a different definition of drought. In column (1), drought is
defined as the z-score for last year, in column (2), it is defined as the z-score for the last
monsoon term and in column (3) for the last non-monsoon term. For each column, temper-
ature controls are used for appropriate period corresponding to the drought definition.
* p < 0.1, **p < 0.05, *** p < 0.01

Table B.16: Effect of Drought on Household Income by Sources

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Lagged z-score (year) 706.8 3731.2∗∗ 1046.0∗

(3162.1) (1523.2) (566.0)

Lagged z-score (monsoon) -1325.1 3574.1∗∗ 894.2
(2942.6) (1612.8) (635.8)

Lagged z-score (non-monsoon) 2917.0 4782.3∗∗∗ 3672.0∗∗∗

(3469.0) (1590.5) (873.0)

N 23,997 23,997 23,997 23,997 23,997 23,997 23,997 23,997 23,997
R2 0.037 0.037 0.038 0.121 0.121 0.122 0.044 0.044 0.048
mean dep var 40,994 40,994 40,994 30,633 30,633 30,633 6,668 6,668 6,668
sd dep var 1,30,709 1,30,709 1,30,709 72,121 72,121 72,121 37,207 37,207 37,207

Each column records results for a different definition of drought. In columns (1),(4),(7), drought is defined as the z-score for last year, in columns (2),(5),(8) it is defined as
the z-score for the last monsoon term and in columns (3),(6),(9) for the last non-monsoon term. For each column, temperature controls are used for the appropriate period
corresponding to the drought definition. The dependent variable for columns (1)-(3) is household agricultural income, for columns (4)-(6) is household non-agricultural income
and for columns (7)-(9) is household non-work ‘other’ income. * p < 0.1, **p < 0.05, *** p < 0.01
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Table B.17: Effect of Drought on Household Income Shares

(1) (2) (3) (4) (5) (6) (7) (8) (9)
Lagged z-score (year) -1.400 1.410 0.901

(1.096) (1.071) (0.788)

Lagged z-score (monsoon) 0.274 1.321 0.589
(1.362) (1.178) (1.146)

Lagged z-score (non-monsoon) -2.094∗ 1.305 1.106
(1.228) (1.038) (0.705)

N 23,997 23,997 23,997 23,997 23,997 23,997 23,997 23,997 23,997
R2 0.012 0.011 0.012 0.048 0.047 0.048 0.026 0.026 0.026
mean dep var 49 49 49 33 33 33 7 7 7
sd dep var 68 68 68 57 57 57 35 35 35

Each column records results for a different definition of drought. In columns (1),(4),(7), drought is defined as the z-score for last year, in columns (2),(5),(8) it is
defined as the z-score for the last monsoon term and in columns (3),(6),(9) for the last non-monsoon term. For each column, temperature controls are used for the
appropriate period corresponding to the drought definition. The dependent variable for columns (1)-(3) is the percentage of household agricultural income, for
columns (4)-(6) is the percentage of household non-agricultural income and for columns (7)-(9) is the percentage of household non-work ‘other’ income. * p < 0.1,
**p < 0.05, *** p < 0.01

B.3 Robustness Checks

Table B.18: Effect of Drought (Monsoon) on Percentage of Agricultural Jobs

(1) (2) (3)
Lagged z-score (year) -0.730

(1.207)

Lagged z-score (monsoon) -3.538∗∗∗

(1.190)

Lagged z-score (non-monsoon) -0.427
(1.134)

N 14,340 14,340 14,340
R2 0.039 0.039 0.039
mean dep var 62.67 62.67 62.67
sd dep var 36.28 36.28 36.28

Each column records results for a different definition of drought. In column (1), drought
is defined as the z-score for last year, in column (2), it is defined as the z-score for the
last monsoon term and in column (3) for the last non-monsoon term. For each column,
temperature controls are used for appropriate period corresponding to the drought def-
inition.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table B.19: Effect of a Drought of the Percentage of Agricultural Jobs

(1) (2) (3)
Lagged z-score (year) -0.737

(0.891)

Lagged z-score (monsoon) -1.862∗

(0.958)

Lagged z-score (non-monsoon) -1.328
(1.013)

N 23,997 23,997 23,997
R2 0.030 0.030 0.030
Region X Year FE Yes Yes Yes
mean dep var 68.98 68.98 68.98
sd dep var 33.98 33.98 33.98

Standard errors in parentheses
∗ p < 0.1, ∗∗ p < 0.05, ∗∗∗ p < 0.01
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Table B.20: Effect of Drought on Percentage of Agricultural Jobs for “Imagine No
Split” Households

(1) (2) (3)
Lagged z-score (year) -0.653

(0.846)

Lagged z-score (monsoon) -1.982∗∗

(0.919)

Lagged z-score (non-monsoon) -1.129
(0.856)

N 23,997 23,997 23,997
R2 0.034 0.034 0.034
mean dep var 68.49 68.49 68.49
sd dep var 33.44 33.44 33.44

Each column records results for a different definition of drought. In column (1),
drought is defined as the z-score for last year, in column (2), it is defined as the z-
score for the last monsoon term and in column (3) for the last non-monsoon term.
For each column, household controls and temperature controls for appropriate period
corresponding to the drought definition are used. The sample is “Imagine no split”
household sample which considers split households to be a single unit as they were in
the baseline survey. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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APPENDIX C

THE IMPACT OF DROUGHT ON STRUCTURAL TRANSFORMATION IN
INDIA
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C.1 Data, Summary Statistics and Reduced-Form Evidence

Imputation of Labor Hours for Wave-1: IHDS 2004-05 (Wave-2) and 2011-12
(Wave-3) document labor hours spent on different job categories for each household
member. However, HDPI 1994-95 (Wave-1) does not have labor hours, it documents
job categories only. To impute labor hours for the first wave, the following was car-
ried out: The total household labor hours in Wave-2 and Wave-3 were categorized
into agriculture and non-agriculture hours respectively. The percentage of agricul-
ture hours is the household agriculture hours divided by the household labor hours.
To figure out, what household-level variables affected the percentage of agriculture
hours in Wave-2 and Wave-3, a linear lasso regression was employed using all possible
independent variables for which data was available for all three waves of data. Lasso
algorithm figures the relevant independent variables and thereafter the predicted value
of percentage of agricultural hours for Wave-1 was calculated. The total labor hours
for Wave-1 is the average total labor hours in Wave-2 and Wave-3 for that household.
Agriculture labor hours for each household was calculated by multiplying the total
annual household labor hours by the predicted percentage of agriculture hours for
that household.

138



Table C.1: Summary statistics across three waves

Characteristics Wave-1 Wave-2 Wave-3

Number of States 18 18 18
Number of Districts 184 184 184
Number of Households 7,999 7,999 7,999
Household members 6.13 6.17 4.29
Household female members 2.94 3.01 2.02
Household male members 3.18 3.16 2.27
Household working age members 3.52 3.81 3.17
Land Owners 0.68 0.67 0.69
Land Cultivators 0.71 0.60 0.64
Working age household members employed in Agriculture 1.70 2.63 2.26
Household Job Count 2.63 3.41 2.90
Fraction of Agricultural Jobs 0.69 0.73 0.65
Household Annual Labor Hrs 3500 4206 3619
Fraction of Agricultural Labor Hrs 61.50◦ 62.81 55.84
Mean household Income (in 2012 rupees) 32,069 92,246 118,784
Mean household Agricultural Income 17,964 49,823 57,547
Yearly z-score last year 0.79 0.49 0.29
Monsoon z-score last year 0.70 0.41 0.28
Non-monsoon z-score last year 0.53 0.54 0.42
Min temp last year 17.73 17.03 17.19
Max temp last year 32.30 32.92 33.26
Min monsoon temp last year 26.91 27.18 27.32
Max monsoon temp last year 31.59 31.66 31.65
Min non-monsoon temp last year 17.73 17.03 17.19
Max non-monsoon temp last year 31.45 32.33 33.16

The upper panel of the table summarizes the mean of the household characteristics across the three waves. The lower panel
tabulates the z-scores and temperature variables for the last year for each wave. The agricultural hours for the first wave (◦)
is imputed based on a Lasso-type regression, elaborated in appendix section ‘Imputation of Labor Hours in Wave-1’.

139



Table C.2: The effect of drought on the agricultural labor share

(1) (2) (3)
Lagged z-score (year) -1.833∗∗

(0.707)
Lagged z-score (monsoon) -1.367

(0.897)
Lagged z-score (non-monsoon) -2.304∗∗

(0.892)
HH fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
N 22,175 22,175 22,175
R2 0.025 0.020 0.022
mean dep var 60.05 60.05 60.05
sd dep var 37.52 37.52 37.52

The dependent variable measures the agricultural labor share,
scaled from 0 to 100. Each column records results for a different
definition of drought. In column (1), drought is defined as the z-
score for last year, in column (2), it is defined as the z-score for
the last monsoon term and in column (3) for the last non-monsoon
term. For each column, household controls and temperature con-
trols for appropriate period corresponding to the drought definition
are used. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table C.3: Hetereogenous Treatment Effect: Land ownership

(1) (2) (3)
Lagged z-score (year) -6.121∗∗∗

(1.250)
Land ownership X Lagged z-score (year) 6.383∗∗∗

(1.434)
Lagged z-score (monsoon) -5.871∗∗∗

(1.461)
Land ownership X Lagged z-score (monsoon) 6.788∗∗∗

(1.647)
Lagged z-score (non-monsoon) -4.998∗∗∗

(1.397)
Land ownership X Lagged z-score (non-monsoon) 3.848∗∗

(1.705)
HH fixed effects Yes Yes Yes
Year fixed effects Yes Yes Yes
Land ownership X Lagged z-score + Lagged z-score 0.262 0.917 -1.150

(0.766) (0.925) (1.071)
R-squared 0.0284 0.0233 0.0231
Observations 22,175 22,175 22,175
mean dep var 60.05 60.05 60.05
sd dep var 37.52 37.52 37.52

The dependent variable is the percentage of agricultural hours in household ‘i’ located in dis-
trict ‘d’ in year ‘t’. Each column records results for a different definition of drought. In column
(1), drought is defined as the z-score for last year, in column (2), it is defined as the z-score
for the last monsoon term and in column (3) for the last non-monsoon term. For each col-
umn, temperature controls are used for the appropriate period corresponding to the drought
definition. Land Ownership is an indicator that takes value 1 if the household owns land at
baseline, 0 otherwise. Standard errors in parentheses. * p < 0.1, **p < 0.05, *** p < 0.01
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Table C.4: Hetereogenous Treatment Effect: Land Cultivation

(1) (2) (3)
Lagged z-score (year) -6.628∗∗∗

(1.257)
Land cultivation X Lagged z-score (year) 6.991∗∗∗

(1.443)
Lagged z-score (monsoon) -6.556∗∗∗

(1.481)
Land cultivation X Lagged z-score (monsoon) 7.647∗∗∗

(1.668)
Lagged z-score (non-monsoon) -5.302∗∗∗

(1.406)
Land cultivation X Lagged z-score (non-monsoon) 4.181∗∗

(1.676)
Land cultivation X Lagged z-score + Lagged z-score 0.364 1.091 -1.121

(0.762) (0.917) (1.046)
R-squared 0.0290 0.0240 0.0232
Observations 22175 22175 22175
mean dep var 60.05 60.05 60.05
sd dep var 37.52 37.52 37.52

The dependent variable is the percentage of agricultural hours in household ‘i’ located in district ‘d’ in year ‘t’. Each col-
umn records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in
column (2), it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon term. For
each column, temperature controls are used for an appropriate period corresponding to the drought definition. Land Own-
ership is an indicator that takes value 1 if the household owns land at baseline, 0 otherwise. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table C.5: Hetereogenous Treatment Effect: Fraction of Ag Income

(1) (2) (3)
Lagged z-score (year) -6.034∗∗∗

(1.098)
Fraction of ag income X Lagged z-score (year) 9.183∗∗∗

(1.687)
Lagged z-score (monsoon) -5.900∗∗∗

(1.289)
Fraction of ag income X Lagged z-score (monsoon) 10.06∗∗∗

(1.898)
Lagged z-score (non-monsoon) -4.405∗∗∗

(1.247)
Fraction of ag income X Lagged z-score (non-monsoon) 4.688∗∗

(1.942)
Fraction of ag income X Lagged z-score + Lagged z-score 3.148∗∗∗ 4.160∗∗∗ 0.283

(1.038) (1.193) (1.392)
R-squared 0.0303 0.0252 0.0231
Observations 22175 22175 22175
mean dep var 60.05 60.05 60.05
sd dep var 37.52 37.52 37.52

The dependent variable is the percentage of agricultural hours in household ‘i’ located in district ‘d’ in year ‘t’. Each column
records results for a different definition of drought. In column (1), drought is defined as the z-score for last year, in column (2),
it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon term. For each column, tem-
perature controls are used for an appropriate period corresponding to the drought definition. Land Ownership is an indicator
that takes value 1 if the household owns land at baseline, 0 otherwise. Standard errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01
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Table C.6: Heterogenous Treatment Effect: Hindu Indicator

(1) (2) (3)
Lagged z-score (year) -6.096∗∗∗

(0.980)
Hindu Indicator X Lagged z-score (year) 7.729∗∗∗

(1.037)
Lagged z-score (monsoon) -5.936∗∗∗

(1.305)
Hindu Indicator X Lagged z-score (monsoon) 8.594∗∗∗

(1.273)
Lagged z-score (non-monsoon) -8.389∗∗∗

(1.165)
Hindu Indicator X Lagged z-score (non-monsoon) 10.18∗∗∗

(1.314)
Land ownership X Lagged z-score 1.633∗∗∗ 2.658∗∗∗

(joint sd) (0.766) (0.862)
R-squared 0.0326 0.0279 0.0316
Observations 22175 22175 22175

The dependent variable is the percentage of agricultural hours in household ‘i’ located in district ‘d’ in year ‘t’. Each
column records results for a different definition of drought. In column (1), drought is defined as the z-score for last
year, in column (2), it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon
term. For each column, temperature controls are used for an appropriate period corresponding to the drought defini-
tion. Land Ownership is an indicator that takes value 1 if the household owns land at baseline, 0 otherwise. Standard
errors in parentheses. * p < 0.1, **p < 0.05, *** p < 0.01
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Table C.7: Effect of Land Ownership on Farm Equipment Spending

(1) (2) (3)
Lagged z-score (year) 283.3

(236.9)
Land ownership X Lagged z-score (year) -613.4

(452.2)
Lagged z-score (monsoon) 63.94

(362.7)
Land ownership X Lagged z-score (monsoon) -387.0

(504.6)
Lagged z-score (non-monsoon) 478.0

(336.6)
Land ownership X Lagged z-score (non-monsoon) -1000.2∗

(552.7)
Land ownership X Lagged z-score -330.1 -323.0 -522.2
(joint sd) (401.1) (473.5) (539.8)
R-squared 0.00126 0.00109 0.00128
Observations 15068 15068 15068
mean dep var 1427 1427 1427
sd dep var 21300 21300 21300

The dependent variable is the amount of rupees spent on new farm equipment by household ‘i’ located in district
‘d’ in year ‘t’. Each column records results for a different definition of drought. In column (1), drought is defined
as the z-score for last year, in column (2), it is defined as the z-score for the last monsoon term and in column (3)
for the last non-monsoon term. For each column, temperature controls are used for an appropriate period corre-
sponding to the drought definition. Land Ownership is an indicator that takes value 1 if the household owns land
at baseline, 0 otherwise. Standard errors in parentheses. * p < 0.1, **p < 0.05, *** p < 0.01
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Table C.8: Effect of Land Ownership on Loan

(1) (2) (3)
Lagged z-score (year) -0.00873

(0.0218)
Land ownership X Lagged z-score (year) 0.0237

(0.0218)
Lagged z-score (monsoon) -0.0238

(0.0254)
Land ownership X Lagged z-score (monsoon) 0.0520∗∗

(0.0261)
Lagged z-score (non-monsoon) 0.0404

(0.0354)
Land ownership X Lagged z-score (non-monsoon) -0.0325

(0.0304)
Land ownership X Lagged z-score 0.0150 0.0282 0.00792
(joint sd) (0.0197) (0.0273) (0.0280)
R-squared 0.0222 0.0250 0.0234
Observations 15068 15068 15068
mean dep var 0.55 0.55 0.55
sd dep var 0.50 0.50 0.50

The dependent variable is the indicator for a loan taken by household ‘i’ located in district ‘d’ in year ‘t’. Each col-
umn records results for a different definition of drought. In column (1), drought is defined as the z-score for last year,
in column (2), it is defined as the z-score for the last monsoon term and in column (3) for the last non-monsoon term.
For each column, temperature controls are used for an appropriate period corresponding to the drought definition.
Land Ownership is an indicator that takes value 1 if the household owns land at baseline, 0 otherwise. Standard
errors in parentheses.
* p < 0.1, **p < 0.05, *** p < 0.01

C.2 Model and Results

Landed Households:

The FOCs:

la,f : (cf )−σwa + ψfδ(la,f )δ−1 − k

2
α(la,f + lm,f )α−1 = 0 (C.1)

lm,f : (cf )−σwm − k

2
α(la,f + lm,f )α−1 = 0 (C.2)

(C.3)
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Landless Households:

The FOCs:

la,nf : (cnf )−σwa + ψnfδ(la,nf )δ−1 − k

2
α(la,nf + lm,nf )α−1 = 0 (C.4)

lm,nf : (cnf )−σwm − k

2
α(la,nf + lm,nf )α−1 = 0 (C.5)

(C.6)

Table C.9: Non-Ag Wages for 25% Manufacturing GDP Share

Year Non-Ag Wage for ‘Reform’ Ag Shares
Ag Share Landless Landed Average

Green (2015) Drought No-Drought Drought No-Drought Drought No-Drought
2011 - 33.43 33.34 33.43 33.34 33.43 33.34
2022 38 35.00 34.69 43.00 38.10 38.80 36.60
2025 33 37.09 36.35 46.55 40.23 41.80 38.30
2035 25 43.50 40.30 55.91 44.78 49.70 42.70
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