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ABSTRACT  

   

Laser powder bed fusion (LPBF) additive manufacturing (AM) has received 

widespread attention due to its ability to produce parts with complicated design and better 

surface finish compared to other additive techniques. LPBF uses a laser heat source to 

melt layers of powder particles and manufactures a part based on the CAD design. This 

process can benefit significantly through computational modeling. The objective of this 

thesis was to understand the thermal transport, and fluid flow phenomena of the process, 

and to optimize the main process parameters such as laser power and scan speed through 

a combination of computational, experimental, and statistical analysis. A multi-physics 

model was built using to model temperature profile, bead geometry and elemental 

evaporation in powder bed process using a non-gaussian interaction between laser heat 

source and metallic powder. Owing to the scarcity of thermo-physical properties of 

metallic powders in literature, thermal conductivity, diffusivity, and heat capacity was 

experimentally tested up to a temperature of 1400 degrees C. The values were used in the 

computational model, which improved the results significantly. The computational work 

was also used to assess the impact of fluid flow around melt pool. Dimensional analysis 

was conducted to determine heat transport mode at various laser power/scan speed 

combinations. Convective heat flow proved to be the dominant form of heat transfer at 

higher energy input due to violent flow of the fluid around the molten region, which can 

also create keyhole effect. The last part of the thesis focused on gaining useful 

information about several features of the bead area such as contact angle, porosity, voids 

and melt pool that were obtained using several combinations of laser power and scan 

speed. These features were quantified using process learning, which was then used to 
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conduct a full factorial design that allows to estimate the effect of the process parameters 

on the output features. Both single and multi-response analysis are applied to analyze the 

output response. It was observed that laser power has more influential effect on all the 

features. Multi response analysis showed 150 W laser power and 200 mm/s produced 

bead with best possible features.  
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CHAPTER 1 

INTRODUCTION 

Additive manufacturing (AM) has become a state-of-the-art process that builds three 

dimensional metallic parts by fusing metallic powders in a layer-by-layer approach. This 

process is getting widespread acceptance as it can create intricate parts that are either 

difficult or impossible to build using conventional techniques [1]. Powders, sheets, and 

wires are commonly used as feedstock materials which are consolidated to build the final 

part. Previously, AM was not considered for large scale production of parts. But as the 

process is improving over time owing to extensive research efforts, days are not far ahead 

when AM will be used for high volume production. Although AM is the focus of multiple 

manufacturing industries, this technique is of best use for medical, aerospace, automotive 

and defense industry as they need to manufacture parts with higher intricacies.  

Two different approaches are adopted when it comes to metal AM; direct energy deposition 

(DED), where the feedstock material passes through a set of nozzles and is heated by a 

laser or electron beam heat source and powder bed fusion (PBF), where the powders are 

spread over a build platform. Present work is mainly focused on Powder bed fusion (PBF) 

process.  PBF is getting increasingly widespread recognition for its ability to produce 

components with complex geometry. Three dimensional Parts are produced through this 

process in a layer after layer manner which experiences rapid heating, melting, fluid flow, 

re-melting of the previous layer and cooling during the process. Metallic powders are 

spread over a substrate and laser or electron beams are used to selectively melt the powders 

in this process. The flexibility of the process allows to build part ranging from mm3 to m3. 
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Many researchers have concentrated on the powder bed process motivated by its potential 

to produce high quality parts [1]–[10]. 

This process is conducted using either laser or electron beam power source. Laser and 

Electron beam have different working principles. Laser works optically (thus mainly 

following the physics of optics where reflection, absorption and transmission are dictated 

by these coefficients), while high speed electrons interact with the powder in Electron 

beam. This study dealt with selective laser melting process (SLM). In this process, the 

powder particles get fully melted when they interact with laser beam as opposed to 

selective laser sintering (SLS) where powders are partially melted. Temperature during this 

process can get really high due to the use of concentrated energy source. Melt pool created 

during the laser-powder interaction can also take different shape and size depending on 

various parameters such as laser power, scan speed and layer thickness etc. 

1.1. Background and literature review 

1.1.1. Additive Manufacturing Processes 

AM process is a general term that engage in producing parts by fusing layers of materials 

together. In conventional machining techniques, the part is built by cutting a block of 

material as per the design requirements. Additive technology is completely opposite in 

nature as it adds layers to produce the final build. Initially, it was referred as ‘Rapid 

Prototyping’ as it was mainly used to make prototypes of the models. Now a days, this 

technology is rapidly moving towards full scale production due to the advancement in 

research and technology, and as such is termed as ‘Additive Manufacturing’, or ‘3-D 

printing’. AM holds a number of advantages over the subtractive techniques. As this 
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process does not require any special molds or tools, the build time is faster compared to 

other techniques. The time and cost required to production changeover is thus avoided as 

well [11]. Moreover, AM enables flexibility in design, which is often not possible through 

traditional manufacturing. For example, lattice structures are efficient as they have supreme 

strength accompanied by lower mass. Injection molding is effective in building solid 

pieces, but it becomes fragile when lattice structures are incorporated. On the other hand, 

AM has higher capability to accompany these structures efficiently. Innovative designs are 

also convenient due to the flexible design of freedom, which opens the path towards 

customized production. It is also easier to consolidate an assembly into a single part, thus 

saving inventory cost. Because of its ability to produce low density parts, AM is used in 

the aerospace and automotive industries extensively. Due to the additive nature, it also 

produces less waste, which contributes significantly to environmental sustainability during 

production. However, a comprehensive analysis from raw material production to the use 

of the final products is still needed before we can call it a ‘green technology’. Some of the 

additive processes are described below. Only powder bed fusion process is described in 

detail which is relevant to this thesis. 

 

Figure 1: Additive Manufacturing Processes [12] 

1.1.1.1. Powder Bed Fusion 

Powder Bed Fusion (PBF) is one of the most popular forms of metal AM processes. Direct 

metal laser sintering, Selective laser sintering, Multi Jet Fusion, Electron beam melting, 
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Selective laser melting, and Selective heat sintering are the main types of powder bed 

fusion. Metal powders such as Inconel, Ti6Al4V, Stainless Steel etc. are spread over the 

building platform though a powder hopper. A laser or electron beam heat source then melts 

the specific portion of powder dictated by a CAD design. The power particles melt and 

subsequently solidify to form one layer of the build. The building platform then moves one 

direction along depth, and a fresh layer of powder is spread to be melted by the heat source. 

This process repeats until the final material is built. This process is popular in aerospace, 

automotive industries due to its ability to produce complicated shapes with low amount of 

surface roughness. Metallic powder-bed based processes can be divided into two 

categories: material binder and melting/sintering. In material binder methods the powder 

bed consists of two materials, a binding material, and a structural material. The source 

beam acts to melt the binder material and capillary forces draw the molten binder between 

the structural powder particles. As the binder solidifies it holds the structural particles 

together to create a cohesive layer. At this point the part may be in its final form, or a 

variety of post-processing procedures may be required. If the bound part is held at elevated 

temperature for sufficiently long time, the structural particles will sinter together through 

a mass diffusive process and the binder material may be removed without losing part 

structure [13]. Issues with the binder processes include increased porosity and decreased 

strength in the final part [14]. In melting/sintering methods only one material is present in 

the powder bed. The material is either sintered or fully melted to form a continuous layer. 

Sintering processes lead to parts that are high in porosities and exhibit low mechanical 

strength. In melting process, the powder is fully melted, and manufactured parts have no 

or few porosities. Optimization parameters are crucial in full melting processes as the 
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higher temperatures lead to shrinkage and thermal distortion [15]. This research focuses on 

full melting processes as they allow production of fully dense parts with satisfactory 

mechanical strength.  

 

Figure 2: Powder Bed Fusion Process [16] 

1.1.2. Process Parameters 

Process parameters are key aspects of an AM process. Process parameters predominantly 

dictate how the metal powders will melt and solidify to make the final part with desirable 

material properties. A fully melt powder bed provides less porosity inside the build, which 

ensures parts with higher strength, improved ductility, and superior fatigue properties with 

low surface roughness. 

Laser power and scan speed are two of the most important process that work 

simultaneously to produce parts with good quality. Laser power is the energy input per unit 

time from the laser source [17]. If the power is low, it will melt and solidify the powder 

bed quickly, creating a small melt pool. There will be less turbulence, possibly entrapping 
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low amount of vapor plumes. On the negative side, low power will likely fail to fully melt 

the powder bed and the layer beneath it and will leave some powder partially or fully 

unmelt. These powders can create excessive porosity, resulting in delamination. On the 

other hand, high laser power at a certain can speed will ensure fully melt powders. But 

excessive power can create too much penetration, which can lead to keyhole formation. 

Inert gases present in the processing chamber can get trapped in the keyhole region and 

create void. Repeated melting of the same layer can also change the microstructure of the 

part [18].  

While fast scanning of the powder bed will ensure quicker creation of the parts, which will 

certainly benefit the clients in commercial scale production, this can pose certain threats to 

the part quality. High scan speed can create high surface tension gradient, which can lead 

to formation of separate balls, crating voids between them. So, an optimum combination 

of laser power and scan speed need to be chosen to create the best energy density that 

ensure proper melting and solidification.  

Layer thickness is another parameter that calls for attention. Thicker layer accompanies 

faster production of material. But high laser power is required to ensure that the layer is 

fused properly. A practical range of value for layer thickness is 30-90 microns for laser 

power up to 500 W [17]. 

Hatch space is the distance between two consecutive scans of laser in parallel direction. A 

certain degree of spacing is maintained to remelt some part of the previous scan to ensure 

proper adhesion between the two scans. To have a larger hatch distance, a large spot size 

is required to avoid porosity between two consecutive scans.  
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Spot size of the laser needs to be adjusted before starting the process as most of the 

equipment’s don’t have the capability to change the beam diameter in the middle of 

process. Melt pool tracks are usually wider than the spot size.  

Electron beam melting is usually accompanied by preheat temperature to reduce the high 

thermal gradient.  

Powder particles size is another parameter to consider. Smaller particle and denser 

distribution ensure proper sintering and shallow melt pool. Larger particles need high laser 

energy to melt the powders completely.  

1.1.2. Thermal modeling 

Due to the complications associated with the powder bed fusion process, researchers have 

followed different modeling approaches to understand the underlying physics of the 

process.   I. A. Roberts et al. [19] presented a simulation technique called “element birth 

and death” to model multiple layers during the process, where all the elements are present 

from the beginning, but do not contribute to the overall matrix. Each layer is activated after 

the previous layer is built. Dong et al. [20] used variable material properties such as thermal 

conductivity, density etc. during different steps of the simulation. However, heat transfer 

through the bottom of the powder bed was not considered, which is not representative as 

heat needs to be transferred to the build plate to precisely model the process. Michaleris 

[21] provided “Quiet” and “Inactive” method of simulation. “Quiet” method takes into 

account of all the elements but allocates properties to the quiet elements such that their 

presence is ignored until they are activated. In “Inactive” method, elements are not taken 

into account until the associated material is included. He also proposed a “Hybrid Quiet 

Inactive” method where elements are inactive initially and then assigned to quiet mode for 
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each layer when they are activated. Lee et al. [22] made a computational model of single 

layer and two overlapping tracks assuming a pre-heating temperature of 573K. Kovaleva 

et al. [23] used discreet grid model to model the heat transfer through the porous layers of 

powder considering porosity among randomly distributed powder over the build platform. 

Foteinous et al [24] developed an algorithm using finite difference model to build a two 

dimensional model to predict the temperature history while minimizing computational 

cost. Yavari et al [25] used graph theory instead of meshed model to save computational 

time to simulate the entire process. In most of the literatures, the laser-powder interaction 

is modeled as a Gaussian beam where the intensity of laser decreases as it moves outward 

from the center of the beam. However, Horak et al. [26] conducted an experiment to 

observe the interaction of laser-material with the help of a high quality camera and 

witnessed that the profile of the beam was actually different from the Gaussian beam, with 

intensity lower than the Gaussian beam. So, it is important to model the laser in such a way 

that it represents the actual laser. The modeling applied for AM is similar to welding [27]. 

The main boundary conditions that need to be considered as heat source, convection, and 

radiation heat transfer. Heat source is typically modeled using Goldak’s double ellipsoid 

model or gaussian beam [28]. Convection is generally assumed as free convection from the 

top surface [29], or by using a heightened convection intended to account for both free and 

forced convection [30]. Radiation is also modelled from the top surface to the outside inert 

environment [31]. Radiation boundary condition becomes increasingly important during 

laser material interaction as the heat transfer through radiation is dominant at elevated 

temperature.   
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1.1.3. Fluid flow 

Accurately modeling the flow of fluid in the melt pool due to Marangoni and buoyancy 

effects is of great importance which affects the heat distribution, melt pool shape. There 

are several boundary forces that need to be considered to construct an accurate multi-

physics thermo-fluid model. Surface tension driven Marangoni flow and recoil pressure 

are two of the most important forces to consider. Surface tension plays a significant role in 

melt pool where temperature gradient is prominent. For most of the materials, surface 

tension is low where temperature is high, and the value is high in lower temperature region. 

This variation in surface tension pulls the fluid from the center of the melt pool to the outer 

radius, termed as Marangoni flow, which is the tangential stress that acts on the melt pool 

due to the temperature gradient. This force can induce both conductive and convective heat 

flux, but convection is the dominant form of mass transfer [32]. Velocity around the molten 

zone can vary from high to low temperature point depending on the intensity of the 

Marangoni flow. Surface tension also has the tendency to shrink the surface area, which 

can create balling effect that is detrimental to the quality of the final part. Recoil pressure 

is another aspect of the process that plays a crucial role at a high energy input when the 

temperature exceeds the evaporation point of the material. At this point, vaporization takes 

place, and a large amount of heat is taken away, minimizing the temperature, and 

depressing the melt pool [33]. The high pressure combined with Marangoni force can 

create instability in the melt pool, which can form keyhole sized bead containing defects 

such as porosities [34]. Buoyancy can have a significant impact as well in the melt pool. 

As the density of a material inversely varies with temperature, it pulls liquid back from the 

bottom of the melt pool to the top at the center owing to the temperature gradient. Although 



10 

surface tension forces are predominant in the melt pool, the role of density gradient should 

not be ignored.  

Marangoni flow, which takes place at the surface of the molten metal due to variation of 

surface tension caused by a gradient in temperature, is one of the major forces for flow of 

fluid within the melt pool [35]. Many researchers [36], [37] have completely ignored 

Marangoni flow in their model. Romano et al. [1] came up with an effective conduction 

coefficient approach that accounted for the thermal convection due to fluid flow inside the 

melt pool. However, flow of fluid around the melt pool was not modeled. Andreotta et al. 

[4] included mass and moment equations to take into account of the Marangoni flow. 

Geometry of melt pool is an important parameter for AM processes. Melt pool geometry 

impacts the dimensional accuracy of the build as well as the surface roughness. Melt pool 

geometry impacts the residual stress in several different ways. Depth of the melt pool 

determines how many previous layers are melted in each cycle. This re-melting and 

solidification not only impact the microstructure and grain size and orientation, it also 

impacts the residual stress as the solidification causes shrinkage in each pass. The melt 

pool dimensions also impact the temperature gradient and the rate at which the material is 

heated and cooled which results in variation of thermal strain within the material 

consequently resulting in mechanical deformation and strains. If the melt pool is too deep 

due to high energy input, then the previously solidified layers undergo repeated melting 

and solidification. This can create high thermal gradient multiple times in the same layer 

that induces residual stress causing part distortion. On the other hand, if the melt pool is 

too shallow, the adhesion between consecutive layers can be poor, which can create 

delamination. So, it is of utmost importance to analyze the physics of melt pool 
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comprehensively. Fluid flow around the melt pool has a large impact on temperature profile 

during solidification. This in turn affects the residual stress, which causes distortion in the 

built part [38]. Fu et al. [39] generated a three dimensional model during SLM process and 

concluded that depth and volume of melt pool increases for higher laser power and lower 

scan speed. It was observed that for a specified combination of laser power and scan speed, 

melt pool dimension increases towards the upper layers of a built [40]. Considering the 

effect of melt pool geometry on the properties of final build, it is of utter importance to 

develop a well-tested model that can predict the melt pool geometry for various laser 

power/scan speed combinations. 

1.1.4. Evaporation 

Because SLM and E-beam melting use a concentrated power source on a very small region, 

temperatures in the process can easily exceed the melting temperature of materials 

significantly. It is very feasible to even exceed the vaporization temperature of some of the 

alloying elements during the process, locally [41]. Exceeding the vaporization temperature 

can cause evaporation of some of alloying elements. Evaporation of elements can change 

the composition of the final build. If the change in composition exceeds the permissible 

limit, it can adversely affect the properties (i.e. tensile strength, hardness etc.) [42]. 

Mukherjee et al. [42] developed an analytical model using Langmuir equation for direct 

energy deposition and observed that chromium experiences the higher amount of 

evaporation for Inconel 625. P.A.A Khan et al. [43] collected the condensate of vaporized 

elements through a quartz tube and examined the samples with an x-ray analyzer. They 

found out that manganese, iron and chromium are the most volatile alloying elements 

during laser welding of AISI 202 stainless steels. T. Liu [44] et al. predicted the 
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vaporization rate of the Knudsen layer in laser keyhole welding through an analytical 

model and found out that the concentration of manganese changed significantly for 

stainless steel. Beiranvand et al [45] studied the effect of Mg in Aluminum alloys, and 

found out that increase in Mg vapor plumes due to high laser input has a positive correlation 

with effective laser coefficient. Although the composition change in laser welding is more 

pronounced because of the low welding speed and high laser power involved, the 

importance of determining evaporation in SLM cannot be ignored as higher laser powers 

and lower melting material are being used in this process lately. Significant amount of work 

is done on evaporation in laser welding, but literature on effect of evaporation in powder 

bed AM is not adequate. 

1.1.5. Thermo-physical properties 

AM process is a complex physical phenomenon which involves interaction between 

powder and heat source, powder melting, flow around the molten pool and subsequent 

solidification. Numerical modeling helps us to understand and improve the underlying 

process, as well as saves experimental cost and time. A comprehensive model can provide 

valuable insight regarding the entire process to understand final component properties. 

Thermal modeling of transferring heat from powder bed to the build platform is based on 

the following energy balance equation [10]: 

                                                      𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
+  𝜌𝐶𝑝𝒖. ∇𝑇 + ∇. 𝑞 = 𝑄    

Here, Q is the heat source, T is the temperature field, is the density, u is the velocity field 

due to fluid flow, 𝐶𝑝 is the heat capacity and k is the thermal conductivity. So, to get a good 

idea of this process, it is necessary to provide accurate information about the thermal 
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properties of the powders. However, it is extremely difficult to measure these properties 

during the process itself at high temperatures. Because of the scarcity of experimental data, 

these computations largely depend on analytical models that tries to predict the values of 

conductivity and heat capacity [31], [3],[36]. 

1.1.5.1 Thermal conductivity 

Thermal conductivity is one of the most important properties of powder as it dictates the 

amount of heat that is transferred during the process. When metals are heated, the closely 

attached atoms gain energy and start vibrating rigorously. Upon vibration, the atoms come 

closer to neighbor atoms and transfer some of the energy to them and thus transfer heat 

through conduction. Conductivity of powder is much less than that of solid as it involves 

porosity between adjacent particles. These gaps between the particles create a network of 

thermal resistance that hampers heat conduction. Several analytical models have been 

proposed for thermal conductivity to fill the gap due to the lack of experimental 

results.Schlunder et al. [46] proposed a model that only considered conductivity of the 

powders. They showed that considering contact between powder particles provides good 

agreement with experimental results. Child et al. [47] generated an equation for powder 

bed conductivity that depends on conductivity of the solid and density of the powder bed 

relative to the solid and found out that conductivity increases with increasing density. Sib 

and Barlow [48] considered heat transfer by free fluid, heat transfer due to partial contact 

between two particles and heat transfer from the powder particle to adjacent fluid in their 

proposed effective conductivity equation. Gusarov et al. [49] assumed that gases entrapped 

between the powder particles had a much less conductivity than the metals and thus 

considered it insignificant and concluded  that contact size is the predominant force that 
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determines thermal conductivity.  Hadley [50] proposed an effective thermal conductivity 

equation that could be used for un-sintered powders. Agapiou [51] introduced a correlation 

that was more befitting to powders that were initially sintered, typically done in electron 

beam melting process [EBM] where powders are preheated. Due to the sintering of the 

powders, adjacent particles adhere to each other more closely, increasing the contact area 

that leads to a higher prediction of thermal conductivity for Agapiou than the Hadley 

relation. Zhang et al. [52] developed a model to calculate the thermal conductivity of 

nanofluids considering dimensionless parameters like Brinkman number, Reynolds 

number and Prandtl number. Andisheh-Tadbir et al. [53] proposed a new model for 

microporous layers based on porosity, pore size and compression. Ling et al. [54] 

developed a model to predict conductivity of graphite based phase change composite based 

on density of the composite and fraction of mass of graphite. Other than these analytical 

models, several numerical approaches were also conducted by different researchers. Siu et 

al [55] used contact angle of neighboring powder particles with porosity ranging from 0.17 

to 0.48 and relied on identification of unit cells to compute the conductivity of powder. 

They determined that FCC unit cells have the highest conductivity for a given contact 

radius. Asakuma et al. [56] used two types of unit cells ( FCC and BCC) in his model and 

showed that effective conductivity increases non-linearly with Nusselt number. Ayatollahi 

et al. [57] also used unit cell approach to find the effective thermal conductivity in fractured 

porous media. Boomsma et al. [58] calculated the conductivity of a metallic foam using a 

detailed description of the three-dimensional foam geometry. Singh et al. [59] developed 

an computational model to predict the thermal conductivity of porous materials filled with 

soil, water and air between the particles and observed that conductivity varies non-linearly 
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for each of the fill. A few experimental techniques have also been introduced to calculate 

thermal conductivity. In laser flash technique [60] the powder surface is heated by laser 

beam. The temperature rise is measured by a thermocouple, which is sent to a processing 

software. Transient plane source (TPS) is a non-destructive technique [4] that uses a sensor 

element that acts both as a heat source and measures temperature rise at the same time. The 

hot wire (THW) [61] method is based on the measurement of increase in temperature of a 

hot wire immersed in the cylindrical sample which can act as an electrical heater and 

resistance thermometer simultaneously. Other methods have also been applied to get the 

thermal properties of materials [62]–[67]. 

1.1.5.2 Thermal diffusivity 

Thermal diffusivity is another parameter which measures the diffusion of heat from hot to 

cold region. Bruggeman [68] developed an analytical relation to determine the effective 

diffusivity of packed spherical particles based on diffusivity of solid particles and porosity 

between the particles. Zamel et al. [69] used Bosanquet’s formula that includes Knudsen 

and bulk diffusivity to calculate thermal diffusivity of porous layers. Andisheh-Tadbir et 

al. [53] developed diffusivity model for micro porous layers using unit cell approach. 

Abbas et al [70] investigated the effect of Ag in Cu-Al alloys, and found out that higher 

content of Ag increase both diffusivity and conductivity of Ag due to higher conductivity 

of silver. 

1.1.5.3 Specific heat capacity 

Specific heat capacity is another property that is essential to model the process. It is defined 

as the amount of heat that is needed to raise the temperature of the sample by 1 degree 

Celsius. There are several literatures on the heat capacity of solid metals [71], [72], but it 
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is limited for metallic powders. Due to the deficiency of experimental data, heat capacity 

values are generally assumed as same as solid metal [10], [31], [73]. 

1.1.6. Dimensional Analysis 

The importance of fluid flow around melt pool and transport of heat due to the fluid motion 

can be conveniently analyzed by using dimensionless numbers like Nusselt number, Peclet 

number and Marangoni number [74], [75]. Nusselt number and Peclet number indicate the 

heat and momentum transfer respectively, while Marangoni number is defined as ratio of 

Marangoni flow to heat diffusion rate. The relative transport of heat through convection 

and conduction in the process can be assessed using these numbers. These studies can pave 

the path to understand the inherent physics of powder bed fusion technique in a simplistic 

manner as a number of variables are combined. Dimensionless numbers can reduce the 

complications associated with a process significantly and analyze the effect of input 

variables using unitless parameters [76]. 

1.1.7. Bead Cross-section Features 

 Powder bed fusion (PBF) AM process uses laser or electron beam to melt metallic powders 

over a building platform to print one layer of the build dictated by a CAD design. The 

process continues until the final product is built. Due to the variability of the process 

parameters like laser power, scanning speed, layer thickness etc., melt pools that generate 

during the process can possess distinguished features [1], [31], [77]–[79] which could be 

used to conduct process optimization.  

Researchers have tried to analyze the characteristics of different aspects of the build to 

optimize the parameters that can influence the process. Geometrical feature such as contact 

angle between the present and the previous layers, which dictates the wetting behavior of 
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the melt pool has been studied by a number of scientists. Fateri et al [80] investigated the 

effect of temperature and viscosity towards the evolution of contact angle using Hot stage 

Microscopy. The study showed that contact angle decreases as the powders start to sinter 

at higher temperature points. Yuan et al. [81] discussed various techniques like drop-shape 

analyzer, Wilhelmy balance method etc. to measure contact angle. Haley et. al [82] used 

computational fluid dynamics (CFD) simulation technique to observe the influence of 

particle size, melt pool shape, surface tension on wetting dynamics. They found out that 

powder particle residence time, which is termed as the time between interaction of powder 

and heat source, and complete melting, is dependent on particle size and surface tension, 

and contact angle varies inversely with residence time. Triantafyllidis et al [83] established 

a relation between surface roughness and contact angle and deduced that roughness 

increases with reduced contact angle. Development of defects in AM has been a major 

concern and a hindrance towards large scale production. A lot of research has been 

dedicated towards the physics behind the formation of these defects. Brennan et al [84] 

discussed about different defects like porosity, voids, lack of fusion defects and how they 

can be reduced using hot isostatic process (HIP). Murakami et al. [85]studied the effect of 

surface roughness and defects in on fatigue properties. Sanaei et al. [86] analyzed the 

defects in AM part based on specific locations like neck and at the perimeter of the samples. 

They used K-S statistical test to show that the distribution of defects are different in the 

neck and perimeter region. Keyhole induced large voids inside the melt pool has also been 

discussed in some work [6]. Other papers [16], [17] have also tried to investigate defects 

from different perspective. These papers mainly focused on the formation of defects on the 
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build direction. Analysis of these defects along the bead cross section based on process 

parameters like laser power and scan speed is largely missing from the literature.  

1.1.8. Process Parameter Optimization 

Traditionally, process parameter optimizations are implemented using computational 

methods [31], [87]. Although computational modeling can reveal important information 

about melt pool, microstructure, temperature history etc. that change with the input 

variables, due to the complications in the process, these models possess a lot of simplified 

assumptions, which results in deviation from actual experimental results. To solve the 

issue, many researchers have recently opted to use machine learning algorithm techniques 

to optimize the process parameters. Kwon et al [88] used convolutional neural network 

(CNN) to predict laser power from melt pool images taken during the experiment, and built 

a model with 96% accuracy. Caiazzo et al [89] built a three layer cascade forward 

propagation artificial neural network (ANN) to predict the process parameters to obtain 

specified built geometry. They produced result with 2% error for laser power, 5.8% for 

scanning speed, and 5.5% for powder feeding rate. Although machine learning models have 

become increasingly popular as they can predict data with high accuracy, these techniques 

are still not good enough to predict process parameters with smaller datasets. These 

techniques require a large number of experimental data set to train the models, which is 

both time consuming and expensive. Statistical analysis techniques have also been 

employed to identify patterns in engineering [90]. Sanaei et al. [16] analyzed the defects in 

AM part based on specific locations like neck and at the perimeter of the samples. They 

used K-S statistical test to show that the distribution of defects are different in the neck and 

perimeter region.  Keyhole induced large voids inside the melt pool has also been discussed 
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in some work [17]. Baturynska1[18] tried to optimize the dimensional accuracy of 

additively manufactured parts using statistical analysis. They found out that STL model 

properties (number of mesh triangles, surface, and volume of CAD model) have significant 

effect on length, width and thickness of the build. Casalino et al. [19] investigated the 

impact of laser power and scan speed on mechanical properties such as hardness, tensile 

strength of the final build. They found out that increasing energy density decreases surface 

roughness and increases hardness. Whip et al [20] used analysis of variance method to 

observe the effect of process parameters in melt pool and surface roughness. They found 

out that increasing laser power increases the melt pool size, which facilitates in smoother 

surface due to proper wettability. 

1.2. Gap in literature 

Temperature profile created during the interaction of laser and powder bed is of great 

significance as it impacts the melt pool geometry, which dictates the microstructure of the 

build. Majority of the literature characterizes the laser following a Gaussian beam, where 

the intensity of the laser is maximum at the center and decays exponentially as it goes 

radially outward. To model the process appropriately, laser behavior needs to be 

implemented in a way that the properties of laser such as beam quality factor, wavelength, 

and waist radius can be taken under consideration. A realistic laser-powder interaction with 

appropriate fluid flow behavior around the melt pool is missing from the literature. 

As temperature during the process can reach the evaporation temperature of some of the 

alloying elements, which can change the final composition of the build, affecting the 
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material properties adversely. Significant amount of work is done on evaporation in laser 

welding, but literature on effect of evaporation in powder bed AM is not adequate. 

As the thermo-physical properties are sensitive to temperature, it is of paramount 

importance to accurately input these values in the modeling efforts. Experimentally 

obtained values for heat diffusivity, thermal conductivity and heat capacity for metal 

powders are very limited in the literature. Again, although conduction heat transferred was 

considered to be the main transport of heat [36] recent modeling efforts have showcased 

the fact that convection also plays a vital role in the melt pool [91]. Despite the 

development of a lot of modeling & simulation in recent times, a comprehensive thermo-

fluid modeling including experimentally obtained thermophysical properties of powders is 

needed in literature.  

Although there are several works done on the defects found in additively manufactured 

parts in the scanning plane, they are not well recognized in the melt pool cross section. 

Quantification of these defects/ features for different combinations of process parameters 

like laser power and scan speed and a thorough statistical analysis to optimize the process 

parameters are also rare in the literature.  

1.3. Problem Statement 

Although many research work have focused on modeling the powder bed fusion process, 

there is still a need of a comprehensive multi-physics approach that includes a realistic 

interaction between the laser heat source and powder material. Moreover, current literature 

also lacks experimental data for thermo-physical properties at elevated temperature that is 

crucial to accurately model the process. Process parameter optimization has been another 
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key factor in the powder bed process. Although computational modeling and machine 

learning approaches have been conducted, there is still a lack of parameter optimization in 

terms of all the features like contact angle, porosity, melt pool size etc. of the bead at the 

same time. So, a multi response analysis is needed to optimize the key parameters like laser 

power and scan speed.   

1.4. Research objective and Approach 

The primary objective of this research is to build a robust multi-physics computational 

model with a realistic laser-powder interaction process along with experimentally obtained 

thermo-physical properties and proper boundary conditions that enables a better 

understanding of powder bed fusion AM process. A comprehensive single and multi-

response statistical analysis is also conducted of different features such as contact angle, 

porosity, melt pool area, void etc. along the bead cross section optimize main process 

parameters; laser power and scan speed. The research approach followed to achieve the 

objectives are shown in Figure 3 
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Figure 3: Research Approach 
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CHAPTER 2 

MULTI-PHYSICS MODELING 

This chapter provides a detailed description of the computational modeling that lays the 

foundation of this thesis. A comprehensive thermo-fluid analysis is conducted using heat 

transfer and CFM modules to understand the underlying mechanism of the powder bed 

process, as well as to validate the model against experimental results. Temperature profile 

is obtained using non-gaussian interaction between laser and powder. The temperature 

history is utilized to get the bead geometry using a process called level set method. 

Elemental evaporation of the metal powders are also analytically calculated.  

2.1. Laser Heat Source 

Most of the literature on modeling laser beam melting process deals with modeling laser 

as a heat source on the surface of the material. The intensity of the heat source is typically 

considered to follow a Gaussian distribution, in which the heat intensity is maximum at the 

middle of the beam and decreases exponentially as it goes radially outward. This work 

aimed to approach the laser-powder interaction equation in a way that represents the actual 

laser profile in a more comprehensible way. A Gaussian distributed laser beam is defined 

as [92]: 

  𝐼(𝑥, 𝑦, 𝑧) =  
2𝑃

𝜋∗𝑤(𝑧)2
∗ exp [−

2∗(𝑥−𝑣𝑡)2+𝑦2)

𝑤(𝑧)2
]                                    (1)   

               𝑤(𝑧) =  𝑤0 ∗ 𝑠𝑞𝑟𝑡[1 + (
𝜆∗𝑧

𝜋∗(𝑤0)2
)

2

]                                           (2)  

Here, w (z) is the beam radius at a depth z, w0 is the beam waist radius, t is the laser scan 

time, and  𝜆 is the laser wavelength. Beam waist is the location at which the radius of the 

beam is minimum. In most of the literature, beam radius is assumed to be equal to 𝑤0. The 
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beam that follows a Gaussian profile is highly concentrated towards the focus of the beam, 

thus creating a very high temperature at that point. But, it was observed that the actual 

beam is not as highly focused as a Gaussian beam [93], making the temperature profile 

lower than the Gaussian one. For lasers with low power, the beam profile can be similar to 

Gaussian beam, but the eccentricity of the beam profile increases with increasing laser 

power.   To differentiate between a Gaussian or ideal beam with a non-Gaussian beam, a 

new parameter called beam quality factor is used, which is denoted by M2. The value of 

M2 for ideal or Gaussian beam is equal to 1. It is more than 1 for a non-Gaussian beam. 

For high laser power, this value can reach up to 10 or more [94]. With the introduction of 

this quality factor, the laser can be modeled in a more appropriate manner. The beam 

quality factor is defined as [95]:  

            𝑀2 =  BPP ∗ 
𝜋

𝜆
                                            (3) 

Where BPP is “beam parameter product” and is the product of beam radius (w0) and the 

beam divergence (Ɵ). Yb-fiber laser was used which had a wavelength of 1064 nm. 

Including the M^2 factor, equation (2) is rearranged as [94]: 

  𝑤(𝑧) =  𝑤0 ∗ 𝑠𝑞𝑟𝑡[1 + (
𝜆∗𝑧∗𝑀^2

𝜋∗(𝑤0)2
)
2

]                                          (4) 

This equation was used in this work to model the laser-powder interaction. 

2.2. Modeling Technique 

The modeling strategy consists of two sets of models. A 3-dimensional finite element 

model utilized to determine the temperature history through thermal modeling combined 

with fluid dynamic modeling inside the melt pool region. The second model is two 

dimensional having a cross section of the material as the laser crosses a region. This 2D 
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model is used to obtain the geometry and shape of the bead. The temperature history is 

extracted from the 3D model is applied to the 2D model as thermal load. The 2D model 

utilizes the level set method to obtain the bead geometry of the solidified part. 

The 3D model and meshing are presented in. As it can be seen from the figure, there are 

three distinct regions in the model: substrate made of stainless steel with a thickness of 1 

mm upon which the process was completed, 0.9 mm of solid portion in the middle which 

was melted and subsequently solidified and 0.04 mm of freshly spread powder on the top 

that is to be melted by the laser. The domains had a length of 9 mm and width of 3 mm 

each. Symmetry in the Y direction was used to save computational time. So, half of the 

model was built along that direction. Radiation boundary condition was applied to the 

powder surface.  

𝑞 = 𝜀 ∗ 𝜎 ∗ (𝑇𝑎𝑚𝑏 − 𝑇4)                                                                     (5) 

Here 𝜀= 0.87 is the surface emissivity [48].  𝜎 = 5.67 × 10−8 W/m^2.K^4 is called the 

Stefan-Boltzman constant, 𝑞 is the heat flux and 𝑇𝑎𝑚𝑏 is the temperature of the surrounding 

atmosphere. Adiabatic boundary condition was applied to the bottom of the build plate and 

side domains. 
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Figure 4: 3D Model Set Up, Boundary Condition, Dimensions, and Mesh to Model 

Temperature Profile  

The governing energy, mass and moment balance equations are: 

𝜌𝐶𝑝
𝜕𝑇

𝜕𝑡
+  𝜌𝐶𝑝𝒖. ∇𝑇 + ∇. 𝑞 = 𝑄                                              (6) 

 𝜌
𝜕𝑢

𝜕𝑡
+  𝜌(𝑢. ∇)𝑢 =  ∇. [−𝑝𝐼 + μ(∇u + (∇u)𝑇)] + 𝐹                   (7) 

                      𝑝∇(𝑢) = 0                                                                                   (8) 

Equation (6),  (7) and (8) denote energy, moment and mass balance respectively. Here, u 

is the velocity field, Q is the heat source, T is the temperature field, 𝜌 is the density, Cp is 

the heat capacity, q is the heat flux, μ is the dynamic viscosity, p is the pressure, F is the 

force due to fluid flow. Heat transport was associated with the energy equation and mass 

and moment accounted for the fluid flow in the molten region. In this work, the calculated 

Reynolds number around the melt pool varied from 0.00054 (Lowest, 150W/1200mms) to 

52.6 (Highest, 300W/200 mms) for different laser power/ scan speed combinations. As the 

Transition Reynolds number from laminar to turbulent region is Re=600 [37], laminar 

model was used in the simulation. Marangoni flow, which is caused by surface tension 
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variation within the melt pool contributes to the melt pool dynamic significantly. The 

surface tension variation is caused by the temperature gradient within the melt pool. 

Marangoni number is given by [96] 

                                                       Ma =  (
𝜕𝛾

𝜕𝑇
) .

𝐿.∆𝑇

𝜇.𝛼
                                                                    (9)                                                          

Here, 𝛾 is the surface tension, α is the thermal diffusivity, L is the length scale of the melt 

pool, 𝜇 is the dynamic viscosity. 

Table i: Process Parameters 

Process parameter Value 

Laser power (W) 100, 150, 200 

Scan speed (mm/s) 200, 700, 1200 

Layer thickness (μm) 40 

Beam waist radius (μm) 100 

Penetration depth (μm) 140 

2.3. Bead Geometry 

A second model (Figure 5) was built to get the bead geometry of the build. The model was 

two dimensional that consisted of the melt pool, the location of which was extracted from 

the 1st model, where the temperature was maximum and the outside nitrogen atmosphere. 

The interface of the melt pool and atmosphere was traced by a process called level set 

method. The process started as soon melting started and finished when the melt pool 

solidified under the effect of surface tension and gravity. 
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Figure 5: 2D Model Geometry and Mesh 

Level set method uses the following equations: 

          ∇𝐺𝐼. ∇𝐺𝐼 + 𝛾. 𝐺𝐼(∇. ∇𝐺𝐼) = (1 + 2𝜎𝑤)𝐺𝐼4     (10) 

               
𝜕∅

𝜕𝑡
+ ∇. (𝑢∅) = 𝜆∇. (∈𝑙𝑠 ∇∅ − ∅(1 − ∅)

∇∅

|∇∅|
)                                (11) 

Here, GI is the reciprocal interface distance, 𝛾 is the surface tension, 𝑢 is the velocity field, 

𝜆 is the reinitialization parameter, ∈𝑙𝑠 is the parameter controlling interface thickness, ∅ is 

The level set variable. At the beginning of the level set method, ∅ is 0 for the molten region 

and 1 in the atmosphere, which gradually changes. The properties i.e. viscosity and density 

are different on molten pool area and atmosphere. So, when the interface is crossed, there 

is abrupt change in these properties, which means there is a sudden change in ∅. This 

sudden change causes numerical instability in the simulation. To avoid that, the coding is 

so done that this property change takes place smoothly across a finite width in the interface 

region. This width is denoted by∈𝑙𝑠. Reinitialization is used in level set method to avoid 

numerical deterioration of the interface. As time progresses, there might be some 

discontinuity in the zero-level set function ∅. To get rid of that,  ∅ is updated (reinitialized) 

after certain number of iterations. λ determines the required amount of reinitialization or 
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stabilization. If λ is too small, there might be oscillation in ∅, while a too large value of ∅ 

makes the interface move incorrectly with time. Hence, an optimized value of λ has to be 

used. The parameters used in this work are: 𝛾𝑚= 0.018 N/m at melting temperature, λ=.4 

m/s, ∈𝑙𝑠=0.005 mm [97].  

2.4. Material Properties 

Powder, molten metal and solid metal of Inconel 718 was used for this simulation. As the 

temperature changes, the properties are updated and changed as the phases of material 

change. Powder is one of the most difficult materials to be modeled. Properties of metallic 

powder is not readily available in literature. For example, thermal conductivity of metallic 

powders, are typically modeled using analytical or numerical models.  However, most of 

these theoretical models are function of many parameters. To avoid the variability of these 

models and to realistically model the powder materials, actual thermal conductivity 

properties are obtained experimentally for this study. The experiments are conducted using 

an instrument called transient plane source (TPS-2200). TPS-2200 can quickly and 

accurately measure the thermal conductivity of metallic powder through a non-destructive 

process. The thermal conductivity values attained with a packing density of 5.46 g/cm^3 

were chosen for the present study. Temperature dependent thermal conductivity of solid 

Inconel 718 and steel was taken from mills [98] . 

The equation used for calculating the dynamic viscosity was taken from literature [99]                      

              𝜇(𝑚𝑃𝑎 ∗ 𝑠) =  .196𝑒
5848

𝑇                                                               (12) 
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Temperature dependent specific heat and density values were imported from mills [98]. 

The values of density of powder were chosen to be 5.46 g/cm3 with a porosity of 0.3.  

Surface tension was obtained from Lee et al. [100] 

𝛾(𝑇) = 𝛾𝑚 + 𝑑𝛾/𝑑𝑇 ∗ (𝑇 − 𝑇𝑚)                                                              (13)    

Temperature dependent absorptivity of Inconel 718 alloy was taken from literature, which 

varies from 0.3 to 0.55 [99].                                                                                                               

2.5. Modeling Elemental Evaporation 

Vaporization flux of elements of an alloy is determined by the Langmuir equation [101]: 

𝐽𝑖 =
𝑃𝑖

(2∗𝛱∗𝑅∗𝑀𝑖∗𝑇)
1
2

                                                                            (14) 

Here, 𝑃𝑖 is vapor pressure of each element in the alloy, R=8.314 J/mol.K is the universal 

gas constant, 𝑀𝑖 is the molecular weight of element i, T is the maximum temperature 

generated during the laser-material interaction. It was observed experimentally that the 

Langmuir equation over predicts the vapor flux by 5 to 20 percent [101], as it does not take 

into account of the mass that condensates back to the surface. To get rid of the error, Ji is 

multiplied by  𝛽 =0.05 [42], a fractional value considering the condensation:  

𝐽𝑖 =
𝛽∗𝑃𝑖

(2∗𝛱∗𝑅∗𝑀𝑖∗𝑇)
1
2

                                                                          (15)  

The vapor pressure 𝑃𝑖 is obtained from the following equation [102]: 

      log(𝑃) = 𝐴 +
𝐵

𝑇
+ 𝐶𝑙𝑜𝑔𝑇 +

𝐷

𝑇3                                                                (16) 
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Here, the constants A, B, C and D are different from each element. It can be seen that, 

vapor pressure is heavily influenced by the melt pool temperature. The mass of the 

vaporized elements is: 

𝛥𝑚𝑖 = 𝐽𝑖 ∗ 𝐴𝑠 ∗ 𝑡                                                                           (17) 

Here 𝐴𝑠 is the area of the melt pool, which was determined with COMSOL, t is the laser 

scanning time. 

Final concentrations of the elements is [42]: 

  𝑊𝑓 =
𝑉∗𝜌∗𝑊𝑖−𝛥𝑚𝑖

𝑉∗𝜌−∑𝛥𝑚𝑖
                                                                          (18) 

Here, V is the volume of the deposited material, 𝜌 is the density and 𝑊𝑖 is the initial 

concentration of the element. Volume was determined by multiplying the cross-sectional 

area of the melt pool by the length of the track. 

2.6. Results and Discussion 

2.6.1. Temperature Profile: 

Figure 6 shows the temperature profile of non-Gaussian and Gaussian beams. Gaussian 

beam generates a more localized profile of temperature which causes a higher temperature 

build-up at the center of the melt pool, as is evident from the figure. Comparatively more 

uniform distribution of heat, away from the center of the beam is observed with the 

introduction of beam quality factor since the quality factor reduces the beam focus. As the 

quality factor distorts the behavior of an ideal Gaussian beam, the heat is no more highly 

concentrated at the focus of the beam. With further increase of the quality factor (M2), 

deterioration of beam quality is observed which represents a more realistic beam nature. 
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This emphasizes the fact that incorporating the M2 factor is important to model the true 

interactive behavior of material and laser. 

 

Figure 6: Melt pool and temperature distribution for (i) Gaussian and (ii) non-Gaussian 

beam 

To validate the temperature profile, an alternate geometry was modeled with a length of 60 

mm, width of 5 mm and height of 25 mm. The experiment was conducted with 180 W laser 

power and 600 mm/s scan speed [103]. An MCS 640 thermal imager was used to measure 

the temperature at the laser-powder interaction zone. Figure 7a shows a comparison 

between the non-Gaussian and Gaussian beam model when they were compared against 

experimental result. The profile obtained with non- Gaussian beam was more similar to the 

experimental temperature profile with a lower maximum temperature than Gaussian beam. 

The spikes in the experimental data in the lower temperature range is due to the inability 

of the camera to measure temperature in the lower range. The laser profile could not be 

obtained from this specific literature. However, as the temperature profile of the non- 
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Gaussian beam was similar to the experimental result, it can be expected that the laser 

profiles would agree as well.  

 

Figure 7: (a) Comparison of temperature profile for Gaussian and non-Gaussian beam 

versus experiment, (b) Variation of temperature profile for various speeds and powers 

compared in Gaussian and non-Gaussian beam profiles. 

Figure 7b presents temperature profile of both non- Gaussian and Gaussian beam for 

different laser power/ scan speed combinations and all of them shows a lower temperature 

profile for the non-Gaussian beam. Due to the high concentration, both temperature and 

intensity are higher at the focus for the Gaussian model for all three combinations. For 

150W/700 mm/s combination, the high speed allows shorter time span of interaction 

between laser and powder which results in lower intensity and temperature profile. On the 

other hand, the maximum temperature is higher in 300W/700 mm/s combination than in 

100W/200 mm/s due to considerably higher power in the former combination despite the 
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later having a lower scan speed; this indicates that power plays the dominant role over scan 

speed for all combinations. Temperature goes above 1443k, the assumed melting point of 

Inconel 718, for all combinations of laser power and scan speed. 

2.6.2 Bead Geometry 

Figure 8(a) presents a graphical comparison between the bead geometry of the model and 

experiment. The experiment [5] was conducted using EOSINT M 280 machine. 24 square 

Inconel 718 specimen having block dimensions of 25.4 mm×25.4 mm ×4.0 mm was 

manufactured. Each of the specimen were fabricated using different sets of combinations 

of laser power and scan speed. The laser scanned 10 equally spaced lines to analyze the 

variations of process parameters. Images of the cross-sectional area were taken to 

investigate the melt pool geometries.  
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Figure 8: (a)Simulated and experimentally obtained bead cross sections for laser power = 

100W and scan speed = 200 mm/s, (b) Melt pool width comparison at a scan speed of 1200 

mm/s and (c) Bead height comparison at a scan speed of 200 mm/s. 

The following paragraphs compare the bead geometry for non-Gaussian beam with M2 

factor, Gaussian beam [4] and experimental results.  

Table ii presents a comparison of width of the melt pool between non- Gaussian and 

Gaussian beam models against experimentally observed data. The results show that the 

non-Gaussian beam results were more accurate than the Gaussian beam. The temperature 

was lower around the melt pool for non-Gaussian model, making the width of the melt pool 

smaller. Results acquired with higher scan speed provided more accurate results for both 

models. 
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Table ii: Melt pool width 

 

Non-Gaussian beam Gaussian beam 

 

Experimental results 

Difference with experiment- Non 

Gaussian/ Gaussian model 

Wid

th(u 

m) 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

 

100

W 

150

W 

200

W 

300W 

200 

mm

/s 

162.

1 

221.

3 

263 340 181 

227.

5 

284 367 

154.

2±1

4.6 

204.

± 11 

223

±14.

8 

295

±23.

9 

 

5.1

2%/ 

17.

3% 

8.48

%/ 

11.5

% 

17.93

%/30

% 

 

15.47

%/24.4

% 

700 

mm

/s 

 

120.

5 

127 

176.

4 

 122 129 194  

118

±5. 

144.

±9.2 

185

±12.

1 

  

1.68

%/ 

3.38

% 

-

13%/ 

-10% 

 

-4.8%/ 

4.8% 

120

0 

mm

/s 

 

106.

12 

113.

92 

137.

5 

 109 

114.

5 

142  

97±

8.1 

113.

±11.

9 

132.

2±1

0.6 

  

9.4%

/ 

12.4

% 

0.8%

/ 

1.32

% 

 

4%/ 

7.4% 

Bead heights could be obtained for only those experiments which were conducted with a 

scanning speed of 200 mm/s. Higher scan speed shapes were partially distorted due to 

balling effect. Comparison against experiment showed that non-Gaussian beam model 

performed better than the Gaussian beam model in predicting the bead height; it is expected 

that the same trend will be observed in case of higher scan speed as well. It can be observed 

that there is a considerable difference between the experimental and simulation results for 

bead height for scan speeds of 200 mm/s. The experimentally measured values of bead 

height at this speed is significantly larger than layer thickness (40 um), which leads this 

researcher to believe that some errors were associated while measuring the bead height and 

the simulated results were reasonable.  
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Table iii: Bead Height 

 Non-Gaussian beam Gaussian beam Experimental results 

Difference with experiment- 

Non Gaussian/ Gaussian 

model 

Heig

ht 

(um) 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

200 

mm/

s 

69 74.5 81.8 

 

90 

 

61 71 76.5 79 80 140 170 210 

13.7

5%/ 

23% 

46.8

%/ 

49.2

% 

51.8

8%/

55.

% 

57%

/62.4

% 

700 

mm/

s 

 70.5 74 82.2  43.5 63.1 94.3         

1200 

mm/

s 

 63.5  66.8 59.2  66.1          

Figure 8b and Figure 8c shows comparison of melt pool width and bead height at 1200 

mm/s and 200 mm/s scan speed respectively for Gaussian model, non-Gaussian model and 

experimental data. There is a large difference between the simulated models and 

experimental data for bead height. There could be error in the measurement of the bead 

height due to the formation of balling and other defects, which could be attributed to the 

large discrepancy between the measured and simulated data. 

For melt pool depth, Gaussian beams results were slightly better than the non-Gaussian 

beam. 

Table iv: Melt Pool Depth 

 Non-Gaussian beam Gaussian beam Experimental results 

Difference with experiment- 

Non Gaussian/ Gaussian 

model 
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Depth 

(um) 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

100

W 

150

W 

200

W 

300

W 

200 

mm/s 

73.4 106 

129.

2 

161.

3 

85.6 

111.

3 

131.

2 

162.

8 

148.

1± 

0.3 

215.

7± 

67.5 

280.

5± 

48.6 

299.

1± 

149 

50.4

%/4

2.2

% 

50.8

6%/

48.4

% 

53.9

%/5

3.2

% 

46.1

%/4

5.5

% 700 

mm/s 

 35.6 50.6 87.2  40.4 58 91  

48.2

± 1.3 

64.4

±18.

2 

96.5

±24.

7 

 

26.1

%/ 

16.2

% 

21.4

%/ 

9.83

% 

9.6

% 

/5.7

% 1200 

mm/s 

  40 60.5   40.8 64.4   

41.5

±9.8 

101.

1±37

.2 

  

3.61

%/1.

7% 

40.2

%/3

6.3

%  

2.6.3. Composition Change 

Figure 9a shows concentration changes for different elements for a constant power of 300 

W and 3 different scan speed: 200, 700 and 1200 mm/s. It is evident that for lower scan 

speed the composition change is the highest as the temperature is high for those 

combinations of laser power and scan speed. Consequently, the vapor pressure also 

increases considerably, which helps to evaporate the metals. On the contrary, laser does 

not get much time to interact with surface in case of higher scan speed, resulting in very 

low concentration change. The concentration change for Chromium is highest, with a 

change of .2255%.  
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Figure 9: Change in Concentration of Elements for (a) Varying Scan Speed, (b) Varying 

Power. 

Figure 9b demonstrates the concentration change for different elements for different 

powers at 200 mm/s of laser speed. As the power increases, the concentration change is 

more evident. Chromium and nickel undergo maximum change in concentration. It can 

also be observed that, only aluminum and iron exceeds a small amount than the permissible 

limit set by ASTM for 300W/200 mms process parameter [41]. The other elements are well 

within the permissible range. 

Calculated and experimental values of final concentration is listed in 

Table v. EDX was used to obtain the final concentration experimentally. When the electron 

beam hits the sample, x-rays are generated which consist of photons. Silicon/drift detectors 

are used to measure the energy of these photons. Data generated this way consist of spectra 

with peaks corresponding to different elements. The heights of the peaks resemble the 

concentration of each element. The measured intensity of each element of the sample is 

affected by the composition of the whole sample. Area mapping was conducted on different 

regions of the sample and the average value was taken. 

Table v: Comparison Between Experimental and Calculated Concentration 

Elements Initial 

Concentration 

(%) 

Experimental 

Concentration 

(%) 

Calculated 

Concentration 

(%) 

Error in final 

concentration 

(%) 

Al 0.55 0.7702 0.4905 36.3063 
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Cr 18.81 19.3141 18.584 3.7777 

Fe 17.7515 18.893 17.8515 5.5146 

Ni 53.39 51.102 53.1928 -4.0915 

Mo 3.04 3.4133 3.1679 7.1870 

Ti 1.02 1.0433 1.03235 1.0570 

Nb 5.21 4.922 5.48029 -11.3427 

The calculated and experimental values of the final concentrations provided reasonable 

agreement except Aluminum. EDS does not provide a good analysis of elements with low 

atomic number, so the inaccuracy with Al is reasonable. The errors for the other elements 

may be subject to several factors. The EDX mapping could be conducted on a wider range 

of areas to get a better result. Also, the detector could be placed at a different optimum 

angle with the sample to obtain accurate peaks from the sample. For the analytical 

calculation, a different value of 𝛽 = .05 − .2  could have offered better outcome as the 

Langmuir equation over predicts the vapor flux by 5-20%. 

2.7. Conclusion 

Two finite element thermo-fluid model was generated to determine the temperature profile 

and melt pool geometry of a non-Gaussian beam. A non-Guassian beam model was 

proposed to model the laser-material interaction accurately. Temperature profile obtained 

with the thermal model showed that the maximum temperature was lower for a non-

Gaussian beam. Bead geometry was generated from the 2nd model using level set method. 

Melt pool width and the bead height had a better correlation with non-Gaussian beam than 

Gaussian beam when compared against experimental values. Elemental evaporation was 

also determined using the temperature profile obtained from the 3D model. Concentration 
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change was more significant for alloying elements at higher laser power and lower scan 

speed. For lower powers and higher scan speed, the change was insignificant. Chromium 

went through the maximum concentration change due to higher vapor pressure at elevated 

temperature. 
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CHAPTER 3 

THERMO-PHYSICAL PROPERTIES 

This chapter addresses the lack of literary work on experimental data for thermophysical 

properties by evaluating thermal conductivity, heat capacity and thermal diffusivity of 5 

different metallic powders that are commonly used in AM process at elevated temperature. 

The result is compared to available analytical models. Underlying physics of the 

thermophysical properties are explained.   

3.1. Available Analytical Models for Conductivity 

In powder bed fusion process, thermal conductivity of the powders dictates how much of 

heat is conducted away from the powder bed platform as temperature increases. Thus, it is 

an important parameter in conducting heat transfer analysis through modeling and 

simulation. Owing to the complications associated with measuring the conductivity value 

during AM process, several researchers have attempted to develop analytic models to find 

out the thermal conductivity of powders. Some of the most well-known models are 

presented in this section. These models were chosen based on the fact that they have 

included some parameters like porosity, fluid conductivity, radiation etc. which resembles 

the events that take place around the powder bed during powder bed fusion AM process.  

3.1.1. Hadley 

 Hadley [50] modeled the equation as a two-phase system: porous material (Powder) with 

fluid filled between the gaps.   
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𝑘𝑒

𝑘𝑓
= (1 − a) ∗

𝑒∗𝑓0+
𝑘𝑠
𝑘𝑓

(1−𝑒∗𝑓0)

1−𝑒(1−𝑓0)+
𝑘𝑠
𝑘𝑓

∗𝑒∗(1−𝑓0)
+ 𝑎 ∗

2∗(
𝑘𝑠
𝑘𝑓

)

2

∗(1−𝑒)+(1+2𝑒)∗(
𝑘𝑠
𝑘𝑓

)

(2+𝑒)∗
𝑘𝑠
𝑘𝑓

+1−𝑛
                                       

(19)                                

Here 𝑘𝑒 is the effective conductivity, 𝑘𝑓 is the thermal conductivity of the fluid in the build 

atmosphere, 𝑘𝑠 is the solid thermal conductivity, e is the powder porosity, the amount of 

empty spaces in a bulk material, a and 𝑓0 are the two scaling functions. The value of a 

depends on degree of consolidation of the powder materials. It is low for loose powders 

and higher for consolidated powders. So, when the temperature increases, the value of a 

increases consequently as the powders get consolidated. It was believed that the value of a 

depends solely upon powder porosity and not on the material itself or particle shape. 𝑓0 =

0.8 + 0.1 ∗ 𝑒 is another scaling function that is dependent on powder porosity. 𝑓0 was 

assumed to have a value of 0.84 for the current study. 

3.1.2 Sih and Barlow 

 Sih and Barlow [48] proposed the following equation which has 3 different parts: Heat 

transfer due to free fluid, Incomplete contact of solid and complete solid contact. 

 

 

                                                                                                                                                                           

(20) 

The parameters used in this equation previously not mentioned are: B is the particle 

deformation parameter, ∅ is a fraction parameter between two adjacent particles. ∅ = 0 for 

particles with no contact and 1 for particles with full contact,  𝑘𝑟 is the conductivity due to 
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radiation and assumed to have a significant effect at high temperatures. The value of 𝑘𝑟 

can be predicted from: 

𝑘𝑟 = 4𝐹𝜎𝑇3𝑥𝑟                                                               (21) 

Here F is the view factor of the radiation that is emitted from the heated powder bed surface 

having a value of 1/3 which depends on the shape of the particles.  𝜎 =5.67*10-8 W/m2.K4, 

𝑥𝑟 is the particle size. The value of B is 1 for sphere particles. ∅ = 0 as the there is no 

complete contact between two powder particles. Putting these values in equation (3) takes 

the model into the following form:  

𝑘𝑒

𝑘𝑓
= (1 − √1 − 𝑒) (1 +

𝑒∗𝑘𝑟

𝑘𝑓
) + (√1 − 𝑒) ∗ (

2

1−
𝑘𝑓

𝑘𝑠

(
1

1−
𝑘𝑓

𝑘𝑠

ln (
𝑘𝑠

𝑘𝑓
) − 1) +

𝑘𝑟

𝑘𝑓
)              (22) 

3.1.3. Yagi-Kuni 

 Yagi and Kuni [104] considered conduction between the powder particles, convective heat 

transfer between solid-fluid-solid interface and ion in their model. The equation is as 

follows: 

      𝐾𝑒 =
𝛽∗𝜇∗𝐾𝑠

1+𝜑∗(𝐾𝑠
𝐾𝑓

⁄ )
                                                                      (23) 

Here, 𝛽 is the ratio of the distance between the center of powder particles, 𝑙𝑝 and average 

powder particle diameter, 𝑑𝑝. 𝛽 =
𝑙𝑝

𝑑𝑝
. The value of 𝛽  typically ranges from 0.82-1 for 

different packing orientations. 𝛽 was taken as 1 similar to Bugeda et al [105] in his model 

of laser sintering process. 𝜇 is the ratio between powder density and solid density, 𝜑 is an 

empirical coefficient related to particles void fraction, ∅ = 0.02 ∗ 102(0.7−𝜇).   

Among all the models, the equations provided by Sih and Barlow [48] look more 

comprehensive as it considers not only the heat transfer of the fluid between particles, but 
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also radiation, which can play a vital role at higher temperature for porous materials having 

porosity greater than 0.2, [106] and fraction of contact two adjacent particles are in. Both 

Yagi and Hadley’s models fail to incorporate radiation heat transfer in their models. Also, 

Hadley’s model relies heavily on scaling functions that can incorporate errors. 

3.2. Experimental Procedure 

All the powders that were selected for this study are generally used in AM process. The 

powders used for the experiments were made from gas atomization process. In this process, 

a stream of molten metals is disintegrated by incoming high-speed jet of gas. The droplets 

subsequently cool down and solidify to powder particle. The size of the powder particles 

ranged from 45-105 µm at room temperature. The mass and the volume of the powder was 

measured, with porosity being 0.4. The composition of the powder alloys is given in the 

following table: 

Table vi: Powder Composition 

Inconel 718 Ti6Al4v SS 316L SS 304L CoCrMo 

Elem

ent 

Weight(

%) 

Eleme

nt 

Weight(

%) 

Eleme

nt 

Weight(

%) 

Eleme

nt 

Weight(

%) 

Eleme

nt 

Weigh

t(%) 

Ni 52.95 Ti 89.63 Cr 17.57 Cr 19.38 Cr 27.7 

Nb 5.33 V 3.99 Mo 2.6 Ni 9.84 O 0.0113 

Mo 3.13 Fe 0.2 Ni 11.32 Mo 0.78 Mn 5.8 

Cr 18.96 Al 6.1 Mn 0.53 Mn 0.11 N 0.0075 

Al 0.41 O 0.0785 Si 0.96 Si 0.042 Co Balanc

e 
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Other

s 

<0.1 H 0.0012 Others <0.1 Others <0.1   

Fe Balance N 0.0028 Fe Balance Fe Balance   

3.3. Heat Capacity 

A commercial Differential scanning calorimeter, DSC 25 (TA instruments, USA) was used 

to carry out the specific heat experiment. This instrument can detect specific heat of solid, 

liquid, powder up to 7250 Celsius [107]. The sample cells were calibrated with indium (In) 

before the experiment. Then the specific heat of sapphire was measured. Sapphire has well 

established value of specific heat capacity up to 10000 C. Afterwards, the heat capacity 

calibration constant, K (Cp), was calculated which is the ratio of the theoretical to the 

measured heat capacity of sapphire. 

𝑘(𝐶𝑝) =
𝐶𝑝.𝑡ℎ𝑒𝑜𝑟𝑒𝑡𝑖𝑐𝑎𝑙

𝐶𝑝.𝑚𝑒𝑎𝑠𝑢𝑟𝑒𝑑
                                                                       (24) 

This calibration constant was multiplied by the measured heat capacity of the powders to 

get the actual value. Alumina pans were used, which have high melting temperature. The 

pans are extremely flat and thus improves the contact with sensors and therefore enables 

good heat flow signal collections from the sample, which ensures improved resolution and 

sensitivity. Nitrogen was used as purge gas and a finned air-cooling system was used 

(FACS) to cool down the system. There are two pans inside the cell; one of them is empty 

(Reference pan), the other carried the powder sample. Around 10 mg of powder sample 

was inserted into the pan. A lid was placed upon the pan and tightened using a press. The 

difference of temperature between the reference pan and sample was recorded with time to 

determine the heat flow. Then heat capacity is measured using the following formula: 
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𝐶𝑝 = (
𝑑𝐻

𝑑𝑡
𝑑𝑇

𝑑𝑡

) ∗ 𝑘                                                                            (25) 

Here, 𝐶𝑝 is the specific heat capacity in J/Kg. K, 𝑑𝐻/𝑑𝑡 is the heat flow in W/kg and dT/dt 

is the heat rate in K/s. 

Heat capacity was calculated by TRIOS software two times: one during heating and the 

other during cooling. Modulated Quasi isothermal mode was used where temperature was 

kept constant for 30 minutes at desired temperatures to get accurate data. 

 

Figure 10:  DSC Setup 

3.4. Thermal Diffusivity and Conductivity 

Current technology does not allow measurement of thermal conductivity directly 

accurately. However, an indirect method utilizes a thermal diffusivity and thermal capacity 

to extract thermal conductivity as follows: [108] 
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                                                                                 𝛼 =
𝑘

𝜌.𝐶𝑝
                                                                   (26)                                                                          

Here, 𝛼 is thermal diffusivity in m2/s, k is thermal conductivity in W/m.K, 𝜌 is density in 

Kg/m3, Cp is heat capacity in J/Kg.K. 

Heat diffusivity was measured using DXF-900 instrument [109]. It can measure 

temperature up to 9000 Celsius with an accuracy of 2.3%. Thermal diffusivity is defined as 

how fast heat can transfer from hot temperature region to cold region. Diffusivity 

measurement is based on the flash method. Laser flash technique is one of the most efficient 

means to measure diffusivity over a range of elevated temperature. This transient technique 

is a definite test in the way that it does requires little to no calibration, features short 

measurement times, is completely non-destructive, and delivers result with exceptional 

accuracy and duplicability. A xenon or laser heat source irradiates the top of the sample 

uniformly. The temperature rise in the top face creates a thermal gradient with the opposite 

face, which propagates heat to the rear end. A temperature detector records the time 

dependent temperature history of the opposite face of the sample of the opposite face of 

the sample in a short period of time. Thermal diffusivity is then calculated using the 

thickness of the sample (L) and time it takes to reach half of the maximum temperature rise 

(𝑡1
2⁄
) using the following equation: 

𝛼 = 0.1388 ×
𝐿2

𝑡1
2⁄

                                                      (27) 

This method was originally developed by Parker et al. [110]. This model assumes constant 

temperature and adiabatic condition with no heat loss, both of which can incorporate errors. 

These assumptions are corrected in the present technique to acquire better result. The 

powders were placed on the sample holder up to a height of 0.1063 cm and closed with a 
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lid. Both the lid and the holder were coated with graphite spray, so the laser power does 

not get scattered and all the power is absorbed for better accuracy.   

 

Figure 11: (a) DXF 900 Setup (b) Flash Configuration (c) Diffusion Technique 

3.5. Result and Discussion 

3.5.1. Heat Capacity 

Specific heat capacity of 5 different powders: Inconel 718, Ti6Al4V, SS 316L, SS 304L 

and CoCrMo are depicted in Figure 12 from 323K-873K temperature. Error bars were 

calculated based on uncertainty measurements from 3 readings at each temperature point 

using Student’s t-distribution method for 95% confidence interval. Most of the thermal 

models assume the heat capacity of a metallic powder to be equal to the heat capacity of 

the bulk material [31] [111]. But there are some gases entrapped in between the powder 

particles. Although the heat capacity of the gases is large, their low density makes their 
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overall contribution to the heat capacity to the whole matrix insignificant. Regardless, we 

compared our experimental data with  the analytical model of Zhang et al [112] who 

considered heat capacity of air to their model. The heat capacity equation is given by [112]: 

𝐶𝑝.𝑝𝑜𝑤𝑑𝑒𝑟 =
𝜌𝑠∗𝜂∗𝐶𝑝.𝑠+𝜌𝑔∗(1−𝜂)∗𝐶𝑝.𝑔

𝜌𝑠∗𝜂+𝜌𝑔∗(1−𝜂)
                                                    (28) 

Here, 𝜌𝑠 and 𝜌𝑔are the density of the solid and gas, 𝜂 is the powder packing efficiency,  

𝐶𝑝.𝑠 and 𝐶𝑝.𝑔 are the heat capacity of the solid and gas respectively.  

Figure 12 shows that all measured thermal capacity follows a nonmonotonic trend with 

dipping at higher temperatures. Analytical models fail to show this non-monotonic trend, 

except in Inconel 718. Owing to its lower density and higher thermal capacity of solid, 

Ti6Al4v has the highest heat capacity among the powders. Both Inconel 718 and Ti6Al4v 

produce contrasting peak at around 773K and 873K temperature absorbing (endothermic) 

and releasing (exothermic) heat respectively [66].  Enough information of CoCrMo could 

not be obtained to calculate its heat capacity from theoretical model. It experiences decline 

in heat capacity at around 550K and 750K. 

The difference between the chemical composition of SS 304L and SS 316L is the inclusion 

of 2-3% molybdenum to SS 316L to improve corrosion resistance [113], [114]. This 

somewhat increases the density of SS 316L compared to SS 304L. It may be one of the 

reasons that the heat capacity of SS 304L is more than SS 316L. Kim [115] proposed two 

separate equations of heat capacity for SS 316L and SS 304L that linearly increases with 

temperature. Kim’s models are used exclusively for SS 316L and SS 304L. 

SS 304L: 𝐶𝑝 = 0.1122 + 3.222 × 10−5𝑇                                                    (29) 

SS 316L: 𝐶𝑝 = 0.1097 + 3.174 × 10−5𝑇                                                     (30) 
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Here, 𝐶𝑝 is the heat capacity in cal/(g). (K) and T is the temperature in K. Both models 

slightly overpredict the heat capacity values of the powders. 

 

Figure 12: Specific Heat Capacity of (a) Inconel 718, (b) Ti6Al4v, (c) SS 316L, (d) SS 

304L, (e) CoCrMo Experimentally Measured and Compared Against Available Models 

in Literature 
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3.5.2 Thermal Diffusivity 

Thermal diffusivity obtained from the flash technique is given in Figure 13. The 

measurements mostly show varying rate and non-monotonic trend with respect to 

temperature. Initially, diffusivity decreases, but starts to increase at higher temperature 

points. This is most possibly due to the fact that at higher temperature, the contact area 

between particles increases due to initiation of sintering. As a result, the heat is diffused 

rapidly at higher temperature points through the contact points. Ti6Al4v had the highest 

diffusivity among the alloys, which could be attributed to the fact that solid Ti6Al4v has 

higher diffusivity value than the other alloys [116] [117] [118] [76]. The value was also 

similar to result obtained by Arce et al [119].  Error bars were drawn for 3 laser shots taken 

at each temperature point. 

 

Figure 13: Thermal Diffusivity for Different Powders 
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3.5.3. Thermal Conductivity 

Figure 14 represents the temperature dependent thermal conductivity values and 

comparison with analytical models developed by Sih et al[48], Hadley et al [50] and Yagi 

et al [104] for the alloy powders. As the thermal conductivity values were calculated from 

an analytical formula, uncertainty was propagated based on the uncertainty of heat capacity 

and thermal diffusivity measurements using the following equation: 

 

𝑈𝑘 = √(
𝜕𝑘

𝜕𝐶𝑝
∗ 𝑈𝐶𝑝

)2 + (
𝜕𝑘

𝜕𝛼
∗ 𝑈𝛼)2                                       (31) 

Here,𝑈𝑘, 𝑈𝐶𝑝
 and 𝑈𝛼 are the uncertainties in conductivity, heat capacity and diffusivity 

respectively. 

The model of Agapiou [51] was not used as it represents the conductivity of sintered 

powders. All the analytical models overpredict the value of thermal conductivity. However, 

model presented by Sih and Barlow [48] predicts the thermal conductivity most accurately 

as it is the most comprehensive model, while the other two models overpredict the values. 

Like heat capacity, these models fail to capture the non-monotonic behavior in conductivity 

value with temperature.  

Figure 14a shows that for Inconel 718, thermal conductivity initially decreases with 

temperature and reaches a minimum at 600-800 K temperature. Nickel is the main 

constituent of Inconel 718 that consists 50-55% of the total composition. It is a 

ferromagnetic material having curie temperature of 627K, which also shows a decreasing 

trend in conductivity up to the curie point and then starts increasing [120]. This describes 

the behavior of Inconel 718. Beyond 800 K, the conductivity graph shows a steep rise.  
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Conductivity of Ti6Al4v is lower compared to the other powders due to its lower density. 

Ti6Al4v starts sintering at 7000 Celsius [121]. The contact area of the sintered powders is 

greater than contact area of loose powders. As a result, there is a sharp rise in conductivity 

after 7000 Celsius.  

SS 304L and SS 316L show similar trend in thermal conductivity values with increasing 

temperature. Conductivity mostly increases with temperature. Sih and Barlow model [48] 

can predict the trend within 10% accuracy.  

Thermal conductivity of CoCrMo takes a dip at around 700 K and then increases linearly 

with temperature. It was not compared with analytical models as thermal conductivity 

value of the bulk CoCrMo could not be obtained from literature which is essential to 

calculate the conductivity of powder from the analytical models. 
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Figure 14: Thermal Conductivity of (a) Inconel 718, (b) Ti6Al4v, (c) SS 316L, (d) SS 

304L, (e) CoCrMo 

Thermal conductivity of the powders obtained using the flash technique is very accurate as 

it considers the loss of heat during the experiment compared to the original Parker’s model 

where adiabatic conditions are assumed [110].  So, it can be inferred that the thermal 

conductivity values calculated in this study had good accuracy for all the powders used. 

When thermal conductivity of porous materials are very low ( Around  0.1-0.5 W/m.K), it 

is essential to consider the heat transfer through radiation as well [122].  It can be thus 

implied that the model provided by Sih and Barlow have performed better than the other 

models as it took into account of the radiation heat transfer across the pores. It was observed 
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that emissivity plays a key role at temperatures higher than 5000C [106]. So, the model can 

be further improved by including emissivity at high temperatures. 

Thermal conductivity of solid particles depends on the formation of grain as well as the 

thermal resistance experienced at the boundaries of the grain. At temperature higher than 

200C, heat is conducted across the grain by lattice vibration. Heat is also scattered at the 

boundaries, which hampers lattice vibration. As the size of the grains become smaller, 

number of grain boundaries increase, which consequently decreases the thermal 

conductivity [122]. So, incorporating the grain orientation and size will significantly 

improve the analytical models. 

Based on the experimentally found thermal conductivity results, several regression 

analyses were conducted for each of the powder. It was found that polynomial regression 

was the best fit for the experimental values. Table vii shows the polynomial equations up 

to 3 orders with R2 values for each powder.
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Table vii: Polynomial Fit Equations for Thermal Conductivity 

 Equation R2 value 

Inconel 718 10−9 ∗ 𝑇3 − 2 ∗ 10−6 ∗ 𝑇2 + 0.0006 ∗ 𝑇

+ 0.305 

0.9936 

Ti6Al4v 3 ∗ 10−9 ∗ 𝑇3 − 6 ∗ 10−6 ∗ 𝑇2 + 0.0039 ∗ 𝑇

− 0.4453 

0.982 

SS 316L 4 ∗ 10−10 ∗ 𝑇3 − 6 ∗ 10−7 ∗ 𝑇2 + 0.0004 ∗ 𝑇

+ 0.2469 

0.9223 

SS 304L 5 ∗ 10−10 ∗ 𝑇3 − 6 ∗ 10−7 ∗ 𝑇2 + 0.0004 ∗ 𝑇

+ 0.27 

0.9866 

CoCrMo 3 ∗ 10−10 ∗ 𝑇3 − 3 ∗ 10−7 ∗ 𝑇2 + 0.0001 ∗ 𝑇

+ 0.3233 

0.9678 

The regression model can capture the higher values of conductivity at elevated temperature 

due to sintering of the powder particles as well as radiation. These equations may not 

provide perfectly accurate data, but they will demonstrate an idea how can the thermal 

conductivity values vary at high temperatures for each of the powders. Figure 15 shows a 

comparison of the experimental results against the regression fit analysis. 
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Figure 15: Comparison between experimental result and polynomial fit regression for the 

powders 

3.6. Conclusion: 

• Heat transport through metallic powders is essentially dictated by thermal 

conductivity and heat capacity in transient problems. This work is an attempt to 

improve the thermal modeling efforts by inputting experimental values of the 

thermo-physical properties which are essential to obtain desired results.   
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• Thermal conductivity and diffusivity up to 8000 C and specific heat capacity of up 

to 6000 C of 5 common powders used for metal AM were measured and compared 

against available analytical models.  

• Each powder has their own patterns of these properties at elevated temperatures. 

Generally, they show a non-monotonic behavior for both conductivity and heat 

capacity. Higher values at high temperatures indicate initiation of sintering, which 

allows greater heat transfer path between powder particles by increasing contact 

area. 

• The model developed by Sih and Barlow [48] to determine thermal conductivity 

performed better than the other two models to predict thermal conductivity as the 

model does a comprehensive analysis of the thermal environment during the 

process including heat transfer between particles, heat transfer though fluids and 

radiation effect due to high temperature. The issue with the analytical models is 

they are not able to predict the decreasing trend of these properties with increasing 

temperature.  

• Regression analyses was conducted for the conductivity of the powders. 

Polynomial fit performed well with high R2 values for each of the powder. 
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CHAPTER 4 

UPDATED MULTIPHYSICS MODEL 

This chapter uses experimentally obtained thermophysical properties that were obtained in 

chapter 2, as well as some updated boundary conditions to improve the previous model. 

The nature of the fluid flow under the effect of surface tension, marangoni convection, 

recoil pressure, and buoyancy force are explained in this section. A dimensional analysis 

is also conducted to assess the importance of convective heat transfer through melt pool. 

4.1. Boundary Conditions 

The top surface of the model was exposed to radiation and natural convection with the 

atmosphere. Symmetry at y direction was used to save computational time [31].  

 
Figure 16: a) 3D Model setup b) 2D Melt Pool Extracted from the 3D model 

The temperature gradient created during the process due to localized heating develop 

surface tension gradient on the powder bed surface. This gradient leads to Marangoni force, 

pulling fluid away from the hot region. This force acts as a normal component of the shear 

stress on the free surface of the fluid. This force is modeled with navier-stokes equation 

[96]: 
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[−𝑝𝐼 + 𝜇(𝛻𝑢 + (𝛻𝑢)𝑇 −
2

3
𝜇(𝛻. 𝑢)𝐼)] 𝑛 = 𝛾𝛻𝑡𝑇                                                                            (31) 

Here, p is the pressure, u is the velocity field, 𝜇 is the dynamic viscosity, 𝛾 is the 

Temperature derivative of surface tension. 

Non-isothermal condition was applied in the whole domain where fluid properties like 

density, viscosity etc. are temperature dependent [123]: 

−𝑛. 𝑞 = 𝜌𝐶𝑝
1/4

𝑘1/2 𝑇𝑤−𝑇

𝑇𝑎𝑚𝑏
                                                                                                                     (32) 

Here, q is the heat flux, 𝜌 is the density, Cp is the heat capacity, 𝑇𝑤 is initial surface 

temperature, 𝑇𝑎𝑚𝑏 is the ambient temperature and k is the thermal conductivity. 

Recoil Pressure was used on the surface only when the temperature exceeded the 

vaporization temperature of Inconel 718: 

                                                                                                                                       (33) 

Here, 𝐻𝑣 is the enthalpy of vaporization, 𝑇𝑒𝑣 is the vaporization temperature and R is the 

universal gas constant. 

4.2. Material Properties 

To fill the gap of experimentally obtained data for thermophysical properties of Inconel 

718, thermal diffusivity was measured using a DLF 1600 instrument up to 1400 C, and 

heat capacity was measured using DSC 25 up to 625 C. Thermal conductivity was 

calculated using the following equation: 

                     

A detailed analysis of the experiments can be found in our previous work [78]. 

𝑃𝑟𝑒𝑐𝑜𝑖𝑙 =
0.54 × 𝑃

1
× 𝑒𝑥𝑝 (

𝐻𝑣 × (𝑇 − 𝑇𝑒𝑣)

𝑅 × 𝑇 × 𝑇𝑒𝑣
) 

Thermal conductivity, 𝑘 = 𝛼 × 𝜌 × 𝐶𝑝                                                                             (34)         

Here, 𝛼= Diffusivity, 𝜌= Density, 𝐶𝑝 = Heat capacity  
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Figure 18: a) Thermal diffusivity, b) Heat capacity c) Thermal conductivity of Inconel 

718 measured experimentally at elevated temperature. 

Other material properties like density, dynamic viscosity was imported from literature.  

 

Figure 19: a) Dynamic viscosity b) Density of Inconel 718 
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4.3. Dimensionless Numbers 

In this paper, dimensional analysis was conducted to evaluate the effect of various mode 

of heat transport such as conduction and convection, their relative importance in the 

evaluation of molten pool and the parameters that can impact these processes. 

Nusselt Number: Nusselt number [124] is defined as a ratio between convective and 

conductive heat transfer. Nusselt number was calculated using the following process: 

Internal Energy, 𝐸 = 𝐻 − 𝑝/𝑟ℎ𝑜 

Convective Heat Flux, 𝑄𝑐𝑜𝑛𝑣 = 𝜌 ∗ 𝑢 ∗ 𝐸 

Convective heat transfer coefficient, h =
𝑄𝑐𝑜𝑛𝑣

𝑇𝑚𝑎𝑥−𝑇𝑠
 

Nusselt Number, 𝑁𝑢 =
ℎ∗𝑙𝑐ℎ

𝑘
                                                                                           (35) 

Here, 𝑙𝑐ℎ=Melt pool characteristic length, 𝜌= Density, H=Enthalpy, p= Absolute pressure 

Peclet Number: Peclet number is the product of Reynolds and Prandtl number. Higher 

Peclet number signifies higher momentum transfer and flow rate as Reynolds No is a 

measure of flow rate and prandtl no. It is the ratio of kinematic viscosity (measure of 

momentum transfer) to heat diffusivity (measure of heat transfer). 

Peclet Number [125], 𝑃𝑒 = 𝑅𝑒 ∗ 𝑃𝑟 =
𝑢∗𝑙𝑐ℎ

𝛼
                                                                          (36) 

Here, 𝑅𝑒= Reynolds number, 𝑃𝑟= Prandtl number,   𝑙𝑐ℎ=Characteristic length of the melt 

pool, which is taken as the length of the melt pool consistent with work done by Mukherjee 

et al.[76], u= maximum velocity within the melt pool to account for the highest peclet 

number around that region. 
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The dimensionless numbers are summarized in the following table. 

Table viii: Dimensionless Numbers 

Dimensionless Number Equation 

Nusselt Number 𝑁𝑢 =
ℎ ∗ 𝑙𝑐ℎ

𝑘
 

Peclet Number 𝑃𝑒 =
𝑢 ∗ 𝑙𝑐ℎ

𝛼
 

4.4. Results: 

4.4.1 Temperature Profile 

Temperature contour and profile along the scanning direction is shown in Figure 20 at a 

specific time. Temperature is highest at the center of the beam owing to the maximum 

intensity at that point, then decays exponentially as it moves outward. As the beam has 

been modelled to follow a realistic pattern, it deviates slightly from an ideal or Gaussian 

beam. A comparison has also been drawn with our previous model [31]. The updated model 

has used experimental thermophysical properties at elevated temperature. We have also 

balanced the marangoni force with navier stokes equation whereas the force was modelled 

as a weak expression in the previous model. This model includes recoil pressure as well 

that was missing from the previous one. As observed from figure Figure 20b, incorporating 

experimental material properties and recoil pressure has changed minimized the highest 

temperature by a margin of about 290K. As the material temperature exceeds its 

vaporization temperature, the temperature decreases as energy is lost during vaporization 

process. The temperature profile has also turned wider as the gradient in surface tension 
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has caused the liquid to flow from high to low temperature region and carry some heat with 

it. 

 

Figure 20: a) Temperature contour b) Temperature profile for new and old models at 

t=0.0067s for laser power = 300W and scan speed = 200 mm/s 

4.4.2. Velocity Profile   

Figure 21a shows the fluid velocity contour at the X-Y plane on the top surface at z=0. 

The value of the fluid speed varies from 0.2 to 0.34 mm/s, where the temperature exceeds 

the melting point of Inconel 718. At the center of the melt pool where temperature is 

maximum, velocity is low and increases towards both side of that point. This can be seen 

in Figure 21b, where a plot is drawn along x axis, which is the scanning direction. There 

are 2 peaks on either side of the melt pool, among which the maximum velocity is achieved 

after the laser scanning point. This is due to the fact that surface tension forces are higher 

at high temperature gradient, propelling the fluid towards that direction at a higher speed. 

On the other hand, t peak has already been scanned, making that zone in a higher 

temperature region, making the flow of fluid lower. The same fact drives curve wider. The 

-y direction velocity is higher at the middle, along the radius of the melt pool. As we go 
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further, the effect of surface tension diminishes, and no considerable velocity of fluid is 

visible.  

 

Figure 21: a) Velocity contour at the top surface b) Velocity profile at the scanning 

direction (x axis) c) Velocity profile along -y direction for laser power = 300W and scan 

speed = 200 mm/s 

4.4.3. Melt Pool Flow 

Flow inside the melt pool is also shown Figure 22 in along with the temperature contour 

to have a better understanding of the nature of the flow. The vector field is captured at a 

specific time. In Figure 22c along the depth, there are two vortexes, one clockwise before 

the center of the beam, and one after the center of the beam having a counterclockwise 

direction. Around the top surface, the velocity is much higher because of the high surface 

tension gradient around the highest temperature region which is indicated by the thicker 

arrow lines. As we go deeper along the depth, velocity starts decreasing. Maximum 

velocity was found to 0.34 m/s, whereas minimum value was 0.11 m/s around the melt 

pool. Larger velocity indicates high convection heat transfer along the radius of the beam. 



67 

Buoyancy also affects the melt pool. As the temperature is lower beneath the surface, the 

density of the material increases, which pushes the fluid upwards to the center of the molten 

pool. The comparative effect of buoyancy and surface tension driven flow can also be 

assessed from a parameter called bond number, which is the ratio between density driven 

flow by surface tension driven marangoni flow [126]: 

𝐵𝑜 =
∆𝜌 ∗ 𝑔 ∗ 𝑤

𝑑𝛾/𝑑𝑇
 

Here, ∆𝜌 is the change in density, w is the width of the melt pool, g is the gravitational 

acceleration, and 𝑑𝛾/𝑑𝑇 is temperature gradient of surface tension. The value of bond 

number was 50 ∗ 10−3 for a laser power and scan speed of 300W/200 mm/s, which is 

extremely low, indicating the impact of significant marangoni flow, compared to the 

buoyancy driven flow. Bond number was low for other process combinations as well.  

 From Figure 22b, direction of marangoni flow is evident on the top surface. Fluid streams 

from the center to the edge of the laser beam, thus forming a melt pool. A cross section of 

the YZ plane (Figure 22b) shows how the development of velocity helps to create a melt 

pool when the laser scans a particular point at a specific time under surface tension and 

gravity. 
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Figure 22: Fluid flow arrow lines with temperature contour a) YZ plane b) XY Plane c) 

XZ Plane d) Isometric view 

 
4.4.4. Model Validation 

 Experimental result from Sadowski et al. [5] from our group was used to compare the 

updated model against the previous one. For various laser powers ranging from 100W to 

300W at a scan speed of 200 mm/s, the results for melt pool width and depth are showed 

in Figure 23. As expected, both width and depth increase significantly with higher power 

because of the greater energy input. Updated marangoni force has improved the melt pool 

width significantly with the result being close to experimental values. Using recoil pressure 

to depress the melt pool at higher laser powers has also proved to be useful as the simulation 

result follow the experimental trend well. Melt pool depth was significantly higher than the 

layer thickness for higher power, indicating laser could penetrate through the substrate for 

initial layers.   
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Figure 23: a) Melt Pool Width b) Melt Pool Depth Comparison Against Previous 

Simulation and Experimental Results 
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4.4.5. Dimensional Analysis 

Figure 24a shows the convective heat transfer coefficient when the laser passes the 

selected region for a combination of 300 W/200 mm/s process combination. As the laser 

heating is highly concentrated, melting occurs over a small region of the powder bed, 

creating a rapid flow of fluid around that region, that results in a high value of heat transfer 

coefficient. The h value was compatible with value found by Romano et al (3.79*106 

W/m2.K) [1]. The difference in the result could arise from the fact that they used an 

effective conductivity value instead of modeling fluid flow, which could induce some 

errors. Figure 24b shows the variation of Nusselt number along the laser scanning direction 

at a specific time for 300W/200mms-1 combination. Nusselt number is low initially and 

start getting high when the powders get heated. Nu has two peaks and highest just after the 

scanning point, suggesting it is mainly driven by the convective flow of fluid within the 

melt pool. Figure 24c demonstrates the Peclet number which shows similar pattern as the 

Nusselt number. Higher peclet number indicates that momentum transfer is the more 

prominent feature compared to diffusion. Inconel 718 has a relatively lower thermal 

diffusivity, resulting in higher peclet number. Although exact comparisons were not 

possible due to the variability of process parameters, result was consistent with the values 

found by Mukherjee et al [76]. 

Figure 25 represents the variation of Nusselt and Peclet number as a function of marangoni 

number which is increasing with laser power input. As the marangoni number increases, 

both peclet and Nusselt number increase and significant amount of heat is transferred by 

convection. At smaller Pe and Nu numbers, convection is not significant, and conduction 
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is the more dominant form of heat transport. As the Marangoni number increases, the fluid 

within the melt pool becomes more violent with increasing velocity, which induces 

convection. Peclet and Nusselt number higher than 20 [76] indicates that the momentum 

due to fluid velocity get increasingly dominant, which can even create pores and other 

defects within the melt pool that can be observed from experimentally obtained bead 

geometry. Generation of recoil pressure due to high process temperature along with larger 

melt pool area can depress the surface that can create keyhole along z axis of the melt pool 

[127]. The fluctuation in the met pool due to keyhole formation can trap the metal vapor 

within the keyholes that can create defects like porosities [128]. 

 
 

Figure 24: a) Convection heat transfer coefficient b) Nusselt Number and b) Peclet 

Number as a Function of Position for 300W/200mm/s 

 

Figure 25 links high values of Peclet and Nusselt number that leads to such defects at 

higher energy input (Process parameters of 300W/200mm/s). The keyhole dynamics is a 

complex phenomenon which can arise due to a number of reasons. High Peclet and Nusselt  
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number indicate instability in the melt pool which is one of the most dominant mechanisms 

behind this phenomenon. This can be better explained by constructing a turbulence model. 

 

 

Figure 25: a) Peclet and Nusselt Number with increasing Marangoni Number for 

increasing laser power b) Keyhole observed in the bead at laser power and speed of 

300W/200mm/s corresponding to Pe= 54, Nu=44 and Ma=41000 

4.5. Discussion 

This work was carried out to capture the multi-physics nature consisting of simultaneous 

heat transfer and fluid dynamic during the process (LPBF). An updated model based on 

our previous work was built including experimentally obtained thermophysical properties 

at elevated temperatures, laser intensity profile along the depth that follows beer lambert 

law, marangoni force, recoil pressure and buoyancy effect. Thermal response was captured 

first using energy, mass and momentum balance equation. Temperature profile is not 

symmetric because of the non-linear and non-gaussian nature of laser-powder bed 

interaction during the process. Velocity of fluid reaches its peak immediately after the 
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center of the beam due to higher thermal gradient around that region, prompting the fluid 

to accelerate towards the lower temperature point. The region before the highest 

temperature has a greater surface molten pool area as the laser has already scanned over 

that portion and temperature gradient is comparatively lower. The thermo-fluid model was 

able to perfectly capture the melt pool flow due to various driving forces. Fluid flows 

radially outwards due to the surface tension gradients and buoyancy drives the flow in the 

upward direction just below the center of the beam. The radial flow transfers heat from the 

center region to the molten pool, elongating both the length (x axis) and width (y axis) of 

the melt pool region [129]. Increase in laser power generally accompanies a gradual shift 

from conduction to keyhole type because of evaporation. Temperature exceeding the 

vaporization point creates recoil pressure, minimizing the highest temperature and creating 

a depression in the melt pool, which increases the depth of the molten region. Higher laser 

power generates significantly increased velocity, resulting in higher values of the 

dimensionless numbers like Nusselt number, Peclet number and marangoni number. These 

dimensionless numbers are low at lower laser powers like 100W, indicating heat is 

transferred away mainly through conduction from the hot region. Consequently, the melt 

pool size is small as there is not enough fluid movement to make a larger liquid zone that 

can create delamination due to lack of adhesion with the solid layer. As the power 

increases, melt pool starts to behave violently, making a possible transition from laminar 

to turbulent flow. Temperature difference inside the melt pool is low at higher marangoni 

number, which minimizes the contribution from thermal conduction, and most of the heat 

is carried out by convection. This is evident from experimental image from Figure 25, 

where the Peclet and Nusselt number are 54 and 44 respectively. The solid layers beneath 
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the powder layer go through repeated melting and solidification because of deep melt pool, 

which can generate considerable residual stress in those layers. The image shows a keyhole 

formation that incorporates pores and other defects, indicating the intense nature of the 

fluid motion.  

4.7. Conclusion 

A robust three-dimensional thermo-fluid Multiphysics models along with a 2-D model was 

built to analyze the thermal response and fluid flow of Inconel 718 during LPBF process. 

The major findings are summarized below: 

• The temperature profile is lower and wider for the new model compared to the 

previous one owing to the updated material properties, surface tension properties 

and recoil pressure. 

• Fluid flows on both sides of the center of the melt pool because of the high 

temperature gradient. The velocity is higher at the leading font of the melt pool. 

• Melt pool expands in both x and y direction mainly due to violent marangoni 

convection inside the melt pool. Melt pool depth depend on marangoni convection, 

buoyancy, and recoil pressure.  

• Both melt pool width and depth were validated against experimentally obtained 

data and improved results were observed. 

• Contribution of convective heat transfer was established based on dimensionless 

numbers like Peclet, Nusselt and marangoni numbers. At higher power, these 

numbers significantly increase suggesting significant melt pool flow and 

subsequent convection.  
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CHAPTER 5 

PROCESS OPTIMIZATION USING STATISTICAL ANALYSIS 

This chapter discusses various features like contact angle, porosity, melt pool size, keyhole 

in the bead. ImageJ is used to quantify the features. Afterwards, this data is used to conduct 

single and multi response analysis to optimize laser power and scan speed with respect to 

these features. 

5.1. Setup 

Inconel 718 alloy, based on nickel was chosen due to its superior properties over a wide 

temperature range and high corrosion resistance. After the samples were built, they were 

polished and etched. A Nikon DS-Fi1 camera attached to a Meiji Techno optical microscope 

was used to take the images of the solidified beads. 8-12 images from each sample was taken 

for proper representation of the samples. The following table contains the laser power and scan 

speeds that were used during the experiments. ImageJ was used to quantify the features. As it 

was mostly a manual process, measurements were taken multiple times for the same sample to 

ensure precision. 

Table ix: Process Parameters 

 40W 100W 150W 200W 300W 

200 mm/s T1 T4 T10 T13 T19 

700 mm/s T2 T5 T11 T14 T20 

1200 mm/s T3 T6 T12 T15 T21 

1700 mm/s  T7  T16 T22 

2200 mm/s  T8  T17 T23 

2500 mm/s  T9  T18 T24 
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5.2. Melt Pool Features 

5.2.1 Contact Angle 

 Contact angle is the angle between the melt pool and the layer beneath it [130]. It 

determines the wettability of the molten powder particle with the previous layer. Proper 

wettability ensures there is a good adhesion between the layers. Inadequate adhesion 

between layers can result in warped built [80] as the surface tension forces become 

dominant over the adhesive forces. High contact angle (>900) can result in balling 

phenomenon, which distorts the material. Thus, it is desirable to have a low contact angle 

to ensure proper wetting and adhesion between layers. Image analysis software ImageJ was 

used to measure the contact angle of the experimentally obtained bead. The bead images 

were obtained using optical microscopy. 

 

Figure 26: Contact Angle Measurement 
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5.2.2 Porosity 

 Gas entrapped pores can have both spherical and irregular shape. They are characterized 

by size of around 5-30 microns for powder bed fusion (PBF) process and greater than 50 

micron for direct energy deposition (DED) [131]. These defects can be attributed to the 

manufacturing of powders using gas atomization process that can carry some gases 

entrapped within the powders [132]. In addition, process parameters that create strong 

marangoni flow can trap some of the pores within the melt pool. Presence of porosity can 

have a detrimental effect on material fatigue life as well as mechanical properties. ImageJ 

was used to identify the porosities in the melt pool using threshold. The borderline 

thresholds were removed during analysis. 

 

Figure 27: Identification of porosities in melt pool 

5.2.3 Keyhole and Voids 

Although keyhole is more dominant in welding due to high laser power and low welding 

speed, it can be present during AM as well as high laser powers are being used lately in 

this process. High energy density on the powder material can cause evaporation, creating 

recoil pressure, which depresses the melt pool, creating a narrow and deep keyhole shape 
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[133]. Keyhole needs to be controlled, otherwise it can leave voids inside the melt pool 

containing vapor. Metals that have low thermal conductivity facilitate the formation of 

keyhole as they help accumulate enough heat to start evaporation. 

 

Figure 28: Voids associated with keyholes 

5.2.4 Melt Pool 

 Melt pool is one of the most important features in additively manufactured parts. Size of 

the melt pool is extremely important. If the area of the melt pool is too large, then it 

repeatedly melts and solidifies 4-5 layers beneath the current layer, which can create 

residual stress in those layers. Residual stress can result in distortion of the part of the built. 

On the other hand, a shallow melt pool can cause inadequate adhesion with the previously 

solidified layer. So, choosing optimum process parameter is of paramount importance to 

create the standard melt pool.  
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5.3 Result and Discussion 

5.3.1 Single Response Analysis 

As part of the statistical analysis, the features were identified and quantified using ImageJ 

software. Analysis of variance (Anova)was used to identify if the process variables like 

laser power and scan speed have any significant impact on the melt pool features, or not. 

Anova starts with the assumption that there is no significant influence of the input variables 

on output, termed as null hypothesis. F- ratio or F statistic is calculated using the mean of 

different groups to observe if output changes significantly based on change in the input. If 

the value of F ratio is sufficiently large, then it can be concluded that there is a strong 

correlation between the input and output, and a change in the input will affect the output 

substantially. 

F ratio =
𝑀𝑒𝑎𝑛 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 (𝑀𝑆𝑣)

𝑀𝑒𝑎𝑛 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑤𝑖𝑡ℎ𝑖𝑛 (𝑀𝑆𝑒)
                                       (38)   

𝑀𝑆 =
𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑏𝑒𝑡𝑤𝑒𝑒𝑛 (𝑆𝑆)

𝐷𝑒𝑔𝑟𝑒𝑒𝑠 𝑜𝑓 𝑓𝑟𝑒𝑒𝑑𝑜𝑚 (𝐷𝐹)
                                                (39) 

DF=Number of groups of a variable-1 

𝑇𝑜𝑡𝑎𝑙 𝑠𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒, 𝑆𝑆𝑡 = ∑(𝑌𝑖𝑗 − 𝑌𝑡𝑜𝑡.𝑎𝑣𝑔)2                                 (40) 

𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒 𝑏𝑒𝑡𝑤𝑒𝑒𝑛, 𝑆𝑆𝑣 = ∑(𝑌𝑖.𝑎𝑣𝑔 − 𝑌𝑡𝑜𝑡.𝑎𝑣𝑔)2                            (41) 

𝑆𝑢𝑚 𝑜𝑓 𝑠𝑞𝑢𝑎𝑟𝑒𝑠 𝑤𝑖𝑡ℎ𝑖𝑛, 𝑆𝑆𝑒 = 𝑆𝑆𝑡 − 𝑆𝑆𝑣                                         (42) 

Here, 𝑌𝑖𝑗 denotes the jth observation of the ith group. 

Equation 38-42 provides the steps to calculate the F ratio. Here, between refers to the value 

of an output between the groups of a variable, and within means the value of an output 

within a specific group of variable. For example, when we try to find out the F ratio of 

contact angle in terms of laser power, sum of square between refers to the variation of mean 
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of contact angle between different laser powers (40W, 100W, 150W and so on) compared 

to the average of all the contact angles, which can be calculated using equation 41. On the 

other hand, sum of square within refers to the variation of contact angle within a specific 

group. For instance, there are multiple values contact angle for a laser power of 40W. Sum 

of square within calculates the variation of contact angle within this group of 40W, does 

the same for all the other groups such as 100,150,200,300 W, and sums it all up to get the 

total sum of square between as shown in equation 41. We get the mean of square by 

dividing the sum of square by degree of freedom. Finally, F-ratio is calculated by diving 

the mean of squares between by mean of squares within. So, if F-ratio is larger than the 

critical value of F provided in the F distribution table [134], then the variability of contact 

angle for different laser power is large enough to ascertain that laser power has a significant 

effect on contact angle. P-value is another way to determine if the null hypothesis is true. 

Null hypothesis states that the mean value of contact angle for different laser powers is 

same. p value is the probability of accepting the null hypothesis. A smaller p value indicates 

a small chance for the null hypothesis being true. For example, if the p value is 0.05, then 

there is only 5% chance that the mean contact angle value for all the laser power will be 

same, which is really low. Thus, we can reject the null hypothesis.  

Pareto chart is another tool that demonstrates the significance of the process parameters on 

the response parameter. It is a bar chart that shows the relative effect of different parameters 

on a specific response or output parameter. It also provides a reference line at 5% 

significant level. The process parameters are considered significant if they exceed that 

reference line.  
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5.3.1.1 Contact Angle 

Figure 29 shows the effects of laser power and scan speed on contact angle. The values of 

contact angle vary between 29 degrees at 300 W/200 mm/s to 135.2 degrees at 40W/2500 

mm/s. Contact angle decreases with higher laser power and lower scan speed because of 

the high energy input. At lower energy input, the angle is more than 90 degrees. At this 

level, balling phenomena occurs that can create delamination and distort the part. It can be 

observed from both Figure 29 and F-value of Table x that both laser power and scan speed 

play significant role on contact angle. Anova for interaction between laser power and scan 

speed was not possible to conduct, as we did not have contact angle data for all 

combinations of laser power and scan speed, as some of the beads were broken due to 

balling and other defects.  

 

Figure 29: Individual impact of laser power and scan speed on mean contact angle 
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Table x: Analysis of Variance 

Source DF 
Adj SS 

(Degree2) 

Adj MS 

(Degree2) 
F-Value P-Value 

Power 4 16439.6 4109.89 138.87 0.00001 

Speed 5 1872.2 374.44 30.87 0.00003 

Equation 43 provides the regression equation for contact angle with R2 value of 83.2% 

based on the process variables. This equation is an important tool as it can be used to predict 

the output value for unknown values of laser power and scan speed. 

𝐶𝑜𝑛𝑡𝑎𝑐𝑡 𝐴𝑛𝑔𝑙𝑒 = 111.18 −  0.2714 ∗ 𝑃𝑜𝑤𝑒𝑟 +  0.00834 ∗ 𝑆peed                                (43)   

It can also be observed from the pareto chart in Figure 30 that both power and speed effects 

are higher than the threshold detected by the 95% confidence interval (red dotted line), 

laser power being the most dominant influencing factor. The values in x axis denotes 

deviation from overall mean for each process parameter. The more the deviation, the more 

likely it is that the specific parameter is more influential on the output value. 
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Figure 30: Pareto Chart of the Standardized Effect of Laser Power and Scan Speed on 

Contact Angle 

5.3.1.2. Porosity 

The pores in the melt pool varied in the range of 5 to 40 microns in diameters. Due to 

improper melting, lack of fusion occurs at lower laser powers and higher scan speeds, 

resulting in higher number of pores. Although there is less porosity at higher laser powers 

due to proper wetting, some pores still exist due to the larger melt pool size. 
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Figure 31:Individual Impact of Laser Power and Scan Speed on Mean Contact Angle 

Laser power has significant impact on pore percentage, as is evident from Anova analysis 

and pareto chart. Although scanning speed has a much less significance, it still is above the 

threshold level, and hence cannot be ignored while optimize the process to minimize 

porosity in the melt pool. 

Table xi: Analysis of Variance 

Source DF Adj SS Adj MS F-Value P-Value 

Power 4 321.06 80.266 22.52 0.000 

Speed 5 68.04 13.607 5.82 0.027 

Error 12 42.76 3.564   

The regression analysis detected a R2 value of 77.6%. This is due to the fact that, 

although porosity varied in a fairly consistent manner with laser power, it was somewhat 

scattered for scanning speed.  
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Porosity = 10.75 −  0.04046 ∗ 𝑃𝑜𝑤𝑒𝑟 +  0.001550 ∗ 𝑆𝑝𝑒𝑒𝑑                                            ( 44) 

 

Figure 32: Pareto chart of the standardized effect of laser power and scan speed on 

porosity 

5.3.1.3 Melt Pool 

Power and speed have similar, but opposite effect on melt pool size. Melt pool size can be 

extremely small and shallow for lower energy input, while high energy can create large 

enough molten pool that melts 5-6 layers of previously solidified layers. Anova analysis 

show that p value for power and speed is 0.007 and 0.010, indicating significant effect on 

melt pool area.  
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Figure 33: Individual Impact of Laser Power and Scan Speed on Mean Contact Angle 

Table xii: Analysis of Variance 

Source DF Adj SS (µm4) Adj MS (µm4) F-Value P-Value 

Power 4 13541394444 3385348611 5.95 0.007 

Speed 5 14474970343 2894994069 5.49 0.010 

Error 12 6826062381 568838532   

R2 value from regression analysis was 74.4%. 

𝑀𝑒𝑙𝑡 𝑃𝑜𝑜𝑙 =  27865 +  270.1 ∗ 𝑃𝑜𝑤𝑒𝑟 −  33.45 ∗ 𝑆𝑝𝑒𝑒𝑑                                   (45) 
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Figure 34: Pareto Chart of the Standardized Effect of Laser Power and Scan Speed on 

Melt Pool 

5.3.1.4. Keyhole and Void 

keyholes were found only in 3 sets of beads: 300 W laser power with scan speeds of 200 

and 700 mm/s, 200 W laser power with 200 mm/s scan speed due to high energy input. 

The size of the keyhole was 18036 square microns on average. Diameter of the voids within 

the keyholes due to gas entrapment was around 81 microns on average. 

5.3.2. Multi Response Analysis and Optimization 

To observe the combined effect of both the process parameters on the all the outputs or 

responses simultaneously. Response optimizer was used in minitab. Response optimization 

enables to identify the optimum values of the variables to achieve the desired set of output 

values. 

Table xiii shows the optimization parameters for each output. Target for contact angle was 

set as 50 degrees. As lower contact angle can produce higher surface roughness [83], a 
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lower limit of 30 was chosen. On the other hand, a higher angle of contact with the substrate 

can facilitate balling formation, which is why an upper bound of 80 degrees was selected. 

As, porosity is not desirable in additively manufactured parts, minimum value was set as 

the target value. For melt pool area, a range was chosen which ensures proper adhesion 

with the previous layer as well as makes sure that repeated solidification and melting is 

prevented to avoid residual stress. Keyhole area and void were avoided during multi 

response analysis as we did not have enough data for these features.  

Table xiii: Parameters Set for Response Optimization 

Response Goal Lower Target Upper Weight Importance 

Contact 

Angle 

(Degrees) 

Target 30 50.0 80 1 1 

Porosity (%) Minimum  1.0 4 1 1 

Melt pool 

(µm2) 

Target 30000 50000 70000 1 1 

After examining all the combinations of input, 150 W laser power and 200 mm/s scan speed 

(Table xiv) was selected as the optimum values of process parameters to provide the desired 

output target values. Minitab uses the regression equation and parameter settings to 

calculate the best fits. The standard error of the fit (SE fit) estimates the variation in the 

estimated mean response for the specified variable settings. The smaller the standard error, 

the more precise the predicted mean response [135]. Standard error long with the fit can be 

used to calculate the confidence interval for the responses. a 95% confidence interval was 
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calculated based on 1.96 standard errors above and below the predicted mean. The SE fit 

for all the responses are provided in Table xiv, along with confidence interval.
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Table xiv: Multiple Response Prediction 

Power (W) 150   

0.7647 

  Speed 

(mm/s) 
200 

Response Fit SE Fit 95% CI 

Contact Angle 

(Degrees) 
56.82 3.44 (50.07, 63.56) 

Porosity (%) 2.01 0.87 (0.3048, 3.71) 

Melt pool (µm2) 55424 6578 (42531,68316) 

One of the most important parameters in multi response analysis is composite desirability, 

which is shown in the table. For multiple response parameters, it is difficult to get all the 

optimum response parameters for a single combination of process inputs. For this reason, 

Minitab maximizes the composite desirability. The composite desirability combines the 

individual desirability of all the response variables into a single measure. Individual 

desirability for target response is defined as [136]: 

𝑑𝑖 = (
𝑌𝑖−𝐿𝑖

𝑇𝑖−𝐿𝑖
)𝑟𝑖                                                           (46) 

𝑑𝑖 = (
𝑈𝑖−𝑌𝑖

𝑈𝑖−𝑇𝑖
)𝑟𝑖                                                           (47) 

Here, Y is the predicted value, L is the lowest acceptable value, U is the highest acceptable 

value, T is the target value and r is the importance of the ith response. Composite 

desirability is defined as: 

𝐷 = (𝑑1 × 𝑑2 × 𝑑3 × … . 𝑑𝑛)
1

𝑛                                         (48) 
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Here, n is the number of response or outputs.  

For example, it can be observed that the composite desirability of 150W/200 mm/s 

combination of laser power and scan speed is 0.7647. This combination of power and speed 

has produced the values of response optimizer (Fit column in Table xiv) that are closest to 

the target values compared to other combinations of process parameters. So, the composite 

desirability of other combinations of laser power and scan speed are less than 0.7647. 

Based on this composite desirability values, 150W of laser power and 200 mm/s of scan 

speed was chosen as the optimum process parameter, that is the closest to the target value 

set by the user. 

5.4. Conclusion: 

• This work discusses about the different features of a melt pool, i.e: contact angle, 

porosity, melt pool size, keyhole area and void. 

• ImageJ was used to measure and quantify the size of the features. The measured 

values were plotted against laser power and scan speed. Contact angle and porosity 

decrease with increasing laser power and decreasing scanning speed, while the 

process parameters had the opposite effect on melt pool size. 

• Single response statistical analysis was conducted to assess the impact of process 

variables. Both the process parameters have significant impact on the measured 

responses, laser power being the most dominant factor between them. 

• Multi response analysis was performed to optimize the process using minitab Laser 

power of 150 W and scan speed of 200 mm/s was found to have produced melt pool 

with the most desired features.  
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CHAPTER 6 

CONTRIBUTIONS TO THE SCIENTIFIC COMMUNITY 

This research focused on several aspects of laser metal AM that can improve the 

understanding of the process significantly. The important findings of this work that can 

benefit the scientific community are listed in the following points: 

• The multi-physics simulation model was developed using a non-Gaussian process, 

which produced a better result of thermal history and bead geometry than conventional 

Gaussian process when compared against experimental results. The imitation of 

simulation results with experimental data has been long sought by the scientific 

community.  This demonstration can pave the way of improved modeling effort in 

understanding the AM process in a more comprehensive way.  

• There was a lack of experimental data of thermo-physical properties of metallic from 

the bulk of literature, which is of utmost importance to construct a robust computational 

model of additive process. This work not only presents the experimental results of 

thermal conductivity, diffusivity and heat capacity at elevated temperatures, but also 

compares them with available analytical models, which will be helpful for other 

materials as well. Regression analysis was also conducted for thermal conductivity at 

higher temperatures. This work is expected to be immensely helpful to the 

computational modeling community. 

• Statistical analysis conducted in this thesis to optimize the process parameters will 

significantly benefit the additive society. Quantification of the features like contact 

angle, porosity, melt pool area etc. along the melt pool region based on laser power and 

scan speed, and combining them together to perform a single as well as multi response 
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analysis is rare in literature. The scientific community will get an idea how these features 

change with changing process variables, and they can choose what process parameters 

will fit their purpose based on this quantitative as well as qualitative analysis. 
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CHAPTER 7 

CONCLUSION AND FUTURE WORK 

This research fundamentally provides the development of laser powder bed fusion process 

(LPBF) through a combination of computational, experimental, analytical, and statistical 

modeling. The 1st chapter discusses about the interaction between laser and powder 

particles using energy, mass and momentum balance equation to build a 3D model. The 

temperature profile and the melt pool obtained using the 3D model is used to simulate the 

solidified bead shape through level set method. The simulation results are compared and 

validated against experimental values. Elemental evaporation of the alloying elements was 

also calculated analytically as well as experimentally to observe the concentration change 

of the elements during the process.  

While working on the 1st project, the researchers realized the lack of experimentally 

obtained thermophysical properties of metallic powders at elevated temperature, which is 

of paramount importance to build a computationally robust model. To bridge this gap, 

thermal diffusivity, conductivity and heat capacity of the 5 common metallic powders that 

are used in AM process were tested at temperatures up to 1400 degrees Celsius. Primary 

finding was that the thermophysical properties behave in a non-monotonic nature at lower 

temperatures, but start increasing due to sintering as the temperature increases. The results 

were compared against literature values that are generally used because of the lack in 

literature. A regression analysis for thermal conductivity was conducted at higher 

temperature. These results, along with several other modifications (Including marangoni 

effect and recoil pressure directly in the energy equation), were used in the computational 

model. The temperature profile and bead geometry result significantly improved after the 
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modifications. The nature of the melt pool flow due to marangoni flow and buoyancy were 

discussed. The fluid moves away from the center of the melt pool towards lower 

temperature region owing to marangoni convection on both sides, carrying the heat away 

in the process. A thorough dimensional analysis using peclet number, Nusselt number and 

marangoni number was conducted to analyze the impact of convective and conductive heat 

flow during the process. It was observed that convective flow was the main source of heat 

transport within the melt pool for all laser power and scan speed combinations, and more 

pronounced at higher energy inputs.  

As part of the last project, statistical analysis was conducted for several features in the melt 

pool: i.e. contact angle, porosity, melt pool size etc. ImageJ was used to quantify the 

features. Full factorial Anova and regression analysis was performed on these values to 

optimize the process. A multi response analysis was also conducted to find the optimum 

laser power and scan speed to get the desired values of these features. 150 W laser power 

and 200 mm/s scan speed was determined to be the process parameters that produce 

features closest to the target values.  

In summary, this thesis was performed to understand the complex heat transfer and fluid 

flow phenomena that occur in powder bed fusion AM process. Computational modeling, 

experimental work and statistical analysis was done to build a comprehensive and robust 

model to present a full picture of the process as well as optimize the process in terms of 

laser power and scan speed.  

The research initiated in this study provides further motivation to the following topics: 

• This research was conducted in laminar flow regime. Turbulent flow model can be 

applied to do a comprehensive analysis for high laser energy input, which can 
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reflect the true nature of keyhole produced due to the higher laser power. Different 

types of techniques, such as L-VEL, algebraic yPlus, Spalart-Allmaras, k-ε, k-ω, 

low Reynolds number k-ε, SST, and v2-f turbulence models can be tested to analyze 

the nature of the melt pool flow at turbulent regime.  

• The statistical analysis was conducted along the melt X-Y cross section. A more 

detailed analysis can be performed by analyzing the top surface of the build and 

using this data in combination with the melt pool data to perform a comprehensive 

multi- response analysis. 

• Artificial intelligence is in the forefront of research and technology in modern 

world. Machine learning techniques have been introduced in AM sector as well. A 

predictive Convolutional Neural Network (CNN) algorithm can be built that can 

predict the laser power and scan speed from the images of melt pool as a part of 

process optimization that can make process optimization more convenient by 

reducing computational cost.  
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