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ABSTRACT

Criminologists have directed significant theordtimad empirical attention toward
the institution of marriage over the past two desadmportantly, the momentum guiding
this line of research has increased despite thaHatpeople are getting married far less
often and much later in the life course than in payt in American history. The aim of
this dissertation is to address this disconnedbbysing attention to nonmarital romantic
relationships and their instability during emergadylthood. To do so, it uses data from
the Pathways to Desistance Study, a longitudinalystf 1,354 at-risk males and females
who were adjudicated from the juvenile and aduttays in Phoenix and Philadelphia
between 2000 and 2003. The project focuses attetdithe following issues: (1) the
effect of romantic dissolution on aggressive armbme-based offenses; (2) the extent to
which strain/negative emotionality and peer infleeiexposure account for the effect of
romantic dissolution on crime; and (3) the extentvhich certain relationship and
individual circumstances moderate the effect ofanfic dissolution. The models reveal
a few key findings. First, romantic dissolutiorstsongly related to an increase in both
aggressive and income-based crime, but is moragtroelated to income-based crime.
Second, the effect of romantic dissolution is redliehen measures of strain/negative
emotionality and peer influence/exposure measueeadded to models, but the peer
influence/exposure measures account for the stebmgduction. Finally, romantic
dissolution does not serve as a positive life eaembng these at-risk youth, but its effect
is exacerbated under a number of contexts (e.gnwahendividual is unemployed). This
study closes with a summary of these findings dbagdts key limitations, and offers
insight into potential policy implications and avers of future research.
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CHAPTER 1
INTRODUCTION
INTRODUCTION

A profusion of criminological research over the ftagenty years has revealed
that intimate relationships have an impressivecefda criminal behavior over the life
course. Much work in this area has concentratetthemfluence ofomantic
involvement and thequality of romantic attachments (e.g. Laub, Sampson, &mMNag
1998; McCarthy & Casey, 2008; Sampson & Laub, 1988yeneral, this literature
suggests that relationships, especially thoseatfgahealthy, exhibit a significant
influence on offending, gradually steering indivadsiaway from crime. More recent
work in this area has furthered the romance-criteeature by examining whether
relationship effects are dependent upon the cherratits of romantic partners (e.qg.
Capaldi et al., 2008; Haynie et al., 2005; Simaral.e2002; Woodward et al., 2002).
This literature generally points to a starker tgakntisocial partnerships either increase
criminal behavior or allow it to persist unabat&tus, some relationships serve as a
protective factor by modifying criminal trajectosiéor the better and others serve as a
risk factor by increasing and/or prolonging crimimevolvement. The main point is that
these divergent conclusions tell us that the camseces of romantic involvement for
crime are complex.

Despite this established complexity, criminologststinue to neglect a defining
feature of romantic relationships. That is, theyehgiven virtually no attention to the
simple fact that relationships end with remarkablgularity and, often times, much “too
quickly” (Cherlin, 2009, p.194). Obviously, romandissolution is no novel
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phenomenon, but relationships have never beenaestam and unpredictable as they
are today (Fisher, 2006). To be sure, “the procegseugh which people form intimate
relationships have become more complex, and theomés of these relationships less
certain, than in previous decades” (Amato & Bod®g7, p.85). The decline of marriage
is a symptom of various structural changes in redenades, but has aided in the
developmental of a new stage of the life coursméing adulthood,” in which

romantic relationships are more fluid and unstaitda in any point in American history
(Arnett, 2000; Crouter & Booth, 2006).

The instability of relationships in emerging adolbl, along with developmental
scholars’ recent prognosis that emerging adulth@sd“prolonged the crime-promoting
conditions of adolescence” and “increased the pesfexposure to ‘snares™ (Moffitt et
al., 2002, p.200), is where this dissertation fesuss attention. This is an important area
of theoretical and empirical inquiry for a varietiyreasons. First, it addresses an
impressive gap in the relationships-crime literaty concentrating on relationship
dissolution, thereby providing a more systematidaratanding of the ramifications of
relationships for crime. Second, it shifts crimiogy’s focus to nonmarital romantic
involvement, which is a particularly timely phename due to the unrelenting delay and
decline of marriage. More importantly, such a fobatter captures the type of
relationships that at-risk youth are likely to @tmf during emerging adulthood (see
Huebner, 2005, 2007; King & South, 2010; Simons&mBforthcoming). Ultimately,
understanding of intimate partnerships within tbeia and historical contexts that they
occur is imperative for criminological researchttaspires to affect policy. The goal of
this dissertation is to bring the literature clogethat understanding.
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This chapter continues in three sections beforeimgao this dissertation’s
theoretical foundation and reviewing the empirfoadlings of criminological research on
romantic relationships. The first section providegeneral overview of life course
theory, with special attention paid to its key pipies. Following that overview, the
second section examines the changes that theutrmtitof marriage has endured over the
past 50 years in order to explicate why nonmarékdtionships are of great import to
contemporary criminological theorizing. The thimbafinal section discusses the
emergence of “emerging adulthood” and justifiesuttBty in research on crime over the
life course. It also highlights the nature of tbenantic relationships that have replaced
marriage as the primary form of romantic involvemguming emerging adulthood. In the
end, the present chapter will expose the increasielgvance of marriage in research on
crime by elucidating the relevance of emerging tehad and the relationships that occur

during this new life stage.

LIFE COURSE THEORY

The ‘unfolding of human lives’ has received a weait attention over the last
few decades and life course theory has spearhehidetiovement (see Elder, 1985,
1994, 1998). According to Elder (1994, p.5), tlie tourse “can be viewed as a
multilevel phenomenon, ranging from structured patys through social institutions and
organizations to the social trajectories of indiats and their developmental pathways.”
This approach has been used in a wide-range aptirses, including medicine,
developmental psychology, and sociology, and ie@sfly meaningful to scholars
interested in understanding antisocial behavior.

3



There are four principles central to life coutsedry (see Elder, 1998, p.3-4). The
first principle is thabf historical time and place. That is, understanding human
development necessarily requires that attentiopdoe to the historical context in which
human lives are embedded. An example of thisas s&Beijers, Bijleveld, and van
Poppel’s (2012) work that found marriage to hageemter impact on men who married
between 1930 and 1970 than those who married beth@#&l and 2006. The second
principle is that otiming in lives. In essence, this principle draws attention toféloe that
the effect of life transitions depends on when tbegur. For instance, research on
marriage and offending has found that early maesamye more consequential than those
that happen later in life (e.g. Theobald & Farrorgt2011). The third principle of life
course theory is that dinked lives. This principle focuses on the fact that human lives
are lived interdependently (Elder, 1998) and thatrtetwork of relationships that
humans are part of is central to their developmEnis is seen in developmental research
that shows children carry with them throughout adoént and into adulthood a set of
interpersonal skills that they learned from thargmts (Amato & Booth, 1997). The
fourth and final principle is that ¢luman agency. This principle highlights the
importance of individual choice within the changmgportunity structure throughout the
life course (Elder, 1994, 1998). For example, Biglsiskand Timm (2003) determined that
educational systems have become the dominant gammarket in most industrialized
societies, which works to sustain both the soaidl @onomic inequities of groups who
withdraw from education. Together, these princiglestextualize human development in

a way that few other perspectives are able to.



THE DELAY (AND DECLINE) OF MARRIAGE

Over the past twenty years, life-course theoriaigehincreased their attention to
the relationship between marriage and the declireiminal behavior throughout
adulthood (Laub, Nagin, & Sampson, 1998; Sampsaabl.& Wimer, 2006; Theobald
& Farrington, 2010). Studies in this area, with fexceptions, have consistently revealed
that the marriage-desistance relationship is qobest, and arguably the most influential
of all social role transitions that offenders capexience. To be sure, there remains little
reason for criminologists to hesitate in saying tharriage matters, despite the concerns
that surround the questionwhy it matters (see Gottfredson & Hirschi, 1990; Hiis&
Gottfredson, 1995; Laub & Sampson, 2003; Wrighsgavoffitt, & Silva, 2001).

The practical significance of criminological resgaon “the marriage effect” has
rested, in part, on the fact that most Americartadand scores of offenders, will enter a
partnership that eventually culminates in “tied thiad” (Waite, 2000). Indeed, from a
historical perspective, “marriage has been theas@crangement that, more than any
other, provided structure and meaning to peopiess? (Amato et al., 2009, p.1).
Studying an institution that a vast majority of Ameans have traditionally entered into,
and that gives their lives important structure arehning, has always had grand
implications for criminologists due to its potemtia affect policy on a large scale.

The nature and meaning of marriage in the UnitadeSthas changed extensively
over the past few decades, however, becoming a wadwatary and less permanent
union than in any period in American history (Cher2009). According to Census
estimates, 72% of adults over the age of 18 wemgi@dan 1960; as of 2010, barely half
(51%) of all adults were (Cohn et al., 2011). Deidlg rates of marriage have occurred
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across the age-spectrum since the mil-&shtury as well (Raley, 2000), but are most
remarkable among young adults between the age® afd 29. Among this population,
only 20% were married in 2010, which is a proportivastically lower than the 59%
who were married in 1960 (Cohn et al., 2011).

This decline in the percentage of young adultsrargenarriage is partly
attributable to their delaying entrance into mayeigCherlin, 2009). The change in the
median age of marriage has increased significamtigcent decades from 22.8 years in
1960 to 28.7 years in 2010 among men (Cohn e2@1]). Women are postponing
marriage at a rate that closely parallels thaheirtmale counterparts, with their median
age of first marriage rising 6.2 years over the pa#-century from 20.3 to 26.5.
Together these numbers inform us that the entraxigenarriage is an event that now
occurs much later in the life course.

The above statistics that highlight the decreaseemumber of people married as
of 2010 do not necessarily suggest that Americamslaying away from marriage
altogether. Importantly, the figures are largelyuenced by a divorce rate that continues
to escalate (see Amato et al., 2007; Cohn et@LQR To better capture the historical
trend in the proportion of individuals refrainingf marriage completely, attention must
be directed specifically to adults who repontesder being married. According to Cohn
and colleagues (2011), a mere 15% of adults agedX®/had completely abstained from
marriage as of 1960. By 2010, the proportion otahsers had almost doubled,
increasing to 28%.

Currently, then, close to 3 out of every 10 Amangaave steered clear of the
aisle. Marriage is still the preferred option amongst young adults (Cherlin, 2009;
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Smock, 2004), but the timing of the transition baanged, and there is some question as
to whether it will remain a desired goal in theulat (Byrne & Carr, 2005). The
demographic trends of the past 50 years are sensdiiiat scholars have forecasted the
following: “it is likely that an unprecedented pugion of the current generation will
never marry” (Fitch & Ruggles, 2000, p.72)

From a general standpoint, these statistics infagrthat marriage has
transformed in remarkable ways since the 1960s—szhraeo that is has become
“deinstitutionalized” (Cherlin, 2004). Far fewerwtg adults are married, those who
marry do so over 6 years later in life, and, pesh@apst importantly, a substantially lower
proportion of adults are choosing to marry at @blin et al., 2011). If these patterns
persist, men and women who marry will graduallyrapgh minority status in the
coming decades. An appreciation of this trend, @esgraley (2000, p.36), “demonstrates
that what we know about intimate sexual unionsauaokly become outdated” and thus
“requires us to shift our starting point to thenf@tion of romantic and sexual
relationships in adolescence, as well as to keegyes on the changing character of
cohabiting unions and marriages...”

The delay (and decline) of marriage and the cameseigcalls for research to
examine the development of romantic relationshipsughout earlier stages of the life-
course has serious implications for a range ofadogical work. This is especially true
for criminology, which has given little attentiom honmarital relationships during the
transition to adulthood and instead concentratedgminately on the suppressive effects
of marriage on crime (King, Massoglia, & MacMilliaR007; Laub, Nagin, & Sampson,
1998; Laub & Sampson, 2003). Criminological workmarriage remains important, yet
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it iIs more imperative that criminologists bettepegriate that men and women seldom
marry during their early twenties. Further, it &rfinent that criminologists recognize that
individuals who have criminal records or who anenanally active are much less likely
than non-offenders to marry, and, if they do mamgye likely to delay doing so
(Huebner, 2005, 2007; King & South, 2010; van Selmett al., 2011).

As it stands, then, younger men and women, espethalse with a criminal
history or actively involved in crime, generallyostitute marriage with relationships of
the nonmarital variety, spending upwards to a decaduch partnerships before
choosing to tie the knot (Warner et al., 2011).W¢ib many individuals delaying
marriage until at least their late-twenties, “thtelteens and early twenties become a time
for exploring their options, falling in and out lofve with different people, and gaining
sexual experience” (Arnett, 2004, p.73). It isfa fitage that sees romantic relationships
develop and dissolve at an impressive rate.

It is the effect of relationship dissolution onnad during the late-teens to mid-
twenties, a juncture at which when many young nmehveomen have traditionally
moved away from crime (see however Uggen & Masapgl03; Massoglia & Uggen,
2010), that this dissertation will center on. Inrgdpso, Arnett’s (2000, 2004, 2007)
theory of emerging adulthood will be used as amaoiging framework. The following
section provides a detailed overview of emergingithdod, paying special attention to
the following: how emerging adulthood is distinairh the life-stages traditionally
referred to by developmental scholars; why, movorgrard, emerging adulthood is the

most suitable framework to guide research on thgestf the life-course that includes



(but is not limited to) 18 to 25 year olds; andpontantly, why the theory of emerging

adulthood is relevant to understanding the behafiat-risk men and women.

EMERGING ADULTHOOD: A STAGE OF INSTABILITY

In August of 2010 thé&lew York Times published an op-ed that was entitled
“What is it about 20-somethings?” The focus of ¢thatribution by Robin Henig was
aimed at making sense of a phenomenon new to thee?tury: why men and women in
their early twenties are taking so long to “grow’uphe traditional pathway of life had
“gone off course,” she maintained, and is how beahloly young people who remain
“untethered to romantic partners” while also shagracommitments and “forestalling the
beginning of adult life.” This period she descrilveas the stage that Jeffrey Arnett
(2000, 2004) has dubbedterging adulthood.

Emerging adulthood is “a new...unprecedented periddeolife course” (Arnett,
2004, p.4) that is “historically embedded and aallly constructed” (Tanner & Arnett,
2009, p.30). According to Arnett (2000, 2004)sithot a universal stage of the life
course, but one that was recently born in the dr8&ates and most other developed
nations due to the interaction of social, cultuaalgd economic conditions. It is a life stage
that developed as a result of the delay in marrtageussed earlier, as well as the
consequent suspension of entrance into parentlamoldthe postponement of long-term
employment due to changes in educational normsaadomic shifts attributable to
globalization.

Relative to young men and women of the 1950s aB@d4,3oday’s generation of
youth are in no rush to settle down and get martiethct, they see the traditional
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benchmarks of adulthood—marriage, children, work+asogoals to strive for but as
“perils that should be avoided” until they reach thte-twenties (Arnett, 2004). Given
their deferral of traditional adult roles, emergamdulthood is a stage of the life course
that is characterized by great freedom for young arel women that is unprecedented in
American history. At the same time, however, @ isew stage of the life-course in which
anxiety, instability, and uncertainty are ever-pragArnett, 2000).

There are five fundamental features that make emgeglulthood a unique stage
of the life course (Arnett, 2000, 2004). Firstisita stage of identity exploration, in which
explorations in love and sex are most central. tifieformation is associated with the
romantic exploration that occurs during adolesce(t@ellins, 2003; Furman & Hand,
2006; Giordano, 2003), but the key distinctiorhigttrelationships during emerging
adulthood are comparatively involved and intimab@gh not necessarily long-lasting).
Second, it is the stage of instability. It is agimthen pursuit of multiple partners or
interest in multiple relationships is normative andre easily achieved due to increased,
or complete, freedom from parents. It is the inditglihat stems from the uncertainty of
relationships, both sexual and romantic, that makagarticularly volatile period of the
life-course. Third, it is the most self-focusedggtaf life. Trying to figure out what it is
they want out of life, especially in love and innkpotakes center-stage for young men
and women. Fourth, it is a stage of feeling lodtamsition between adolescence and
adulthood. It is this feeling of being in-betwebattdeepens identity exploration and
leads to uncertainty in various life domains, egbclove. Fifth, and finally, emerging

adulthood is the stage of possibility. It is theipe of life, Arnett contends (2004, p.8),
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“when people have an unparalleled opportunityaogform their lives” and “straighten
up the parts of themselves that have become twisted

Discussion of these five features logically letthe question of whether the
theory of emerging adulthood is needed or at alirtit fromlate adolescence, young
adulthood, orthe transition to adulthood, all of which sociologists, psychologists, and
criminologists commonly refer to. Arnett (2000,020 suggests that there are indeed
fundamental differences between these various staiféerences that he suggests make
emerging adulthood the most accurate organizafitimeochapter of life that includes the
late-teens to mid-twenties. Regarding late adoleszethere are few circumstances that
young men and women in this developmental phase stigh emerging adults. For one,
the overwhelming majority of 14 to 18 year oldsdladolescents) still live at home with
their parents, are enrolled in secondary schoel,l@ar law, still under the legal authority
of their parents, and are not yet of legal drinkagg. While the youngest emerging adults
(those aged 18, 19, and 20) still cannot legallyscmne alcohol, they are most often in
the work force, are enrolled in college or tradecsdt, and are much less likely to be
living at home with their parents. Together thedkeigbnces explicate that there is little
overlap in the lives of late adolescents and emgrgdults.

There are a few important differences between gadulthood and emerging
adulthood as well (Arnett, 2000, 2004). First, implwithin the concept of young
adulthood is that men and women have reached s@ameéasd of adulthood, including
marriage, parenthood, or a job that will be longréArnett, 2004, 2007). Certainly
some young men and women in their early-to-mid tiesrhave reached these
benchmarks, yet most have not, so the term is pallgrmisleading. In addition, young
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adulthood has traditionally applied to individuadgheir thirties (Erikson, 1968). To
apply the same term to men and women who are indghdy twenties and late-thirties is
an approach that is ripe with problems.

Finally, Arnett (1998, 2000, 2007) contends th&t@lgh the transition to
adulthood is a useful concept it falls short of egimeg adulthood on a number of fronts.
One of the primary issues with the transition taldubod is that it is attentive to who
young men and womeare becoming, not who theyare (Arnett, 2004). The bulk of work
in this area attends to the period of life thatudes the late teens and early twenties, but
centers on the traditional benchmarks of adulthdtds is problematic because “it
narrows our perception and our understanding...dhallchanges happening during
those years that are unrelated to the timing ofréngsitions to adulthood such as
marriage and parenthood” (Arnett, 2004, p.20). Fmeeferring to the years that span
the late-teens to the mid-twenties as a transitipiies that it is a short-lived, transient
phase of life. A chapter of life at least 7 yearseingth is nearly as long as the
adolescence period, so referring to it as a trimmsrather than a stage of its own is
problematic (Arnett, 2007).

On its face, Arnett’'s conception of emerging ddodtd seems to be a
developmental phenomenon unique to young men amtewmf the middle and upper
classes. The ability to explore various employnwereéducational opportunities is not a
viable option for many disadvantaged individuake(8Vilson, 1997, 2010) and Arnett
acknowledges this fact: “In many senses, it’'s jjidblat parental support and class
increase opportunities to explore possible carens someone who has to go work after
college” (2004, p.xx). Yet he asserts that thissehia potentially more meaningful for
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young men and women from disadvantaged backgroihgsg this period of the life-
course, these individuals experience a new dedraetonomy that provides them with
an opportunity to make a serious life change. “Evémere is a correlation between
childhood experiences and later development,” gagstt (2004, p.xx), “there may be
many people for whom this does not apply. And ttegprtion of people for whom it

does not apply may grow sharply in emerging adoithoas people gain greater freedom
to run their own lives.” The argument that emergadglthood is a developmental stage
irrelevant to disadvantaged and at-risk youth reiamentally inaccurate according to
Arnett, and, perhaps more importantly, neglectdabethat “there is some degree of
heterogeneity in every developmental period” (Arn2007, p.70).

Nevertheless, there are a host of studies that &ddeessed the validity of
Arnett’s contention and found that “emerging adodth may be an age of possibilities,
but those possibilities are differentially constiesd by class” (Meier & Allen, 2008,
p.31). For instance, Cohen and colleagues (20@&ntly found that people of lower
class backgrounds complete adult transitions sachariage earlier than their middle
and upper class counterparts. Consequently, theaearmd women are likely to
experience a shorter window of emerging adulthdaa individuals from more
advantaged backgrounds (Cohen et al., 2003). Hawetreer research has indicated that
men with little education and low earnings are ldssdy to ever marry (Manning &
Smock, 1995; Lloyd & South, 1996), which furthentses the issue.

Another body of work has shown that criminally ihxex individuals, who are
often from lower socioeconomic backgrounds, deteyrtentry into marriage (King &
South, 2010), while men who have been incarceratedess likely to marry (Huebner,
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2005, 2007; King & South, 2010). Thus, while indivals of lower socioeconomic
classes may experience a shorter stint of emesginfhood due to their earlier marital
timing, evidence suggests that this is not necigshe case for those who are criminally
active. Instead, young adults involved in crimgeesally those who have been
incarcerated, will likely experience a delayed awitttime” marriage. Consequently,
they will experience an extension of emerging dehdt and therefore a “prolonged
adolescence” (Caspi, Elder, & Herbener, 1990; tseMoffitt et al., 2002).

Uggen and Massoglia’s (2003, p.322; see also Méas&dJggen, 2010) recent
finding that “desistance is...both a cause and aemprence of transiting the other
markers of adulthood” aids in making sense of tpedence of emerging adulthood for
delinquent and criminally involved youth. They sagted that the decline of marriage
and the proliferation of incarceration in recentatdes have affected traditional
conceptions of adulthood in important ways. Massoghd Uggen (2010) conclude that
desistance is indeed a marker of adulthood, baitstivae youth actually continue
offending throughout their twenties. Such persistein crime restricts opportunities to
achieve traditional benchmarks of adulthood suca esrriage, which, in turn, allows
for continued criminal involvement. Along thesedl# youth who get entangled in the
juvenile or criminal justice system struggle in igating the freedoms of emerging
adulthood (Arnett, 2007; Chung, Little, & Steinbg2@05; Osgood et al., 2005;
Salvatore, Taniguchi, & Welsh, 2012). To be sumjtb of incarceration during the
“prime developmental years” of emerging adulthoadldl wake forming and maintaining
an intimate relationship an arduous task (Meier &\ 2008, p.34). Ultimately, then, it
seems that emerging adulthood is quite relevandifadvantaged populations, especially
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for vulnerable groups such as youth who have bestrutionalized. That said, however,
there is also mounting evidence that these groulbsave fewer opportunities for
change during emerging adulthood, which may stiflsistance rather than encourage it.
With Arnett’s original contribution in thAmerican Psychologist nearing the
3000-citation mark, it is unmistakable that hisoiteical development has resonated with
a wide-range of work in a variety of disciplinef€fe are, however, important areas of
inquiry that remain unaddressed, especially witniminology. The emerging adulthood
stage of the life-course has received theoretmasicleration (e.g., Piquero et al., 2002),
but the attention it has received is limited. Capusmtly, little is known abowhether, to
what extent, andin what ways the various contours of emerging adulthood maycaffe
crime during this novel stage of the life course:e@ that “events experienced in the late
teens and twenties are integrated into individudishtities and memories more so than
those events occurring during younger or olderdttges” (Tanner & Arnett, 2009,
p.40), it is essential that we know the relatiopdietween such events and criminal

behavior. One such event may be the end of a mglahmomantic relationship.

THE INSTABLITY OF ROMANTIC RELATIONSHIPS

The formation of intimate relationships is undoulyea hallmark of emerging
adulthood and one of its central developmentalstg8knett, 2000, 2004, 2007; Furman
& Shaffer, 2003; Tanner & Arnett, 2009). Howevére hature of relationships occurring
throughout this stage has changed in the previeaadks, so much so that Arnett (2004,

p.73) made the following assertion: “In fact...findia love partner in your teens and

15



continuing in a relationship with that person thgbwour early twenties, culminating in
marriage, is now viewed as unhealthy, a mistakath likely to lead to disaster.”

That statement is, in all likelihood, a sweepingm@eneralization, yet Arnett’s
depiction of the premarital relationships occurrinday is one that has become ever
more accurate in recent years (e.g., Bogle, 2008).goal of establishing a lasting
relationship as a late teenager and maintainingréhationship until getting married
during the early twenties has, by most measures) bet to the wayside. Alternatively,
young adults have become more interested in exygdheir romantic options for an
extended period of time, occasionally getting “lostransition” (Smith et al., 2012),
before settling down (Arnett, 2004; Crouter & Boa2006). The increasing delay of
marriage and the desire to explore multiple retetiops before tying the knot has led to a
heightened instability of romantic experiences thitierentiates this generation’s
trajectory of romance from any other in recentdrigtIn addition, the proliferation of
incarceration has impeded the potential of manyhgaffenders to successfully navigate
romantic relationships during this stage (Tach &8011; King & South, 2010; Apel
et al., 2010; Huebner, 2005, 2007).

Nonmarital romantic partnerships that occur thraugtemerging adulthood are
best classified as either cohabitive or non-cohahiRecent estimates demonstrate that
between 60 and 70% of young couples live together o marriage (Rhoades, Stanley,
& Markman, 2009; Stanley, Rhoades, & Fincham, 20W@jch indicates that cohabitive
relationships are a normative and defining featdiremerging adulthood. These
relationships are, however, less stable and marg-8hed than marriage, especially
among disadvantaged populations (Tach & Edin, 20h#leed, two-fifths of
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relationships involving cohabitation dissolve withiive years of forming (Smock, 2000)
and many people now serially cohabit before gettiragried (Lichter & Qian, 2008).
Furthermore, there also exist varying forms of d¢tadion, including premarital
cohabitation, uncommitted cohabitation, and comadittohabitation (Arnett, 2004), that
are likely to dissolve at different rates. Of thasecommitted cohabitive relationships,
which are generally established for practical reaqae. finances), are bound to be most
fragile during emerging adulthood. Hence, “althottghas initially a prelude to marriage
and most often ended in marriage, cohabitationgasingly are unconnected with plans
for marriage and result in dissolution” (Stanleyakt 2010, p.248).

The dissolution of the cohabitive and non-cohabifartnerships in emerging
adulthood is potentially problematic for a variefyreasons, although it is not a
universally detrimental phenomenon. On this pdkmhato and Booth (1997, p.xx)
maintained the following position:

“High relationship turnover gives people increaspgortunities to try out new partners
and eventually settle down with a compatible m&at.ending relationships is also
stressful for both parties, and singlehood (eveerntporarily between relationships) is
associated with lower levels of psychological ahgigical health. Consequently, a
pattern in which people shift frequently from oeéatively short-term intimate
relationship to the next is unlikely to be one timatximizes the happiness of the next
generation.”

Accordingly, the termination of a romantic relatship may be a constructive
experience, potentially opening the door for mdteaetive relationship prospects and
other important changes (Crouter & Booth, 2006 n&ally, however, the transition
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from romantically involved to single is “among thmst distressing events an individual
can experience” (VanderDrift, Agnew, & Wilson, 200B most cases, it culminates in a
range of negative emotional and physical conseqgmot to mention heightened
substance abuse (VanderDrift, Agnew, & Wilson, 208®ith et al., 2012). Despite the
conclusions that have amassed over the yeardjtfiglis known of the repercussions of
romantic dissolution for criminal behavior througih¢he various stages of the life

course.

SUMMARY

The goal of this dissertation is to extend crimogptal knowledge on the
consequences of romantic dissolution for at-risktganavigating the instability of
emerging adulthood. This will be done in two waysst, attention will focus on the
dissolution of relationships among young, at-riskhnand women from Philadelphia,
Pennsylvania and Phoenix, Arizona, to test whethisrform of instability is
consequential for their offending trajectories givatal juncture of the life course. The
second set of analyses will make a methodologmplovement by analyzing monthly
relationship data. Annual data is unable to capthwerariation in relationship status that
monthly data allows for. Thus, it is plausible thaasuring romantic instability more
precisely is both substantively and methodologycaleaningful. Prior to making these
contributions the state of the literature on ronamvolvement will be reviewed.
Chapter two begins with an overview of three fquadspectives on offending over the
life course. After that overview and an examinatwdmow each make sense of the
meaning of relationships, the chapter moves twi@wneof the literature on romantic
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relationships and crime. In the end, it closes aithinterdisciplinary review of research
on romantic dissolution that helps elucidate thesgue effects of relationship instability

on crime during emerging adulthood.
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CHAPTER 2
THEORETICAL FRAMEWORK
INTRODUCTION
The emergence of life course theory undoubtedbreidt the trajectory of
criminological research over the past twenty yelar§act, its influence has been so great
that it is now the “most compelling and unifyingufnework for understanding the
processes underlying continuity and change in crafibehavior over the life span”
(Laub & Sampson, 2003, p. L3 hree key concepts give meaning to life-couns®ty:
trajectories, transitions, andturning points (see Abbott, 1997; Carlsson, 2012; Elder
1985, 1994; Laub & Sampson, 2003)trajectory is effectively a pattern of behavior
that spans the life course. All human trajectoaiesmarked byransitions that give them
their substance and meaning, such as entrancenemgage, parenthood, or employment
(Elder, 1998; Laub & Sampson, 2003; Sampson & La9B0).Turning points are best
understood as a transition that significantly altéor better or worse, an individual’s
trajectory. For example, marriage is a transitlat is embedded in the life trajectories of
most adults that sometimes serves as a turning. pdarvever, while marriage reroutes
the life trajectories of some men and women, itsdogt serve as a turning point for all
who enter the institution (e.g. Laub, Nagin, & Saam 1998). According to Abbott
(1997, p.89), “what makes a turning point a turnioint rather than a minor ripple is the
passage of sufficient time on a new course sudhttbacomes clear that direction
indeed been changed.”

Efforts to understand criminal behavior over thie tourse have taken three
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distinct forms: static, dynamic, and typologicaly(e Gottfredson & Hirschi, 1990;
Moffitt, 1993; Sampson & Laub, 1993; Wilson & Hestain, 1985). Importantly, these
three theories provide differing perspectives foderstanding the effect of romantic
involvement on criminal behavior. The following sea provides an overview of static,
dynamic, and typological theories, explicating epelspective’s position on the

relevance of relationships for crime along the way.

LONG VIEW(S) OF CRIME AND RELATIONSHIPS

Criminology’s most empirically validated finding lsat there exists an age-crime
distribution that peaks during late-adolescencén®en 16 and 18 years) and gradually
descends thereafter (Farrington, 1986; Gottfredsétirschi, 1983; Sampson & Laub,
1993; Wilson & Herrnstein, 1985). There is littlentroversy surrounding the mere
existence of the age-crime curve. However, theexiensive disagreement surrounding
the processes that account for the distributioa Blekland et al., 2005; Cernkovich &
Giordano, 2001; Dannefer, 1984; Gottfredson & Hirst990; Hirschi & Gottfredson,
1995; Laub & Sampson, 2001; Simons et al., 1998).

Static theories suggest that there are stable gaetywndividual differences that
account for the distribution of offending that psak late adolescence and declines for
the remainder of the life course (Gottfredson &ddiri, 1983, 1990; Wilson &
Herrnstein, 1985). They maintain a “kind of peopdeplanation (Laub & Sampson,
2003, p.24) and contend that an individual’s crmhjpropensity is established throughout
childhood and remains stable from there forwardtiStheorists also suggest that
because these preexisting differences are stabletiove (after childhood), the only
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factor that is really associated with a declinefiending is age. To be sure, “the
inexorable aging of the organism” is the singuli@dictor of the reduction of crime over
the life course (Gottfredson & Hirschi, 1990, p.141

Static theorists believe that any effect of lifecamstances, such as relationship
involvement, is “spurious” and merely a producselection processes linked to stable
preexisting differences (Gottfredson & Hirschi, 099Accordingly, any relationship
found between romantic involvement and crime iflyemnly an artifact of self-control.
That is, individuals who “select” into marriage @neught to have higher-levels of self-
control than those who do not marry at all or whteea marriage that has no influence
on their criminal trajectory (see Siennick & Osgp@@08). Further, static theorists who
cite the importance of self-control in understagdime effect of social bonds also point
to the fact that offenders who marry are likelyltoso with an antisocial partner (see
Capaldi, Kim, Owen, 2008; Knight, 2011; Kruegeakt 1998; Moffitt et al., 2001,
Rhule-Louie & McMahon, 2007; Simons et al., 2002).

Contrary to static theories, dynamic theorists addikind of contexts” argument
and suggest that antisocial behavior is markedaly tontinuityand change (Laub &
Sampson, 1993; Sampson & Laub, 2003, p.24). Thardiyperspective does not
entirely disagree with the static position on cnalicontinuity, but maintains that the
correlation between past and future offendingse &he result of thetate dependence
whereby crime diminishes the opportunities thatvidials have to develop bonds to
conventional institutions such as marriage (Lau8anpson, 2003). In other words,
criminal persistence is more than the product eégisting differences in self-control; it
is the also the product of the collateral conseqgesf crime over the remaining life
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course (e.g., Apel et al., 2010; Pager, 2003). Nbkgkess, dynamic theories also
maintain that change in crime can occur among/p#g of offenders, no matter their
underlying propensity, and that their establishistgkes in conformity” is normally
responsible. Ultimately, then, rather than aginigdpéhe sole determinant of crime
cessation, dynamic theories suggest that changestms from entrance into pro-social
institutions post-adolescence.

Regarding relationships, dynamic theorists beltéae all individuals have the
capacity to have their criminal involvement altelsohealthy relationships (Doherty,
2006; Horney et al., 1995; Laub, Nagin, & Sampd®98; Nagin & Paternoster, 1994;
Piquero et al., 2002; Sampson & Laub, 1993; seel@ddgyen, 2000 for findings on work
and desistance as well as Bouffard & Laub, 2004ifolings on military service and
desistance). Dynamic theorists like Laub & Samp2003) also contend that
involvement in pro-social institutions is largelyrdboutable to “chance”. Accordingly,
these theorists posit that even individuals withdgheatest criminal propensity are able to
have their life trajectories altered by meaningélationships (Maruna, 2001; Laub &
Sampson, 2003; Sampson, Laub, & Wimer, 2006).

Lastly, typological theories propose that the agee distribution is misleading
because it lumps different types of offenders mtngle group (Moffitt, 1993; Moffitt et
al., 2002). Moffitt's (1993) dual-taxonomy is thensinal study in this line of research,
which established that there are actually two nicstiypes of offenders—Adolescent-
limited (AL) and Life-course Persistent (LCP)—whiéfer in meaningful ways. The LCP
group, whose etiology is closely linked to neglectfarenting and neuropsychological
deficits, most often continues their antisocialdebr throughout their life course. AL
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offenders, on the other hand, are involved in anteéd behavior only for a short while,
usually spanning no longer than adolescence. Tbigpgmimics their LCP peers and
engages in a normative, short-lived form of anieldoehavior due to a “maturity gap”
that stems from the restrictions of adolescencetlamdesires of adulthood. Nearly all
AL offenders eventually cease their antisocial v&rawhereas most LCP, who are
“few, persistent, and pathological,” continue (Mtifét al., 2002, p.180).

Combining the views of static and dynamic theorigsological theories (1993;
see also Patterson & Yoerger, 1993) propose tlfateit types of offender are
differentially influenced by romantic involvemeiithey maintain that LCP offenders are
unlikely to experience change due to intimate r@feships and are instead likely to
transform such factors into factors that contridoteffending (see also Hausmann et al.,
1984). Indeed, it was originally argued by Mofthiat only the AL group has the ability
to benefit from conventional pathways such as ragei However, since her articulation
of the dual-taxonomy, she and colleagues (Wriglal.eR001) have proposed an
argument of “life-course interdependence” that isdas with her original proposal: the
impact of relationship involvement is more manifiestthose in the LCP group.
Essentially, this position posits that “those watv self-control,” such as LCP offenders,
“may have “more room to change” through stable rage than those with high self-
control” (Doherty, 2006, p. 811). Some scholarsehsimce found that the argument of
Wright and colleagues is valid (e.g. Blokland & Niebeerta, 2005), while others have
found that it is not (e.g. Doherty, 2006; Moffitta., 2002). As it stands, though, there is
no empirical consensus on the matter of whethécsekrol moderates, positively or
negatively, the impact of relationships on crime.
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ROMANTIC RELATIONSHIPS AND CRIME

The divergent conclusions of static, dynamic, aiublogical theories indicate
that the relationships-crime nexus warrants susthiheoretical attention. Of the recent
efforts that have assessed the implications ofioglships, most have directed attention
to marital relationships (King, Massoglia, MacMilla2007; Sampson & Laub, 1990;
Sampson & Laub, 1993; Laub, Nagin, & Sampson, 19a8npson, Laub, & Wimer,
2006). Attention to marriage is not new (e.g. Cav&62; Knight, Osborn, & West,
1977), but Sampson and Laub’s (1990, 1993) devetopiof the age-graded theory of
informal social control in the early 1990s is whatre the contemporary literature on
marriage its momentum. Their analysis of the Glugata determined that marriage
steers crime-involved youth onto a more conventipathway in adulthood (Sampson &
Laub, 1990, 1993). Sincerime in the Making, Laub and colleagues (1998) furthered the
research on marriage by assessing the importametatibnship quality, ultimately
finding that “good marriages” are most instrumemaleductions in crime. Tests of the
Glueck data also have shown that marriage sigmifigaeduces criminal behavior
(Sampson et al., 2006). Conclusions that suggestaga can “knife-off” an offender’s
past have arrived via both qualitative analysesr(da, 2001; Laub & Sampson, 2003)
and various quantitative analytic techniques (keb@l., 2007; Laub et al., 1998;
McGloin et al., 2011; Sampson et al., 2006).

Sampson and Laub’s early work spawned the conteampbterature on marriage
and crime, but it was their efforts a decade Ittat reinvigorated this line of research. In
Shared Beginnings, Divergent Lives, Laub and Sampson (2003) maintained that empirical
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attention should move beyond examining the dir6fleceof marriage and instead aim to
better understand the mechanisms that accourfidanarriage effect. The next section
details the various causal pathways that they dsall Understanding how marriage
leads to desistance is paramount to the currepgirfor two main reasons. First, there is
a paucity of research on nonmarital relationshspsjnderstanding what is known about
the marriage effect can be used to develop thewiguch relationships. Second, because
little theoretical work has expounded the potentiglications of romantic dissolution,
explicating the causal processes underlying roraataibility can aid in forecasting

breakup effects.

Mechanisms Underlying the Marriage Effect

The first mechanism underlying the marriage-crielatronship is that of social
bonds (Sampson & Laub, 1993; Laub et al., 1998pL&BEampson, 2003). It posits that
changes in crime do not stem from involvement imrrage. Rather, changes in crime are
the product of the quality and strength of thaatiehship (Laub, Nagin, & Sampson,
1998; Maume et al., 2005). Indeed, it is the extéihe investment in a relationship and
a partner that is responsible for this relationsApinvestment and attachment grow,
there is more to lose by engaging in crime. Theegfoffenders who value their
relationship have an incentive to refrain from bedbis that put it at risk.

The second mechanism was developed by Warr (1988)pnoffered that it is
likely the marriage effect is more complex thanvmasly conceived, and that it may
influence crime indirectly through changes in roatactivities. Warr’'s proposition was
ultimately supported when he determined that mgerlawers crime by reducing the
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time that individuals spend with friends and miremg peer influence. Relatedly,
Osgood and colleagues’ (1996) finding that unstmgxt socializing increases
delinquency provides further support for this relaship insofar as time spent outside a
relationship is less structured than time speat fielationship. In essence, then, evidence
suggests that the lifestyle changes that oftenviotharriage, such as increased time
spent at home with a partner, result in conventitorans of behavior by reducing the
influence of peers (Maume et al., 2005).

In addition to bonding and routine activities, Sampand Laub (1993) also
suggested that relationships may result in dimadstrime due to the direct control that a
romantic partner exerts over an individual. Themefthe effect of marriage is a product
of spouse’s monitoring behavior. There are likeffedences between the direct control
that was exhibited in marriages fifty years ago tnu$e occurring today given changes
in gender, educational, and occupational norms. Ware far more likely to be
employed today, and are thus contributing morééar family’s economic stability. As
such, they spend much less time at home, on avdragentemporary society. Less time
spent at home means less monitoring of a spous@avior, and dual incomes equates to
less pressure (and control) on men to be a soledao Whether these relationships are
true of economically disadvantaged populationsusstjonable, however, as full-time
employment is less likely among women in such gsoljevertheless, research that has
assessed the influence of social control withiatrehships remains sparse (see however
Laub & Sampson, 2003; Sampson, Laub, & Wimer, 2086}he validity is this

particular mechanism has yet to be established.
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The final mechanism that has been proposed to atéouthe impact of
relationship on crime concerns cognitive changekidentity transformations (Maruna,
2001; Giordano et al., 2002). Marriage “can chamge's sense of self’ and lead to
“getting serious” and becoming adult (Laub & Sampx003, p.43). Cognitive
transformation also suggests that marriage doesxtobit a direct effect on crime, but
rather indirectly serve as a “hook for change” {hralvides offenders with the means
necessary to move away from their criminal lifest{Giordano et al., 2002, p.992; see
also Siennick & Osgood, 2008; Simons & Barr, foaiming).

In addition to the aforementioned mechanisms, schdlave recently proposed
that the effect of relationships is contingent ugonial learning processes (Capaldi, Kim,
& Owen, 2008; Knight, 2012; Moffitt et al., 2001hRe-Louie & McMahon, 2007,
Simons et al., 2002; van Schellen et al., 2011; #@od et al., 2002). Assortative
mating and homogamy may lead offenders, espedctadlse with low self-control, to
form a relationship with a partner who is also satial. A relationship involving two
antisocial partners is not as likely to exhibitratpctive influence directly or via
attachment, monitoring, or control, and is als@ ldsely to encourage identity
transformation. Instead, antisocial partnershigsbaund to introduce more problems
into an individual’s life. Simons and colleague®@2) found evidence of this with their
finding that ties to an antisocial partner resalbheightened delinquency (see also Moffitt
et al., 2001). Further, van Schellen and colleag®@%$1) recently concluded that
offenders who marry are more likely to do so withaatner who is antisocial, which
thereby undermines the protective impact of maeridgt has traditionally been
identified. Another of their recent studies yieldaddence that suggests marriage to an
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antisocial spouse is “indistinguishable from siigled” (van Schellen, Apel, &
Nieuwbeerta, forthcoming, p.15 of 23).

In summary, there are a variety of mechanismsthae been proposed to
account for the marriage effect. To be sure, atteft to a romantic partner, restructured
routine activities, social control, and identitgrisformations all have the potential to
steer married offenders into a more conventior@géttory. Additionally, research has
recently focused attention to the import of parttearacteristics. The conclusions of this
work indicate that the influence of the proposedsah mechanisms depends on whether,
and to what extent, a partner is antisocial. Ifaanmage involves two antisocial partners,
it is likely that some of the proposed mechanissush as social control or changes in
routine activities, will not be at work. That saide important question for the purposes
of the current work is whether these mechanisnsaply to nonmarital partnerships.
Accordingly, the following section will discuss thelevance of the proposed
mechanisms for cohabitive and dating relationshipss review is also meaningful
because it sets the stage for hypothesizing thenpat effects of relationship dissolution
among different relationship types given thatdittheory has centered on that

phenomenon.

Applying the Mechanisms to Nonmarital Relationships

There are two primary reasons for understandinghenehe previously reviewed
causal mechanisms for marriage also apply to natetheglationships. First, and
foremost, the institution of marriage has undergsigaificant changes over the past fifty
years. Approximately 60% of 18-29 year olds wereriad in 1960; by 2010, that
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number had plummeted to 20% (Cohn et al., 2011)s Ttiere is evidence to suggest
that a focus on the effect of nonmarital relatiopstduring this age-range is more
fruitful. In addition to the marriage decline, imcaration rates have skyrocketed since the
mid-20d" century and this expansion has had dire sociaemurences (Clear, 2004). One
such consequence of incarceration is the efféegthad on marriage formation
(Huebner, 2005, 2007; Lopoo & Western, 2005; seecher Apel et al., 2010 for
findings from the Netherlands). Indeed, a growingypof literature conveys that
individuals who have been incarcerated experierfee lawer likelihood of marrying.
Given that marriage is less likely among this papiah, it should follow that attention
shift to the nonmarital relationships that they aternatively involved in, and that are
now the most common relationships during “emergidglthood” (Amato et al., 2007;
Arnett, 2004; Cherlin, 2009; Cohn et al., 2011

In general, research that has examined the infRiehtcohabitive” and “non-
cohabitive” relationships (Seltzer, 2000; WaiteQ@Don crime during emerging
adulthood is relatively scarce (Capaldi et al.,09orney et al., 1995; Simons & Barr,
forthcoming; Simons et al., 2002). The little ewide that has amassed indicates that
these relationships have mixed effects on crimeirfstance, Capaldi and colleagues
(2008) recently found that nonmarital relationshipsluding cohabitation and dating,
resulted in lower levels of offending among a camgerary cohort of at-risk men.
Further evidence of a protective cohabitive effeas uncovered by Duncan and
colleagues’ (2006) assessment of licit and illidtitg use and Sampson and colleagues’
(2006) examination of crime, but the effect wasa®strong as that for marriage in
either study (see Savolainen, 2009 for finding gfeater cohabitation effect from a
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Finnish sample). On the other hand, other stuches kdetermined that living with a
girlfriend is associated with higher levels of offitng (Horney et al., 1995), or that
cohabitation exhibits no influence at all on selported offending (Lonardo et al., 2010).
Thus, the few empirical tests that have been peddrtell us that there is some variation

in the effect of nonmarital relationships on crime.

Attachment/Bonding. Do the various causal mechanisms proposed by aadisampson
(2003) apply equally well to nonmarital relationss? The answer to this is not as
straightforward as would be expected. Of the varimechanisms underlying the
marriage effect, attachment/social bonding is tlestdifficult to make sense of due to
the heterogeneity of stability and levels of attaent in nonmarital relationships. While
there is an increased level of social control twamhes with cohabitation, such living
arrangements are not necessarily indicative ohareased level of relationship quality,
commitment, or stability (Brown & Booth, 1996; Krem, 1999; Stanley, Whitton, &
Markman, 2004). However, some research suggedtthédre are few differences
between cohabitation and marriage when cohabitidiyiduals intend to marry (Brown,
2004). Cohabiters who do eventually marry, howetreport more happiness with and
less instability of their relationships...and few&adjreements” compared to individuals
who continue cohabiting long-term (Brown, 2004)tibg relationships, on the other
hand, may involve high levels of attachment andéloMcCarthy & Casey, 2008) and
are more likely to last longer than a year thary there in the 1950s (Waite, 2000).
However, they are also likely to be characterizgdransiency, a lack of commitment,
ambiguity, and low levels of attachment (CrouteB&oth, 2006).
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Not surprisingly, research has recently suggestat] in contrast to marriage,
what is most important to understanding the infaegeaf nonmarital relationships is their
overall quality (Giordano, Schroeder, & Cernkovi2d07; Giordano et al., 2010; Simons
et al., 2002; Simons & Barr, forthcoming). Simomnsl 8arr (forthcoming, p.3) propose
that this is the case because “while the institubbmarriage may foster a more
conventional identity regardless of relationshiglgy, only highly gratifying nonmarital
romantic relationships would be expected to prodhiseeffect.” In other words,
marriage may influence behavior irrespective oflitpyavhereas the influence of
nonmarital relationships is more likely to be cdiwtied by the extent that an individual
“values” and is therefore invested in a relatiopsfiherefore, it should follow that there
will be considerable variation in the effect of abitation and dating. Cohabitation’s
influence will likely depend on whether the unioasMormed as a precursor to marriage
(premarital cohabitation), “solely for practicabsons” (uncommitted cohabitation), or as
a long-term alternative to marriage (committed dotagion) (Arnett, 2004, p.108-109),
while the influence of dating relationships will Bependent upon whether they involve
strong emotions (i.e. love) and sexual intimacy Qdhy & Casey, 2008). Overall, it
seems the evidence suggests that nonmarital nesaijos have the potential to influence
crime much the same way marriage does, but thatrtbeessarily require higher levels

of commitment and quality than marriage.

Routine Activities. There are likely to be differences between nontaarlationships
and marital unions when it comes to routine agéisiand social control. However, what
is known about cohabitation and dating relationsigads to differing expectations in
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regard to these mechanisms. Because cohabitatiolv@s co-residency there is a greater
likelihood that such arrangements will be assodiatgh high levels of partner
monitoring, which increases the probability of iaatactivities being altered. According
to Brown (2004, p.16), interaction with a partreunlikely to change when cohabiters
enter into marriage, indicating that levels of abcontrol are comparable in these
relationships. To be sure, most evidence sugdgestsohabitation may affect crime
through increased social control and monitoringastners to “minimize...health risk or
legal penalties” (Duncan et al., 2006), which copsstly reduces the time that partners
spend with problem peers (see Brown & Booth, 18énley, Whitton, & Markman,
2004; Warr, 1998). Support of for this notion ig naiversal, however, given Horney
and colleagues’ (1995) determination that livinghva girlfriend is associated with
higher levels of self-reported offending.

Dating relationships are unlikely to exhibit thereadegree of social control as
cohabitive relationships and are thus less likelseduce exposure to delinquent peers.
Obviously, dating does not entail residence witbraantic partner, so there is little
monitoring that takes place outside of the timé th@aurposively spent together. In fact,
rather than reduce exposure to peers, there igmesdthat nonmarital dating
relationships increase socialization that inclualeshol (Engels & Knibbe, 2000),
consequently leading to a greater likelihood ofsaaial behavior (Fergusson &
Horwood, 2000). Taken together, the key differenndbe functioning of cohabitive and
dating relationships suggest that the former m@atnip type is more likely to reduce
crime through heightened social control and redastin delinquent peer exposure. In
fact, it is probable than cohabitive unions exhibgirotective effect via these mechanisms
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that is similar to that found for marriage. Howeusgcause “individuals concede to the

wishes of their romantic partner to the extent thay possess an emotional attachment
to the person and therefore strive to avoid actibaswould jeopardize the relationship”
(Simons & Barr, forthcoming, p.4), dating may a¢sdibit an effect through these

processes, although it is not nearly as likely wpariners do not co-reside.

Cognitive Changes. There has been little attention to whether nonmalargiationships are
as likely as marital relationships to motivate atiga transformation and identity change
(Maruna, 2001). There are, however, reasons te\ueethat such change is not only
possible, but likely (see Fisher, 2004). Indeedhhevels of intimacy and attachment are
not features limited to marital relationships; tlaso characterize most cohabitive unions
and many dating relationships as well. As suchmakes sense that these relationships,
when highly valued, have a chance to evoke posideetity changes that serve as
“hooks for change” and encourage individuals tastésom crime (e.g. Giordano,
Cernkovich, & Rudolph, 2002).

Recent tests of cognitive shifts have been conduzyeSimons and colleagues
(Simons & Burt, 2011; Simons & Barr, forthcominy)ost recently, Simons and Barr
(forthcoming) found that the quality of nonmaritamantic relationships was associated
with changes to the “criminogenic knowledge struetihat many offenders are bound
by (Simons & Burt, 2011). They determined thattieleship quality led to a decrease in
offenders’ hostile view of people and relationshiggncern with immediate gratification,
and cynical view of conventional conduct norms (@ & Barr, forthcoming). In fact,
this change in cognition accounted for close to 49%elationship quality’s effect on
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crime and brought the effect of deviant peers to-significance. Thus, despite limited
evidence, nonmarital relationships also appeaat@ lthe capacity to serve as hooks for
change when the quality of relationships is higlot@ano et al., 2002). Thus, it appears
that cognitive transformation is not a phenomenaique to marriage ( see also

Giordano, Schroeder, & Cernkovich, 2007).

ROMANTIC DISSOLUTION

The previous review of the mechanisms that accfuurthe effect of relationships
on is crime useful because it aids in the developraktheory concerning the
implications of romantic dissolution. To date, oalyew efforts have focused attention to
what happens when relationships dissolve, and ofdeat knowledge is on the effects
of divorce. Given the decline and delay of marriageecent decades (Cohn et al., 2011;
Waite, 2000), there is reason for that focus tongeaThe relationships occurring during
the early and mid twenties are now nonmarital itureg and more unstable that in any in
point in recent history. To be sure, the instapiiitat once characterized youthful
romantic relationships is now seen in relationstkiyag take place throughout the twenties
(Arnett, 2004). Given both the decline in marriagel the consequent instability of
emerging adulthood’s romantic relationships, aneusidinding of the implications of
contemporary relationship dissolution is, more thaer, a remarkably meaningful area
for empirical inquiry, especially for criminologsstvho are interested in furthering
contextualizing the field’s understanding of crioweer the life-course.

The remainder of this chapter is comprised of timas. The first part provides a
brief overview of the various sources of relatiapshstability to better understand its
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incidence. A few recent criminological studies h&weused on the implications of
incarceration for divorce (Apel et al. 2010; Lop@®estern, 2005; Massoglia, Remster,
& King, 2011), so these studies will receive speattention. The second section moves
to a review more pertinent to this dissertationsus by reviewing the literature on the
emotional and behavioral effects of relationshigaiup. Only a hint of attention has
focused on the effects of breakup on crime, soatte will center mostly on

dissolution’s effect on behaviors that are analegoucrime (e.g. substance use). The
third and final section highlights the various ausechanisms that Larson and Sweeten
(2012) recently hypothesized likely account for th@sequences of romantic dissolution.
After discussing those three mechanisms, the sectases by discussing two additional

considerations that must be made by research oamnerdissolution moving forward.

Sources of Dissolution

There are a variety of factors internal to romargiationships that increase their
chances of ending. In one of the landmark studie¢lis area, Simpson (1987) arrived at
a number of important findings. He found that parships that entailed greater
satisfaction, closeness, and investment wereilesly to end (see also Felmlee et al,
1990). Moreover, he determined that romantic diggm is significantly more likely if
either partner believes that alternatives are hgadailable. Research in this area has
also indicated that bi-racial couples also facaigelevels of relationship instability
(Felmlee et al., 1990) and that dating violencal$® an important risk factor (Lewis &
Fremouw, 2000). Despite the value of these conmhssinone come as a surprise.
Relationships that are strong, healthy, valued,emttliring are unlikely to end.
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There are also important factors external to retestips that can cause romantic
dissolution. Within the criminological literaturecarceration has been shown to
deteriorate romantic relationships. The effectsoérceration have only been tested
using marital relationships (Lopoo & Western, 200&ssoglia, Remster, & King, 2011),
but the evidence from these confirms that relah@shave little chance of surviving
incarceration. In fact, men who are incarceratqeeaence marriage failure at a rate
three times higher than their non-incarcerated t@part (Lopoo & Western, 2005).
More recent evidence from Apel and colleagues (20a6firms the effect of
incarceration on divorce, and shows that the “¢ffesubstantively large and grows with
the passage of time, persisting for up to 10 ykdiswing first-time imprisonment”
(p.292). Finally, the most recent test of this eiffey Massoglia, Remster, and King
(2011) focused attention why incarceration has such dire consequences for agasi
They proposed that there were two potential aversiggna and separation. Using the
NLSY79, they determined that incarceration incrdatigorce because partners were
forced to be separated for significant amountsneé t which limits both physical and
emotional connection. Furthermore, “the incargderadf a family member causes a
number of hardships...stress, financial problems,iaciase household
responsibility...that are detrimental to relationsiifMassoglia et al., 2011, p.148).
Importantly, the authors also pointed to the faat 80 percent of marriages dissolved
post-incarceration as evidence that partners medgngo changes during incarceration,
and that reentry into the household post-releaagpentially tumultuous process.

These literatures show that the dissolution ofti@hahips can occur for a variety
of reasons, which involve factors that are botbnmal and external to relationships.
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Given that the current work focuses on a sampbg-ofk youth, the finding that
marriages end at a higher rate when hit by incatimar is especially meaningful. Also
important is that scholars have noted that thecetiEincarceration on other relationship
types needs to be addressed. In fact, Apel e2@LQ, p.293) examined a cohort from the
Netherlands, their suggestion applies to samptes the United States: “We should
gualify our conclusions by drawing attention to wrned cohabitation as a growing
living arrangement in the United States” that is f®rmative that is has even become a
substitute for marriage.” Accordingly, nonmaritalationships of both the cohabitive and
non-cohabitive variety need to become a centrasidanation in future research. The

present effort is a step in that direction.

Emotional Effects of Romantic Dissolution

While thecauses of romantic dissolution have received impressivgpieical
attention over the years, that attention has biedted relative to theffects of
dissolution. In general, this research overwhelhyisgows that “few experiences in
life...are capable of producing more emotional dsgre@nguish, and suffering than the
dissolution of an important relationship” (Simps@887, p.683). Indeed, the emotional
and mental consequences of relationship instatdiggolution are many and the
literature in this area has elucidated that facmBntic dissolution is a phenomenon that
spares few people (Baumeister et al., 1993) acd<sh plethora of difficult emotions
(Baumeister et al., 2001; Fagundes, 2012; Fiedd. e2009; Fisher et al., 2010; Monroe
et al., 1999; Perilloux & Buss, 2008). It is assted with an increased likelihood of
suicide and the onset of major depressive disqiMenroe et al., 2010) and emotional
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distress, including anger, anxiety, and irritat{®ark et al., 2011). It also contributes to
the increased incidence of mood disorders (Overbeak, 2003). Furthermore, research
on dissolution has also revealed that the ternmonaif a relationship is associated with
physical pain and has the potential to elicit fagdi that are comparable to cocaine
withdrawal (Eisenberger, 2012; Fisher, 2006).

Not all bouts of relationship instability are folled by negative emotions,
though. According to Simpson (1987, p.690), “theeleof intrinsic investment,”
particularly attachment and duration, “should fasieemotional distress.” The perceived
ease of finding a new partner should also havdfanten post-dissolution distress, with
individuals who are not confident in their abilttydo so being far more vulnerable to
emotional distress. Thus, the effect of relatiopshstability is highly dependent on
which partner chooses to terminate a relationshii, individuals who are left by their
partner being affected by a more intense arrayraiton (Mitka & Bloom, 1980).

Jointly, the findings of this literature lend crede to the work of Baumeister and
colleagues (2001), who found that the influencbaif events is greater than positive
ones. That specific conclusion in mind, it seenas évents such as relationship
termination affect an individual's life, and potidlly life-course, in a manner that
overshadows the effect of positive experienceshéuiing the significance of
criminological work shifting its lens to the insthty of relationships. This is an
important consideration for research interestedghiderstanding the various implications

of relationships.

Behavioral Effects of Romantic Dissolution
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While criminological attention to the instability mmantic relationships is
lacking, there is evidence that relationship teation is associated with various
antisocial behaviors, including alcohol and substause as well as stalking and
unwanted pursuit behaviors post-dissolution (Davial., 2003; Fleming et al., 2010;
Smith et al., 2012; Leonard & Rothbard, 1999; Rarél., 2011). Further, there is
evidence that relationship termination is assodiatith heightened levels of aggression
(Baumeister et al., 2001; Fisher et al., 2010) eBesh on substance use subsequent to
relationship dissolution shows that there is amdase in both alcohol consumption and
drug use (Fleming et al., 2010). However, thereatse studies that find that substance
use following relationship termination is dependagmbn the characteristics of a partner
(Smith et al., 2012). For instance, individuals véxperience the termination of a
relationship with a problem drinking partner showeductions in their drinking
behavior, whereas those who had a relationship avighrtner did not abuse alcohol
experienced increased frequency of drinking antidrid¢evels of consumption. This
research suggests that ending a relationship ismeérsally damaging and, in some
cases, may result in prosocial behavioral adjustsndinis possibility needs to be
assessed within studies on relationship instataly criminal behavior.

In addition to relationship instability being assded with changes in substance
use, it is also linked to aggression (Leary & Sgein 2001; MacDonald & Leary, 2005).
Indeed, research has found that experiencing #edba meaningful relationship, or
“hurt feelings,” can cause a physiological respahs¢ includes anxiety, higher blood
pressure, and aggressive behavior. The aggresgbstems from romantic dissolution is
often accompanied by a desire to hurt the persanintfiicted the harm, which, in some
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cases, results in serious violent behavior (Leaiypinger, 2001). Furthermore, “those
individuals who kill their spouses usually do saidg periods of perceived or actual
abandonment” (MacDonald & Leary, 2005, p. 214;Ba#on, 2002). This in mind,
there appears to be cause to believe that rel&ijptsrmination may be more strongly
associated with certain types of offending tharerth

Finally, a paucity of work has examined the impzfatelationship dissolution on
crime. The most recent of this work focused on tabrelationships, however. For
instance, irCrimein the Making, Sampson and Laub (1993) concluded that marital
instability was associated with subsequent incieasantisocial behavior. More
recently, Van Schellen (2012) also found eviderfce @ivorce effect. The effect,
however, was “only found for offenders who divor@don-convicted spouse” (van
Schellen, 2012, p.143). For offenders who divor@egouse who was also criminal there
was no notable increase in offending.

In sum, while some work has indicated that relaiop dissolution can be a
“relief” (see Rhoades et al., 2011), the bulk afiemce has pointed to starker outcomes
that entail deleterious emotions and problem beiravNevertheless, the evidence that
exists on relationship dissolution’s effect on aim sparse. Only a small handful of
studies have examined this phenomenon’s relevancentinological theorizing, and all
but one of these few works has assessed the imiphsaof marital dissolution (see
however Larson & Sweeten, 2012). As such, giverchanges to the institution of
marriage, the rise of emerging adulthood (alondpvig inherent instability), and the
consequent extension of adolescence (see Moffitt €2002; Massoglia & Uggen,
2010), future efforts should concentrate on impngwur understanding of the
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implications of nonmarital relationship dissolution

Mechanisms Underlying Romantic Dissolution

Research on romantic dissolution and crime, esiheaimong nonmarital
relationships, is seriously lacking. Recently, heare Larson and Sweeten (2012)
proposed three potential mechanisms through whieh believe relationship dissolution
is likely to contribute to offending. The mechanssthat they suggested might be
responsible for the “breakup” effect included straocial control, and delinquent peer
exposure. This final section reviews these mechaend also examines whether they
are equally likely to apply to cohabitive and dgtmelationships. The section closes with
a discussion of a few other important consideratihiat must be made in future work on

relationship dissolution and crime.

Strain/Negative Emotionality. First, general strain theory suggest that the dbss
positively valued stimuli will be followed by negat emotions that could lead to crime
(Agnew, 1992). The negative emotions that are kntmafiollow relationship instability
may cause an individual to cope via criminal bebaer some form of substance use in
an effort to escape the source of their adver@ityen the research that has assessed the
emotional and behavioral effects of breakups, austh not be surprising that crime may
be an outlet for the scorned to escape their amgeustration.

Do cohabitive and dating relationships endure #mesdegree of strain when
they reach their end? In fact, evidence suggeatsthhabiting relationships may be more
difficult to terminate than dating relationships@n the “inertia” that is involved
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(Rhoades, Stanley, Markman, 2010; Stanley, Rho&@dEg)cham, 2010). Inertia in
cohabitive unions is conceivably stronger thas for dating relationships because of the
shared obligations and responsibilities that contle eo-residence. Like marriage,
cohabitive unions more than likely involve shargghficial commitments. When
relationships end, it is probable that financiaéss accompanies the breakup. For
example, cohabiting couples often pool resourags) as payment for rent, utilities, and
groceries (Kenney, 2004), which is good indicatioat these relationships are not
financially stable. Thus, irrespective of attachisefinancial burdens stemming from the
dissolution of cohabitive unions have the potertbgiroduce more strain than that
occurring within dating relationships.

Furthermore, co-residence, on average, is likegntail higher levels of intimacy
and commitment than dating relationships (StarfRhgades, & Markman, 2006).
However, assuming that this relationship exisigoientially problematic because dating
relationships often involve intense emotions am¥él’ (McCarthy & Casey, 2008;
Giordano et al., 2010). Moreover, there are a tyanécohabitive unions, including
nonmarital, committed, and uncommitted, that ineoharying levels of attachment and
commitment. The weaker the investment in a relatigm the less likely it is that there

will be problematic levels of strain.

Delinquent Peer Exposure. Second, Larson and Sweeten (2012) suggested thateo
activities might change following the terminatiohaorelationship in a manner that
increases exposure to problem peers. Simply prelationships usually encourage
romantic partners to spend less time with theirpeespend more time with their
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partner (Warr, 1998), it is likely that effect diggears when individuals are no longer
romantically involved. Therefore, romantic instalgimay affect criminal behavior by
increasing unstructured socializing and time spatit delinquent peers.

Do cohabitive and dating relationships experieheesame changes in routine
activities when they dissolve? Contrary to differesin strain that are likely to follow
relationship dissolution, there are no theoretieakons to believe that changes in
delinquent exposure post-dissolution will differ@mg cohabiters and daters. That said,
however, there are likely theoretically meaningfifferences in delinquent peer
exposure while relationships are ongoing, with dabeing more likely to be actively
involved with their social network. If they aregthmay spend some more time with their
peers post-breakup, but the increase in the priopoot time spent with peers will
probably be greater for cohabiters given the agldigti changes they experience (i.e.
partner moving out of the home). As such, it iglykthat change in exposure to
delinquent peers post-dissolution will increasenanal opportunities for cohabiters more

than it would daters.

Informal Social Control. Third, and finally, findings on the importancesafcial control
and the monitoring of behavior by a romantic partmeuld suggest that relationship
instability may be followed a diminished level afcgal control (Laub & Sampson, 2003;
Sampson & Laub, 2003; Warr, 1998). That is, rontapdirtners will no longer monitor
the behavior of their partners after their relasioip has ended.

Do cohabitive and dating relationships experiemegla changes in the extent of
social control post-breakup? Similar to changegeinquent peer exposure, this
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relationship is uncertain. Again there is reasobeleve that the reduction in social
control after a breakup will have differing effeéts cohabiters and daters. On the other
hand, however, the relative change in social cotitiad cohabiters experience will be
greater than daters because they lose the momgytthrat follows residing with a partner.
The question again becomes whether a comparatgher level of freedom post-
dissolution for cohabiters is more meaningful thiamloss of social control that daters
experience. This relationship is unclear, but githenvarying magnitude of the change
that each group experiences, there is reason pesuthat the lives of cohabiters will be

more strongly impacted post-dissolution

Further Considerations. In addition to the causal mechanisms proposeddrgdn and
Sweeten (2012), it may be the case that the effaelationship dissolution on criminal
behavior is dependent upon other factors as wiedit, F§iven the research that has
amassed concerning the effect of antisocial pastoercrime, there is reason to suspect
that the effect of breakup will differ when it inves an antisocial partner. Second, the
relationship that has been found between romarggotlition and aggression indicates
that such experiences may affect changes in ceyp@s of crime more than others (e.g.
aggressive, income, etc.) (MacDonald & Leary, 2005)

As discussed earlier, the effect of a romanticti@hship is often dependent upon
whether a partner is also antisocial (Simons eR8D2). This literature informs us that a
protective impact of relationships is unlikely ese cases, and, in other, cases, such
relationships serve as a risk factor for increasede. Given these findings, the effect of
relationship dissolution among an antisocial cowoleld go three ways. First, studies
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have indicated that antisocial relationships ateeaithy, conflicted, and volatile, so the
termination of such a relationship could lead teealthier, less conflicted lifestyle, and
thus less crime. Second, it may be that case theoaial relationships are not
characterized by high levels of attachment or itmest (see Giordano et al., 2010 for
evidence against this possibility). In these relahips, it may be that the effect of a
breakup would be null and not influence an indialgicriminal behavior post-
dissolution. Third, and finally, it could be thaettermination of an antisocial
relationship leads to increased crime. Indeed,inahrelationships could be
characterized by high levels of attachment andire@shigh levels of strain when they
dissolve (see Giordano et al., 2010). If that es¢hse, it may be that relationship
termination is a good thing for some at-risk indivaéls and a bad thing for others.

Lastly, the impact of relationship instability onme may depend on the nature of
the offense under study. Psychological literatwae found that individuals who are
affected by an event such as the dissolution ofreantic relationships often experience
heightened levels of aggression following the eykaary & Springer, 2001; MacDonald
& Leary, 2005). If this is the case, it could batthelationship dissolution is more

strongly related to aggressive forms of crime tim@mome or property crime.

SUMMARY

There have been notable changes to the naturéatibreships that take precedent
during emerging adulthood due to the decline aralydsf marriage over the past fifty
years. As stated in recent criminological work elationships (Capaldi et al., 2008,
p.268), “A focus on the institution of marriage...seeless relevant for contemporary
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theorizing regarding persistence and desistancermk.” This work embraces that
position. In addition, it attends to the fact bttht incarceration and crime have
increasingly kept disadvantaged emerging adults/dwan the aisle. Lastly, and most
importantly, it acknowledges that the relationstopsurring during the late-teens and
twenties are more unstable than they have beemygiant in history, and calls attention
to the implications of this instability for crimihbehavior

Moffitt and colleagues (2002) pointed to the perd@&merging adulthood and
noted that it is possible that there has been tansion of the “maturity gap” associated
with temporary offending (see also Uggen & Masso003). Given this argument, it
could be that relationship dissolution in emergaagilithood serves as a “snare” that
results in continuity in offending during a timeatthas traditionally been characterized
by declines in crime. In fact, Capaldi and colleag)(2008, p.268) recently pointed to the
significance of such a question: “...as Thornberi§0&) points out, the movement
toward desistance seems to start for many peopleaatively early age, before
marriage, work, and family, which have been hypsiter as key to
desistance...Perhaps, rather than predicting desestéimee more compelling task is to
explain why some prior offenders persist in crimaher than following the usual
developmental pathway of desistance.” Accordintflg, present work extends
criminological research on crime by examining nontahrelationship dissolution to
determine whether it has any bearing on contindkshding throughout the emerging

adulthood stage.
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Chapter 3
DATA AND METHODS

OVERVIEW

This chapter is comprised of three sections tkatdbe the data, measures, and
methods employed throughout the current work. Tilsé &f these sections highlights the
Pathways to Desistance project, focusing atteritbdhe characteristics of the Pathways
participants and the various sampling techniquaswiere used to collect the data. The
current project is the first to make use of thehRalys to Desistance data specifically for
the purposes of investigating the potential impiaas of romantic involvement for
crime during emerging adulthood. Section two disesghe set of measures that are used
throughout this study. More specifically, it higitlits the operationalization of the key
outcome and independent variables, as well as dutay of control variables that are
also meaningful. The third and final section oktbhapter centers on the analytic
strategy that guides the current work. Here botaédieffects and random effects models
are discussed, which are the statistical techmoost appropriate for this study’s interest
in estimating within- and between-individual chasige crime associated with

relationship dissolution.

DATA
Sample

The Pathways to Desistance study is a prospeexiamination of 1,354 serious
juvenile offenders navigating the transition frodokescence to emerging adulthood. The
goal of the Pathways project, which began interingwparticipants between 2000 and
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2003, is to “elucidate how developmental processasal context, and intervention and
sanctioning experiences affect the process of @desie from crime” (Schubert et al.,
2004, p.238; see also Mulvey, 2004). The young sn@e= 1,170) and females (n = 184)
involved in the investigation are predominatelyiédn American or Hispanic (74.9%),
and were adjudicated in one of two jurisdictionisild&lelphia, Pennsylvania (n = 700) or
Phoenix, Arizona (n = 654). Youth qualified for papation in this study if they were 14
to 17 years old when they the committed the felonthe serious property, weapon, or

sexual misdemeanor of which they were adjudicated.

Procedures

Roughly 10,461 juveniles between the ages of t¥1&nyears were processed in
Philadelphia and Arizona from November of 2000dnubry of 2003 (Schubert et al.,
2004). Of these cases, 1,272 were unresolved 88@ Byere not found guilty of a felony
or an eligible property, weapon, or sexual misdemeaGiven this attrition, 3,807 youth
were adjudicated on an eligible charge, but onDP& were approached to participate in
the study. The non-attempted cases (n = 1,799) @aleded due to various operational
issues. For instance, given that so many youtimamdved in the justice system for drug-
related crimes, the study capped the proportiamales with such offenses to 15 percent
of the sample in an effort to maintain sufficieetérogeneity. Accordingly, “the enrolled
adolescents are offenders with sufficiently serichigrges and histories to be relevant for
policy discussions yet heterogeneous enough tage@vpicture of the relative impact of
interventions, sanctions, and life changes” (Muh2§04, p.211). In the end, 67 percent
(n = 1,354) of the juveniles who were approachegktticipate in the study enrolled.
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There are a handful of statistically significaiftatences between the adjudicated
youth who opted to participate in the study ang¢éhaho did not (see Schubert et al.,
2004, p.249). For example, enrolled youth wereawarage, 15.9 years old when they
were adjudicated, compared to non-enrolled youtb whre 16.1 years of age. The
enrolled youth also had more prior petitions tHarton-enrolled group (2.1 versus 1.5).
Additionally, study participants were more liketylte female (14 percent versus 9
percent) and white (25 percent versus 20 perceuat)ess likely to be African American
(44 percent versus 49%). While these differencesbustatistically significant, they are
not concerning from a substantive standpoint.

Importantly, the males and females in this stuéyannvolved in either the
juvenile system or the adult system prior to tiiest interview. The interviews of the
juvenile offenders were conducted within 75 daythefr adjudication, whereas
interviews of the offenders processed in adult cavgre performed within 90 days of
their decertification hearing (Philadelphia) oraégnment (Phoenix) (Schubert et al.,
2004). Following their baseline interview, the papants were followed-up with at 6-
month intervals for their first three years in gtedy. From that point forward, they were
interviewed annually for 4 years, bringing the diara of data collection to a total of 7
years (and 10 post-baseline waves).

Each interview was scheduled based on the datehanih youth completed their
baseline interview to ensure that the interviewias done at nearly equal intervals for
all participants (Schubert et al., 2004). Moreoveltpw-up, or “time-point,” interviews
had to be completed in a specific time-frame. ineaws began 6 weeks prior to each
youth'’s target date, which was developed usingldte of their baseline interview, and

50



remained open for two months after the target datportantly, “if an interview is not
completed within 8 weeks of the target date, tlaatiqular time-point interview is
considered missed, and no further attempts are noadéerview these individuals until

the next time-point interview” (Schubert, 2004,40%

Retention

Both the time-point and cumulative retention raitbthe Pathways study are
particularly impressive. Regarding time-point rétem, 93 percent of participants were
interviewed at the 6- and 12-month follow-ups; @tgent were interviewed at the 18-,
24-, 30-, and 36-month follow-ups; 89 percent waterviewed at the 48- and 60-month
follow-ups; and 87 and 84 percent were intervieaethe 72- and 84-month follow-ups,
respectively. Hence, after 7 years of following 1h854 juveniles enrolled in the study,
the attrition rate was limited to a mere 16 peradrmiarticipants; an impressive feat for a
longitudinal study of at-risk youth.

What is more, cumulative retention rates of thtnRays study were quite high.
At the 7-year mark, approximately 86 percent otipgrants completed at least 8 of the
10 follow-up interviews (see http://www.pathwaysstipitt.edu/). Specifically, 63.3
percent completed all 10 interviews, 16.5 percemeted 9 of 10 interviews, and 6.7
percent completed 8 of 10 interviews. Most impdiftamowever, only 2 percent of the
study participants failed to complete fewer thao tallow-up interviews. This is
especially meaningful given that fixed-effects mlodgtechniques require that
participants are observed on at least two sepacai@sions (Allison, 1994; Singer &
Willett, 2003).
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ANALYTIC STRATEGY

Given the multi-wave, panel nature of the Pathwdats, the current study
employs fixed effects models to assess the imgacneantic dissolution on offending.
Fixed-effects models require that the outcome éibe measured on at least two
occasions and that the independent variable ofastdypothetically can occur during
any wave of the data that is modeled (Allison, )984portantly, fixed-effects models
only examine factors that contribute to within-widual change; they do not test for the
between-individual effects of independent variab{&snsequently, this modeling
technigue measures change within units (e.g. iddals, nations, etc.) across time. As
such, fixed-effects models require that all prestisfariables vary sufficiently across
panels. Time-invariant predictors, such as raggeader, cannot be included in fixed-
effects models given that they endure no changesadime. Any model interested in
examining the effects of time-invariant predictoeed to refer to a different type of
panel-data analysis (e.g. a random-effects modsbime form of a hybrid model), or,
alternatively, partition fixed-effects models byettime-invariant measures of interest
(e.g. location, race, gender) and assess diffesanceffects across models using z-tests

(see Paternoster et al., 1998).

Advantages of Fixed-effects Models

According to Allison (1994, p.182-183), fixed-afte models are advantageous
because they allow for the estimation and testaiencomplicated effects of events,
provide moreprecise estimates of those effects, and rule out imporéietnative
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hypotheses. Furthermore, fixed-effects models peeistimates that move closer to
causality than many other methods. Therefore,nfawtic dissolution is identified as
having an effect on offending in the current stutlg, fixed-effects approach comes
closer than other methods in determining the canestaire of that effect (Halaby, 2003).
What sets fixed-effects models apart is theiritghtib control for unobservables
(Singer & Willet, 2003; Worrall, 2010). That isxéd-effects models control for “time-
invariant unit-specific unobservables that reprépenmanent properties of units”
(Halaby, 2003, p.508). In other words, fixed-eftectodels control for the potential
influence of any time-invariant characteristics@pe to an individual that may directly
elicit change in an outcome or influence the efthat key independent variables have on
the outcome. Accordingly, the estimates that fieffe@cts models provide are precise.
Furthermore, fixed effects models take into accdb@tconsiderable dependence that
exists across panel data. Observations that aeateg on multiple occasions for the
same individuals generally do not differ signifidgracross time. Failure to account for
this serial autocorrelation in statistical modetswd produce estimates that are highly

vulnerable to identifying relationships that do egist.

Disadvantages of Fixed-effects Models

There are, however, a number of disadvantagagdd-effects models. Allison
(1994, see also Worrall, 2010) discusses threaldssdages of fixed-effects models that
he believes are most pertinent to scholars wha@e&ling among various forms of
estimations. The first downfall of fixed-effects dess is that the effects of variables that
are constant over time cannot be used. That igfteets of individual attributes such as
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gender or race cannot be modeled. In additionfitled-effects model requires that many
parameters are adjusted for, so it sacrificesieffy for consistency relative to other
types of estimation. Finally, the ordinary leastaes fixed-effects method does not
always deal effectively with the serial autocortiela (i.e. correlation of predictor with
itself over time).

Regarding the inability of fixed-effects to coritfor time-invariant factors,
Allison (1994, p.192) nevertheless asserted: “Aljiothe inability to estimate the
effects of time-constant variables may seem dagntrihose who are accustomed to
throwing everything into their models, |1 do not sie@s a substantial drawback for those
whose primary focus is on the consequences of anteWhy clutter up the model with
variables that are not of direct interest?” Indedthough time-invariant variables are not
explicitly controlled, they aramplicitly controlled for. Moreover, regarding efficiency,
Allison (p.192) maintained that the standard eradrixed-effects models are only
slightly larger than those of other estimatorsasy “loss of precision seems tolerable
when it come with potentially large reductions iagy” Finally, however, he agrees that
repeated observations across units are commornjg,lao standard errors and test
statistics can be biased. Insofar as the autoetioalof predictors is attributable to
unobserved individual differences, fixed-effectsdals do well. Yet, in some instances
fixed-effects may not sufficiently correct for aatwrelation, which thereby contributes
to biased standard errors. While Allison maintaitiest this is reason to consider other
types of models, the current study maintains th@tndicator of romantic dissolution is
correlated with unobserved characteristics to dargxthat should minimize significant
bias in the model.
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Fixed Effects Negative Binomial Models

The present study employs fixed effects negatimerhial models given that the
outcome of interest is a non-linear, over-dispesaeht variable that measures the
number of offenses an individual committed in aegiwave. Fixed effects Poisson
models are an alternative analytic option but ateemployed here. According to
Allison (2009, p.61), “the appeal of the negatiwedmial model is that the estimated
regression coefficients may be more efficient (km®pling variability), and the standard
errors and test statistics may be more accuratethose produced by such empirical,
after-the fact corrections, as the bootstrap déjaite.” Considered together, the
efficiency and precision noted above make the fixkbelcts Negative Binomial the
preferred method for this study.

Despite the strengths of fixed effects negativeiyiial models, however, there is
a shortcoming that has been well addressed intdrature. According to Allison and
Waterman (2002, p.248), the “fixed effects negativedmial model proposed by
Hausman, Hall, and Griliches (1984) is not a tied effects method.” That is, it does
not control for all stable predictors as fixed effeintend (see Allison, 2009, p.62). The
present study points to this shortcoming for pugsasf transparency and to acknowledge
the option of alternative modeling strategies thay serve as more true method of fixed

effects (e.g. random effect negative binomial msdieted effects poisson models, etc.).

RESEARCH QUESTIONS
Focus 1

The first focus of this study uses both the ananal monthly calendar data to test
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the effect of romantic dissolution on offendingamerging adulthood. Recent work in
this area determined that there is evidence ofjathee effect of romantic dissolution on
crime and substance use (Larson & Sweeten, 201®yekkr, that research did not
employ a longitudinal design, and, more importanilgs unable to address the causal
processes that may account for the dissolutiorcieffie addition, then, this section also
assesses the potential influence of a variety ahaeisms (strain/negative emotion and
peer influence/exposure) (see Laub & Sampson, 2008)osing, while this chapter
provides further understanding of how relationghigsolution may affect offending
behavior, it also provides insight into the inflgerof various intervening mechanisms on
relationship involvement, which has received lititeention in the literature to date (see,

however, Bersani & Doherty, 2013; Simons & Barrflicoming).

Focus 2

The second focus of the current study also usesaiand monthly data to test
the effect of romantic dissolution on differentrfts of offending in emerging adulthood.
It aims to decipher whether the dissolution effedtronger for particular crimes types
than others. A recent body of literature has shthamindividuals who are affected by an
event such as relationship termination are likelgxtperience heightened levels of
aggression (Leary & Springer, 2001; MacDonald &iye@2005), so it may be the case
that romantic dissolution is more closely relate@ggressive offending than income
offending. In addition to examining whether romardissolution has varying effects on

different offense types, the second focus also @xesrthe extent to which
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strain/negative emotion and peer influence/exposwediate the effect of romantic

dissolution on different offense types.

Focus 3

The third focus of the present study is on themrixto which romantic
relationship contexts and individual circumstaniofisience the extent to which romantic
dissolution is associated with offending. Given literature that has found the protective
influence of romantic involvement to be contingeapbn whether a romantic partner is
antisocial (Capaldi et al., 2008; Simons et alQ20it logically follows that the effect of
romantic dissolution may also depend on this ahdratelationship contexts and
individual characteristics. The potential modemgfiactors that are of interest to the
present study include cohabitation, having an aai#@ romantic partner, experiencing
physical and emotional forms of intimate partnetimization, and unemployment. It is
hypothesized that these mechanisms will differdgtefect the dissolution of a
relationship given the different functions and @uweristics that such relationships most

often embody.

CONCLUSION

The preceding sections make clear the interetsteo€urrent project. The
construction of dependent and independent variatdssexplained, the analytic
technique was reviewed, and the four componentsi®study were briefly explained.
Each of the following results chapter first proce®dth a more complete overview of its
theoretical focus, specific hypotheses, and thesoreanent and analytical decisions that
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are made. Together, the various aims of this pteydtcontextualize the effect of
nonmarital romantic dissolution on offending inaatiion that is found nowhere else in
the romance-crime literature. And in doing so, iit provide more insight into the
pertinence of the various causal mechanisms that been proposed in the past decade

than any study in the extant literature.
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Chapter 4
ROMANTIC DISSOLUTION AND OFFENDING REVISITED
STUDY OVERVIEW

It has become increasingly clear over the pastdietaat romantic involvement
has clear implications for criminal behavior duritige transition to adulthood (see
McCarthy & Casey, 2008). While evidence of sucleel has mounted, criminologists
have largely ignored romantic transitions, paraiciyl that of relationship dissolution.
Efforts are underway to address this gap in therditire, however. A recent study by
Halpern-Meekin and colleagues (2013) concerningefifiect of “relationship churning”
(otherwise known as on-again/off-again relationshipn physical and emotional
violence highlights increasing interest in sucmsiaons. In short, criminologists are
beginning to recognize that involvement in a megiuhromantic relationship is distinct
from the exit out of one, and that such changes are consequentialnfiberstanding
offending behavior, especially during emerging #thdd (Arnett, 2004).

This study contributes to the growing conversatiom the importance of
relationship dissolution to understanding behawgrexamining whether it increases
offending. This study proceeds with three spedifterests in mind. The first interest is
determining whether there is in an effect of romadissolution on offending behavior.
In line with two recent studies in this area (Haip®eekin et al., 2013; Larson &
Sweeten, 2012), this study hypothesizes that thlerdaof a meaningful romantic
relationship will disrupt the lives of at-risk ydutand lead to heightened criminal
behavior. Provided that relationship dissolutioar@ases offending, the study’s second
goal is to assess the extent to which two speanichanisms, strain/negative emotion
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(see Agnew, 1992) and influence and exposure tmgiednt peers (see Warr, 1998),
account for the effect. Theoretically, it is expettthat these two mechanisms will
mediate, at least in part, the dissolution-offegdielationship. The third and final goal of
this study is to determine whether the dissolubiect is more closely aligned with
certain forms of offending, net of controls for thigain and peer mechanisms. In other
words, is romantic dissolution more likely to inase aggressive offending than it is
income-based forms of offending? Incorporationhafse three goals into this study helps
the criminological literature on non-marital retatships make a necessary and important

progression.

ANALYTIC STRATEGY

The intent of this study is three-fold. First, st&blishes the effect of romantic
dissolution on within-individual change in offendiduring emerging adulthood. Second,
it assesses the extent to which two mechanismsirfstegative emotion and peer
influence/exposure—reduce the effect of romantssalution and offending. Stated
alternatively, it is interested in the extent toievhromantic dissolution mediates the
dissolution-offending association. The third andhfigoal of this study is to examine the
relationship between romantic dissolution and ueioffense types. Specifically, it is
interested in determining whether romantic dissotuts more strongly associated with
aggressive offending than income-based offending.

To address these questions, fixed effects neghingmial models are employed.
This analytic method serves as a rigorous apprbachuse of its ability to control for
and reduce the influence of unobserved time-inwafectors that are not measured in the
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Pathways to Desistance Study. Any method that doesonsider unobservables is
bound to produce estimates that are biased. Fuartrer fixed effects negative binomial
models take into consideration the highly correlatgucture of panel data. Without
controlling for this dependency, estimates are exdble to imprecision.

Three sets of fixed effects negative binomial niodee estimates. The first set of
models establishes the impact of romantic dissmiubn offending, net of controls. The
second set of models directs attention to the nmiedianfluence of strain/negative
emotion and peer influence/exposure. That is,an@res the extent to which changes in
these two characteristics reduce the effect of raimalissolution on crime. The third and
final set of models assesses whether the effecnéntic dissolution differs across
crime type, as well as the extent to which stragative emotion and peer
influence/exposure affect those relationshipshénénd, these three sets of models will

provide insight into why and when romantic dissiontincreases crime.

SAMPLE

Construction of the final sample involved two stepsst, respondents were
retained if they had valid offending variety scor€his reduced the overall sample from
n = 1,354 to n = 1,336 and person-time observaticm NT = 13,540 to NT = 12,148.
Next, person-time occasions were dropped whengyaants reported being married or
engaged, given that the interest of this studyni:ienmarital relationships. This step
reduced the sample from n = 1,336 to n = 1,334thaderson-time observations from

NT! = 12,148 to NT = 11,778. In the end, this approathined over 95 percent of the

I NT refers to N (sample size) multiplied by T (number of years/waves)
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person-time observations that included valid offegdrariety scores.

Following this sample selection procedure, thisdgtuncluded few missing
observations for the time-varying covariates. lct,fanly two measures, routine activities
and negative emotionality, were missing more thgme&ent of their observations. To
retain data, missing observations were imputedgutiie chained regression approach
available within Stata. For the present study, @ltof 40 imputed data sets were
generated and the standard errors across thossetfatae averaged when multivariate
models are estimated. In essence, with imputednetaiegression missing values are
predicted using covariates that contain no missiges. Variables containing missing
information are imputed one at a time so that timeputed values can then be utilized for
subsequent variable imputations. For this studyputation is used to generate forty
datasets, each of which is then modeled and usestimate a single set of standard
errors for each model.

Kenward and Carpenter (2007) maintain that thezeaarumber of notable
advantages to multiple imputation practices like dne used here. First, “it can be
applied very generally, to very large datasets withmplex patterns of missingness
among covariates” (p.214). The Pathways datasetigprised of 10 waves in total for
1,354 youth so this particular benefit is evid&econd, “the imputation model may
include variables not in the substantive model,cwluan lead to additional efficiency”
(p-214). In other words, predictors that are notuded in the model can contribute to the
estimate of the missing data, making the predistimore precise and reliable. Even in
light of these two benefits, however, Kenward ardpénter (2007, p.214) advise that
“however convenientjo method of analysis can be expected to providaatomatic’
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solution to the problem of missing data, and arpreach used must be carefully
considered in the context of the problem.” As swgforts that make use of multiple-
imputation would be well advised to use alternathethods such as listwise or pair-wise
deletion and mean placement to examine the exdamhich the estimates produced

across these methods are comparable.

(Insert Table 1 about here)

DEPENDENT VARIABLE
Offending Variety

Given the various goals of this study, three offegdrariety measures are used.
The benefits of offending variety scores are wsthblished (see Hindelang et al., 1981;
Hirschi, 1969; Sweeten, 2012). Most recently, Sesedip.554) proposed that variety
scores are the “preferred method” of measuringviddal criminality because they
effectively nullify the disproportionate influenad minor, high-volume criminal acts.
Accordingly, the first outcome variable used in #malysis is a 22-item measure of total
offending variety score, which captures the totaimber of offenses that subjects
engaged in during each wave.

These items were initially used to construct vareore proportions because, for
some respondents, valid responses existed for févesr the 22 total items. In these
instances, variety score proportions were derivedlibiding the number of endorsed
items by the total number of acts with valid resggm Accordingly, all variety score
proportions range from O to 1, with a potentialrecof 1 being reflective of involvement
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in all offenses for which a youth had a valid resgm For purposes of more meaningful
interpretation, the variety score proportions weeamslated back into variety scores. To
do so, total variety score proportions across alves were multiplied by 22 and rounded
to the nearest whole number.

Aggressive and income variety scores are modeldividually as well given
present interest in whether the effect of romadissolution varies across offense type.
Although there is no specific criminological thedhat suggests there would be notable
differences between crime types, a large literatwighin psychology indicates that
romantic dissolution is strongly related to aggiass Fisher (2004), for example,
discusses at length the experience of “abandonmeggd” in which individuals who
experience romantic loss become increasingly agiyeesnd violent following rejection
by a romantic partner (see also Dutton, 2002)inka With this position, the present effort
proposes that such a relationship could exist anthisgsample of at-risk youth, with
dissolution being more strongly related to aggrestiian income-based offending. Each
of the variety scores captures the number of crimésat a subject self-reported in each
wave. For these measures, original variety scoopqutions were again translated into
variety scores by multiplying each by 11, their al®mator (i.e., total number of items

that fall into each offense category), and roundmthe nearest whole number.

INDEPENDENT VARIABLES
Romantic Dissolution and Relationship Charactessti

The incidence of romantic dissolution is captured éach of the 10 waves
modeled within this study. There are a variety @&yws to measure the dissolution of
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romantic relationship given the variables availahl¢he Pathways data. One approach is
simply to use the annual data to identify transgiérom involved in a steady relationship
at wave X to single at wave X + 1. Recent work tassessed the effect of romantic
dissolution on delinquency used a similar stratdg@rson & Sweeten, 2012). Much can
occur during 6- and 12-months periods, howeveryederring only to bi-annual and
annual measures potentially misses transitions amid out of (and perhaps back into
again) relationships between waves.

The Pathways Study is well suited to overcome f{tasticular shortcoming
because it includes monthly data that were compitdg the life calendar approach (for
more detail, see Roberts & Horney, 2011). Monthdyadprovide a rich opportunity to
more precisely identify and estimate the influerafe transitions out of a steady,
meaningful romantic relationship. The romantic digson measure was constructed
using the following steps. First, a set of 84 disBon measures was constructed that
identified the incidence of romantic dissolutiortla monthly level. If a respondent went
from involved in a steady, meaningful relationsloipe month to single the next, they
were coded as having a relationship that dissolVéeé. second step involved summing
the monthly romantic dissolution measures intoraticator that aligned with the 6- and
12-month variables. Here, the issue is that exgotiore varies across individuals and
waves. So, for instance, fdohnny wave 2 might have begun at month 5 and ended at
month 11, whereas wave 2 f8nzy might have begun at month 4 and ended at month 8.
To account for this variation in exposure time,ed af variables was constructed that
indicated 1) the month at which a wave began anth&)month at which a wave ended
for each respondent. Using these measures, ronthssiglutions that occurred during the
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months comprising a wave (e.g. months 5-11J&mny and months 4-8 fouzy) were
summed. Few respondents broke up more than onaegdamny wave so the measures
constructed using the monthly data were ultimatigjotomous. The third and final step
involved taking the aforementioned measure andschescking it with the relationship
status variables from the annual data. The majofitpmantic dissolutions that occurred
during a given wave were captured using the anmelationship measures, but, as
expected, calling on the monthly data added a fsgmit number of dissolution events
for each wave. Thus, the annual romantic dissaotuti@asure was recoded (0 to 1) if the
measure from the monthly data indicated that digswi occurred.

From this point, four specific relationship catagerwere constructed using the
aforementioned dissolution measure and relationst@pus at each wave. The first
category is no romantic dissolution-single, whichptures individuals who were
consistently single from one wave to the next. Beeond category is no romantic
dissolution-steady, which captures participants wiere consistently involved in a
romantic relationship from one wave to the nexteTihird category is romantic
dissolution-steady, which captures individuals véxperienced the dissolution of their
relationship but became romantically involved agduming that wave. The fourth and
final category is romantic dissolution-single, whiccaptures participants who
experienced romantic dissolution since their latgrview but remained single thereafter.
In line with previous work, understanding what hapg following the dissolution of a
relationship is particularly meaningful (Larson &&eten, 2012). Furthermore, it is
noteworthy that the Pathways Study does not classifsual dating into the same
category as steady, meaningful romantic involvemehis is an important distinction to
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make, as moving from involved in casual dating ta dating is unlikely to affect
behavior in the same fashion as moving from stgathlolved in a meaningful
relationship to single. There is, however, no ofojec measure of what exactly a
meaningful romantic relationship is, especially agadolescents. Relatedly, there is
bound to be gender differences in adolescents’ emeérging adults’ definition and
differentiation of meaningful romantic involvemgfurman & Hand, 2006).

In addition to relationship status, three otheatiehship-specific variables are
included in the analyses. The important of marriage the likelihood of one day having
a good marriage are used as proxies for relatipnsivestment and outlook, and are
measured with scales ranging from 0 to 5. Furttier,analyses include a dichotomous
measure of whether respondents cohabited with themantic partner during the

previous wave.

Strain/Negative Emotionality
In addition to establishing the effect of romantistability on crime in its various

forms, this study also examines the mediating erfte of two mechanisms, one of
which is strain/negative emotionality. The Pathwaleata offer numerous ways to
measure negative emotionality. The three Brief Spmpinventory (BSI) measures are
one option. These measures capture the presencariolis negative emotional traits,
including somatization, obsessive-compulsive, peesonal sensitivity, depression,
anxiety, hostility, phobia, paranoia, and psychstic For the purposes of this study, the
measures of depression, anxiety, and hostilitynamst pertinent given their association
with the incidence of romantic dissolution (Churtgaké, 2003; Sprecher et al., 1998;.
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Importantly, while various symptom sub-scales hguestionable discriminant validity
(see Benishek et al., 1998), the depression, amxaat hostility sub-scales are valid and
of no concern when considered independently. Adnghg, the average of these three
specific measures was combined into an additivee stlanegative emotionality, which
ranges from O to 4, with higher scores being réflecof more negative emotions.
Importantly, the preferred measure of strain wagilce direct attention to the emotional
experience that a strain elicits (in this case mtioadissolution). The present measure,
however, is not situational and thus does not pi®guch specificity. Consequently, it is
likely to be influenced by the stable, trait-baseature of negative emotionality (see

Mazerolle et al., 2002; Moon et al., 2009)

Antisocial Peer Influence/Exposure

Given the findings of Warr (1998), who determinédttthe effect of romantic
involvement operated through changes in exposum@ntsocial peers, this study takes
the position that the same likely applies to thesdiution of a relationship. That is, the
transition from romantically involved to single expected to be followed by both
changes in routine activities and an increasene tspent with delinquent peers. Such
changes are expected to mediate, at least in tharteffect of romantic dissolution on
offending.

The first of the four variables, routine activitieassesses the regularity of
unstructured socializing (see Osgood et al., 19B&spondents were asked about how
often they rode around in a car just for fun, gaether with friends informally, went to
parties, and went out for fun and recreation ushegfollowing 5-point Likert scale: 1)
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Never, 2) A few times a year, 3) Once or twice aiths, 4) At least once a week, and 5)
Almost every day. Three additional measures ard tseapture the potential influence
of changes in delinquent peer exposure and infleefitie first measure is of peer
antisocial behavior, which indicates the extenivtoch youths’ close friends engaged in
crime during a wave using a subset of 12 behaviteats from the Rochester Youth
Study (see Thornberry et al.,, 1994). Each of tam$ was measured using a 5-point
Likert scale: 1) None of them, 2) Very few of the®),Some of them, 4) Most of them,
and 5) All of them. The 12 behaviors that the itemssess include how many of the
respondent’s friends have destroyed property, hithoeatened to hit someone, sold
drugs, gotten drunk once in a while, gotten highdamgs, carried knife or gun, owned a
gun, gotten into a physical fight, gotten hurt ifight, stole something worth more than
$100, stole a motor vehicle, or committed burgldrye second peer variable measures
the extent of peer antisocial influence. This meassia mean of seven items that capture
how many of the respondent’s friends have suggestadthey go out drinking with
them, have to get drunk or high to have a good ,tioreshould sell drugs, steal
something, hit or beat someone up, or carry a weapbese items are measured using
the same 5-point Likert scale that ranges from ‘®&ah them” to “All of them.” The
third and final peer-specific variable is number @bse friends, which effectively

captures the size of a respondent’s friend network.

CONTROL VARIABLES
To effectively reduce bias in estimates it is neaeg to control for a range of
potentially confounding variables associated withhex romantic dissolution or crime.

69



Because the entire Pathways sample is modelece iprésent study, relationship-specific
variables (e.g. relationship quality) are not colhd for, as those who are single do not
provide such information. Nevertheless, this strefgrs to a set of control variables that
fall into five categories: criminal justice systermvolvement, demographics,
psychosocial adjustment, rational choice, and $sajaport.

Two variables indicating involvement with the crimal justice system at each
wave are controlled: proportion of time institutadzed and whether a respondent is on
probation. Importantly, offending can still takeapé when respondents reside in a secure
facility, but only some of the acts that contribtaehe variety scores are possible in such
settings, so inclusion of the measure into multataranalyses is necessary (see Piquero
et al., 2001).

A host of important time-varying demographic fast@lso are controlled for.
These variables include age at each interview, eatirremployment, current
educational/vocational enrollment, gang membersima, whether the respondents have
any children. The employment, education, gang meshigg and children measures are
dichotomous (1 = Yes, 0 = No).

Another set of measures focuses attention to tgehpsocial characteristics of
temperance, psychosocial maturity, and future tateon (see Cauffman & Woolard,
1999; Gottfredson & Hirschi, 1990; Monahan et 2009). Temperance is measured by

taking the mean of 8 items from the impulse congab-scalé and 7 items from the

2 The items for the impulse control sub-scale inelut) I'm the kind of person who will try anythimmce,
even if it's not that safe (reverse coded; 2) ludtiary harder to control myself when I'm havingnfu
(reverse coded); 3) | do things without giving thenough thought (reverse coded); 4) | like to de aed
different things that many people would consideirdv@f not really safe (reverse coded); 5) | become
‘wild and crazy’ and do things other people migbt like (reverse coded); 6) When I’'m doing someghin
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suppression of aggression sub-sta®th of which are measured via a 5-point Likert
scale ranging from 1 (False) to 5 (True). Psychiesounaturity is measured using the
mean of 30 items that tap into three specific disi@ms: Self-Reliande(e.g. Luck
decides most things that happen to me), Idehtéy. | can't really say what my interests
are), and Work Orientati8r{e.g. | find it hard to stick to anything that ésktime to do).
All thirty of the items used for this inventory véeemeasured using a 4-point Likert scale
ranging from “Strongly Disagree” to “Strongly Agréd-uture outlook, which is an
inventory developed by Cauffman and Woolard (1989%cored using the mean of eight
items with a scale ranging from 1 (never true) t@MKvays true). The eight items ask

respondents whether they 1) will keep working dfialilt, boring tasks if they know it

fun (like partying or acting silly), | get too cad away and go too far (revere coded); 7) | sayfitst
thing that comes into my mind without thinking egbuabout it (reverse coded); 8) | stop and thinkgs
through before | act.

% The items for the suppression of aggression satesnclude: 1) People who get me angry better vatc
out (reverse coded); 2) If someone tries to hurtinmake sure | get even with them (reverse codgdif;
someone does something | really don't like, | y&lthem about it; 4) | pick on people | don't likeverse
coded); 5) | lose my temper and ‘let people havetien I'm angry; 6) | say something mean to songeon
who has upset me (reverse coded); 7) When somei@setd start a fight with me, | fight back (revers
coded).

* The items for the self-reliance subscale, whiah alt reverse coded, include: 1) | don't like td tay
ideas about God when | know others disagree with2h#'s not very practical to decide what kindjob
you want because that depends so much on othetep&)df you haven't been chosen as the leadau, yo
shouldn’t suggest how things should be done; 4 ¢moup | prefer to let other people make the dmtss

5) You can't be expected to make a success of gtitifsyou had a bad childhood; 6) Luck decides mos
things that happen to me; 7) The main reason I'tnmmore successful is that | have bad luck; 8) When
things go well for me, it is usually not because asfything | myself actually did; 9) | feel very
uncomfortable if | disagree with what my friendénth 10) it is best to agree with others, rathartlsay
what you really think, if it will keep the peace.

®> The items for the identity subscale, which arerederse coded, include: 1) I'm the sort of persdm
can't do anything really well; 2) | can’t reallyysavhat my interests are; 3) | can't think of anydkiof job
that | would like a lot; 4) My life is pretty empt$) | can’'t seem to keep people as friends foy Weng; 6)

| act like something I’'m not a lot of the time; [7hever know what | am going to do next; 8) | chartlge
way | feel and act so often that | sometimes wongleo the “real” me is; 9) Nobody knows what I'm
really like; 10) | am not really accepted and liked

® The items for the identity subscale, which are@lierse coded, include: 1) Hard work is never )nif
something more interesting comes along, | will ligugtop any work I'm doing; 3) | find it hard tdisk to
anything that takes a long time to do; 4) | hatadmit it, but | give up on my work when thingsgoong;

5) | often don't get my most important work donecégse I've spent too much time on other work; 6) |
seldom get behind on my work; 7) | tend to go frone thing to another before finishing any one ehth

8) | often don't finish work that | start; 9) | eft leave my homework unfinished if there are afajood
TV shows on that evening; 10) No one should expeatto do work that you don't like.
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will help them ahead later, 2) think about how gsirmight be in the future, 3) make lists
of things to do, 4) weigh the good versus the Bdyill give up their happiness to get
what they want in the future, 6) would rather senaney for a rainy day than spend it on
something fun, 7) can see their life 10 years fraow, and 8) think about the

consequences before they do something.

Finally, two relevant variables are included astamnvariables within all the
multivariate models: social costs of crime (NagirP&ternoster, 1994; see also Williams
& Hawkins, 1986) and social support (see Culler§4tCullen, Colvin, & Vander Ven,
2006). Social costs of crime is the mean of 6 itehad measure the extent to which
participants believe there are social consequetacesme involvement. Using a 5 point
Likert scale, ranging from “Very Unlikely” to “Veryikely,” respondents were asked
how likely it is that breaking the law would resuft suspension from school, loss of
respect from close friends, loss of respect fromilig loss of respect from neighbors,
loss of respect from romantic partner, and makingarder to find a job. Additionally,
social support captures the number of adults gsiandents have relationships with and

to whom they have access.

RESULTS
Summary statistics

Table 1 presents the means for all of the measaesyell as between-group
differences by romantic dissolution. Approximat8lly percent of the sample experienced
at least one dissolution event across the 7 yeldai@ collection. Over the 11,778
person-year combinations, approximately 25 perdantuded the dissolution of a
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relationship. That is, on average, each wave sanoapnately one-fourth of participants

experience the dissolution of a relationship thieyved as meaningful.

(Insert Table 2 about here)

Table 1 shows that there are considerable diffe®nttotal offending variety by
romantic dissolution. Respondents who experiented dissolution of a relationship
during a given wave had an average total variedyesof 1.74 compared to 1.20 for those
who did not experience romantic dissolutign<(.001). At the bivariate level, then, total
variety scores were 45 percent greater for indaisluvho experienced the end of a
relationship. A similar pattern holds for both thggressive and income variety scores.
Those who had a relationship dissolve displayednnaggressive variety scores of .78
compared to .58 for those who did not have a wahip dissolvep < .001). The
difference in income variety scores was also imgwes(.74 versus .48 < .001).

There are significant differences in relationshyedfic characteristics by the
incidence of romantic dissolution. As expectedatienship dissolution is less likely
among respondents who are cohabiting (8 percendused7 percentp < .001).
Furthermore, individuals who experienced romanissalution were less likely to view
marriage as important (4.04 vs. 4.4 .001) and to believe that they would eventually
marry (3.38 vs. 3.61n < .001).

Significant differences in the strain/negative eiomdlity and peer-specific
measures of interest also were found. The negatiaionality index, which is the mean
score of the depression, anxiety, and hostilitylescais significantly higher among
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individuals who experienced romantic dissolutiatv(vs. .41p < .001). Moreover, those
who had a relationship dissolve engaged in mor&ruetsred routine activities (3.22 vs.
3.01,p < .001), had more delinquent peers (1.83 vs. 1p69,.001), and experienced

greater antisocial influence (1.52 vs. 1.43;.001).

Finally, several other differences exist betweea tlloups. Respondents who
broke up served less time in a facility during weawe which they broke up. Clearly,
those who spend more time on the street are mkedylto have various romantic
experiences. Relationship dissolution is related stightly greater likelihood of having a
child. On the other hand, those who broke up a® likely to be employed and enrolled
in school, and also have lower scores on temperéineethe combined measure of
impulse control and suppression of aggression)aiutle orientation.

In sum, it appears that romantic dissolution isoeasged with significant
differences in various life domains among this slempf at-risk youth. Of course,
correlation does not equate to causation, so fugkamination of the dissolution effect
in a multivariate, longitudinal context is requiréiche remainder of the study focuses its
attention to these analyses, with special atterpimid to: 1) the mediating influence of
the proposed mechanisms and 2) whether romansoldison is more closely related to

certain forms of offending behavior.

Total Offending Variety
Table 2 below presents the results of a set ofdfigdects negative binomial
models predicting total offending variety. The ffirsodel examines relationship context
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along with the full set of control variables, buttvout the strain and peer influence
variables. The relationship status variable isgmieal and the reference category is no
romantic dissolution-singlein line with theoretical expectations, the incidenof

romantic dissolution is strongly related to offemgli The estimates presented within the
table are expressed here forward via Incidence Rat®s (RRS). The IRRs are derived
post-estimation by exponentiating each coefficiémtessence, the IRRs are interpreted
like simple odds ratios by subtracting 1 from tR&I For instance, if an IRR is 1.5, that

reflects a 50 percent increase for the unit ofrege

(Insert Table 3 about here)

Romantic dissolution followed by remaining singtefollowed by a 27 percent
increase Iin total offending variety scores, holdalgpredictors at their mean. Further,
those who were romantically involved but experiehaeromantic dissolution exhibited
the strongest increase in crime, with a 42 peremease in total offending variety when
in such a state (p < .001). Lastly, rather thamdp@i protective influence, steady romantic
involvement without disruption increases total atfeng variety scores by 19 percent.

The second model assesses the contribution oihstegative emotion to the
model and, more importantly, whether it reducesdffect of romantic dissolution on
crime. Contrary to expectations, the strain/negaéitnotion index does not account for a
substantial reduction in the dissolution effecgamelless of post-dissolution relationship
context. All three of the relationship status measuetain their significance & .001)
and the coefficients are reduced only slightly.
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The third model assesses the mediating influendhefpeer-specific measures.
All four of these measures are significant (p <1)08nd three exhibit particularly strong
effects on crime. A one-unit increase in unstrueduoutine activities is associated with a
15 percent increase in the total offending varstgre. Further, a one-unit increase in
peer antisocial behavior and peer antisocial imiteeis followed by a 39 percent increase
and 14 percent increase, respectively, in offendiaugety scores. Together, these peer-
specific measures account for a notable reductiathe criminogenic effect of romantic
dissolution. Indeed, the romantic dissolution-syeadhd romantic dissolution-single
coefficients are reduced by 20 percent and 29 peroespectively, when controlling for
such within-individual change.

The fourth and final model in the table displaysutes from the full model, which
includes both the strain/negative emotionality apder-specific measures. The
relationship status coefficients here differ litl®em those in the peer-specific model
given that negative emotionality mediated littletogé dissolution effect. In the end, the
effect of romantic dissolution both for those whdezed (or reentered) a relationship and
those who remained single following romantic disioh was reduced substantially but
not accounted for entirely by these specific meims. The following sections examine
the offense-specific models to examine whetheratian exists in the effect of romantic

dissolution and the contribution of these variowechanisms.

Aggressive Offending Variety
Table 4 displays the results of the fixed effec¢gative binomial models that
predict aggressive offending variety. Again, theiled, controls-only model shows
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relationship status is particularly meaningful tfending intensity. Those who were
steadily involved but broke up during the previonuave have aggressive offending
scores that are approximately 25 percent higher tizen single, and those who broke
up and remained single had scores that are 19midrigher than in waves when they are
single. And again, steady relationship involvemengshown to correspond with within-

individual increases in aggressive offending vargstores.

(Insert Table 4 about here)

In line with the strain/negative emotion model prged for total offending
variety, changes in negative emotion reduce thgotlison effect slightly, but do have a
positive and significant effect on aggressive atieg overall. Again, coefficients for the
romantic dissolution-specific relationship statuses reduced marginally. In fact, only
the romantic dissolution-steady coefficient changgesll; the romantic dissolution-single
coefficient remains unchanged in light of the negaemotion index. Furthermore, the
story that unfolds in the peer-specific model imikr to that identified in its total
offending variety counterpart. Together, the foaepspecific measures reduce the effect
of romantic dissolution on crime quite notably. iinduals who broke up but were
steadily involved committed 16 percent more aggvessrimes than in waves where they
were steadily single; those who broke up but reethmnattached committed 11 percent
more aggressive crimes relative to waves in whingy twere not romantically involved.
When controlling for the four measures of peeruefice and exposure, the magnitude of
the romantic dissolution-steady and romantic digsmh-single coefficients was reduced
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by 32 percent and 41 percent, respectively. Thusnges in peer influence and exposure
account for a significant reduction in the dissoltcoefficients.

The fourth and final model shows the results of thké model, inclusive of
controls, strain, and peer measures. Both dissol#pecific relationship statuses retain
their statistical significance, with romantic dikgn-steady having the strongest effect
on aggressive offending. Ultimately, waves in whigspondents had a relationship
dissolve but entered back into a steady romantatioaship were associated with the
greatest level of aggressive offending, althoug¥irtaa relationship end and remaining
single was comparable. Regardless of the postidigso transition, romantic dissolution
was associated with at least an 11 percent witldhadual increase in aggressive

offenses, relative to waves in which respondent®wersistently single.

Income Offending Variety

The third and final set of fixed effects negatiwvedmial models focus attention to
income-based offending variety. In the controlsyanbdel, all three relationship statuses
are again statistically significant, with incomefesfding greatest in waves that see
individuals break up but remain romantically invedv Romantic dissolution-steady is
associated with a 56 percent increase in incomensés relative to being single, while
those who experience romantic dissolution but doenter a new relationship commit 32

percent more income offenses than in waves in wieip are steadily single.

(Insert Table 5 about here)
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The second and third models move to an assessihtrg mediating influence of
strain/negative emotion and peer influence and sx@o Inclusion of the negative
emotion index reduces the magnitude of the disswltgteady effect (b = .44, p <.001 to
b = .41, p < .001) but the dissolution-single cimgdht is not at all affected. However,
accounting for within-individual changes in peefluence and exposure again reduces
the direct effect of romantic dissolution on incorm#fending. In waves in which
respondents broke up but are again romanticallglied, they commit 43 percent more
income-based offenses. When respondents experientantic dissolution but remain
single, they commit 20 percent more income offems@spared to when they are steadily
single. Finally, the coefficients of these two dission effects are much smaller in the
face of peer measures. Indeed, controlling for pefuence and exposure reduces the
dissolution-steady coefficient by 18 percent angl dissolution-single coefficient by 36
percent. The findings of the full model show resuliat essentially are in line with the
peer-specific model due to the marginal reductivet bccurs with the addition of the

strain/negative emotion index into the models.

Aggressive and Income Offending Comparison

Table 5 displays the relationship-specific coeéfits for the aggressive and
income-based offending variety scores. In termsstatistical significance, romantic
dissolution is more strongly related to the incdmased offending, as all coefficients
across the four models are significant at the @04 level. Although romantic dissolution
has an impressive relationship with both offensgesy it is more closely related to
income-based offending. First, the magnitude ohhtissolution coefficients is at least
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double that in the aggressive offending modeldetms of percentages, the full models
indicate that income offenses increase by 42 pergemromantic dissolution-steady
waves and by 20 percent in romantic dissolutioigdsinvaves, whereas aggressive
offenses only increase by 14 and 11 percent, réspBg in such waves. Nevertheless,
the results presented in this study show that réimatissolution not only increases

aggressive and income offending, but that is orte@&tronger predictors across models.

(Insert Table 6 about here)

SUMMARY

A number of important conclusions were arrived ratthis study. First, and
foremost, romantic dissolution was found to inces@dfending throughout emerging
adulthood. This finding is in line with previous ahat used a nationally representative
sample that was not particularly criminogenic (losr€& Sweeten, 2012). Second, results
suggest that much of the dissolution effect wasoasequence of within-individual
changes in peer influence an exposure. In essexladpnship dissolution is followed by
offending due partly to increased unstructuredineuactivities and greater susceptibility
to peer influence. Third, while the effect of rortiandissolution is robust to various
forms of offending, it appears more strongly radate income-based offending. This
finding will be addressed in the discussion sectent has clear implications for policy.
The fourth and final finding presented in this stu@hich was not originally of interest,
is that the effect of romantic dissolution is sgest when it is followed by relationship
involvement (relative to remaining single). A retstudy by Halpern-Meekin, Manning,
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Giordano, and Longmore (2013) provides insight oy this is likely the case. It is
probable that these are individuals who are inuiblverelationships that are particularly
unstable and volatile, which Halpern-Meekin et &013) and others refer to
“relationship churners.” Such instability and vdlgat may affect crime for various
reasons. This finding will be revisited in the dission section to more effectively

elucidate the causes and consequences of sudomstaps.
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Chapter 5
CONTEXTUALIZING THE IMPACT OF ROMANTIC DISSOLUTIONON
OFFENDING
STUDY OVERVIEW

The lives of emerging adults differ in numerous saand such variation
undoubtedly applies to the nature of the romarditn@rships in which they are involved
(Arnett, 2000, 2004). For example, while some yooren and women are steadily
romantically involved yet live separately, othegside with their romantic partner. Not
all cohabiting relationships take the same forrhezitSome may arise as a precursor to
marriage, while others may develop for financiasens (Arnett, 2004). Romantic
relationships can differ in other important waysiesl, with intimate partner violence
plaguing some relationships but never touchingrstflack et al., 2011). There are also
relationships that do not involve violence but thag antisocial and see romantic partners
involved in criminal behavior (see Capaldi et 2008; Meeus et al., 2004; Simons et al.,
2002). Finally, there are some partnerships in twiige or both individuals are not
legitimately employed, which will likely affect thaynamics of that romantic partnership
(see Smock & Manning, 1997).

It is plausible that these relationship charadiessor individual circumstances
influence the impact of romantic dissolution oreoifiing during emerging adulthood.
This study contributes to the sparse but growitggdiure on romantic dissolution and
crime by testing how various relationships chanmsties moderate this relationship.
Specifically, the intention is to understand wheted in what ways various “contexts”
moderate romantic dissolution’s association wiflerding among at-risk emerging
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adults. It is possible that the dissolution of lattenship may lead to offending in some
circumstances but reduce or not affect offendingtirers. In the end, this study will

serve to contextualize the impact of romantic digsan on offending.

ANALYTIC STRATEGY

This study aims to understand within-individualig&on in offending and how
various relationship and individual factors modenatmantic dissolution’s effect.
Importantly, romantic dissolution, like marriagedanvolvement in various other forms
of romantic relationships, does not occur entisglyandom. Instead, there are stable yet
unobserved individual-level characteristics asgediavith the incidence of romantic
dissolution. Failure to control for these charasters will inevitably result in biased
estimates so it is essential to mitigate theiuiafice as best as possible. An impressive
variety of individual-level factors are measuredha Pathways Study, but, like any
dataset, there remain potentially meaningful charsstics that are not captured. As such,
fixed effects negative binomial models are utilitestause they serve as a rigorous
analytic method that will account for the stabl®lbservables that are of issue in studies
that use panel data.

A total of 6 fixed effects negative binomial moglaere estimated in the present
study. The first of these models assesses whathentic dissolution has a direct effect
on offending variety, net of controls for straingaéive emotion, peer influence/exposure,
justice system involvement, demographic charadtesigpsychosocial variables, and
social support. Importantly, if romantic dissolutidoes not exhibit a direct effect in the
full model, the interactive models remain an impottnext step because it may be that
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the various contexts of interest are masking tHaence of romantic dissolution on
offending.

Following the full model, a set of 5 additional dabs is run to assess the extent to
which the following variables moderate the effefctamnantic dissolution on crime:
cohabitation, having an antisocial romantic partegperiencing physical intimate
partner violence, experiencing emotional intimaaetier violence, and being
unemployed. If the effect of romantic dissolutian@ime changes when interacted with
the above variables, that would inform us thataser€ontexts and circumstances

exacerbate or reduce the relationship between riierdissolution for crime.

SAMPLE

The present study refers to data from waves 7 tof 1l0e Pathways Study.
Focusing on these waves and retaining individugtls mon-missing total offending
variety scores reduces the sample from n = 1,354~d.,269 and person-time occasions
from NT’ = 5,416 to NT = 4,705. Additionally, given thisidy’s specific interest in
nonmarital dating and cohabitive relationships,rtbgt step was dropping person-time
occasions in which respondents reported being etarfihis reduced the sample from n
=1,260 to n = 1,233 and person-time observatioym NT = 4,705 to NT = 4,407.
Restricting the full sample in these two ways restlthe total number of observations in
this study by only 13 percent, which is little mdin@n the general attrition that affects
these later waves of collection.

Overall, the time-varying covariates in this stag missing relatively few

" NT is the number of subjects (N) multiplied by rhenof wave (T)
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observations. The variables that do have a sigmfiaoumber of missing cases include
measures of strain/negative emotionality and reudictivities. These measures are
missing 31 percent and 18 percent of their obsemnstrespectively, in the waves
examined for this study. Of the remaining time-wagycovariates, none is missing more
than 2 percent of its observations. Stata’s chaiagression approach to imputation was
utilized to address the missing data across dh@time-varying covariates (see Royston

2007, 2009).

DEPENDENT VARIABLE
Offending Variety

This study uses a crime variety score that capt@gsondents’ commission of 22
aggressive and income-based offenses. The 22 effe¢hat comprise the total offending
variety score include the following: destroyed anthged property, forced someone to
have sex, killed someone, shot someone, shot s#@wmmattacked and harmed someone,
fought, threatened/attacked someone as part afi@g garposely set property on fire,
took something by force with weapon, took somethigpdorce without weapon, broke
into a building to steal, stole something from@et bought, receive or sold stolen
objects, used checks or credit illegally, stoleshigle, sold marijuana, sold other illicit
drugs, carjacked someone, drove drunk or high, foaigex, or carried a gun.

Importantly, responses for these 22 offenses wegmally measures as variety
score proportions due to some respondents hawngr filnan 22 valid responses. The
variety score proportions ranged from 0 to 1, vhifher scores being reflective of
respondents having committed more offenses. Tovdlbo more intuitive and substantive
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interpretation of the results in this chapter, tihtal offending variety score proportions
were transformed back into variety scores by miyitng the proportions by 22 and

rounding to the nearest whole number.

INDEPENDENT VARIABLES
Romantic dissolution

The focal independent variable in this study isaatic dissolution. This measure
captures the incidence of romantic dissolution s€tbe 4 waves used in this study. To
identify the dissolution of a romantic relationsh@tention is paid to changes in reported
relationship status across consecutive waves, whithline with previous efforts in this
area (Larson & Sweeten, 2012). There are two waygapture romantic dissolution
across waves. First, if a respondent reports bhewvagved in a romantic relationship at
wave X but reports being single at wave X + 1, ttiet individual is coded as having
experienced romantic dissolution. Second, romafisisolution is captured when a
respondent reports being single at wave X and wav& but reports having been
involved in a romantic relationship at some pomting wave X + 1. This measure of
romantic dissolution is dichotomous, with a scdré mdicating romantic dissolution
and 0 reflecting no incident of romantic dissoluatilmportantly, this study does not
identify those individuals who experience romauligsolution but consequently enter
back into the same or new relationship during #raeswave. This is an important
distinction to make, but unfortunately it is a colesation that cannot be made here if
relationship specific characteristics are examifiéus is because the Pathways Study
only measures characteristics of respondents’ negsit romantic relationship. If they
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had a relationship dissolve during a given wavethemn entered back into a romantic
relationship, the characteristics of the dissolraddtionship cannot be assessed because
only characteristics of the new relationship arasueed. Respondents could have
entered back into the same relationship but tleer®isound way to arrive at such a
determination.

The following section highlights the moderatingttas of interest in this study:
cohabitation, having an antisocial romantic parstpéysical intimate partner
victimization, emotional intimate partner victimtzan, and unemployment. Each of these
measures is interacted with romantic dissolutiodetermine whether dissolution’s effect
changes under certain conditions. In regard tangmmeasurement of each of these
factors occurs in the same wave in which a dissmiwgvent occurred. For example, if an
individual is determined to have had a relationghgsolve during Wave X, then they
will have relationship characteristics availabletfwat relationship. Therefore, even if
individuals do not report that they are currentlyalved in a romantic relationship
during a given wave, an alternative measure, “anyantic involvement,” is used to
capture whether they were romantically involvedmy point. If in fact they were, they

were also asked about the characteristics of dmaantic relationship.

Cohabitation

Whether or not romantically involved subjects avenf together is a focal
consideration of this study. A dichotomous meassitesed to capture respondents who
reported living with a romantic partner at any paaring the last twelve months. Here,
0 indicates that respondents had not lived witbnaantic partner and 1 indicates that
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they had. Examining whether cohabitive relationsmppderate the effect of dissolution
on offending is necessary for a number of readeinst, prior research has shown that
nonmarital cohabitation affects criminal behaviomiays that differ from other
relationship forms (see Horney et al., 1995; Lopnagtlal., 2010; Sampson et al., 2006).
Second, while cohabitation does not always indicglionship commitment or quality
(Stanley et al., 2004), it can have strong econamaerpinnings that may cause
relationship dissolution to be particularly crimgemic (Arnett, 2004; Smock &
Manning, 1997), especially when considered alorty vasearch that suggests
cohabitation is more prevalent among individual®whve unstable or erratic
employment histories (e.g. Clarkberg, 1999). Ifaloitation serves as a financial crutch
for an individual, it may be that the end of suelationships may increase or inspire

involvement in income-based offending.

Antisocial Partnership

This study also considers the antisocial behavioomantic partners given a
growing literature that suggests the effect of rotitainvolvement on offending is
dependent upon the antisocial nature of a romaatitmership (Simons et al., 2002;
Haynie et al., 2005; Rhule-Louie & McMahon, 200@n\Schellen et al., 2012; Smith et
al., 2012). This body of work largely indicatestthatisocial romantic relationships do
not reduce offending but instead intensify it dowalit to persist. Incorporating these
findings into the present study is essential frothemretical standpoint. A recent study
by Smith and colleagues (2012) provides insighd hdw these findings may unfold for
relationships that dissolve. Examining problem-king among a cohort of divorced
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women, they arrived at two conclusions: 1) divoras followed by increased problem-
drinking for those who were married to a non-prabldrinker and 2) divorce was
followed by a reduction in problem-drinking for g®who were married to a problem-
drinker. It may be that the dissolution of a nonitaarelationship impacts offending in a
similar fashion. That is, romantic dissolution magrease offending among individuals
who are involved with prosocial others but decreztending for those who are involved
in antisocial partnerships. At the same time, haverecent work by Giordano and
colleagues (2010) found the romantic relationsbipgelinquents were not “cold and
brittle” as originally hypothesized by Hirschi (196 but essentially the same as the
relationships of non-delinquents in terms of inwe=tt, commitment, and quality. If that
is the case, the dissolution of an antisocial masimp may still result in an increase of
offending.

A dichotomous measure is used to capture involvéméh an antisocial partner.
Romantically involved participants were coded a®ived in an antisocial partnership if
they reported that their partner had committedarthe following acts: purposely
destroyed property that was not his/hers, hit matened to hit someone, sold drugs, got
drunk, got high, carried a knife, carried a gunped a gun, got into a fight, got hurt in a
fight, stole something worth more than $100, st@emhicle, or attempted burglary.
They were not considered to be involved in an ani#éd romantic relationship if their

partner did not commit any of the aforementionets.ac

Intimate Partner Violence
Another crucial independent variable in this stiglyntimate partner violence.
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Intimate partner violence is a relatively commoemy with over 36 percent of females
and 28 percent of males in the United States espeng rape, physical violence, and/or
stalking by their romantic partner in their lifegniBlack et al., 2011). Importantly,
intimate partner violence is associated with otle&&ationship dynamics that differ from
those of non-violent relationships. For instancer@no and colleagues (2010) found
that violent relationships are characterized bytrmdnconflict, and infidelity. They also
found that violent relationships displayed higheadls of instrumental support but were
no different from non-violent partnerships in terai®overall emotional investment and
duration. Thus while more conflicted than non-vidleslationships, there are important
similarities (e.g. investment), which partly explawhy ending violent relationships,
especially for women, is not as common, or simadéewould be expected (see Katz,
Tirone, & Schukrafft, 2012; Kim & Gray, 2008). Mareer, research also shows that
there are emotional and physical consequencespefriexcing intimate partner violence,
including depression, the onset of mental illnessl substance use (Coker et al., 2000,
2002), which can work together to increase crimg. @eaulieu & Messner, 2010;
Wiesner, Kim, & Capaldi, 2005).

Given these consequences, the present study examirether the effect of
romantic dissolution at all depends upon the ino@eof intimate partner victimization.
To do so, two types of intimate partner violence examined in this study: physical and
emotional. First, physical victimization is a measaf whether a respondent experienced
any of the following instances of physical violenEkas your partner pushed, grabbed,
shoved, slapped, or shaken you?; Has your partmeahed, choked, strangled, kicked, or
bitten you?; Has your partner thrown an objectoat gr tried to hit you with an object?;
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Has your partner threatened you with a knife orajuisas your partner ever shot at or
stabbed you?; Have you passed out from being hybhy partner?; Have you had
broken bones from being hit by your partner?; Hgwe needed to see a doctor or go to
an emergency room because of a fight with youmea® This measure is dichotomous,
with 1 reflecting physical victimization and 0 iledting no physical victimization.
Second, emotional victimization measures whethrespondent experienced any of the
following acts of emotional violence: Has your parttried to stop you from having
contact with family, friends or co-workers?; Hasiypartner become angry (e.qg., yelled,
gotten real upset) when you disagreed with hiseopoint of view?; Has your partner
damaged, destroyed, hid or thrown out any of yd¢nthes or possessions?; Has your
partner locked you out of the house?; Has youmnpaihsulted or shamed you in front of
others?; Has your partner damaged or destroyedtaey property when angry with
you?; Has your partner threatened to leave you8;yidar partner called you stupid, fat
or ugly?; Has your partner tried to stop you fromrking or studying? This measure is
dichotomous, with 1 indicating emotional victimimat and O reflecting no emotional

victimization.

Employment

The fifth and final independent variable in thigdst is employment status.
Employment is well documented as a factor that cedwffending and contributes to
desistance (Sampson & Laub, 1990; Uggen, 2000Jewiniemployment is known to
increase involvement in crimes that can help addiieancial need (Farrington et al.,
1986). Important to the current study, employméaiius is also associated with
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cohabitation: those who have an unstable employmstury, as offenders often do
(Petersilia, 2009), are more likely to be invohreduch relationships (Sassler &
McNally, 2003; Wu & Pollard, 2000). As such, indivials who are unemployed and
experience the dissolution of a cohabiting relaiop may be at increased risk of
offending due to the financial benefits that endetth their relationship. Alternatively,
however, if they are employed and their romantitrza is unemployed, the dissolution
of a romantic relationship somehow may result raduction in financial strain that
reduces the likelihood of offending.

Accordingly, this study captures employment statith a measure that asks
subjects whether they were employed at the tintaef interview. They are coded as 1
if they reported current full or part-time employmand O if they reported no current
employment at all. This measure of employment aléov a time-ordered assessment of
subjects’ financial situations following the dissbn of a romantic relationship, making

it preferable to the measure of any employmentesihe last interview.

CONTROL VARIABLES

In addition to the independent variables discugsediously, a host of control
variables also are included within the models preesein this study. These variables fall
into the following categories: justice system inkgrhent, exposure time, demographics,
mechanisms, psychosocial measures, rational chamcesocial support. The next section
highlights these variables and justifies theiruisabn in the current analyses.

The first set of variables falls under the umbreligustice system involvement.
The two variables in this set include the propartd time institutionalized and
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probation. Proportion of time institutionalized gas from a low of O to a high of 1, with
the latter reflecting institutionalization for antee wave. Controlling for the proportion
of a wave that a respondent was institutionalizembants for the fact that there are fewer
opportunities for and incidents of offending in wexfacilities (Piquero et al., 2001).
According to Piquero and colleagues, (p.69), “sadjustments may...provide us with
more informative estimates of how criminal activityanges over the life span.” In
addition to exposure time, a self-reported meastipgobation is included in this study,
which serves as a measure of formal social coatrdlallows for examination of whether
such sanctions reduce self-reported offending. @asure is coded as 1 if respondents
reported being on probation and a O if they repbni@ probation. Finally, exposure time
is another important variable included within teiady and is measured by the number of
months that elapse between two consecutive int@svi€here exists wide variation in

the total number of months between within and acnedividuals, which is associated
with offending variety scores, controlling for tHector is necessary.

A host of demographic variables are also contrdibedn this study. The first
demographic control is age, which is measured oaatisly. Education is also controlled
for in this study. Respondents were asked if thegeveurrently enrolled in a school or a
vocational program at each interview. Those whoevegrolled in school or a vocational
program were coded as 1 and those who were nolethmere coded as 0. Respondents
were also asked if they had any biological childreith 1 reflecting that they had and 0
that they did not. Finally, current membership igaamg was controlled for
dichotomously, with 1 reflecting current involvenie@md O indicating no current
involvement. Race and gender are not controlleanfthis study because they are time-
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invariant and this study is interested in withiHindual change in offending.

Mechanisms

Larson and Sweeten (2012) recently assessedl#t®mnship between romantic
dissolution and crime and proposed that a numbsareahanisms likely account for the
effect, namely strain/negative emotionality andraglent peer influence and exposure.
Given present interest in the effect of romantgsdlution on offending, this study
controls for these potential mechanisms in a nuroberays. First, Brief Symptom
Inventory (BSI) subscales of depres$jamxiety, and hostility® are combined and used
as a proxy of strain/negative emotionality. Thdsee subscales were summed and then
divided by three for their average. The result strain/negative emotionality scale that
ranges from O to 4, with higher scores indicatingater strain/negative emotion. Second,
routine activities, which measures the extent spomdents’ unstructured socializing, is
measured by asking youth how often they rode arauadcar just for fun, got together
with friends informally, went to parties, and wentt for fun. Each of these items is
measured using the following 5-point Likert scdlgNever, 2) A few times a year, 3)
Once or twice a month, 4) At least once a week,9ralmost every day. Third, a set of

three peer-specific measures are used to captargeh in peer influence. The first of

8 The depression subscale is the mean of the fallg\iitems, measured on a scale ranging from Q to 4
thoughts of ending your life, feeling lonely, fagi blue, feeling no interest in things, feeling blgss
about the future, feelings of worthlessness.

° The anxiety subscale is the mean of the followsnigems, measured on a scale ranging from 0 to 4:
nervousness of shaking inside, suddenly scareddareason, feeling fearful, feeling tense or keyed
spells of terror or panic, feeling so restless gouldn't sit still.

% The hostility subscale is the mean of the folloyv#h items, measured on a scale ranging from 0 to 4:
feeling easily annoyed or irritated, temper outtsitBat you could not control, having urges to pbisire,

or harm someone, having urges to break or smasbghgetting into frequent arguments.
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these measures uses twelve iterfrem the Rochester Youth Study (see Thornberry et
al., 1994) to capture the extent to which respotgiefose friends engaged in crime.
Each item was measured using a 5-point Likert sdalslone of them, 2) Very few of
them, 3) Some of them, 4) Most of them, and 5)oAllhem The second peer-specific
measure captured peer influence using a mean ehstgams that asked respondents how
many of their friends encouraged them to go outkiinig, to get drunk or high, to sell
drugs, to steal something, to hit or beat some@ewto carry a weapon. A 5-point
Likert scale of the following form was used for sledtems: 1) None of them, 2) Very
few of them, 3) Some of them, 4) Most of them, &hdll of them. The third and final
peer-specific control is number of close friendsisIvariable measures the number of
close friends that subjects report, which indicaibessize of and changes to their peer

network across the waves used in this study.

Psychosocial characteristics

A set of three psychosocial measures is also albedrfor in this study (see
Cauffman & Woolard, 1999; Greenberger et al., 19Thg first of these psychosocial
measures is temperance, which serves as a prosgifecontrol (see Gottfredson &

Hirschi, 1990). Temperance is captured with thenrafahe impulse control subscHe

™ The 12 behaviors that the items assess include many of the respondent’s friends have destroyed
property, hit or threatened to hit someone, soldyslr gotten drunk once in a while, gotten high ougd,
carried knife or gun, owned a gun, gotten into gsidal fight, gotten hurt in a fight, stole someidiworth
more than $100, stole a motor vehicle, or committedylary

12 The items for the impulse control sub-scale inclutleI’'m the kind of person who will try anything
once, even if it's not that safe (reverse coded;stould try harder to control myself when I'm hay fun
(reverse coded); 3) | do things without giving thenough thought (reverse coded); 4) | like to de aed
different things that many people would consideirdv@f not really safe (reverse coded); 5) | become
‘wild and crazy’ and do things other people migbt like (reverse coded); 6) When I’'m doing someghin
fun (like partying or acting silly), | get too caed away and go too far (revere coded); 7) | sayfitst
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and the suppression of aggression substa# 15 of the items that comprise this
measure are measured using a 5-point Likert wetfahowing range: 1 = False, 2 =
Somewhat False, 3 = Not Sure, 4 = Somewhat TrukbanTrue. The second
psychosocial characteristic controlled for in thtigdy is psychosocial maturity. The
psychosocial maturity measure used here is the wiethirty items that come from the
three following psychosocial dimensions: Self-Retigt”, Identity*®, and Work
Orientatiort®. Each of these thirty items is measured with @ipLikert scale that
ranges from “Strongly Disagree” to “Strongly Agre€he third and final psychosocial
characteristic in this study is Future Outlook, evhis measured using an inventory that

was developed by Cauffman and Woolard (1999). Eu@wtlook is measured using the

thing that comes into my mind without thinking egbuabout it (reverse coded); 8) | stop and thinkgh
through before | act.

13 The items for the suppression of aggression sule-gealude: 1) People who get me angry better watch
out (reverse coded); 2) If someone tries to hurtinmake sure | get even with them (reverse codgdif;
someone does something | really don't like, | y&lthem about it; 4) | pick on people | don't likeverse
coded); 5) | lose my temper and ‘let people havetiien I'm angry; 6) | say something mean to songeon
who has upset me (reverse coded); 7) When somei@setd start a fight with me, | fight back (revers
coded).

1% The items for the self-reliance subscale, whichareeverse coded, include: 1) | don't like tol tely
ideas about God when | know others disagree with2n#’s not very practical to decide what kindjob

you want because that depends so much on othetep&)gdf you haven't been chosen as the leadaun, yo
shouldn’t suggest how things should be done; 4 ¢moup | prefer to let other people make the dmtss

5) You can't be expected to make a success of gtitifsyou had a bad childhood; 6) Luck decides mos
things that happen to me; 7) The main reason I'tnmmore successful is that | have bad luck; 8) When
things go well for me, it is usually not because asfything | myself actually did; 9) | feel very
uncomfortable if | disagree with what my friendénty 10) it is best to agree with others, ratharntlsay
what you really think, if it will keep the peace.

15 The items for the identity subscale, which arerellerse coded, include: 1) I'm the sort of persdmow
can't do anything really well; 2) | can’t reallyysahat my interests are; 3) | can't think of anydkiof job
that | would like a lot; 4) My life is pretty empt$) | can’t seem to keep people as friends foy Veng; 6)

| act like something I'm not a lot of the time; [Fhever know what | am going to do next; 8) | chartlge
way | feel and act so often that | sometimes wongleo the “real” me is; 9) Nobody knows what I'm
really like; 10) | am not really accepted and liked

18 The items for the identity subscale, which arealierse coded, include: 1) Hard work is never f)nf
something more interesting comes along, | will ligugtop any work I'm doing; 3) | find it hard tdisk to
anything that takes a long time to do; 4) | hatadmit it, but | give up on my work when thingsgoong;

5) | often don’t get my most important work donecégse I've spent too much time on other work; 6) |
seldom get behind on my work; 7) | tend to go frone thing to another before finishing any one ehth

8) | often don't finish work that | start; 9) | eft leave my homework unfinished if there are afajood
TV shows on that evening; 10) No one should expeatto do work that you don't like.
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mean of eight itemtd using a 4-point Likert scale that ranges from “BleVrue” to

“Always True.”

Rational choice

A singular gauge of rational choice, social costsrimne, is controlled for as well.
Social costs of crime is measured using the me&n ®point Likert items ranging from
“Very Unlikely” to “Very Likely.” These 6 items askespondents about their views
regarding violation of the law and whether it womgult in suspension from school, loss
of respect from close friends, loss of respect ffamily, loss of respect from neighbors,

loss of respect from a romantic partner, or difigdinding a job.

Social support

The final control variable used in this study megas the extent of social support
that participants self report (see Cullen, 1994jeduy Colvin, & Vander Ven, 2006). To
capture social support, participants were askedtabbether they had any adults in their
lives who provide support in 8 domains. They wesleed: 1) Are there any adults who
you admire and would want to be like?, 2) If yoeded some information or advice
about something, is there someone you could t&k3plf you were having trouble at
home, is there someone you could talk to?, 4) if got an award or did something well,

is there someone you would tell?, 5) Is there arntadth whom you can talk about

Y The items for the Future Outlook measure ask mpots whether they 1) will keep working at difficu
boring tasks if they know it will help them aheadelr, 2) think about how things might be in thaufat 3)
make lists of things to do, 4) weigh the good verthie bad, 5) will give up their happiness to geaithey
want in the future, 6) would rather save moneydaainy day than spend it on something fun, 7) s
their life 10 years from now, and 8) think abowg tonsequences before they do something.
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important decisions?, 6) Is there an adult youdswend on for help if you really need
it?, 7) Is there an adult you can feel comfortdalking about problems with?, and 8) Is
there a special adult person in your life who catesut your feelings? Their social

support score is the sum of the eight items thatggaants endorsed.

RESULTS
Summary statistics

The descriptive statistics for the time-varyingya&oates used in the present study
are shown in Table 7. Approximately forty-six percef all person-time observations
saw participants involved in a steady romantictreteship, while roughly one-fifth (21
percent) involved the dissolution of a previoushlasly, meaningful relationship.
Respondents were cohabiting in twenty-two percépecson-time occasions from wave
7 to 12 and involved with an antisocial romantictper thirty-six percent of the time.
Finally, respondents reported physical victimizatad the hands of a romantic partner in

thirteen percent of cases and emotional victimiraiin twenty-six percent of cases.

(Insert Table 7 about here)

Of the 4,407 person-time observations in waves @xEinined in the present
study, 943 involved the dissolution of a meaningéwhantic relationship. Importantly,
there are a variety of differences across the sailmpthe experience of romantic
dissolution. First, total offending variety scoegge significantly higher in waves when a
relationship dissolved (1.54; p <.001) compareth&alternative relationship statuses
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(1.15; p <.001). Second, there are notable difiege by romantic dissolution across all
of the moderating factors of interest in this stulybjects who experienced romantic
dissolution were less likely to be cohabiting (VE5 23; p <.001), more likely to be
involved with an antisocial romantic partner (.4l \83; p <.001), more likely to be
physically (.23 vs. .11; p <.001) and emotionailstimized (.34 vs. .24; p <.001) by a
romantic partner, and less likely to be currenthpéoyed (.38 vs. .43; p <.001). Third,
significant differences also exist across the stngigative emotion and peer
influence/exposure measures. Respondents haver lsighes on negative emotionality
(.42 vs. .38; p < .05), unstructured socializin@@vs. 2.85; p <.001), number of close
friends (2.10 vs. 1.98; p <.001), peer antisdoediavior (1.77 vs. 1.66; p <.001), and
peer antisocial influence (1.53 vs. 1.42; p < .d@yaves when romantic dissolution
occurred. Finally, few differences exist acrossabetrol variables in this study by
romantic dissolution. Instances of dissolution wassociated with younger age (21.83
vs. 21.97; p < .05), the presence of biologicaldebn (.46 vs. 43; p < .10), and lower
scores on temperance (3.15 vs. 3.23; p < .05pngtstatistically trivial differences

exist for measures of psychosocial maturity, futientation, consideration of others,
social costs of crime, or social support. Takeretbgr, romantic dissolution is associated
with important differences, especially among thederating factors of special interest to
this study, but few differences exist across th&ows other individual-level

characteristics that are controlled for.

Total Offending Variety by Relationship Context
Table 8 presents the estimates from a fixed effeegstive binomial model that
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was estimated to predict the effect of romantisalistion on total offending variety
scores. Original model estimates were transformtealincidence Rate Ratios (IRR here
forward) post-estimation by exponentiating eacHfament. IRRs reflect the percentage
change in variety scores based on a one-unit isergaa predictor variable. For
example, an IRR of .75 for current employment waeddate to offending being 25
percent lower in waves when an individual was wogkiA score of 1.25 for the same
variable would reflect a 25 percent increase iemding variety scores. In essence, then,

IRRs are interpreted in a fashion that is in linthwdds ratios.

(Insert Table 8 about here)

A number of significant relationships are uncoverethe full model that is
estimated without interactions for the contextusiables of interest. First, the results
suggest that individuals increase their offendingrey waves in which they experienced
romantic dissolution. Specifically, the IRR suggedsiat respondents increased their
offending variety by an impressive 23 percent (X in such waves. Further, on
average, individuals in this sample also commiter@ime in waves that they are
romantically involved, which suggest that geneoahantic involvement during emerging
adulthood is not particularly protective for thimgp. This model also shows that all five
of the measures of potential causal mechanismstatistically significant. Of the
mechanism-specific measures, peer antisocial behhas the strongest relationship with
total offending variety scores (IRR = 1.27, p <1@onversely, the greater the
proportion of a wave that individuals spent insitdnalized, the lower their offending
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(IRR = .81 p <.05). Finally, exposure time (IRR.H4, p <.05) and gang involvement
(IRR =1.35, p <.01) increased offending varietyoas waves, whereas temperament
(IRR =.71, p <.001) and consideration of oth&RR(= .88, p <.001) were associated
with lower offending variety scores overall.

Table 9 presents the estimates for the 5 additiaxed effects negative binomial
models that were estimated to assess the modenatingnce on offending of
cohabitation, involvement with an antisocial parfrysical and emotional
victimization by a romantic partner, and employmé&i#ch of the five models includes
all the time-varying covariates estimated in théruodel but Table 8 presents only the
estimates for the interactive variables of inter€sintrary to expectations, romantic
dissolution was not associated with a reductioofiending in any of the estimated
models. First, the moderating influence of cohdintawas assessed in model 2. Here,
only one estimate was statistically significane thssolution of non-cohabitive
relationships. Specifically, individuals increagbdir offending in waves in which they

experienced the dissolution of a non-cohabitivatie@hship (IRR = 1.23, p < .01).

(Insert Table 9 about here)

Model 3 in Table 9 displays the effect of romantigsolution by whether it
involved an antisocial romantic partner, suggestivag the dissolution of an antisocial
relationship is particularly criminogenic. Indeeegves that saw an individual end a

relationship with an antisocial romantic partneravassociated with offending variety
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scores an impressive 62 percent higher (p < .0€#) in waves that individual remained
single.

As seen in models 4 and 5, the magnitude of thantimdissolution effect is also
contingent upon the incidence of both physical ametional forms of intimate partner
violation. However, rather than the end of a viblemantic relationship reducing
offending for individuals, it increases it notablgdividuals who experienced physical
victimization by their partner and had that relasibip dissolve had offending variety
scores 57 percent higher than in waves where tleeg single. Heightened offending
also occurred when individuals were physicallyimized while in a relationship (IRR =
1.23, p <.01). A similar story emerges in mod&emotional intimate partner
violence, with individuals having higher offendiagriety scores in waves they
experience emotional victimization while in a redaship (IRR = 1.28, p <.001) and
especially in waves where an emotionally violetdtrenship comes to an end (IRR =
1.50, p < .001).

Finally, model 6 shows the moderating influencewfent employment status for
romantic dissolution. Here, the effect of romauwligsolution is dependent upon whether
an individual reports current employment. Indivibuaho had a relationship dissolve
only increased their offending if they were unenypld (IRR = 1.27, p < .01). If they
experienced romantic dissolution when they wereleyeg, their offending was not

higher but rather in line with waves where theyaveingle.

SUMMARY
The goal of this study was to take the first stepantextualizing the impact of
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nonmarital romantic dissolution on offending amamgat-risk group of youth navigating
the instability of emerging adulthood. More spexfly, its primary motive is to provide
a deeper, more nuanced account of the variousareship contexts and individual
circumstances under which romantic dissolutionc$feriminal behavior. All of the
moderating factors of interest in this study hathmue bearing on the effect of romantic
dissolution. Contrary to expectations, however,ora of the relationship or individual
factors of interest was associated with a sigmifickecrease in offending variety. Indeed,
experiencing the dissolution of a relationship @ased criminal behavior when that
relationship involved an antisocial romantic partmdysical victimization, or emotional
victimization. Furthermore, the effect of romardissolution on offending variety was
also higher during waves in which individuals waremployed, although the effect was
only marginally greater than romantic dissolutiodisect effect. The only contextual
factor that did not exacerbate criminal behavios wahabitation. That is, romantic
dissolution only increased offending variety durimgves where individuals were not
residing with their romantic partner. The effect@dsolution was statistically
insignificant for those who experienced the dissotuof a cohabitive relationship, for
those who were employed, and for those who werénwotved in relationships in which
they were victimized.

In summary, the findings of this study suggest thatantic dissolution does
indeed matter to understanding offending behawwind emerging adulthood, but that
doing so without attention to various relationstiymamics or personal circumstances is
unlikely to provide a complete or accurate undeiteg of its true impact. The effect of
romantic dissolution on crime is stronger whemvtalves an antisocial romantic partner,
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physical and emotional forms of intimate partnetimization, and unemployment. In
essence, it appears that the effect of romantsotlison is particularly influential for
those who are without many “stakes in conformitség¢ Sherman et al., 1992). Further,
contrary to original theoretical expectations, ¢é@ out of a romantic partnership does
not decrease offending among this at-risk sampi@oth under any of the examined
circumstances. Given the volatility of antisocialfmerships and relationships that
involve intimate partner violence, it was hypotlzesi that romantic dissolution could
function in a positive fashion and reduce offendifigis was not the case in the current
study, however. Neither was it the case that tlileagicohabitive relationships, which
have strong economic underpinnings in many casdgplhigher offending variety.
Instead, no effect on offending was found for tlesalving of those relationships.
Considered together, romantic dissolution increadiesding variety in general
but especially when individuals are involved inismtial, violent partnerships, and when
they are unemployed. Importantly, there are a feteqtial shortcomings in the current
study that deserve attention. First, romantic diggm occurs, on average, in 20 percent
of the person-time observations in waves 7 thrdl@hThis number alone is of no issue.
However, when romantic dissolution is interactethvihe various relationship and
individual dynamics of interest in this study, thés a relative paucity of dissolution
events being modeled. In other words, there areofasions of romantic dissolution
that involve cohabitation, an antisocial romantetper, physical intimate partner
victimization, emotional intimate partner victimtizan, or unemployment. The fixed
effects negative binomial models that are estimatehis study thus produce estimates
of these interactions that are the product of @éichnumber of events. Specifically, only
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15 percent (n = 141) of romantic dissolutions ireotohabitive relationships, 41 percent
(n = 386) involve an antisocial partner, 23 percdant 217) involved physical intimate
partner violence, and 34 percent (n = 321) involeetbtional intimate partner violence.
Relatedly, given the within-individual emphasidiged effects models, there is no way
to determine how many individuals are contributioghe estimates of these interactions.
It may be that a subset of participants are flowimgnd out of relationships in each wave
and having a large influence on the estimates ptedéhere. Second, this study does not
differentiate between those who were victimizedlpartner but also perpetrated
intimate partner violence and those who were simyms of violence. This
assessment would be unreliable given how few idd&is in this study were only
victims of intimate partner violence in waves whdrgsolution also occurred. In theory,
the effect of romantic dissolution may vary acrtbesse statuses. Third, the indicator of
having an antisocial romantic partner is based wftemding behavior. It does not give
attention to the drug or alcohol use of a romapéidner, which may be meaningful.
Given these shortcomings, there are a number ehfiat avenues down which
future research should proceed. First, a largexsgte.g. Fragile Families) could be
used to assess more critically the dissolutionobiabitive relationships. In the present
study there were relatively few occasions of rontaghissolution. Consequently, focusing
attention to alternative datasets may provide femdiht picture into the effect of such
events on offending behavior and various othersantal domains. Future work should
also examine the implications of this event amofega at-risk group of individuals. The
instability of emerging adulthood has been foundpply more strongly to non-
disadvantaged groups (see Meier & Allen, 2009)dtressing the questions of this study
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with a more prosocial sample could uncover meanirgjfferences. Second, future work
should focus more closely on intimate partner viokeand how the exit out of violent
relationships affects not only offending but alsbstance use and victimization. In this
study, if participants reported being physicallyeanotionally victimized by a romantic
partner, they most often reported perpetrating sualence as well. This could be
expected given the assortative mating processaayatvith this at-risk sample, but the
victim-offender overlap would be less prevalent ama more general population. The
same could be said in regard to the employment uneas this study. Finally, future
work in this area should assess the gender dynahatsurround the incidence of
romantic dissolution and how they may vary by ietship dynamics and individual
circumstances. Previous work in this area has shbhatmales increase offending and
substance use but that women only increase thiestance use (Larson & Sweeten,
2012). Therefore, it could be that failure to asgender variation in romantic

dissolution among these at-risk subjects biassssthidy’s estimates downward.
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CHAPTER 6
DISCUSSION
OVERVIEW

Over twenty years of research focused on marriaggime has established a
virtual consensus among criminologists that maeriangtters (Farrington & West, 1995;
Laub & Sampson, 2003; Laub et al., 1998; Piquerl.e2002; Sampson & Laub, 1993;
Sampson et al., 2006). A parallel body of literattivat emerged more recently has
directed its attention to adolescent relationshipd revealed that romantic involvement
earlier in the life course also has strong effectsantisocial behavior (e.g. Haynie et al.,
2005; McCarthy & Casey, 2008). Considered togetiese efforts demonstrate that
romantic involvement must not be overlooked inrafits to understand crime across the
life course. Importantly, however, a focus limitaly to involvement in adolescent
romantic relationships and marriage has left twoweasingly important issues
unaddressed. The main goal of this dissertationtavasing these issues to light in a
fashion that moves the field closer to a more cah@nsive understanding of the
romance-crime nexus.

The first issue concerns the momentous shiftsithe¢ altered the institution of
marriage over the past half-century. Recent Peimasts demonstrate that significantly
fewer Americans are marrying today relative toyfifears ago. Whereas 72 percent of
American adults were married as of 1960, only Stex were wedded as of 2011 (Cohn
et al., 2011). Following the decline of marriagedivement has been an impressive

delay in the general timing of marriage. As of 2@i4 median age of first marriage for
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men and women was 28.7 and 26.5 years, respecgtoatypared to only 22.8 and 20.3
years fifty years ago. While marriage occurs ldssnoand later than it once did, such
shifts of course do not equate to young men andewosimply refraining from romantic
involvement altogether. Instead, what has follovgesthovement toward nonmarital
dating and cohabitive relationships during theyetotmid twenties—a finding that
especially applies to the offending population @# South, 2011). Yet, very little
theoretical or empirical attention within crimingphas focused on nonmarital
relationships (see, however, Horney et al., 19@8drdo et al., 2010), which is
particularly concerning given that they are nownbem in the years that the age-crime
curve is descending (Farrington, 1986). As argue@dpaldi and colleauges (2008,
p.268), “a focus on the institution of marriage..medess relevant for contemporary
theorizing regarding persistence and desistancerog.”

The second shortcoming presently afflicting theaaktiterature on romantic
involvement and crime is the continued focus amantic involvement andrelationship
guality. Notwithstanding a few recent studies (e.g. Bar&anoherty, 2013; Carbone-
Lopez, Rennison, & Macmillan, 2012; Halpern-Meeg&tral., 2013), the field’s obsession
with the benefits of romantic formation and mairece has disregarded the simple
reality that relationships dissolve with markedulagity (Cherlin, 2009). To be sure,
nearly everyone will experience the dissolutioma@fonmarital relationship at some point
(Baumeister, Wotman, & Stillwell, 1995; Raley, Gay, & Muller, 2007), and, today,
even half of first marriages will end (Cherlin, 2)1Simply put, more than ever, research

that neglects such instability misses a consecalgriice of the puzzle.
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Theoretically, the perspective that best forgesealshortcomings with the extant
literature on romantic relationships and crime raéit’s (2000) theory of Emerging
Adulthood. Although multifaceted, Arnett’'s work s to the fact that marriage is no
longer normative during the early twenties and,tbabhsequently, the relationships now
filling that stage of the life course are nonmaidiad characterized by greater instability
than in any other period over the last century.sTimtegrating the theory of Emerging
Adulthood with the extant literature on romance anahe brings the field closer to
where it should have been a decade ago.

The ability of Arnett’s (2000) work to bring theaémentioned issues to the
forefront of ongoing discourse within criminologadl this dissertation to its adoption of
three primary objectives. The first objective wagkamine whether the effect of
romantic dissolution on offending is limited to @@n crime types. Specifically, the
guestion of whether romantic dissolution is diffdrally associated with aggressive and
income offending was addressed. The second inteféisis study was to come closer to
an understanding of the various mechanisms tharliedhe effect of romantic
dissolution. The mechanisms that were assessédsisttidy were strain/negative
emotionality and delinquent peer influence and sxpe (see Larson & Sweeten, 2012).
The final objective was to examine the extent taciithe effect of romantic dissolution
is moderated by various relationship dynamics addsidual circumstances (e.g. having
an antisocial romantic partner, unemployment, ebc.dhe end, this focus takes the first
step toward contextualizing the impact of nonméaraanantic dissolution on crime
during emerging adulthood. Providing further contexthis phenomenon helps advance
a more comprehensive understanding of romantidwewaent’s relationship with
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offending and other forms of antisocial behaviaioas the life course. It also helps set
the stage for a fruitful line of future inquiry; enin fact, that very recently commenced
(i.e. Bersani & Doherty, 2013; Carbone-Lopez et2012; Halpern-Meekin et al., 2012).
The following section reviews the primary conclus®f this study. Thereafter,
limitations of this study are explored, avenuefutidire research are proposed, and

various policy implications are discussed.

ROMANTIC DISSOLUTION ACROSS OFFENSE TYPES

The study of nonmarital romantic dissolution haly sacently emerged as an
avenue of empirical inquiry within the field of srinology (e.g. Carbone-Lopez et al.,
2012; Larson & Sweeten, 2012). The same canncaideo§ the attention it has received
from psychology. The phenomenon’s implicationsdorotional and psychological
health are well documented (Kiecolt-Glaser et20(1), and little uncertainty surrounds
the finding that romantic dissolution is strongiyated to a range of negative
interpersonal outcomes (Braithwaite et al., 2010y et al., 2003; Rhoades et al.,
2011). Whether all categories of crime are on lisabf negative interpersonal outcomes
was one of the questions at hand.

Accordingly, this study examined whether romantgsdlution is differentially
associated with aggressive and income-based formi$emding. A host of psychological
studies indicate that romantic dissolution is sgigmssociated with increased aggression
(Davis et al., 2003; Fisher, 2004; Leary & Sprind01; MacDonald & Leary, 2005). In
fact, according to Fisher (2004, p.164), “love &iate are intricately linked in the human
brain. The primary circuits for hate/rage run thgbuegions of the amygdala downward
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to the hypothalamus and on to centers in the peedugctal gray, a region in the
midbrain.” The aggression-dissolution link is smeg that in rare cases an individual’s
“perceived or actual abandonment” leads to homi@idigcDonald and Leary, 2005,
p.214).

The findings of this study revealed that the efffatonmarital dissolution does
vary somewhat across aggressive and income-bafadlofg. The increase in income-
based crimes committed in waves in which individuatperienced romantic dissolution
was nearly double the increase identified for aggjke crimes in such waves. That said,
however, in each of the offense-specific modelsamatic dissolution expressed one of
the strongest effects across all time-varying dates that were modeled. In sum, though
there were differences in the apparent magnitudbeoéffect across offense types,
romantic dissolution retained a significant relasbip with both aggressive and income-
based crime among this sample. As such, it appeardoth the psychological and
sociological literatures that motivated this staghplied to the relationships uncovered
here. As is the case with any preliminary invesiayg these findings necessarily require

replication and further scrutiny by future researcthis area.

MECHANISMS UNDERLYING ROMANTIC DISSOLUTION

In one of the first studies to uncover the relattup between romantic dissolution
on crime, Larson and Sweeten (2012) proposed tieagffect likely operates through a
number of key mechanisms. The mechanisms thatsihegulated account for the effect
include the following: strain, exposure to delinqupeers, and a reduction in informal
social control. These mechanisms were not testéteinwork so the second goal of the
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present study was to identify the extent to whigt bf the mechanisms, strain/negative
emotionality and exposure to delinquent peers, @ucior the dissolution effect,
especially among a more criminogenic sample thapraviously assessed.

The influence of strain/negative emotionality vpasposed as one of the various
mechanisms due to a large body of empirical woak tias found romantic dissolution to
be one of the most challenging experiences a huwaarendure (citation). In addition to
aggression, the loss of a romantic partner is @s®acwith increased depression,
anxiety, anger, and the onset of various mentairdess (Rhoades et al., 2010; Wheaton,
1990). In sum, attention to romantic dissolutioemthe past few decades has centered
on its emotional and psychological consequencesyisig that it can serve as a
particularly turbulent life event. Therefore, thregent study considers this relationship
and its potential association with offending byusinng on a cumulative measure of
strain/negative emotionality derived from the Bi&@fmptom Inventory (Derogatis &
Melisaratos, 1983) to determine whether changésathdomain reduce the effect of
romantic dissolution on crime. The dissolution effeould be better understood if in fact
it did.

Results of the study revealed that strain/negametionality did in fact account
for a reduction in aggressive and income-baseddahoffending, although its effect is
not as robust as expected. Only one of the two ntimédissolution effects (romantic
dissolution followed by romantic involvement) wasver when the strain/negative
emotion measure was controlled in the model. Taiak, iowever, in line with General

Strain Theory (Agnew, 1992; Agnew, 1999; Agnew, 20Broidy & Agnew, 1997), the
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independent effect of the strain/negative emoti@asnre was positive and significant,
even in light of some of the strongest predictdrsroninal behavior.

In addition to strain/negative emotionality, tetsidy also focused attention to
peer influence/exposure to see if the effect ofantic dissolution on crime was at all
attributable to peers and unstructured activilieéine with Larson and Sweeten’s (2012)
proposition, the effect of this group of measurnelsatcount for a sizeable reduction in
romantic dissolution’s effect. In fact, the relatship between romantic dissolution and
offending was reduced by as much as thirty percemodels where this set of measures
was controlled. Although Warr (1998) examined tk&ept to which changes in peer
exposure following romantic involvement countedreduced crime, it appears the same
forces are at work when a relationship ends. Inidiais resort back to their peer groups
and, as such, are increasingly susceptible tatflheence of peers, as well as the
increased opportunities for antisocial behaviot #rese with unstructured socializing.

Taken together, this study determined that the mr@sims proposed by Larson
and Sweeten (2012) account for some, but not falheorelationship between romantic
dissolution and crime. Strain/negative emotionaigguced romantic dissolution’s
impact on offending, although only marginally. il dhowever, express a strong, positive
effect on both aggressive and income-based forne$f@fiding. Peer influence/exposure
measures on the other hand, accounted for a natdiletion in the effect of romantic
dissolution on offending, while also serving as sarhthe strongest covariates across all
models. The results of this study are in line wité recent conclusions of Bersani and
Doherty (2013). They assessed the contributiont@dtthey categorized as the
“enduring” and “situational” processes that Lauld &mpson (2003) highlighted as the
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mechanisms that account for the marriage effeceX@ymining changes in offending
subsequent to divorce, they determined that sd@oatifactors have more to do with the
changes that marriage induces. Specifically, “suipem and monitoring by a romantic
partner, knifing off of criminogenic networks, aralitine activities” were the processes
most strongly related to the increase in offendoligpwing marital dissolution (Bersani

& Doherty, 2013, p.25). These findings are largeliine with this study’s findings that
indicate peer influence/exposure and changes itnugtsred routine activities account
for much of romantic dissolution’s effect. Eventigh divorce and nonmarital romantic
dissolution are unique phenomena, the processasghmvhich they increase offending
appear to similar. Future efforts must revisit thiatter with measures that more directly

tap into the mechanisms that have been proposed.

MODERATORS OF ROMANTIC DISSOLUTION

The preponderance of research on romantic digsnlbas concentrated on the
phenomenon’s various psychological, emotional,iatefpersonal consequences (e.g.
citations). By and large, this work has directditeliattention to the general notion that
romantic dissolution may be followed by positivie Ichanges (e.g. Slotter et al., 2010,
Woodward et al., 2010). Within criminology speddily, research on romantic
dissolution and crime, although just recently enmgyghas followed suit. That is, efforts
to date have examined the termination of a romaatationship under the general
assumption that it may lead to crime. This assuonps problematic, however, because it

does not appreciate the broad array of relationsi@pacteristics and individual
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circumstances that likely dictate the nature ofaatit dissolution’s relationship with
crime.

The various moderating factors that were assesstulsi study included whether
respondents were cohabiting, involved with an acted partner, victims of physical or
emotional forms of intimate violence, or unemployEuist, attention to cohabitation was
theoretically motivated by a body of work withincgmlogy that indicates the dissolution
of cohabitive relationships strongly undermine raahviduals’ economic stability. For
example, Avellar and Smock (2005) examined the itapbns of dissolved cohabiting
relationships and found that the financial situagiof both men and women deteriorated
significantly post-dissolution. This is due to fiveancial dependence that characterizes
nonmarital cohabiting relationships, as most cdleabieither pool their money together
or share it with their romantic partner (Arnett020 Edin, 2000; Heimdal &
Houseknecht, 2003). Theoretically, if individuate at least somewhat financially
dependent upon their romantic partner, the dissoludf their relationship could increase
their involvement in crime. In addition to econosjicesearch has suggested that
cohabitive relationships involve greater overallogional investment than dating
relationships (Stanley et al., 2006), which co@sult in romantic dissolution being a
more impactful experience. The findings of thisdstthowever, indicate that cohabitive
dissolution is not associated with increased ofiegdOnly dating relationships that
dissolved were found to increase crime. This figduns contrary to the above literature,
but there are unmeasured factors at play. Cohaldissolution is unlikely to be followed
by offending if a respondent under study is theaotic partner who ended a relationship
(or who is control of a residence, etc.). Withotdyiding insight into which partner
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terminated a relationship, this conclusion is taersuand should be revisited in future
work.

Second, involvement with an antisocial romantidrparwas also conceived as a
factor that may moderate the impact of romantisaligion on crime. As Knight (2012)
discusses, assortative mating processes increagedhability that offenders select into
a romantic relationship with another antisociaiwdlal. Given the various studies that
have identified the criminogenic effect of antisdeelationships (Woodward et al.,
2002), it is possible that the impact of romantgsdlution on offending is at least partly
dependent upon whether the relationship that dissahvolved an antisocial partner. A
recent study by Smith and colleagues (2012) onlenoldrinking that found problem
drinking increased when women ended a marriage awtbn-problem drinker and
decreased when women ended a relationship witblaem drinker supports this
possibility. The findings of this study revealedtithe termination of an antisocial
partnership exacerbates rather than decreaseslmiferelative to that which occurs
during singlehood. Thus, it seems antisocial retehips dissolve in a manner that has a
negative impact on individuals. Given Giordano anlfeauges’ (2010) finding that
antisocial individuals are not involved in “colddahbrittle” relationships as Hirschi
(1969) originally proposed, it appears that evenltiss of seemingly unhealthy and
problem-ridden relationship is a difficult traneitito make. That is, romantic
relationships that see both partners involved imerare not without the investment that
would make the event a positive experience.

Third, relationships that involve intimate partneylence differ from prosocial
relationships in a variety of important ways th&revhypothesized to moderate the effect
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of romantic dissolution. Higher levels of contraldaconflict characterize relationships
that involve intimate partner violence and infitkelisee Giordano et al., 2010). They are
also associated with anxiety (Coker et al., 208@pstance use (Leonard & Mudar, 2003;
Temple et al. 1991), and suicidal ideation (Simbalg 2002). As such, the dissolution of
a relationship in which individuals experiencedtvigzation could function positively
and serve to lower their involvement in crime. Tinelings of this study do not indicate
that this is the case, however, which is in linehvei number of studies that tested a
similar relationship for changes to mental healthropbell & Soeken, 1999; Zlotnick,
Johnson, & Kohn, 2006). In relationships whererahvidual is experiencing physical or
emotional forms of violence, the end of a relatfopsstill increases offending. A

problem with the present study is that it is undbldetermine whether an individual is
also perpetrating such violence, which would makéence within a relationship a
mutual exchange. It may be that more precise measnt that captures only
victimization paints a different picture than theeqoresented here. If it did not, it may be
that the males and females who are being victimimed romantic partner become
strongly dependent upon their partner and stiliggite when the relationship finally
comes to an end (see Bornstein, 2006).

Finally, it was hypothesized that employment caelgulate the magnitude of
romantic dissolution’s effect on crime given theghéened vulnerability to offending of
individuals who are without consistent work (e.gub & Sampson, 2003; Uggen, 2000).
Relationships can serve as a financial crux foresamen and women but especially for
those with a criminal record who struggle to fimdpoyment (see Travis, 2005). The
findings of the present study indicate that the@fbf romantic dissolution on crime was
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exacerbated among participants who were unempldyagk, it appears that those who
are without a job struggle when they lose theiraatic partner or relationship. This
study is unable to test this possibility directlyt Bpeculates that those processes are at
work given how notable the increase the dissolutitbect is.

In summary, the moderating factors of intereghia study present a stark reality
surrounding the implications of romantic dissolatior at-risk males and females. In no
case did nonmarital romantic dissolution resuless crime. In other words, it does not
appear that the end of a romantic relationshipifsggna positive life event or “hook for
change” (Giordano et al., 2002) among this atseple no matter the nature of the
partnership or individual’s circumstance. The vasi@disadvantageous characteristics of a
romantic relationship seem to spill over and inifgrsither than mitigate the effect of
romantic dissolution on crime. Attention to larggeneral population samples is
necessary to provide a more rigorous test of thkageus relationships given how

relatively few events contributed to the conclusipnesented here.

POLICY IMPLICATIONS

The conclusions of the present study beg the faligwuestion: what can be
done to counteract the effect of romantic dissotutin offending? There is no way to
“stop” the dissolution of romantic partnerships.nigmtic loss will inevitably occur
across all stages of the life course, from adolese¢o emerging adulthood to late life.
Moreover, romantic dissolution will touch all formgrelationships, from those that
involve dating to those that are recognized by las/such, the most pragmatic response
to this issue involves a three-prong approachft@tses on the following: 1) altering
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how individuals respond to romantic loss, 2) prévenunhealthy relationships through
education and the promotion of healthy relationshgmd 3) providing effective and
accessible forms of support that help individuaaldvith the distress that often follows
romantic dissolution. This section focuses itsrdtte to each of these three strategies. It
concludes with a brief comment about what spedifiche criminal justice can do to
reduce the impact it has on romantic instability.

While criminological attention to the relationstiptween romantic dissolution
and offending is just emerging, much attentionfoassed on the incidence of stalking
following romantic loss (e.g. Dennison & StewafQ8; Fisher, 2006; Langhinrichsen-
Rohling et al., 2003; Patton, Nobles, & Fox, 20R0berts, 2005). Though minor forms
of stalking are relatively common among certainugp(e.g. online stalking among
college students), more serious forms often follbevdissolution of unhealthy
relationships characterized by high levels of jealp (Wigman et al., 2008), emotional
or physical violence (Smet et al., 2012; Templd,®0control (Roberts, 2005), and
possessiveness (Langhinrichsen-Rohling et al3R0he question, then, is what causes
individuals in such relationships to respond tedistion with stalking? Research has
highlighted the relevance of attachment style it® phenomenon (e.g. Patton et al.,
2010). Attachment theory, which was originally ppepd by Bowlby (1969), suggests
that the parent-child relationship early in lifegaly determines an individual's
attachment style. While warm and healthy parentddionds promote secure attachment,
unstable and callous parent-child relationshipaltés insecure forms of attachment (i.e.
insecure-avoidant and insecure-anxious). An indiaid attachment style then dictates
an individual’s selection of and functioning in selquent relationships, specifically those

119



that are romantic. According to Feeney and Nol@4), individuals who possess an
insecure attachment style are likely to be seresitivrejection and respond to it much
more unhealthily than an individual who has a seattachment style. Accordingly, it
may be that insecure attachment forms, and theienabtand psychological responses to
dissolution they elicit, increase the likelihoodonime. If this is in fact the case, a
number of individual-specific strategies shouldebaployed.

First, significant attention should be directed &msvparenting practices during
the earliest stages of childhood (Farrington & WeR010; Piquero et al., 2010). Given
that attachment styles are formed early in theckferse, developing programs aimed at
promoting healthy parent-child bonds as early asitte would result in more healthy
attachment styles, thereby making individuals legeerable to the instability that has
increasingly characterized romantic partnershijgs proposal is particularly relevant to
the sample of at-risk males and females that wemenaned here. Youth enmeshed in the
juvenile justice system are more likely than tloeiunterparts to have experienced one-
parent homes or child-rearing practices that wetgoarticularly effective of consistent.
Additionally, identifying individuals with insecur@tachment styles as early as possible
has the potential to benefit their romantic trapeiets and reduce their susceptibility to
romantic dissolution across the life span. Theistexa real opportunity for juvenile
justice systems and practitioners to identify insely attached at-risk youth and to
develop, or at least strengthen, programming effitvit aim to help young males and
females move to a more secure attachment style.

While focusing attention to attachment styles melpimake romantic dissolution
a less difficult life event, it could also incredbe likelihood that individuals select into
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healthier, prosocial relationships in the firstqgaln addition to that strategy, however,
there are alternative approaches to reducing uthyeialationships and promoting
healthy ones. For example, incorporating romamiationship educational programs and
mandatory courses into schools and various ottséitutional settings should prove
beneficial. Of course many schools throughout thentry already inform students of the
pitfalls of physically or emotionally damaging retenships and how to get out of such
situations, but a more general, pragmatic appraésthhas potential. It may be fruitful to
educate youth about the general science undengmgntic love and relationship
functioning. For many young men and women the @fdave often takes on a life of its
own. Some beliefs about love and romance are ustieand place great weight and
expectations on a relationship and its survivahtTit not to say that idealism should be
squashed entirely, but rather that a more pracesalence-based perspective on
relationships be promoted. As Frazier and Cook 319%5) suggested, therapists who
work with individuals who recently lost a relatidmg should explore “cognitions about
the relationship and the breakup” and individugt&€rceptions of alternative partners” to
ensure they do not have unrealistic views aboutéutelationships. Hence, it is probable
that promoting reasonable perspective and expentatf romantic relationships could
defend against the consequences that follow thesotblition.

Finally, in addition to aforementioned preventatand educational strategies, it
is also imperative to have appropriate interverstiand support services in place that can
assist individuals who struggle with the dissolatal a romantic partnership. Findings
from Chung and colleagues (2003) indicate thaptist-traumatic stress symptoms that
often follow romantic dissolution can endure forntits after the event. Accordingly, it
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is crucial that support services available to thusagating the aftermath of romantic
loss are made known and readily accessible. TeayEdourse no way to prevent
romantic dissolution, especially during the ingligpof late adolescence and emerging
adulthood, but acknowledging its consequences Hadtiwely addressing them will help
diminish the association between romantic dissotuéind crime.

Given the findings of this study, the criminaltjae system and its policymakers
should also be cognizant of the ways that instihalization and a criminal label may
increase romantic instability. Recent attentioth® consequences of incarceration has
indicated that it is associated with divorce (Lo estern, 2005; Massoglia, Remster,
& King, 2011), especially for those without childréApel et al., 2010). Massoglia and
colleauges (2011) examined the mechanisms undglgia relationship and found that
both separation and stigma are largely responfblearital dissolution. In regard to
separation, incarceration results in physical andtenal distance between romantic
partners that disrupts the bond that existed poiancarceration. Therefore, honest
efforts that allow for the maintenance of a romapartnership should prove beneficial.
This could come in various forms, ranging from pi@ls that embrace more flexible
visitation policies to those that require statefotge more sensible relationships with
telecommunication providers to those that take amtasideration an individual’s
romantic status when making institutional placent=tisions, especially in states where
some prisons are placed in locations multiple haway from where most prisoners
come from (e.g. Michigan, New York, California, 8té¢-urthermore, in line with this
study’s finding that romantic dissolution is panerly criminogenic when individuals
are unemployed, it would seem that reconsideringips that make the acquisition of
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stable employment so difficult for returning offeand. If young men and women are able
to support themselves financially it seems thatldlse of a romantic partnership would
not prove as impactful. Furthermore, being ablmtwe easily obtain employment
would likely offer individuals a more diverse, pogsal dating market that could reduce
the chances of sorting processes leading themam#mtisocial partnership.

In summary, there are a variety of approachesctirabe taken when attempting
to counteract the effect of romantic dissolutioncame. First, attention should be guided
toward reducing the likelihood that individualspead negatively to romantic
dissolution, which research suggests has much teitticattachment style. Second,
educational efforts and programs should be incaeadrinto curriculums nationwide,
and should certainly be embraced by various otisitutions that are in regular contact
with at-risk youth. Third, responses to romantigsdiution should be readily accessible
to young men and women given its consequences@anddmg they last. Finally, and
importantly, the criminal justice system should mlonest attempts to consider the
impact that it has on romantic instability. Indiuals and families would certainly benefit
if the criminal justice system made conscious é$ftw reduce its footprint on romantic

relationships.

STUDY LIMITATIONS

There are several limitations to the present stlilgse shortcomings fall into a
three specific categories. First, there are pakrgsues that follow the measurement of
romantic dissolution that was used. These varioggsurement shortcomings may result
in the impact of romantic dissolution on crime lgeimderestimated for this at-risk
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sample. The second limitation of this study consehe timing of romantic dissolution
relative to changes in offending. The third analfilrmitation of this study is that there
were few incidents of dissolution that involved thederating variables of interests. The
remainder of this section addresses each of thege&cemings in greater depth.

First, much is left to understand given both treasure of romantic dissolution
that is used in this study and the lack of varialbheat provide insight into the nature of
each occasion of romantic dissolution. The presermty did not ask respondents about
romantic dissolution specifically. That is, respents were not asked whether they had
experienced romantic dissolution and so the indroaft romantic dissolution is
subjective rather than objective. Consequentlyy thespondents were not asked about
the nature of their relationship’s dissolution eithResearch has indicated that the
negative consequences that commonly follow romatsisolution largely depend on
whether an individual is the “leaver” or the “leffFrazier & Cook, 1993; Sprecher, 1994;
see also Shackelford & Buss, 1997), perceives\hgadility of alternative romantic
options (Frazier & Cook, 1993; Simpson, 1987),sanilove (Fisher, 2004, 2006). Any
conclusion pertaining to the relationship betwesnantic dissolution and crime is
imperfect without an understanding of these reteiop dynamics. It is therefore
pertinent that future research better capture iffierences that are bound to influence
how an individual responds romantic dissolution.

The second shortcoming of this study is that itnable to effectively capture the
timing of offending relative to the dissolution@fomantic relationship. The design used
ensures that offending is measured during the seawe as romantic dissolution, but the
issue is that waves are, on average, 6 or 12 mamtbagth. As such, there is the
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possibility of a time-ordering issue. Modeling wauhat are 6 or 12 months in length
leaves room for occasions of increased offendingy po the dissolution of a romantic
relationship. Consequently, it could be that offagds not a consequence of romantic
dissolution but rather a cause of it. Future rededrat attempts to further discern the
impact of romantic dissolution on crime should feattention to semi-annual, monthly,
or even weekly life calendar data (Roberts & Horr8910; see also Averdijk et al.,
2012; Felson et al., 2012).

Finally, it is important that the various moderatof romantic dissolution that
were of interest in study be revisited with a saertpht is not at-risk. Given the decline of
marriage and rise of cohabitation among the gempenalilation it is essential that the
dissolution of cohabitive relationships be examingith larger, more general samples. It
could be that the relationship dynamics of non+uodfers operate in a way that makes the
dissolution of such relationships more risky. Reddy, rather than focusing only on the
moderating influence antisocial or violent relasbips, future work in this area should
also focus attention to the influence of alcohal anbstance use on crime. Revisiting the
guestions addressed in the present study may rdifaknces that are theoretically

meaningful.

FUTURE RESEARCH

In addition to addressing the limitations preseratiedve, there are numerous
other questions that should be examined in futesearch in this area. First, attention
should be focused to the implications of variodacitment styles on the impact of

romantic dissolution. As discussed previously, eéfare already underway to understand
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the relationship between insecure attachment atkirsg, so future theorizing and
empirical tests in this area should also emphagir@nal behavior as an outcome.
Second, future research should consider romarggotition among at-risk males and
females as a dependent variable. This approachdwalip identify individual
characteristics and contextual factors that in&e¢las probability of romantic dissolution.
An understanding of these factors would benefieple justice systems and personnel
when developing programming efforts. Third, builglion the present study’s attention to
cohabitation as a potential moderator of romanssalution, research should attempt to
capture how the various motivations for cohabitiméons are associated with variation in
offender behavior. Cohabitation occurs for a vagradtreasons, with some arising as a
precursor to marriage and others existing for guiiabncial reasons (Arnett, 2004).
Indeed, some cohabiting unions are uncommittedendthers involve high levels of
commitment and sometimes even engagement. Clélaely, a complete understanding
of cohabitation’s relationship with offending recgs an understanding of why exactly
individuals are involved in cohabiting relationshif-ourth, the present study examines
romantic relationship instability on crime duringnerging adulthood. Yet, romantic
instability spans across the entire life coursearixing its impact at other life stages
would provide a more comprehensive understandirigeofenerality of its effect. To be
sure, the “timing” of romantic dissolution should &nother moderating factor that
receives attention in future studies. Fifth, in Webloe fruitful to use dyadic data to assess
the implications of romantic dissolution. Measurnetationship dynamics using dyadic
data could provide important insight into why thesdlution of some romantic
partnerships is followed by increased criminal vdra Understanding how individual
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sentiments and perceptions of a relationship cpomd and differ between romantic
partners may provide valuable information aboutanotit dissolution. Sixth, and finally,
future research efforts should examine the impbeoat of romantic dissolution for
criminal justice system personnel. Since romangsalution increases offending among
the general population (Larson & Sweeten, 2012)arrisk youth, it may be that police
or correctional officers who experience romantgsdiution are more likely to engage in
misconduct. Applying the same logic to incarceratesh and women may provide useful
insight into whether romantic dissolution has d@eafon inmate misconduct and other

outcomes such as emotional and psychological health

CONCLUSION

Research on romantic relationships and crime dwepast twenty years has
focused the overwhelming bulk of its attentionhie tmplications ofnarital involvement.
This limited focus has neglected gradual but pggstanovement away from marriage
over the past fifty years, as well as the incregsistability of the relationship forms that
have taken their place. The present study demdedttat romantic dissolution during
emerging adulthood is associated with notable as®e to various forms of offending.
Further, it offered preliminary evidence that iradies the effect of dissolution is more
robust under certain relationship contexts andviddial circumstances. In sum, the loss
of a romantic relationship appears to be as corgs#l to offending as involvement in
one. Future research must build upon the preséort dfit is to move closer to a more
comprehensive understanding of romance and criraetbe life course. The various
cultural and economic shifts that have led to teelide and delay of marriage in the
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United States do not appear to be reversing cososesiminologists must use those
trends to forecast the romantic relationships withtboe most normative in the next
decade. In the end, it is unlikely that such fosticg will result in a continued focus on

marriage.
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TABLE 1.

Table 1. List of 22-items used for offending variety scores

Aggressive offenses Income-based offenses

Purposely destroyed or damaged property Enterédoden into a building to steal
Forced someone to have sex with you Stolen songeflom a store

Killed someone Bought, received, or sold sometistaden
Shot someone Used checks or credit cards illegally
Shot at someone Stolen a car or motorcycle to kespll
Attacked and seriously harmed someone Sold masjuan

Been in a fight Sold other illegal drugs (coke ckreheroine)
Threated/attacked someone as part of gang  Carjacadone

Purposely set a fire to house, car, etc. Driverieou were drunk or high
Taken something by force with weapon Been paiddmgeone to have sex

Taken something by force without weapon  Carriedma g
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TABLE 2.

Table 2. Summary Statistics (N = 1334; NT = 11,778)

Full sample Dissolution . No dissolution
Variable Name (NT=11,778 (NT =2,927) (NT =8,851)
Outcomes
Total variety score 1.33 (2.34) 1.74 (2.72) rkk 0.2.19)
Qggrfss"’e variety 63 (1.15) 78 (1.31) 58 (1.09)
Income variety score .55 (1.30) .74 (1.52) rkk Aag21)
Relationship measures
No breakup-Single 36.60 48.46
No breakup-Steady 38.91 51.54
Breakup-Single 19.91 81.30
Breakup-Steady 4.59 18.70
Cohabitation 0.15 0.08 ik 0.17
Importance of marriage 4.20 (1.23) 4.04 (1.33) *r 4,24 (1.19)
Likelihood of marriage 3.55(1.24) 3.38(1.28) x o 3.61(1.22)
Mechanism-Strain
Negative emotion index .43 (.51) A7 (.54) kk 450)
Mechanism-Peer exposure/influence
Routine activities 3.07 (.97) 3.22 (.95) rkk 3.0B9)
Number of close friends 2.53 (2.25) 2.58 (2.31) 2.51(2.23)
Peer antisocial behavior 1.72 (.79) 1.83(.81) *x1.69 (.78)
Peer antisocial 1.45 (.68) 153 (.73) 1.42 (.67)
influence
Justice system invol vement
% of T in facility .33 (.42) .29 (.40) ik .34 (.43)
On probation 0.41 0.43 *x 0.4
Controls
Age 19.71 (2.33) 19.80 (2.30) * 19.68 (2.34)
Location
Philadelphia 50.35 24.78 kx 75.22
Phoenix 49.65 17.86 ik 82.14
Race/ethnicity
White 20.56 20.41 79.59
Black 40.39 24.10 ik 75.9
Hispanic 34.35 19.15 *x 80.85
Other 4.70 18.84 81.16
Exposure time (months) 8.30 (3.09) 8.64 (3.14) *x - 8.19 (3.07)
Has children .30 .32 * .30
Currently employed .35 .32 Fkx .36
Currently in school .33 .31 *x .34
Currently in gang .09 .09 .09
Temperament 3.11(.98) 3.06 (.85) rkx 3.14 (.86)
Psychosocial maturity 3.19 (.47) 3.19 (.47) 3.19 (.47)
Future orientation 2.62 (.56) 2.63 (.55) 2.62 (.57)
Consideration of others 3.66 (.82) 3.67 (.82) 3.65(.82)
Social costs of crime 3.15(.93) 3.15 (.90) 3.15(.94)
Social support 5.39 (2.78) 5.40 (2.75) 5.39 (2.79)

[1 Group differences assessed using chi-square t@sst-

**n<.001,*p<.01,*p<.05
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TABLE 3.

Table 3. Fixed effects negative binomial models predicting total offending variety

(1) only controls
b SE IRR

(2) strain
SE IRR

(3) peer infloen

(4) full model
b SE IRR

Relationship measures
No dissolution-Single (ref)
No dissolution-Steady

Dissolution-Steady

Dissolution-Single

Cohabitation

Importance of marriage

Likelihood of marriage

Mechanism-Srain

Negative emotion index
Mechanism-Peer influence
Routine activities
Number of close friends
Peer antisocial behavior
Peer antisocial influence

Justice system involvement

% of T2 in facility

On probation
Controls

Age

Exposure time

Has children

Currently employed

0.18 0.04 1.20
035 0.06 142
0.24 0.03 1.27
-0.15 0.04 0.86
0.02 0.01 1.02
-0.05 0.01 0.95

-0.32 0.04 0.73
0.15 0.03 1.16

-0.12 0.01 0.89
0.09 0.01 1.09
-0.01 0.04 0.99
-0.27 0.03 0.76

**

0.18 0.04.20 ***

033 0.06 9.3**
0.24 0.03 7.2 **
-0.15 0.04 0.86 ***

0.01 0.0111.0

-0.04

0.0 0.96 **

026 003 130 **

-0.34

0.15 0.03

-0.12 0.01
0.09 0.01
-0.02
-0.27

0.04 0.71 »=*
116 ***

0.89
1.09 w
0.04 0.98

0.03 .76 **
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0.16 0.03 1.17
0.28 0.05 1.32
0.17 0.03 1.19
-0.09 0.04 091
0.02 0.01 0.01
-0.04 0.01 0.96

0.14 @0 1.15

30 0.01 1.03
38. 0.02 1.39
.1a  0.02 1.15

-0.21 0.040.81
0.09 0.03 1.09

-0.080.01 0.92
0.07 0.01 1.07

0.02040 1.02
-0.25 0.03 0.78

0.15 0.03 1.16
0.27 005 131
0.17 0.03 1.19
-0.09 0.04 091
0.02 0.01 0.01
-0.04 0.01 0.96

0.16 0.03 117

0.14 0.02 115
0.03 0.00 1.03
032 0.02 1.38
0.12 0.02 1.13

-0.22 0.04 0.80
0.09 0.03 1.09

-0.08 0.01 0.92
0.07 0.01 1.07
0.02 0.04 1.02

-0.25 0.03 0.78

*%

*kk



Currently in school -0.03 0.03 0.97
Currently in gang 031 0.05 136 **

-0.03 0.03 0.97

0.01

0.03 1.01

0.00 0.03 1.00

0.29 0.05 1.34 0.18 0.05 120 * 0.17 0.05 119 *

Temperament -0.44 0.02 0.64 ** -0.41 0.02 0.66 * ** -0.31 0.02 0.73 *** -0.29 0.02 0.75 ***
Psychosocial maturity -0.10 0.04 090 ** -0.03 0.090.97 -0.05 0.03 0.95 0.00 0.04 1.00
Future orientation -0.11 0.03 0.90 *** -0.12 0.03 .89 ** -0.09 0.03 091 * -0.10 0.03 0.90 ***
Consideration of others -0.09 0.02 091 ¥ -0.09.0D 0.91 ¥ -0.07 0.02 0.93 %= -0.07 0.02 0.93 =**
Social costs of crime -0.03 0.02 097 * -0.03 0.0R.97 * -0.02 0.02 0.98 -0.02 0.02 0.98
Social support 0.03 0.01 103 ** 0.01 0.01 1.01* 0.02 0.01 1.02 * 0.02 0.01 102 *

Constant 425 0.23 il 3.83 0.23 il 188 0.24 il 167 0.24 ik

Number of person years NT= 10,973 NT= 10,973 NT= ,9718 NT = 10,973

Number of persons n= 1,197 n= 1,197 n= 1197 n= 1,197

#+ < 001, * p <.01,*p<.05
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TABLE 4.

Table 4. Fixed effects negative binomial models predicting aggr essive variety

153

(1) only controls (2) strain (3) peer influence {dl) model
b SE IRR b SE IRR b SE IRR b SE IRR

Relationship measures

No dissolution-Single (ref) - -- - - -- -- -- -- - - - --

No dissolution-Steady 0.12 0.04 113 ** 0.11 0.04 121 ** 0.09 0.04 109 * 0.08 0.04 108 *

Dissolution-Steady 022 006 125 = 0.20 0.06 122 0.15 006 116 * 0.14 006 115 *

Dissolution-Single 0.17 0.04 119 **=* 0.17 0.04 9.1 »* 0.10 0.04 111 ** 0.10 0.04 111 **

Cohabitation -0.14 0.05 0.87 ** -0.14 0.05 087 * -010 0.05 0.90 -0.10 0.05 090 *

Importance of marriage 0.00 0.01 0.00 0.00 0.01 00.0 0.00 0.01 1.00 0.00 0.01 1.00

Likelihood of marriage -0.04 0.02 096 * -0.03  0.020.97 -0.03 0.02 097 * -0.03 0.01 097
Mechanism-Strain

Negative emotion index - -- -- -- 0.26 0.03 130*** - - -- -- 0.18 0.03 1.20 **=
Mechanism-Peer influence

Routine activities - -- - - - - - -- 0.06 @0 1.06 *** 0.06 0.02 106 **=*

Number of close friends - - - - - - - - @0 0.01 1.02 ** 0.03 0.01 1.03 ***

Peer antisocial behavior - - - - - - - - 30. 0.02 136 ¥ 031 0.02 136 **

Peer antisocial influence - - - - - - - - .00 0.02 1.09 ** 0.08 0.02 1.08 **
Justi ce system involvement

% of T in facility 0.01 0.04 1.01 -0.01 0.04 0.99 011 004 112 * 090. 0.04 109 *

On probation 0.07 003 107 * 0.07 0.03 1.07 0.01.030 1.01 0.01 0.03 1.01
Controls

Age -0.19 001 083 * -019 001 083 * -015001 086 ** -015 001 0.86 **

Exposure time 0.10 0.01 111 ¥ 010 001 111 ** 0.08 0.01 1.08 ** 0.08 0.01 1.08 ***

Has children 0.03 005 1.03 0.02 0.05 1.02 0.06 50.01.06 0.05 0.05 1.05

Currently employed -0.25 0.03 0.78 ** -0.25 0.03 .78 *** -0.24 0.03 0.79 ** -0.24 0.03 0.79 ***



Currently in school -0.03 0.03 0.97 -0.03 0.03 0.97 0.01

0.03 1.01 0.00 0.03 1.00

Currently in gang 035 0.05 142 = 0.33 0.05 1.39%* 0.26 0.05 129 *=* 025 0.05 128 **=*
Temperament -048 0.03 0.62 ** -045 0.03 064 *** -0.38 0.03 0.68 ** -0.35 0.03 0.70 ***
Psychosocial maturity -0.07 0.04 0.93 0.00 0.04 00.0 -0.02 0.04 0.98 0.03 0.04 1.03
Future orientation -0.07 003 093 ~* -0.08 0.03 209 * -0.05 0.03 0.95 -0.06 0.03 0.94
Consideration of others -0.07 0.02 093 ** -0.07 020. 0.93 ** -0.06 0.02 094 * 0.02 0.02 102 *
Social costs of crime -0.02 0.02 0.98 -0.02 0.02 980. -0.01 0.02 0.99 -0.01 0.02 0.99
Social support 0.03 0.01 1.03 ** 0.03 0.01 1.03* 001 001 101 * 001 001 101 *

Constant 6.52 0.29 il 6.13 0.29 i 494 0.35 *x 473  0.35 bl

Number of person years NT= 10,230 NT= 10,230 NT= ,230 NT= 10,230

Number of persons n= 1114 n= 1114 n= 1114 nk114

o+ < 001, * p < .01,*p<.05
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Table5. Fixed effects negative binomial models predicting income variety

TABLE 5.

(1) only controls (2) strain (3) peer influence {dl) model
b SE b SE b SE b SE
Relationship measures
No dissolution-Single (ref) - - -- - - - -- -- -- - - --
No dissolution-Steady 0.21 0.05 1.23 *** 0.20 0.051.22  *** 0.18 0.05 1.20 »* 0.18 0.05 1.20 ***
Dissolution-Steady 044 0.08 155 *=* 041 008 HU5* 036 008 143 ** 035 0.08 142 *=
Dissolution-Single 0.28 0.05 132 *** 0.27 0.05 1.3 *** 0.18 500 120 ** 0.18 0.05 120 ***
Cohabitation -0.15 0.06 086 * -0.15 006 128 * .00 0.06 091 -0.10 0.06 0.90
Importance of marriage 0.00 0.02 1.00 -0.01 0.02990. 0.00 0.02 1.00 0.00 0.02 0.00
Likelihood of marriage -0.02 0.02 0.98 -0.02  0.02.980 -0.02 0.02 0.98 0.02 0.98
Mechanism-Strain
Negative emotion index - - -- - 025 0.04 128*** - - -- - 0.13 0.04 114 *
Mechanism-Peer influence
Routine activities - - - -- - - - - 0.16 @0 1.17 %= 0.16 0.02 1.17 *==*
Number of close friends - - - - - - - - @0 0.01 1.04 *** 0.04 0.01 1.04 *=*
Peer antisocial behavior - - - - - - - - 30. 0.03 148 0.38 0.03 1.46 **
Peer antisocial influence - - - - - - - - 18 0.03 120 **  0.17 0.03 1.19 ==
Justi ce system involvement
% of T in facility -060 0.05 055 w=* -0.61 0.06 054 ** -0.41 0.060.66 *** -0.42 0.06 0.66 ***
On probation 025 0.04 1.28 ** 025 0.04 128 ** 017 0.04 118 *=* 0.17 0.04 119 **
Controls
Age -0.10 200 090 * -0.10 0.02 090 ** -0.060.02 094 ** -0.06 0.02 094 ==
Exposure time 0.09 0.01 1.09 *** 0.09 001 109 * 0.07 0.01 1.07 ** 0.07 0.01 1.07 »=*
Has children 0.02 0.06 1.02 0.01 0.06 1.01 0.06 60.01.06 0.05 0.06 1.05
Currently employed -0.44 0.04 0.64 ** -0.43 0.04 6D -0.40 0.04 0.67 ** -0.40 0.04 0.67 **
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Currently in school

-0.05

0.05

0.95

-0.05 0.05 0.95 -0.01 0.04 0.99 -0.01 0.04 0.99

Currently in gang 041 0.07 1.51 *= 0.39 0.07 1.48% 025 0.06 1.28 *** 024 0.06 1.26 **
Temperament -0.49 0.03 0.61 ** -0.46 0.03 063 ** -0.31 0.03 0.73 »=* -0.30 0.03 0.74 =
Psychosocial maturity -0.22 005 080 * -0.13 B.0088 * -0.15 0.05 086 ** -0.11 0.05 090 *
Future orientation -0.15 0.04 0.86 ** -0.17 0.04 89 ** -0.12 0.04 0.89 ** -0.13 0.04 0.88 **
Consideration of others -0.14 003 087 * -014.0% 087 * .011 0.03 089 ** -011 0.03 090 *
Social costs of crime -0.02 0.02 0.98 -0.02 0.02980. -0.01 0.02 0.99 -0.01 0.02 0.99
Social support 0.03 0.01 1.03 *** 0.03 0.01 1.03* 0.01 001 101 001 001 101

Constant 435 0.33 b 3.88 0.34 b 120 0.35 ** 1.00 0.36 b

Number of person years NT = 8,299 NT = 8,299 NT =,298 NT = 8,299

Number of persons n= 906 n= 906 n= 906 n=_ 906

< 001, * p < .01, *p<.05
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TABLE 6.

Table 6. Comparison of results across all fixed effects negative binomial models

only controls strain peer exposure full model

b SE IRR b SE IRR b SE IRR b SE IRR
Total variety score
No dissolution-
Steady 0.18 0.04 120 ** 0.18 0.04 120 *+ 0.16.08 1.17 ** 0.15 0.03 1.16 ***
Dissolution-Steady 0.35 0.06 1.42 ** 033 0.06 94.3* 0.28 0.05 1.32 ** 0.27 0.05 1.31 *
Dissolution-Single  0.24 0.03 1.27 ** 024 0.03 17.2** 0.17 0.03 1.19 ** 0.17 0.03 1.19
Aggressive variety score
No dissolution-
Steady 0.12 0.04 113 *= 011 0.04 112 * 0.09 40.01.09 * 0.08 0.04 1.08 *
Dissolution-Steady 0.22 0.06 125 * 020 0.06 122 0.15 0.06 116 * 0.14 0.06 115 *
Dissolution-Single  0.17 0.04 119 ** 017 0.04 9.1** 010 0.04 111 * 0.10 0.04 111 *
Income variety score
No dissolution-
Steady 021 0.05 123 *=* 020 0.05 122 *+ (018.08 120 ** 0.18 0.05 1.20 **
Dissolution-Steady 0.44 0.08 155 ** 041 0.08 1.5* 036 0.08 1.43 ™** 0.35 0.08 142 **
Dissolution-Single  0.28 0.05 132 ** (027 0.05 1.3** 0.18 5.00 1.20 ** 0.18 0.05 1.20 **

**n<.001,**p<.01,*p<.05
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TABLE 7.

Table 7. Summary Statistics (N = 1,233; NT = 4,407)

Full sample Dissolution No dissolution
Variable Name (NT=4,407) (NT =943) (NT = 3,464)
Outcome
Total offending variety 1.23 (2.19) 1.54 (2.45) *** 1.15 (2.10)
Relationship measures
Steady relationship 46
Romantic dissolution 21
Moderating measures
Cohabitation 22 .15 ok .23
Antisocial partner .36 41 *kk .33
Victim-physical violence 13 .23 *kk A1
Victim-emotional
violence .26 .34 rrk .24
Currently employed A2 .38 ** 43
Mechanism measures
Negative emotion index .39 (.49) 42 (.02) .38).01
Routine activities 2.90 (.95) 3.06 (.03) rkk 2.892)
Number of close friends 2.00 (1.99) 2.10 (.07) 1.98)
Peer antisocial behavior 1.68 (.75) 1.77 (.03) *** - 1.66 (.01)
Peer antisocial influence 1.44 (.67) 1.53 (.02) *x o 1.42 (.01)
Justice system involvement
% of Ta in facility .29 (.40) .27 (.38) .30 (.41)
On probation .26 (.44) .30 ** .26
Exposure time (months) 12.00 (.99) 12.06 (1.00) 11.98 (.99)
Controls
Age 21.93 (1.58) 21.83 (1.57) * 21.97 (1.57)
Location
Philadelphia 50.35 54.25 49.53
Phoenix 49.65 44.75 50.47
Race/ethnicity
White 20.56 17.02 18.17
Black 40.39 46.24 35.58
Hispanic 34.35 34.16 41.14
Other 4.70 2.60 5.12
Has children 44 (.49) 46 43
Currently in school .13 (.33) A2 .13
Currently in gang .07 (.25) .06 .07
Temperament 3.21 (.85) 3.15(.85) * 3.23 (.85)
Psychosocial maturity 3.27 (.44) 3.27 (.44) 3.24).
Future orientation 2.68 (.55) 2.68 (.53) 2.68 (.55)
Consideration of others 3.76 (.78) 3.76 (.79) 3.78)
Social costs of crime 3.30 (.93) 3.32(.87) 3.29).
Social support 4.95 (3.03) 5.02 (2.97) 4.93 (3.05)

(1 Group differences assessed using chi-square t&stst-

o+ < 001, * p < .01, *p < .05
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TABLE 8.

Table 8. Fixed effects model predicting total offending

variety
b SE IRR Sig
Relationship measures
Steady relationship 0.17 0.07 1.19
Romantic dissolution 0.21 0.07 1.28%
Mechanism measures
Negative emotion index 0.11 0.05 1.12
Routine activities 0.17 0.03 1.19*
Number of close friends 0.04 0.01 1.0%
Peer antisocial behavior 0.24 0.04 1.27
Peer antisocial influence 0.14 0.04 1.15

Justice system invol vement
% of Tl in facility

-0.21 0.09 0.81*

On probation 0.06 0.05 1.06
Controls
Age -0.03 0.02 0.97
Exposure time 0.04 0.02 1.04
Has children -0.08 0.08 0.92
Currently in school -0.01 0.07 0.99
Currently in gang 0.30 0.11 1.35*
Temperament -0.34 0.05 O0.71*
Psychosocial maturity 0.01 0.07 101
Future orientation -0.09 0.06 0.91
Consideration of others -0.13 0.04 o0.88*
Social costs of crime 0.00 0.03 1.00
Social support 0.02 0.01 1.02
Constant 121 055 - *
Number of person yrs NT= 3,171
Number of persons n= 854

Fokk p< .001, ** p< .01, * p< .05
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TABLE 9.

Table9. Total offending variety by relationship context (NT =
3,171)

b SE IRR Sig

Model #2
No dissolution - no cohabitation - - -
No dissolution - cohabitation -0.19 0.08.83
Dissolution - no cohabitation 0.21 0.07.23 **
Dissolution - cohabitation 0.15 0.12.16
Model #3
No dissolution - no antisocial partner - - -
No dissolution - antisocial partner 0.34 0.0r.40 ***
Dissolution - no antisocial partner -0.02 0.0898
Dissolution - antisocial partner 0.48 0.08.62 ***
Model #4
No dissolution - no physical violence - - -
No dissolution - physical violence 0.21 0.08.23 **
Dissolution - no physical violence 0.13 0.01.14
Dissolution - physical violence 0.45 0.09.57 ***
Model #5
No dissolution - no emotional violence - - -
No dissolution - emotional violence 0.25 0.0Z.28 ***
Dissolution - no emotional violence 0.10 0.0811
Dissolution - emotional violence 0.41 0.08.50 ***
Model #6
No dissolution - not currently
employed - - -

No dissolution - currently employed -0.22 0.08.80 ***
Dissolution - not currently employed 0.24 0.0r.27 **
Dissolution - currently employed -0.05 0.10.95

**n<.001,*p<.01,*p<.05
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APPENDIX A

[MODERATING IMPACT OF COHABITATION]
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Appendix A. M oder ating effect of cohabitation

b SE IRR Sig
Relationship measures
No dissolution - no cohabitation - - -
No dissolution - cohabitation -0.19 0.08 0.83
Dissolution - no cohabitation 0.21 0.07 123 **
Dissolution - cohabitation 0.15 0.12 1.16
Mechanism measures
Negative emotion index 0.09 0.05 1.09
Routine activities 0.15 0.03 1.16 **=*
Number of close friends 0.04 0.01 1.04 **
Peer antisocial behavior 0.23 0.04 1.26 ***
Peer antisocial influence 0.15 0.04 1.16 ***
Justice system involvement
% of T&l in facility -0.24 0.09 0.79 =
On probation 0.05 0.05 1.05
Controls
Age -0.03 0.02 0.97
Exposure time 0.04 0.02 104 *
Has children -0.05 0.08 0.95
Currently employed -0.24 0.05 0.79
Currently in school -0.04 0.07 0.96
Currently in gang 0.28 0.11 1.32
Temperament -0.35 0.05 0.70 *
Psychosocial maturity 0.04 0.07 1.04 **=*
Future orientation -0.09 0.06 0.91
Consideration of others -0.13 0.04 0.88 **
Social costs of crime 0.01 0.03 1.01
Social support 0.02 0.01 1.02 *
Constant 1.20 0.55 - *
Number of person years NT= 3,171
Number of persons N= 854

Fokk p< .001, ** p< .01, * p< .05
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APPENDIX B

[MODERATING IMPACT OF AN ANTISOCIAL PARTNERSHIP]
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Appendix B. M oder ating effect of antisocial partner ship

b SE IRR Sig
Relationship measures
No dissolution - no antisocial partner - - -
No dissolution - antisocial partner 0.34 0.07 1.40%
Dissolution - no antisocial partner -0.02 0.08 0.98
Dissolution - antisocial partner 0.48 0.08 1.62 ***
Mechanism measures
Negative emotion index 0.09 0.05 1.09
Routine activities 0.16 0.03 1.17 **=*
Number of close friends 0.04 0.01 1.04 *
Peer antisocial behavior 0.22 0.04 1.24 **=*
Peer antisocial influence 0.15 0.04 1.16 ***
Justice system involvement
% of T2 in facility -0.17 0.08 0.84 *
On probation 0.06 0.05 1.06
Controls
Age -0.04 0.02 0.96 *
Exposure time 0.03 0.02 0.79
Has children -0.04 0.08 0.96
Currently employed -0.24 0.05 0.79 ***
Currently in school -0.06 0.07 0.94
Currently in gang 0.28 0.11 132 *
Temperament -0.35 0.05 0.70 =
Psychosocial maturity 0.02 0.07 1.02
Future orientation -0.08 0.06 0.92
Consideration of others -0.12 0.04 0.89 **
Social costs of crime 0.00 0.03 1.00
Social support 0.01 0.01 1.01
Constant 1.70 0.55 - **
Number of person years NT= 3,171
Number of persons N= 854

Fokk p< .001, ** p< .01, * p< .05
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APPENDIX C

[MODERATING IMPACT OF PHYSICAL VICTIMIZATION]
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Appendix C. M oder ating effect of physical violence

b SE IRR Sig
Relationship measures
No dissolution - no physical violence - - -
No dissolution - physical violence 0.21 0.08 1.23 *
Dissolution - no physical violence 0.13 0.07 1.14
Dissolution - physical violence 0.45 0.09 1.57 ***
Mechanism measures
Negative emotion index 0.08 0.05 1.08
Routine activities 0.16 0.03 1.17 =
Number of close friends 0.04 0.01 1.04 *
Peer antisocial behavior 0.24 0.04 1.27 **
Peer antisocial influence 0.15 0.04 1.16 **
Justice system involverment
% of T2 in facility -0.15 0.09 0.86
On probation 0.04 0.05 1.04
Controls
Age -0.03 0.02 0.97
Exposure time 0.04 0.02 1.04
Has children -0.07 0.08 0.93
Currently employed -0.23 0.05 0.79 ***
Currently in school -0.02 0.07 0.98
Currently in gang 0.28 011 132 *
Temperament -0.34 0.05 0.71 **
Psychosocial maturity 0.03 0.07 1.03
Future orientation -0.08 0.06 0.92
Consideration of others -0.12 0.04 0.89 *
Social costs of crime 0.01 0.03 1.01
Social support 0.02 0.01 1.02
Constant 1.20 0.55 - *
Number of person years NT= 3,171
Number of persons N= 854

*+ 1 < 001, * p <.01,*p<.05
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APPENDIX D

[MODERATING IMPACT OF EMOTIONAL VICTIMIZATION]
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Appendix D. M oder ating effect of emotional violence

b SE IRR Sig
Relationship measures
No dissolution - no emaotional violence - - -
No dissolution - emotional violence 0.25 0.07 1.28*
Dissolution - no emotional violence 0.10 0.08 1.11
Dissolution - emotional violence 0.41 0.08 1.50 ***
Mechanism measures
Negative emotion index 0.07 0.05 1.07
Routine activities 0.15 0.03 1.16 ***
Number of close friends 0.04 0.01 1.04 *
Peer antisocial behavior 0.24 0.04 1.27 =
Peer antisocial influence 0.15 0.04 1.16 ***
Justice system involvement
% of T2 in facility -0.14  0.09 0.87
On probation 0.05 0.05 1.05
Controls
Age -0.03 0.02 0.97
Exposure time 0.04 0.02 104 *
Has children -0.08 0.08 0.92
Currently employed -0.24 0.05 0.79 ***
Currently in school -0.03 0.07 0.97
Currently in gang 0.26 0.11 130 *
Temperament -0.35 0.05 0.70 **=*
Psychosocial maturity 0.04 0.07 1.04
Future orientation -0.08 0.06 0.92
Consideration of others -0.12 0.04 0.89 =**
Social costs of crime 0.01 0.03 1.01
Social support 0.01 0.01 1.01
Constant 1.18 0.56 - *
Number of person years NT= 3,171
Number of persons N= 854

Fokk p< .001, ** p< .01, * p< .05
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APPENDIX E

[MODERATING IMPACT OF UNEMPLOYMENT]
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Appendix E. Moderating effect of employment

b SE IRR Sig

Relationship measures
No dissolution - not currently employed - - -

No dissolution - currently employed -0.22 0.06 0.80*
Dissolution - not currently employed 0.24 0.07 1.2%
Dissolution - currently employed -0.05 0.10 0.95
Mechanism measures
Negative emotion index 0.07 0.05 1.07
Routine activities 0.15 0.03 1.16 ***
Number of close friends 0.04 0.01 1.04 **
Peer antisocial behavior 0.24 0.04 1.27 ***
Peer antisocial influence 0.15 0.04 1.16 ***
Justice system involverment
% of T2 in facility -0.14 0.09 0.87
On probation 0.05 0.05 1.05
Controls
Age -0.03 0.02 0.97
Exposure time 0.04 0.02 1.04
Has children -0.08 0.08 0.92
Currently in school -0.03 0.05 0.97
Currently in gang 0.26 0.08 130 *
Temperament -0.35 0.11 0.70 =
Psychosocial maturity 0.04 0.05 1.04
Future orientation -0.08 0.07 0.92
Consideration of others -0.12 0.11 0.89 *
Social costs of crime 0.01 0.03 101
Social support 0.01 0.01 1.01
Constant 1.18 0.55 - *
Number of person years NT= 3,171
Number of persons N= 854

# < 001, * p<.0L,*p<.05
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