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ABSTRACT  

This research examines the current challenges of using Lamb wave interrogation 

methods to localize fatigue crack damage in a complex metallic structural component 

subjected to unknown temperatures. The goal of this work is to improve damage 

localization results for a structural component interrogated at an unknown temperature, by 

developing a probabilistic and reference-free framework for estimating Lamb wave 

velocities and the damage location. The methodology for damage localization at unknown 

temperatures includes the following key elements: i) a model that can describe the change 

in Lamb wave velocities with temperature; ii) the extension of an advanced time-frequency 

based signal processing technique for enhanced time-of-flight feature extraction from a 

dispersive signal; iii) the development of a Bayesian damage localization framework 

incorporating data association and sensor fusion. The technique requires no additional 

transducers to be installed on a structure, and allows for the estimation of both the 

temperature and the wave velocity in the component. Additionally, the framework of the 

algorithm allows it to function completely in an unsupervised manner by probabilistically 

accounting for all measurement origin uncertainty. 

The novel algorithm was experimentally validated using an aluminum lug joint 

with a growing fatigue crack. The lug joint was interrogated using piezoelectric transducers 

at multiple fatigue crack lengths, and at temperatures between 20°C and 80°C. The results 

showed that the algorithm could accurately predict the temperature and wave speed of the 

lug joint. The localization results for the fatigue damage were found to correlate well with 

the true locations at long crack lengths, but loss of accuracy was observed in localizing 

small cracks due to time-of-flight measurement errors. To validate the algorithm across a 
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wider range of temperatures the electromechanically coupled LISA/SIM model was used to 

simulate the effects of temperatures. The numerical results showed that this approach 

would be capable of experimentally estimating the temperature and velocity in the lug joint 

for temperatures from -60°C to 150°C. The velocity estimation algorithm was found to 

significantly increase the accuracy of localization at temperatures above 120°C when error 

due to incorrect velocity selection begins to outweigh the error due to time-of-flight 

measurements. 
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Chapter 1 

INTRODUCTION 

As aerospace vehicles are pushed towards their material and structural limits, new 

and more sophisticated techniques need to be developed to assess the integrity of the 

system. Currently, assessment of a structure’s health is conducted by a variety of 

nondestructive evaluation (NDE) techniques. These techniques require a structural 

component to be taken out of service at specific intervals and be inspected for signs of 

damage. Current NDE techniques include the use of ultrasonic testing, flash thermography, 

magnetic particle, eddy current, radiography, and liquid penetrant [1]. These specific 

techniques have all been proven to provide accurate estimates of damage; however, none of 

the techniques can provide information on the presence or size of damage while the 

structure is in service. 

In order to obtain information about the health of a structure in real time a structural 

health monitoring (SHM) framework is needed. The overall objective of an SHM system is 

to monitor a structure in real time, detect if damage is present, localize and characterize the 

damage, generate a prognosis for the structure, and determine if the structure is safe to 

operate. With the availability of a real-time measure of an aerospace vehicle’s health, the 

safety and reliability of the system is increased from current standards. By implementing an 

SHM system the aerospace industry can move away from a schedule based maintenance 

(SBM) to condition based maintenance (CBM) inspection routine. Moving towards a CBM 

program will allow aircraft operators to see a large reduction in their operating costs 

because an aircraft is removed from service less often than with the traditional SBM 
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program. The benefits described for an SHM system with a CBM program are not only for 

the aerospace industry, but also for civil infrastructure and other mechanical systems. 

There are many challenges involved in implementing an SHM system. One of the 

primary concerns in the aerospace industry is that of additional weight penalty. Currently, 

there are few SHM systems installed on aircraft; this means that adding a new SHM system 

will either require weight to be removed from other components, or require a reduction in 

the performance of the aircraft. To implement an SHM system a dispersed sensor network 

is required to collect information across the structure. The sensor placement must be 

optimized in order to collect the data necessary for detection and localization with the 

fewest number of sensors [2]. After the data is collected it must be transmitted back to a 

computer that can evaluate the data for information on the health of the structure. 

Obviously, there is a weight penalty with the additional sensors and computing power. To 

offset the sensor weight penalty there is research being done on the use of many small 

light-weight sensors such as piezoelectric transducers, macro fiber composites, and fiber 

Bragg gratings [3]. Other SHM research includes investigating the wireless transmission of 

data from the sensor network to a central computer in order to decrease the overall SHM 

system weight [4].  

A major challenge in SHM is the lack of robust techniques to detect, localize, 

characterize, and predict damage. Many of the current techniques are capable of achieving 

these goals in laboratory conditions, but have deteriorated performance in an actual 

operating environment. For damage localization many techniques use guided waves to 

determine the location of damage, and rely heavily on baseline data. Once a structural 

component is exposed to operating conditions, which may include a variety of 
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environments, these baseline signals change, and the localization techniques begin to 

provide poor results.  

The next sections briefly explain how a distributed network of sensors can localize 

damage in a structure using elastic wave propagation. Then an overview of the methods 

currently available to localize damage and analyze sensor data will be presented. Finally, 

the objectives and novel contributions of this work will be summarized. 

1.1. Fundamentals of Elastic Wave Propagation 

Lamb waves are one of the standard types of guided waves that are used for wave 

propagation in an SHM system. Lamb waves were first characterized by Horace Lamb in 

1917. In Lamb’s original work he derived the equations necessary to describe waves 

propagating in homogeneous, isotropic, flat plates [5]. Lamb waves are popular for SHM 

systems because they have very low attenuation, allowing the waves to travel long 

distances in thin structures such as the skin of an aircraft. This allows Lamb waves to 

interrogate difficult to reach locations for possible damage.  

A complete derivation of the Lamb wave equation is presented by Graff [6]. In this 

approach there is the assumption of a plane strain system of waves propagating in a plate of 

thickness 2d with traction free boundary conditions. By solving the elastodynamic wave 

equation for these conditions, the generalized Rayleigh-Lamb frequency equation can be 

found as 

 

   

1

2

2
2 2

tan 4
,

tan

d

d

  

  



 
  
 
 

 (1.1) 
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where +1 and -1 refer to symmetric and antisymmetric motion respectively, and ξ, α, and β 

are defined as  

2
2

2
,

c


    (1.2) 

2
2 2

2
,

pc


     (1.3) 

2
2 2

2
.

sc


     (1.4) 

In equations (1.2) through (1.4) ω is the frequency, c is the wave speed, cp is the primary 

wave speed, and cs is the secondary wave speed. By examining these equations it is clear 

that there is a relationship between the wave speed and the frequency that causes Lamb 

waves to be dispersive. When waves are dispersive it is important to define the relationship 

between phase velocity and group velocity. The group velocity cg can be defined as 

,g

c
c c 




 


  (1.5) 

 where λis the wavelength of the propagating wave, and c is the wave velocity. The 

physical difference between group and phase velocity is that group velocity is the velocity 

at which a wave packet travels, while the phase velocity is the velocity at which the phase 

of the wave travels. For damage localization the group velocity is used because it refers to 

the physical propagation of the entire wave packet. 

 By solving the Rayleigh-Lamb frequency equation, the dispersion curves for the 

Lamb waves are obtained. Dispersion curves relate the group and phase velocity to the 

frequency-thickness of the propagating wave. An example of a dispersion curve can be 

seen in Figure 1.1. 
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Figure 1.1. Example dispersion curves. 

Figure 1.1 shows how the velocities of the symmetric and antisymmetric modes 

propagating through a plate vary with frequency. Also shown in Figure 1.1 are the higher 

order modes A1 and S1. These higher order modes exist because the Rayleigh-Lamb 

frequency equation is a transcendental equation. 

1.2. Damage Localization 

Using the results of the Rayleigh-Lamb frequency equation, Eqn. (1.1), a 

formulation can be derived for the localization of damage in an isotropic plate. Assuming 

isotropic wave propagation, the time-of-flight of a wave from an actuator, to a damage, and 

to a sensor can be defined as 

2 2 2 2

1 2

( ) ( ) ( ) ( )
,

a d a d s d s dx x y y x x y y

v v


     
   

(1.6) 

where τ is the time-of-flight, (xa,ya) is the actuator location, (xd,yd) is the damage location, 

(xs,ys) is the sensor location, v1 is the group velocity from the actuator to the damage, and v2 

is the group velocity from the damage to the sensor. If no mode conversion is assumed v1 

and v2 are considered equal. An ellipse of possible damage locations can be formed with 
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the foci as the actuator and sensor positions by using Eqn. (1.6) with a fixed value for the 

actuator and sensor positions, velocity, and τ.  

 Typically, a single actuator-sensor pair, or sensor path, is insufficient to localize 

damage, so an array of sensor paths is required. Using Eqn. (1.6) for each sensor path, an 

elliptical solution of possible damage locations for each sensor path can be obtained. 

Ideally, the ellipses from every sensor path will intersect at one exact point indicating the 

true damage position. However, there is typically no unique solution for the damage 

location due to errors in the time-of-flight measurements during experiments. In order to 

predict a unique damage location in this situation an estimator, such as the least squares 

estimate, must be used. Soni at al. [7] presented a methodology to localize a fatigue crack 

tip using this type of triangulation method. The method (using three sensors) utilized the 

mode conversion from the crack tip to localize the damage. The procedure was then used to 

estimate the crack length and provided excellent results at lengths greater than 9 mm. 

 Most localization techniques use a baseline signal to aid in localization. Typically, a 

baseline signal is collected when the structure is in a known or healthy state. This baseline 

signal is then subtracted from any signal obtained once the structure is in service. If the 

difference between the two signals is small, and below a predefined threshold, it can be 

concluded that no damage is present in the structure. If there is a large difference in the two 

signals the residual signal can be used to localize damage using techniques such as time-of-

arrival imaging, time-difference-of-arrival imaging, or the energy arrival imaging method 

[8, 9]. While all of these techniques have been shown to localize damage well, they rely 

heavily on the baseline signal. If the baseline signal changes, or is no longer representative 

of the healthy structure, localization error increases dramatically and so do the number of 
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false alarms for damage detection. Baseline-free techniques can eliminate the limitations of 

adaptability with a changing environment. 

 An interesting technique developed to detect and localize damage without the use 

of baseline signals uses boundary reflection compensation and adaptive source removal 

[10, 11]. This method uses virtual sources to model the boundaries of a structure, and 

models the wave propagation due to the actuation signal using a dispersion model. By 

combining the results from the virtual sources and dispersed actuation signal, a theoretical 

baseline can be developed. This theoretical baseline can then be adaptively scaled and 

shifted in order to fit the actual signals received from the experiment. After the theoretical 

baseline is calculated, the difference between the signals is taken and the localization is 

conducted using one of the previously mentioned techniques. This technique has been 

shown to have significantly more artifacts in the final image than those that use true 

baseline signals. If a theoretical baseline is to be utilized, a more representative model for 

how a wave disperses and interacts with boundaries must be used. 

 Obviously, a large amount of information is being discarded when these elliptical 

solutions provide only a point solution, or a deterministic estimate. One of the major 

drawbacks of these deterministic techniques is that there is no quantification of error. With 

no quantification of the accumulated error, there is no quantitative parameter that can be 

examined to determine the accuracy of the localization result. These major limitations have 

caused researchers to investigate probabilistic methods to localize damage. Probabilistic 

methods allow measurement errors to be included in the localization, this allows for a high 

probability region of the damage location to be defined.  
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 Within the category of probabilistic localization algorithms there are those that use 

baseline signals and those that do not. The use of the baseline signal is, again, a major 

limitation, even when an adaptive algorithm is used to shift and scale the baseline to match 

the experimental signal. One baseline technique which has been shown to localize damage 

well is the Rayleigh maximum-likelihood estimate (RMLE) method. This method derives a 

maximum-likelihood estimator by assuming a Rayleigh distribution as the likelihood 

function for the damage location. This method was found to have slightly better 

performance than most deterministic localization algorithms, the exception being the 

energy arrival method [12]. The RMLE was later modified using Bayesian statistics. By 

including a priori information the damage estimation accuracy increased. It was also 

shown that this algorithm was more capable of accounting for incorrect placement of the 

sensors than the deterministic algorithms [13]. 

 One of the first fully probabilistic localization algorithms was proposed by Zhou et 

al [14]. In this approach, a probability value is assigned to every pixel used to image a 

structure utilizing a technique known as probability-based diagnostic imaging (PDI). This 

approach also investigated both fusing images from all sensors, and fusing images from 

different interrogation techniques such as pulse-echo and pitch-catch. The algorithm was 

later extended to account for wave attenuation, and was used to investigate flaws oriented 

at various angles [15]. Additional sensor fusion techniques (such as the disjunctive, 

conjunctive, and compromise methods) were later investigated using Zhou’s probabilistic 

approach [16]. To create a complete probabilistic damage detection and localization 

algorithm, Yu added a kernel density estimation detection algorithm to Zhou’s localization 

algorithm [17]. 
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 The next major improvement in probabilistic localization methods came with the 

use of the extended Kalman filter (EKF). The EKF approach, presented by Niri et al. [18], 

was proposed to locate an acoustic emission source and identify the wave speed. The 

approach considered both the time-of-flight and the wave speed as Gaussian random 

variables, and accounted for systematic error in the time-of-flight measurements due to 

Heisenberg uncertainty [18]. This technique was later extended to account for random 

errors due to environmental noise [19]. Adaptive sensor selection and sensor weighting was 

also added in the extended technique [20]. By adding sensor selection and weighting, only 

the most reliable information related to the acoustic emission source would be considered 

in the EKF algorithm. 

 A recent advancement in probabilistic damage localization is due to Yan [21]. Yan 

proposed a Bayesian technique to combine prior information with time-of-flight data. The 

Markov chain Monte Carlo (MCMC) method was used to estimate both the wave speed 

and the damage location. Yan’s method assumes that uncertainty in the time-of-flight data 

can be modeled using two independent Gaussian variables representing modeling error and 

measurement uncertainty. This method was shown, both numerically and experimentally, 

to estimate both the wave speed and the damage location accurately. The major limitation 

of this approach is in the computational cost of the MCMC method. In the algorithm 

validation the MCMC method required 100,000 samples to estimate each parameter, which 

causes this algorithm to be one of the most computationally expensive algorithms.  

1.3. Signal Processing in Structural Health Monitoring 

Advanced signal processing techniques are critical components of an SHM 

framework. Typically, information about a structure is obtained from transducers that 
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provide electrical signals, which correspond to the mechanical response of the structure. 

For wave-based SHM, an interrogating device must be capable of both actuating and 

sensing in order to reduce the weight and cost of the system. Devices that are capable of 

this (and that are currently used) include lead zirconate titante (PZT) piezoelectric 

transducers, macro fiber composites (MFCs), and fiber Bragg grating sensors (FBGs). 

Throughout this investigation PZT transducers will be used due to their low weight, small 

size, and low cost, which makes them ideal for use in aerospace applications. 

Many different techniques have been proposed for signal processing in SHM 

systems. For damage localization, the goal of signal processing is to extract an accurate 

estimate of a wave’s time-of-flight. Difficulties occur in extracting accurate time-of-flights 

because the wave modes can be highly dispersive, and there can be multiple waves arriving 

at the same time causing destructive interference. These inherent issues from guided waves 

cause problems in traditional signal processing techniques that function solely in the time 

domain, so advanced time-frequency analysis techniques must be used. Xu et al. 

investigated the differences between the cross correlation [22], envelope moment [23], 

dispersion compensation [24], and matching pursuit decomposition techniques [25]. The 

authors found that the time domain techniques of cross correlation and envelope moment 

had the largest amount of error when decomposing an experimental signal. Matching 

pursuit and dispersion compensation were found to have similar performance; however, 

dispersion compensation could only properly decompose single-mode waves [26]. Due to 

the conclusion that time-frequency techniques can more accurately estimate time-of-flight, 

a large amount of research has gone into their use. Since time-frequency based techniques 
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are found to provide better results, a significant amount of work has been reported in 

developing these algorithms. 

Two of the most popular time-frequency techniques are continuous wavelet 

transform (CWT) [27] and matching pursuit decomposition (MPD) [25]. The CWT 

algorithm decomposes a signal by matching shifted and scaled wavelets to the real signal 

using the inner product. The shifting and scaling of the wavelets causes an increase in the 

time or frequency resolution, but a decrease in the other. The CWT algorithm has been 

successfully used in SHM for time-of-flight extraction [18, 21, 28, 29], and damage 

detection [30]. In contrast, MPD decomposes a signal by finding a linear expansion of 

weighted basis functions. The basis functions are found from an over-defined dictionary 

and are matched to the signal using the inner product. The MPD framework allows the 

MPD algorithm to gain better time and frequency resolution than the CWT.  In SHM 

applications, the MPD algorithm has been used to decompose Lamb wave modes [31-33], 

detect fatigue damage [34, 35], and detect composite delamination [36]. Both time-

frequency techniques produce a representation of the original signal in the time-frequency 

domain, allowing for a more accurate characterization of the dispersive wave modes. 

Many other advanced techniques have been developed for feature extraction of 

guided wave signals. For dispersive signals, Okopal et al. developed a feature known as an 

attenuation and dispersion-invariant moment. This feature was experimentally shown to 

outperform ordinary temporal moments and correlation coefficients in water [37, 38]. By 

using dispersion invariant features such as this, additional parameters can be used to 

characterize guided waves in the detection, localization, and characterization portions of 

the SHM framework. Another technique to limit the effects of dispersion is presented by 
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Wilcox. Wilcox’s approach uses knowledge of the dispersion curves for the material to 

account for the effects of dispersion. This technique allows for a received dispersive signal 

to be backwards propagated, allowing for the easier analysis of a nondispersive signal [39]. 

Time reversal techniques are similar to the technique of Wilcox. Time reversal takes a 

signal actuated by A and received by B, reverses the signal received by B in time, and 

actuates the reversed signal from B. The signal received by A can again be time reversed 

and compared to the original signal [40, 41]. By comparing the original and time reversed 

signals the health of the structure can be quantified. Hoseini et al. [42] developed a 

probabilistic framework for time-of-flight extraction using a quasi-maximum likelihood 

method to estimate the parameters of a Gaussian envelope model. The quasi maximum 

likelihood method was experimentally found to increase time-of-flight accuracy compared 

to the results from a cross correlation analysis. Flynn also proposed a probabilistic 

technique that uses low-order stochastic modeling to more accurately extract critical 

features [43]. 

1.4. Effects of Temperature on Elastic Waves 

As temperature increases the effects of the thermal loads on a structure can no 

longer be ignored. A complete summary of the thermo-mechanical effects on elastic wave 

propagation was studied by Francis [44]. The largest impact that temperature has on Lamb 

wave propagation is due to changes in the elastic properties of the material. Changing 

material properties requires the Lamb wave dispersion curves to be recalculated for a 

variety of temperatures. Gandhi et al. [45] presented an efficient perturbation analysis for 

calculating Lamb wave dispersion curves at different temperatures. Exact knowledge of the 
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dispersion curves is required for damage localization because localization error will 

increase dramatically if the true wave speed is not used. 

Raghavan et al. [46] completed one of the most complete reviews on the effects of 

elevated temperature on guided wave SHM. They investigated the effects of thermal 

loading on the adhesive layers used to attach sensors, temperature effects on the differences 

between baseline and actual signals, and temperature effects on damage characterization. 

The most important information obtained from this study was the relative sensitivity of 

material parameters to thermal loads. The authors also showed that the changes in the 

elastic modulus of the structure were significant, while the effect on the moduli of the PZT 

sensors was relatively small. The piezoelectric properties of the sensors were also shown to 

be significantly affected by elevated temperature. However, changes due to the thermal 

expansion and in the structural damping were found to be minimal, and were not thought to 

cause large effects on the guided wave SHM system. 

Temperature increase also affects material properties. A variety of techniques have 

been developed to account for this effect. Many of the previous damage localization 

algorithms relied on baseline signals to assess the structure’s health. When a baseline signal 

taken at room temperature is compared to a baseline signal taken at an elevated 

temperature, significant differences are observed. The primary effect of temperature is to 

shift and scale a signal in the time domain. To account for these effects a technique called 

Optimal Baseline Subtraction (OBS) and Baseline Signal Stretch (BSS) have been 

developed [47-51]. These methods compare a received signal to a database of baselines, 

which were collected at various environmental conditions and temperatures. The baseline 

with which the collected signal correlates best is then shifted and scaled to achieve a higher 
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correlation with the collected signal. The difference between the collected signal and its 

stretched optimal baseline is then computed. Damage localization then continues in the 

same manner as the previously described localization methods.  

As with damage localization at room temperature, methods that use baselines are 

not ideal due to their inherent errors from measurements and the environment. For damage 

localization at elevated temperatures it is common to assume that changes in wave speed 

lead to the only first order effects on localization error. Due to this assumption, a 

localization approach which can estimate the true wave speed, or is independent of wave 

speed, is ideal. The probabilistic methods already presented by Niri [18-20] and Yan [21] 

have the ideal feature of estimating the wave speed from the time-of-flight measurements. 

Moll et al. [52] presented a novel approach, which was completely independent of group 

velocity information. The approach uses sensor triplets, which consist of two actuators and 

one receiver. By using simple geometric principles damage can be localized using a 

spatially dispersed array of sensors. This algorithm was experimentally shown to be 

capable of localizing damage in both isotropic and quasi-isotropic plates, but required a 

large number of sensors. 

1.5. Objectives 

The objective of this research is to develop a probabilistic methodology to localize 

fatigue damage in a geometrically-complex metallic structure at an unknown temperature 

using guided wave methods. The overall objective comprises three research tasks: (i) 

develop a novel time-frequency analysis signal processing algorithm that can increase the 

accuracy of the time-of-flight estimations of a dispersive wave signal; (ii) develop a fully 

probabilistic damage localization algorithm that can account for uncertainty in the time-of-



15 

flight measurements; (iii) develop a probabilistic method capable of estimating temperature 

and wave speed, which can be used to improve damage localization results at elevated or 

unknown temperatures. 

The methodologies developed to address the first two tasks are discussed in Chapter 

2. First, the grouped matching pursuit decomposition method is presented which allows 

computationally-simple atoms to decompose a signal and later be combined into dispersive 

modes to increase the time-of-flight estimation accuracy. Next, a probabilistic framework 

for damage localization is presented. Within the probabilistic framework is an algorithm 

called probabilistic data association [53-55]. Data association allows the localization 

framework to account for the uncertainty in the time-of-flight measurements, and allows 

the entire localization algorithm to function in an unsupervised manner. Finally, 

experimental validation of the proposed grouped MPD and probabilistic localization 

framework is conducted on an aluminum lug joint with a growing fatigue crack. 

Chapter 3 details the framework for temperature and velocity estimation. First, a 

summary of how temperature affects the Lamb wave dispersion curves is presented. 

Second, using the information on how wave velocity changes with temperature a 

temperature-velocity dictionary is created. Third, the algorithm used to estimate 

temperature and velocity is explained, along with how it can be incorporated with the 

localization algorithm. Fourth, experimental validation is completed by first showing that 

the algorithm can predict temperature and wave speed, and then by showing the benefits 

obtained from using velocity estimation by localizing fatigue damage at a range of 

temperatures. Finally, a numerical investigation is conducted to validate the algorithm at a 

wider temperature range. 
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Chapter 2 

PROBABILISTIC DAMAGE LOCALIZATION IN COMPLEX-GEOMETRY 

METALLIC STRUCTURES 

Damage localization is one of the primary thrust areas of SHM research. Accurately 

localizing damage in a structure provides engineers with the critical information necessary 

to know when a structure is no longer safe to operate. One particular challenge in damage 

localization is that of creating a framework that can extract and account for the uncertainty 

of the critical parameters needed for localization. This chapter describes an approach to 

probabilistically localize damage using a combined Bayesian and probabilistic data 

association framework. The proposed algorithm was applied to a complex-geometry 

metallic structure with growing fatigue damage. The objective was to demonstrate the 

ability of probabilistic data association to account for measurement origin uncertainty while 

still accurately localizing damage. Section 2.1 provides the theoretical framework for the 

probabilistic damage localization framework, Section 2.2 shows the experimental 

validation of the proposed algorithm, and Section 2.3 provides concluding remarks on the 

algorithm and the results. 

2.1.  Probabilistic Damage Localization Algorithm 

The proposed probabilistic damage localization algorithm, shown in Figure 2.1, can 

be summarized in the following six steps: i) Discretize the domain being interrogated; ii) 

Interrogate the structure using a 500 kHz actuation signal and subtract the received signals 

in each sensor path; iii) Decompose the differenced signal using the grouped MPD 

algorithm for each sensor path; iv) Extract the time-of-flights from the MPD algorithm and 

implement this information into the Bayesian probabilistic localization algorithm; v) Use 
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the validation gate to ensure time-of-flight measurement accuracy; vi) Fuse the localization 

results from each sensor path to create the final probabilistic damage localization result. 

The theoretical framework of the feature extraction and probabilistic methods used in the 

algorithm will be described in further detail in the following sections. 

 

Figure 2.1. Flow chart of probabilistic localization algorithm. 

2.1.1. Grouped Matching Pursuit Decomposition Feature Extraction 

The MPD algorithm decomposes a signal into a weighted linear expansion of 

elementary basis functions, or atoms [25]. In application, the signal x(t) can be expressed 

using the MPD algorithm as 

1

0

( ) ( ) ( ),
Z

i i Z

i

x t g t r t




   (2.1) 
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where αi is the ith expansion coefficient, gi(t) is the ith basis function, and rZ(t) is the 

residual signal after a user set Z number of iterations. The basis functions gi(t) are chosen 

from a predefined set, or dictionary, such that the MPD algorithm matches and extracts the 

main signal components of interest and filters out the noise [7]. The MPD algorithm is an 

iterative algorithm, which affects the decomposition based upon the magnitude of the 

match (coefficient α). This sorting means that the values of αi, which have lower values of 

i, correspond to the basis functions with the highest energy (best match). Formulation of 

basis functions that can capture the generalized dispersive shape of Lamb wave modes is 

nearly impossible due to dispersion. Previous work, which used the MPD algorithm to 

decompose Lamb wave signals, used a basis function of Gaussian time-frequency shifted 

and scaled harmonics of the form 

         
21/4

8 / cos 2 ,l ntd

l mg t e t
 

  
 

  (2.2) 

where , ,n m ld     is the set of all atoms time-shifted by n (n = 1,…,Nd), frequency-

shifted by m  (m = 1,…,Md), and time-scaled by l (l = 1,…, Ld)
 
[7]. In order to create a 

dispersive (or more generally shaped) atom, many simpler Gaussian time-frequency shifted 

and scaled atoms can be grouped together.  
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Figure 2.2. Example of a typical Lamb wave dispersive signal. 

Consider a general dispersive signal as shown in Figure 2.2. The signal appears to 

have three dominant modes present, as seen by the three peaks in the signal. The modes are 

dispersive and have arbitrary shapes; thus, a single Gaussian atom for each mode would 

provide a poor estimate of the modes’ time-of-flight. To increase the accuracy in the 

measured time-of-flight, the signal must be decomposed into Z atoms. The Z atoms must 

then be grouped to the proper mode in the signal, in order to create the dispersive modes. 

To group the Z atoms to the proper modes, the absolute value of the Hilbert transform can 

be used as shown in Figure 2.3 to estimate the time-of-flight of the dominant modes. 

 

Figure 2.3. Hilbert transform of dispersive wave signal used to find number of modes 

present in signal. 
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The absolute value of the Hilbert transform creates an envelope of the wave signal 

as shown in red in Figure 2.3. The peaks of the envelope correspond to the approximate 

centers of each mode present in the signal. To improve this approximation, the MPD atoms 

closest to each peak in the envelope are grouped together to create a new dispersive atom. 

If there are K peaks in the envelope corresponding to a set of time-of-flights

 1 2, ,..., K   , an atom with time-of-flight ta is grouped to the envelope peak, with 

which the magnitude of their difference is a minimum using the following equation. 

Dominant Mode arg min .a i
i

t    (2.3) 

An example of this grouping when K=3 is shown in Figure 2.4. 

 

Figure 2.4. Example of grouping an MPD atom in a dispersive signal. 

Figure 2.4 shows that the wave signal has three peaks with time-of-flights 

corresponding to 1 , 2 , and 3 , and the atom has time-of-flight ta. In this example, the 

minimum difference in time-of-flights is between 2 and ta; therefore, the atom would be 

assigned to mode 2 and would be grouped with all other atoms assigned to mode 2. If this 
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same grouping procedure is followed for all Z atoms, K dispersive atoms will be created to 

represent the original wave signal as shown in Figure 2.5. 

 

Figure 2.5. Example of MPD atoms being fully grouped to dispersive signal. 

Figure 2.5 shows that simple Gaussian atoms can be combined to create dispersive, 

or any generally shaped mode, in a signal. To complete the grouping of the MPD atoms, 

the time-of-flights of every individual atom contributing to the grouped atoms must be 

combined to obtain an approximate time-of-flight for each of the new grouped atoms. The 

combination of individual time-of-flights is accomplished using the mean time-shift, 

defined as 

 

 

2

2
.

x t dt
t

x t d

t

t




 (2.4) 

2.1.2. Probabilistic Damage Localization 

The damage localization approach is based on the analysis of dispersive wave 

propagation in materials. As discussed in Section 2.1.1, time-of-flight information is first 

extracted from Lamb wave sensor data using the grouped matching pursuit decomposition 
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(MPD) algorithm
 
[25] with a Gaussian time-frequency [56] dictionary. The extracted time-

of-flight of the A0 mode reflecting off a damage is then utilized for the localization. 

The probabilistic damage localization algorithm proposed here uses a Bayesian 

approach; this is done to optimally combine information from prior knowledge about the 

damage location from physics with that from (noisy) time-of-flight measurements obtained 

from wave based sensor data. Let the τ denote the time-of-flight of a damage reflected 

wave obtained using grouped MPD from a sensor signal corresponding to damage located 

at (xc, yc). Assuming simple isotropic propagation of the wave from the transmitter to the 

damage, and from the damage to the receiver, τ can be written as 

0

2 2 2 2( ) ( ) ( ) ( )
.

t c t c r c r c

A

x x y y x x y y
e

v


      
   (2.5) 

In Eqn. (2.1), (xt, yt) and (xr, yr) are the respective positions of the transmitter and receiver, 

vA0 is the A0 wave velocity, and e is the measurement noise term that models the 

uncertainty in the time-of-flight obtained via MPD. In this investigation, a Gaussian 

probability distribution was used for e: 

2
2

2

1
~ (0, ) exp ,

22

e
e 



 
  

 
 (2.6) 

with zero mean and variance σ
2
. Together, Eqn. (2.5) and Eqn. (2.6) define the likelihood 

function for the damage location, given by 

0 0

2
2 2 2 2

2

(1 ) ( ) ( ) ( )1
( | , ) ,

2
exp

2

t c t c r c r c

c c

A A
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 



            
  

  

 (2.7) 

where the notation p(·|·) denotes conditional probability. Using Bayes’ theorem [57-59], 

the likelihood Eqn. (2.7) is combined with a prior probability distribution p(xc, yc) defined 
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over the interrogation region  to obtain the posterior probability distribution of the 

damage location given the time-of-flight as 

( | , ) ( , )
( , | ) ( | , ) ( , ).

( | , ) ( , ) ( , )

c c c c
c c c c c c

c c c c c c

p x y p x y
p x y p x y p x y

p x y p x y d x y


 


 


 (2.8) 

The estimate ˆ ˆ( , )c cx y  of the damage location can then be computed as the mean or the 

mode (equivalent to the maximum) of the posterior: 

 

mean

mode

,

ˆ ˆ( , ) [( , ) | ] ( , ) ( , | ) ( , ),

ˆ ˆ( , ) arg max ( , | ),
c c

c c c c c c c c c c

c c c c
x y

x y E x y x y p x y d x y

x y p x y

 









 (2.9) 

where E[·] denotes statistical expectation. The covariance of the posterior distribution, 

given by 

    ˆ ˆ ˆ ˆCov ( , ) | ( , ) ( , ) ( , ) ( , ) ( , | ) ( , ),
T

c c c c c c c c c c c c c cx y x y x y x y x y p x y d x y     (2.10) 

provides a measure of the uncertainty in the damage location based on the available 

information. In particular, the probability 
s

p  that the damage is located in a sub-region 

s   is given by 

( , | ) ( , ).
s

s
c c c cp p x y d x y   (2.11) 

A grid-based approach was used for efficiently evaluating the relevant distributions 

and estimates. Specifically, the domain  of interest is discretized using a set of M grid 

points 
,1 ,1 ,2 ,2 , ,{( , ),( , ), , ( , )}c c c c c M c Mx y x y x y  . The probability distributions are defined 

on this set, and respective integrals simplify to summations. Thus, the posterior distribution 

is now given by 
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(2.12) 

and the estimate of the damage location becomes 
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(2.13) 

The covariance is 

  , , , , , ,

1

ˆ ˆ ˆ ˆCov ( , ) | ( , ) ( , ) ( , ) Pr( , ) ( , | ),
M

T

c c c m c m c c c m c m c c c c m c c m

m

x y x y x y x y x y x x y y 


          (2.14) 

and 

  , ,

, ,

: ,

( , |Pr ).
s

c m c m sm

c c m c c m

x y

p x x y y 


    (2.15) 

2.1.3. Probabilistic Data Association 

The grouped MPD of the received sensor signal contains several wave components 

with respective time-of-flights. However, it is not known which of these correspond to the 

reflected A0 wave from the damage, and which correspond to boundary reflections and 

other paths unrelated to damage. Since the localization algorithm specifically requires time-

of-flight information for the damage-reflected waves, this uncertainty needs to be 

quantified. The technique of probabilistic data association (PDA) [53, 54] is presented here 

in order to account for this measurement origin uncertainty within the estimation 

framework. 
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Suppose that 1 2{ , , , }L   τ  is a set of L time-of-flight measurements obtained 

from the grouped MPD of the received sensor signal. The association events Al, l = 1, 2, . . . 

, L, are defined such that τl is the time-of-flight corresponding to the damage-reflected wave 

in event Al. Then, the measurement-uncertainty adjusted likelihood function for the damage 

location can be written as the mixture 

1

( | , ) ( | , )Pr( | ),
L

c c l c c l

l

p x y p x y


τ τ  (2.16) 

where Pr(Al|τ) is the probability of the event Al given the measurements, written as 

' ' '' 1

( | )Pr( )
Pr( | ) ,

( | )Pr( )

l l l

l L

l l ll

p

p









τ  (2.17) 

with 

  ( | , ) ( , )| ( , ).l l l c c c c c cp p x y p x y d x y    (2.18) 

Here the time-of-flight measurements not corresponding to the damage-reflected wave 

have been ignored for simplicity and computational efficiency, and Pr(Al) is the prior 

probability of event Al (taken here as 1/L). The damage location can be estimated by 

computing the posterior distribution 

( , | ) ( | , ) ( , ),c c c c c cp x y p x y p x yτ τ  (2.19) 

and then calculating its mean or mode. For the discretized case, Eqn. (2.18) and Eqn. (2.19) 

are given by 

   , , , ,

1

( | , )Pr , ,|
M

l l l c m c m c c m c c m

m

p p x y x x y y 


    (2.20) 

and 
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In order to ensure the time-of-flight measurements are accurate, a validation gate is 

used. If the τi corresponding to the maximum value of Pr(Al|τ) is within 2σ of the maximum 

value of  |l lp  , Eqn. (2.19) is used to estimate the damage location. If the τi from the 

maximum value of Eqn. (2.19) falls outside this region, a uniform distribution function 

over the entire domain is used to describe the posterior distribution. By using this uniform 

distribution, inaccurate or corrupted time-of-flight measurements do not negatively impact 

the localization results. 

2.1.4. Sensor Fusion 

The time-of-flight information obtained from a single transmitter-damage-receiver, 

or sensor path, is usually insufficient for localizing damage. Data is therefore collected 

from multiple sensors distributed on the structure, and the time-of-flight information from 

the various sensor paths is fused to estimate the damage location with higher accuracy. Let 

1 2{ , , , }N τ τ τ be a set of time-of-flight measurements obtained from the signals 

received via N different sensor paths. Here, τn denotes the set of L time-of-flight 

measurements obtained from the MPD of the received signal for path n. Assuming 

conditional independence of the time-of-flight measurements from the different sensor 

paths given the damage location, the fused likelihood function can be expressed as the 

product of the individual likelihoods: 

1

( | , ) ( | , ).
N

c c n c c

n

p x y p x y


 τ  (2.22) 
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The posterior probability distribution of the damage location, given the time-of-flight 

measurements of the various sensor paths, is obtained by combining the likelihood given in 

Eqn. (2.22) with the prior using Bayes’ theorem 

( , | ) ( | , ) ( , ),c c c c c cp x y p x y p x y  (2.23) 

and the sensor-fused estimate ˆ ˆ( , )c cx y  of the damage location is computed as the mean or 

mode of this posterior: 
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x y x y p x y d x y

x y p x y







 (2.24) 

Discretization is carried out as before. 

2.2. Experimental Algorithm Validation using Fatigued Lug Joint 

For algorithm verification and validation, a bulk aluminum 2024-T351 lug joint 

subjected to fatigue loading was instrumented and interrogated. The dimensions of the lug 

joint can be seen in Figure 2.6. 

 

Figure 2.6. Dimensions of aluminum lug joint (dimensions in mm). 
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The instrumented specimen is shown in Figure 2.7 as well as the servo–hydraulic fatigue 

frame. The aluminum lug joint, which was machined from bulk Al 2024-T351, was 

cyclically loaded between 1.3 kN and 13 kN (load ratio of 0.1) at a rate of 5 Hz. 

 

Figure 2.7. Experimental test frame setup used for fatigue loading. 

Circular lead zirconium titanate transducers (PZTs) made from APC 851 with a 6.35 mm 

diameter and 0.25 mm thickness from American Piezo Ltd. were used for sensing and 

actuation. The PZTs were bonded to the specimen using an off-the-shelf cyanoacrylate 

adhesive. Seven PZTs were instrumented on the lug joint with a symmetric configuration 

about the lug joint’s plane of symmetry. The locations of the seven PZTs can be seen in 

Figure 2.8.  
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Figure 2.8. Instrumented aluminum lug joint (dimensions in mm). 

A National Instruments data acquisition system (model NI PXI 1042) with a 14-bit 

Arbitrary Waveform Generator (AWG, model NI PXI-5412), and a 12-bit high-speed 

digitizer (DIG, model NI PXI-5105) was utilized to interrogate the specimen. A windowed 

cosine signal with a 500 kHz central frequency was used as the actuation signal. A round-

robin interrogation approach was used to collect data from each sensor path. The response 

along each sensor path was measured ten times and averaged in order to increase the signal 

to noise ratio. 

2.2.1. Wave Velocity Model Verification 

Before the damage localization algorithm can be used, the model assumed for the 

wave velocity in (2.5) must be verified. The velocity model used assumed a Gaussian 

distribution for the time-of-flights, with the mean at the theoretical time-of-flight assuming 

isotropic wave propagation from the actuator to the damage, to the sensor, and the variance 

corresponding to the measurement uncertainty for the sensor path. To verify this 

assumption, a healthy lug joint at room temperature was interrogated 100 times along each 

sensor path and the time-of-flight distribution was observed.  
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The time-of-flights corresponding to the direct A0 wave for the 1-4 and 4-7 sensor 

paths actuated at 500 kHz can be seen in Figure 2.9. 

 

Figure 2.9. Sensor path 1-4 and 4-7 time-of-flight distribution data. 

The solid line in Figure 2.9 represents the theoretical time-of-flight for the 500 kHz A0 

mode, while the markers represent the experimental time-of-flights. Clearly, there is a 

significant time shift between the theoretical and experimental time-of-flights. The velocity 

model in (2.5) assumes a distribution about the theoretical time so the time shift seen in the 

experimental data must be accounted for by using 

expt    
(2.25) 

where   is the time-of-flight in (2.5), 
expt  is the mean of the experimental time-of-flight 

distribution, and   is the mean time shift. Using (2.25), the time-of-flight distribution 

becomes distributed about the theoretical time as required in the assumed model.  



31 

The next step to validate the velocity model is to ensure the time-of-flight 

distribution is Gaussian. The experimental time-of-flight distribution for the A0 mode 

actuated at 500 kHz along the 1-4 or 4-7 sensor paths is shown in Figure 2.10. 

 

Figure 2.10. Sensor path 1-4 and 4-7 time-of-flight distribution. 

Figure 2.10 shows that the 500 kHz A0 mode follows the Gaussian distribution very 

closely, seen here in blue. A chi-square test was conducted on the experimental data to 

confirm that the distribution was Gaussian. The standard deviation for the sensor path was 

chosen by averaging the difference between the maximum value and the mean value of the 

distribution, with the difference between the mean value and the minimum value of the 

distribution. The mean shifts and standard deviations used in this investigation for each 

sensor path can be seen in Table 2.1. 

Table 2.1. Sensor path mean shift and standard deviation. 

Sensor 

Path 

Mean Shift, δ 

(μs) 

Standard Deviation, σ 

(μs) 

2-5, 3-6 -0.8 4.0 

1-5, 3-7 -1.9 3.0 

2-4, 4-6 -1.6 4.4 

1-4, 4-7 0.4 1.1 
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Table 2.1 shows that the standard deviation in the time-of-flight measurements is a 

strong function of the sensor path. The sensor arrangement used in this investigation is a 

modified version of that found in [7], where the placement was optimized based upon 

sensing radius. In [7] only three sensors were required to localize damage on either 

shoulder because mode converted waves were used in the localization. The arrangement 

was modified by adding sensors 3 and 5 because more sensors are required when using 

only the A0 mode to localize damage. The results in Table 2.1 show that for damage 

localization, sensor placement should be optimized to decrease the variance in their 

measurements. This could be accomplished by optimizing sensor placement to localize 

damage growing in a certain location, and ensuring the time-of-flights received from the 

damage are significantly different from those received from boundary reflections. 

2.2.2. Damage Localization Results 

The aluminum lug joint, which was machined from bulk Al 2024-T351, was 

cyclically loaded between 1.3 kN and 13 kN (load ratio of 0.1) at a rate of 5 Hz. After crack 

initiation, the loading frequency was reduced in order to more easily interrogate the 

structure at multiple crack lengths. To track the crack growth, a camera with a macro lens 

was mounted in front of the specimen and was focused in one of two hot spots (top and 

bottom shoulders); another camera was placed behind the fatigue frame and focused on 

both hot spots. Images were captured along with the sensor data. The images were used to 

compute the crack length through digital measurements. The locations of the crack tip are 

listed in Table 2.2 and use the coordinate system defined in Figure 2.8. 
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Table 2.2. Experimental (x,y) crack tip location and length versus number of fatigue cycles. 

Cycles 

(x,y) Crack 

Tip Location 

(mm) 

Crack 

Length 

(mm) 

81,761 (207.4, 86.4) 1.6 

85,537 (207.7, 85.3) 2.8 

86,106 (208.2, 84.6) 3.7 

86,248 (209.0, 83.3) 5.2 

86,889 (210.0, 82.3) 6.6 

87,737 (210.6, 81.3) 7.8 

88,208 (211.7, 80.6) 9.0 

88,819 (212.4, 78.7) 11.1 

89,247 (213.0, 77.4) 12.5 

89,557 (213.8, 75.8) 14.3 

89,794 (214.2, 74.2) 16.0 

90,076 (214.4, 72.3) 17.9 

90,417 (215.1, 69.7) 20.6 

The signals from the experimental fatigue of a lug joint were used to validate the 

localization algorithm. At each cycle where the fatigue crack length was measured, data 

from the PZTs was collected and the localization algorithm was applied. The sensor paths 

used to localize the damage are sensor paths 3-6, 3-7, 4-6, and 4-7 due to the fatigue crack 

growing on the right shoulder of the lug joint. From finite element simulations and previous 

work on lug joints
 
[7], it is shown that the hot spots for fatigue crack growth are the 

shoulders of the lug joint. Therefore, a truncated multivariate Gaussian prior probability 

was applied to the lug joint near the shoulder, with a mean location of (211, 80) mm and 

the covariance parameters shown in Table 2.3.  

Table 2.3. Covariance matrix parameters. 

Covariance 

Parameters 

Value 

(mm) 

σxx 15.0 

σxy 0.0 

σyx 0.0 

σyy 15.0 



34 

The prior probability distribution was chosen to cover the entire region the crack was 

expected to grow in with high probability. The resulting prior distribution over the lug joint 

domain can be seen in Figure 2.11. 

 

Figure 2.11. Lug joint prior knowledge. 

 The result for the probabilistic damage localization at 86,106 cycles can be seen in 

Figure 2.12. 
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Figure 2.12. Damage localization for cycle 86,106 with o denoting true damage location 

and x as estimated damage location. 

In Figure 2.12, the black circle represents the true damage location while the red cross 

represents the estimated damage location using the maximum probability location. The 

damage localized in Figure 2.12 corresponds to a 3.7 mm surface crack. With the damage 

so close to the boundary there is a large error in the localization. This error is due to the 

small difference between the time-of-flight from damage near the boundary, and that from 

the boundary. The small time-of-flight difference coupled with the measurement errors 

cause error whenever damage is localized near a boundary. 
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Figure 2.13. Damage localization for cycle 89,557 with o denoting true damage location 

and x as estimated damage location. 

The damage localization result for 89,557 cycles can be seen in Figure 2.13, which shows 

that as the damage moves away from the boundary, the localization error decreases. With 

the true damage location being farther from the boundary the localization algorithm is able 

to place a region of high probability near the true location. This region of high probability 

is sufficiently small, such that if the lug joint was taken out of service for a visual 

inspection the damage could be quickly discovered using the results of the localization 

algorithm. 
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Figure 2.14. Damage localization for cycle 90,417 with o denoting true damage location 

and x as estimated damage location. 

The damage localization results for 90,417 cycles can be seen in Figure 2.14. The same 

trend of improved localization performance as the damage moves farther away from the 

boundary of the lug joint is also observed from this figure. The localization error, or 

distance between the true damage location and the estimated damage location, can be seen 

in Table 2.4. 

Table 2.4. Localization error in lug joint fatigue test. 

Cycles 
(x,y) 

(mm) 

Error 

(mm) 

81,761 (212,87) 4.64 

85,537 (216,67) 20.11 

86,106 (213,73) 12.52 

86,248 (209,83) 0.31 

86,889 (208,82) 2.01 

87,737 (212,71) 10.37 

88,208 (207,86) 7.16 

88,819 (216,67) 12.23 

89,247 (210,77) 3.00 

89,557 (213,70) 5.83 

89,794 (212,76) 2.87 

90,076 (216,65) 7.47 

90,417 (213,65) 5.15 
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Table 2.4 confirms the trend of decreasing localization error as the fatigue crack 

grows in length. The average localization error using the proposed algorithm was found to 

be 7.21 mm. While the localization error for the proposed algorithm is somewhat large, it is 

a byproduct of the probabilistic data association framework. The data association 

framework incorporates every time-of-flight from the grouped MPD feature extraction. By 

incorporating every time-of-flight with data association weighting, the estimation will 

never be completely correct but will also never be completely wrong, proving that it is 

more robust than traditional techniques. Additionally, using data association allows the 

algorithm to account for the measurement uncertainty and function without any user input, 

and operate in an unsupervised manner. 

2.3. Concluding Remarks 

This chapter has shown the difficulties of localizing damage in complex-geometry 

metallic structures. Specifically, accurate quantification of the uncertainty in a localization 

system has been shown to be necessary for accurate localization results. The experimental 

study has shown that probabilistic data association is a capable framework for uncertainty 

quantification in an SHM localization system. While the localization error is slightly higher 

using data association than with other methods, the algorithm was able to place a region of 

high probability around the damaged region without the use of baseline signals. The 

greatest strength of the data association framework is that the approach can effectively 

account for the uncertainty, and combine all of the time-of-flights a feature extraction 

algorithm provides without any additional input from the user.  

This study has also shown that the localization error is directly related to the 

variance in the time-of-flight measurements in each sensor path. The sensor paths used in 
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this investigation had a range in standard deviation from approximately 1 μs to 4.5 μs. If 

the variance in the measurements could be decreased, the result would be a more accurate 

and more concentrated localization of damage. Based on these findings, sensor placement 

should be optimized to produce a minimum variance in the time-of-flight measurements in 

order to generate better localization results. 

While the probabilistic localization framework presented in this chapter was 

applied to an aluminum lug joint, the framework can be applied to many different materials 

and geometries. With further research the localization framework could be extended to 

anisotropic materials by modifying the assumed isotropic velocity propagation model. 

Also, the framework can easily be modified to include a physics-based damage evolution 

model. By incorporating a damage evolution model the prior distribution could be updated 

dynamically to the predicted crack tip location, and result in more accurate localizations 

with a smaller variance. Finally, the framework also has the ability to be extended in order 

to become a detection algorithm. If a numerical model were able to accurately describe the 

path every wave travels from actuator to sensor, the information could be used along with 

the association events to determine if the measured time-of-flights corresponds to an 

undamaged structure. 
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Chapter 3 

PROBABILISTIC DAMAGE LOCALIZATION AT UNKNOWN TEMPERATURES 

Damage localization at unknown temperatures is one of the primary challenges that 

guided wave SHM systems face. Temperature affects every component of an SHM 

localization system, from the characteristics of the sensors to the structural response of the 

material being interrogated. In order to develop a robust localization framework that can 

function at any temperature, the framework must become independent of any parameters 

that can be influenced by temperature. This chapter presents an approach to estimate a 

structure’s temperature and wave speeds using in situ signals, and then to incorporate the 

estimated wave speed in to the probabilistic localization algorithm. The proposed algorithm 

was applied to a complex-geometry metallic structure with growing fatigue damage at a 

range of temperatures. The objective was to demonstrate the ability of the algorithm to 

accurately estimate the temperature and wave speed in a structure, and use the estimated 

values to improve damage localization performance. Section 3.1 describes the method used 

to estimate temperature and wave speed. Section 3.2 presents the updated probabilistic 

damage localization algorithm using the temperature and velocity estimation algorithm. 

Section 3.3 and Section 3.4 describe the experimental and numerical techniques used to 

validate the performance of the proposed algorithm. Finally, Section 3.5 provides 

concluding remarks on the algorithm and the results. 

3.1. Creating a Velocity-Temperature Model 

When attempting to localize damage at an unknown temperature the largest factor 

contributing to error is uncertainty in the speed of the wave that is interrogating the damage
 

[46].  In a typical localization scheme, a fixed wave speed is chosen that would be 
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representative of the wave speed in the structure. In reality, however, structural components 

will often be interrogated at unknown temperatures; therefore, the true wave speed will 

often not be known. The proposed approach estimates the velocity of the wave actually 

present in the structure, and utilizes this velocity in the localization algorithm. 

The first step in localizing damage at an unknown temperature is to obtain a model 

of how the group velocity changes with temperature. The model was selected to represent 

temperatures from -60C to 160C. This temperature range was chosen because it 

represents a maximum temperature range in which a guided wave system using PZTs could 

be expected to operate.  Material properties used in the model were found in approximately 

10C increments from MIL-HDBK-5
 
[60]. To gain a finer temperature resolution a linear 

interpolation function was used inside the 10C region to determine the velocity in 1C 

increments. The material used in this work is aluminum 2024-T351 with a room 

temperature Young’s Modulus, E, of 73.77 GPa and a Poisson’s ratio, , of 0.33. MIL-

HDBK-5 also provides information on the effect of temperature on E. E was found to vary 

from 105% of the room temperature value at -60C, to 94% of the room temperature value 

at 160C. Using these material properties, the theoretical dispersion curves for aluminum 

2024-T351 were computed in the temperature range of -60C to 160C and can be seen in 

Figure 3.1.  
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Figure 3.1. Theoretical dispersion curves for Al 2024-T351 at various temperatures. 

The theoretical dispersion curves in Figure 3.1 show that the velocity of the waves 

decreases with an increase in temperature, as expected, because the stiffness of the material 

decreases. 

Next, in order to estimate the velocity, a parameter must be chosen that is sensitive 

to temperature and can be related back to the localization velocity. For this material, the S0 

mode actuated at 250 kHz was found to be very sensitive to temperature, as is shown in 

Figure 3.2, and was chosen as the parameter to estimate the 500 kHz A0 localization 

velocity. To select this frequency, the frequency-thickness in Figure 3.1 that had the largest 

range of velocities for the temperatures investigated was chosen. The frequencies used for 

temperature estimation and localization can be different if the localization frequency is not 

found to be sensitive to temperature. 
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Figure 3.2. Group velocity-temperature relationship for 250 and 500 kHz Lamb waves. 

The markers in Figure 3.2 represent the temperatures at which material properties 

were available, while the lines represent the velocity-temperature model using the linear 

interpolation function. In order to save on computational time during damage localization 

the corresponding velocities and temperatures are stored in an offline velocity-temperature 

dictionary. Also seen in Figure 3.2; for an actuation frequency of 250 kHz the S0 mode 

would be the first arriving mode at a sensor and therefore easy to detect.  

3.1.1. Methods to Estimate Temperature and Localization Velocity 

With the actuation frequency for velocity estimation chosen, and with a model for 

the effect of temperature on wave speeds found, the temperature and velocity estimation 

algorithm can now be completely defined. First, the sensor-actuator pairs that will be used 

for velocity estimation are actuated at 250 kHz. Each recorded signal is then passed into the 

grouped MPD algorithm defined in Section 2.1.1. The first time-of-flight from the grouped 
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MPD algorithm for each signal is then extracted because the S0 mode is the first arriving 

mode at 250 kHz, as seen from Figure 3.2. Each time-of-flight is then converted to a 

velocity using the known distance between the sensors and actuators. These calculated 

velocities for the 250 kHz S0 mode are then mapped to a set of temperatures by finding the 

temperatures that correspond to a minimum difference between the calculated velocities 

and the velocities in the velocity-temperature dictionary. The temperature of the structure 

can be estimated by averaging the set of temperatures found using this dictionary. Once the 

set of temperatures is found, a corresponding set of A0 velocities at 500 kHz can be 

obtained using the dictionary. Time-of-flights of the 500 kHz A0 modes are then calculated 

through dividing the distances between the actuators and receivers by their respective 

estimated velocities. 

With the expected time-of-flights, the 500 kHz A0 velocity can be estimated in one 

of three ways assuming a Gaussian distribution and a known variance in the time-of-flight 

measurements. The first velocity estimate can be computed using the maximum likelihood 

(ML) method. For the ML case, the estimated velocity, v*, can be found using 
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where N is the number of sensor paths, di is the distance between sensor and actuator for 

sensor path i, τi is the time-of-flight for sensor path i, σ is the standard deviation in the time-

of-flight measurements, and v is velocity. For the Gaussian setting, the expression for the 

estimated velocity using the ML method can be simplified to 
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A second estimator of the velocity can be found using the minimum mean square 

error (MMSE) method. This method finds the velocity probability density function (PDF) 

for each sensor path, optimally combines each of the PDFs, and finally finds the mean of 

the optimally-combined PDF using 
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(3.3) 

The mean velocity of the velocity PDF is found by using the measured time-of-flight τi, 

distance di, and standard deviation σ, from each of the N sensor paths. In both the ML and 

MMSE methods, the estimated velocity v* is directly entered as an input into the 

localization algorithm, and no other information about the velocity PDF is used. 

The final method investigated to estimate the velocity is the full integration method. 

Unlike the ML and MMSE methods, the full integration method uses the entire optimally-

combined velocity PDF which is defined as 
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Every velocity in the optimally-combined velocity PDF is then used to localize the damage. 

The final localization result is the sum of every localization, weighted by the probability of 

that velocity as 

      , , | .c c c cp x y p x y V p V dV   (3.5) 

In this investigation, the ML method is the only method used and discussed in the 

future sections. The ML method was selected because it provided the most accurate results 

with the least computational time. 

3.2. Probabilistic Damage Localization Algorithm with Temperature and Velocity 

Estimation 

To summarize, the proposed algorithm, shown in Figure 3.3, can be separated into 

two main stages: temperature estimation and damage location estimation. The first step of 

the temperature estimation stage is to actuate and sense a 250 kHz signal for every sensor 

pair used to estimate the velocity. Second, the S0 wave speed at 250 kHz and the 

temperature are estimated from the signal. Third, the estimated temperature is mapped to a 

velocity for the 500 kHz A0 mode. Fourth, the 500 kHz estimated A0 velocities found from 

each sensor path are optimally combined and given to the localization algorithm.  

The first step for the damage location estimation stage is to discretize the domain 

being interrogated. Second, the structure is interrogated using a 500 kHz actuation signal 

and the signals in each sensor path are subtracted. Third, the differenced signal is 

decomposed using the grouped MPD algorithm for each sensor path. Fourth, the time-of-

flights extracted from the MPD algorithm are submitted into the Bayesian probabilistic 

localization algorithm. Fifth, the validation gate is used to ensure time-of-flight 
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measurement accuracy. Sixth, the localization results from each sensor path are fused to 

create the final probabilistic damage localization result.  

 

Figure 3.3. Flow chart of probabilistic localization algorithm with temperature and velocity 

estimation. 

3.3. Experimental Algorithm Validation using Fatigued Lug Joint 

 The same lug joint experimental data presented in Section 2.2 for known 

temperature damage localization is used to validate the damage localization algorithm 

using temperature and velocity estimation. The sensor paths used to localize the damage 

are sensor paths 3-6, 3-7, 4-6, and 4-7 while the temperature and velocity estimation 

algorithm uses sensor path 1-7. Sensor path 1-7 was chosen for temperature and velocity 

estimation because it is the longest direct sensor path which means the waves along this 

path will be the most widely separated in time reducing the measurement error.  
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In order to localize damage on the lug joint over a range of temperatures, a 

Cascade-Tek forced air lab oven was used. At 13 different fatigue cycles the lug joint was 

removed from the fatigue frame, placed in the oven, and interrogated using the PZTs at 

temperatures of 20C, 40C, 60C, and 80C. After the lug joint was interrogated it was 

cooled to room temperature, reinstalled on the fatigue frame, and the test was continued. 

Higher temperatures were not investigated experimentally because the bonding adhesive 

and the PZT wiring used were not capable of operating at higher temperatures. 

 The damage localization using temperature and velocity estimation algorithm was 

verified in three tests. The first test ensured that the 250 kHz S0 wave followed the wave 

velocity model presented in Section 2.1.2. The second test was used to show that the 

algorithm could accurately predict temperature and wave velocity using only the collected 

sensor signals. The third test showed the benefits of using a temperature and velocity 

estimation algorithm when localizing damage at unknown temperatures. 

3.3.1. Wave Velocity Model Verification 

The temperature and velocity estimation algorithm uses the 250 kHz S0 mode, so 

the wave velocity model in (2.5) must be once again verified. The time-of-flights 

corresponding to the direct S0 wave for the 1-7 sensor path actuated at 250 kHz can be seen 

in Figure 3.4. 
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Figure 3.4. Sensor path 1-7 time-of-flight data. 

The solid line in Figure 3.4 represents the theoretical time-of-flight for the 250 kHz S0 

mode, while the markers represent the experimental time-of-flights. A significant time shift 

between the theoretical and experimental time-of-flights is seen in Figure 3.4, similar to 

what was seen with the 500 kHz A0 mode. The experimental mean time-of-flight is shifted 

to the theoretical value using (2.25) in order for the assumed model to be valid. The mean 

shift for the 1-7 sensor path was found to be 1.2 μs. 

The next step to validate the velocity model for velocity and temperature estimation 

is to ensure the time-of-flight distribution is Gaussian. The experimental time-of-flight 

distribution for the S0 mode actuated at 250 kHz along the 1-7 sensor path is shown in 

Figure 3.5. 
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Figure 3.5. Sensor path 1-7 time-of-flight distribution. 

Figure 3.5 shows that like the 500 kHz A0 mode, the 250 kHz S0 mode also follows the 

Gaussian distribution, shown in blue. To confirm the distribution was Gaussian, a chi-

square test was conducted on the experimental data. The standard deviation for the 1-7 

sensor path was defined in the same way as the fixed velocity case and was found to be 0.2 

μs.  

3.3.2. Temperature Estimation Results 

The ability of the proposed algorithm to estimate temperature was validated using 

the undamaged lug joint and a Cascade-Tek forced air lab oven. For this validation the lug 

joint was tested at 20C, 30C, 40C, 50C, 60C, 70C, and 80C. Temperatures above 

and below this range were not tested due to limitations with the sensor wiring and 

adhesives. The temperatures investigated were significantly less than the recommended 

maximum sensor temperature, which is half of the Curie point (360C) [61]. In this test, the 
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sensor paths used for velocity estimation were actuated for 20 trials at each testing 

temperature.  

 

Figure 3.6. Actual and estimated experimental lug joint temperatures. 

Figure 3.6 shows that this algorithm can accurately predict temperature variations. The 

mean temperature of the experimental distributions at temperatures less than 70C was 

found to be less than 4C from the actual temperature. The error was found to increase at 

80C to nearly a 15C difference, corresponding to a velocity difference of approximately 

12 m/s. This increase in error may be attributed to temperature effects on the sensors, 

adhesives, and DAQ system. This strong correlation between the actual and estimated 

temperatures for the temperature range tested shows that the mean shift incorporated using 

Eqn. (2.25) is not a function of temperature. 
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3.3.3. Fatigued Lug Joint Experimental Results 

The algorithm has previously shown that it can accurately estimate temperature 

when the lug joint is healthy; however, it must also be shown that the presence of damage 

will not affect the ability of the algorithm to estimate temperature. The estimated 

temperature and the corresponding fatigue cycle number can be seen in Table 3.1. 

Table 3.1. Fatigued lug joint estimated temperatures. 

Cycles 

Estimated Temperature 

20°C 40°C 60°C 80°C 

81,761 12 41.5 57 88.5 

85,537 24 45.5 61.5 88 

86,106 16 32 59.5 82 

86,248 17 33.5 59.5 84.5 

86,889 23.5 44.5 59 67.5 

87,737 19.5 43 65 69 

88,208 21.5 50.5 64.5 48 

88,819 34.5 54.5 66.5 49.5 

89,247 20 52 69 52.5 

89,557 29.5 48 66.5 49.5 

89,794 26.5 46.5 67 39 

90,076 18.5 37.5 16.5 40 

90,417 14.5 31.5 55 55 

Table 3.1 shows that the algorithm accurately estimates the temperature of the lug joint 

even as the fatigue crack grows. The average temperature estimation error is 1.3°C, 3.1°C, 

1.0°C, and 17.5°C for 20°C, 40°C, 60°C, and 80°C respectively. Similar to the results seen 

in Section 3.3.2, the temperature estimation error is very small in the 20°C, 40°C, and 60°C 

cases but grows significantly at 80°C. This increase in error may be attributed to 

temperature effects on the sensors, adhesives, and DAQ system. 

 Using the results from the temperature estimation, the velocity estimation error can 

be characterized and can be seen in Table 3.2.  
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Table 3.2. Percent difference between estimated and theoretical velocity. 

Cycles 

Velocity Percent Difference 

20°C 40°C 60°C 80°C 

81,761 0.212 -0.012 0.095 -0.096 

85,537 -0.063 -0.030 -0.014 -0.090 

86,106 0.116 0.132 0.035 -0.017 

86,248 0.105 0.114 0.035 -0.047 

86,889 -0.051 -0.018 0.047 0.273 

87,737 0.045 -0.006 -0.098 0.274 

88,208 -0.003 -0.126 -0.086 0.659 

88,819 -0.224 -0.205 -0.135 0.635 

89,247 0.033 -0.144 -0.195 0.568 

89,557 -0.164 -0.084 -0.135 0.622 

89,794 -0.105 -0.042 -0.147 0.774 

90,076 0.069 0.066 0.807 0.762 

90,417 -0.051 -0.096 -0.062 0.592 

Table 3.2 shows that the proposed algorithm is capable of estimating velocity even while a 

damage is growing. From Table 3.2, the largest velocity estimation error was found to be 

0.807%, which corresponds to a velocity difference of 25 m/s. These results further validate 

the ability of the estimation algorithm to predict and adapt to unknown temperature 

changes. 

With the temperature and velocity estimation portion of the algorithm verified, the 

localization algorithm performance must now be tested. The localization results from the 

PZT signals at 20°C, 40°C, 60°C, and 80°C for 86,106 cycles are shown in Figure 3.7. 
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Figure 3.7. 20C (a), 40C (b), 60C (c), and 80C (d) localizations for cycle 86,106 with o 

denoting true damage location and x as estimated damage location. 

The damage shown in Figure 3.7 corresponds to a 3.7 mm surface crack. The results show 

that, clearly, the localization algorithm cannot localize a crack of this size and at this 

location, because the true position lies far outside the region of high probability. The reason 

that the true location is outside the region of high probability is that time-of-flight 

estimations have an error associated with the sensor measurements, and that error directly 

relates to the distance damage must be from a boundary in order for the damage to be 

accurately localized. Therefore, damage near a boundary, or in a location which would give 

a time-of-flight estimate similar to that of one from a boundary, is difficult to localize. In 

order to overcome this limitation, either the measurement errors must be decreased, the 

feature extraction algorithms improved, or the sensor placement optimized to obtain time-

of-flights from damage at significantly different times than those from the boundaries. 
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Figure 3.8. 20C (a), 40C (b), 60C (c), and 80C (d) localizations for cycle 89,557 with o 

denoting true damage location and x as estimated damage location. 

The localization results for the 14.3 mm crack found at 89,557 cycles are shown in 

Figure 3.8. This figure shows the increase in accuracy of the localization algorithm as the 

crack tip location moves farther away from the boundary of the lug joint. For this case, the 

localization error was found to be 5.83 mm, 4.96 mm, 9.80 mm, and 3.92 mm for the four 

temperatures shown in Figure 3.8. 
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Figure 3.9. 20C (a), 40C (b), 60C (c), and 80C (d) localizations for cycle 90,417 with o 

denoting true damage location and x as estimated damage location. 

The localization for the 20.6 mm crack at 90,417 cycles can be seen in Figure 3.9. This 

figure shows a similar trend as before, where the localization error decreases as the crack 

tip moves from the boundary of the lug joint. Another important result to observe is the 

decrease in the variance of the damage likelihood distribution. 

The localization error at four different temperatures in the lug joint experiments 

using the temperature and velocity estimation algorithm can be seen in Table 3.3. 
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Table 3.3. Localization error in lug joint fatigue test using velocity estimation. 

Table 3.3 confirms the trend shown before of decreasing error as crack length increases. 

This reduction is due to the ability of the algorithm to more accurately select the damage 

reflected time-of-flight as it becomes significantly different from a boundary-reflected 

time-of-flight. Even with the larger localization error at smaller crack lengths, the average 

localization errors were 7.15 mm, 9.33 mm, 11.02 mm, and 8.21 mm for 20°C, 40°C, 

60°C, and 80°C respectively. 

3.3.4. Comparison of Estimated and Fixed Velocity Damage Localization Results 

To show that using the temperature and velocity estimation algorithm improves 

damage localization results, the damage localization results from the velocity estimated 

case must be compared against localization results when the velocity is fixed. Assuming 

there is no information on the temperature a structure is interrogated at, a common 

assumption may be to use the room temperature wave velocity. Damage localization 

Cycles 

20°C 40°C 60°C 80°C 

(x,y) 

(mm) 

Error 

(mm) 

(x,y) 

(mm) 

Error 

(mm) 

(x,y) 

(mm) 

Error 

(mm) 

(x,y) 

(mm) 

Error 

(mm) 

81,761 (212,87) 4.64 (210,78) 8.80 (210,70) 16.61 (212,72) 15.12 

85,537 (216,67) 20.11 (210,83) 3.27 (212,76) 10.27 (212,74) 12.11 

86,106 (212,74) 11.23 (210,71) 13.69 (209,76) 8.61 (209,67) 17.60 

86,248 (209,83) 0.31 (214,67) 17.04 (214,71) 13.27 (210,75) 8.36 

86,889 (209,81) 1.63 (219,68) 16.89 (210,65) 17.29 (215,70) 13.27 

87,737 (212,71) 10.37 (209,86) 5.00 (209,67) 14.37 (212,72) 9.38 

88,208 (207,86) 7.16 (212,67) 13.62 (214,66) 14.79 (212,78) 2.63 

88,819 (216,66) 13.19 (210,74) 5.28 (212,64) 14.7 (211,72) 6.84 

89,247 (210,77) 3.00 (211,66) 11.57 (214,85) 7.67 (213,73) 4.40 

89,557 (213,70) 5.83 (210,79) 4.96 (213,66) 9.80 (211,73) 3.92 

89,794 (212,76) 2.87 (210,66) 9.22 (215,68) 6.24 (216,73) 2.13 

90,076 (216,65) 7.47 (210,72) 4.39 (208,76) 7.38 (213,68) 4.51 

90,417 (213,65) 5.15 (211,76) 7.53 (213,69) 2.23 (214,76) 6.41 
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performance for 89,557 cycles at temperatures of 20°C, 40°C, 60°C, and 80°C using a 

fixed room temperature velocity of 3,065 m/s can be seen in Figure 3.10. 

 

Figure 3.10. 20C (a), 40C (b), 60C (c), and 80C (d) localizations for cycle 89,557 using 

room temperature velocity with o denoting true damage location and x as estimated 

damage location. 

Figure 3.10 shows that there is mixed performance when using a fixed room temperature 

velocity for localization at an unknown temperature. Comparing the localization results in 

Figure 3.10 to the results when using the estimated velocity, the localization error was 

found to be constant when the estimated velocity is used for 20C, decrease by 0.70 mm for 

40C and 1.11 mm for 60C, and increase by 0.63 mm for 80C. The likely reason for the 

small improvement in localization error is that the maximum difference between the room 

temperature and actual velocities is approximately 30 m/s, which would produce a smaller 

error than the error from the time-of-flight measurements. 
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Figure 3.11. Estimated velocity and room temperature velocity localization error for 20°C. 

 

Figure 3.12. Estimated velocity and room temperature velocity localization error for 40°C. 
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Figure 3.13. Estimated velocity and room temperature velocity localization error for 60°C. 

 

Figure 3.14. Estimated velocity and room temperature velocity localization error for 80°C. 

 Figure 3.11 through Figure 3.14 show a comparison of the localization error when 

using the estimated or the fixed room temperature velocity. These figures show that using 

the estimated velocity instead of the room temperature velocity did not make a significant 

impact on the localization error. Using the estimated velocity, the average localization error 

was found to decrease by 0.06 mm for 20°C, and increase by 0.01 mm for 40°C, 0.33 mm 



61 

for 60°C, and 0.75 mm for 80°C. The likely reason for the lack of localization error 

improvement when using the estimated velocity is that the velocity difference of 

approximately 30 m/s between 20°C and 80°C is minimal compared to the error associated 

with the time-of-flight measurements. If the damage were localized at higher temperatures, 

using the estimated velocity would provide more accurate localization results because the 

error associated with the velocity difference would become greater than the measurement 

error.  

3.4. Numerical Modeling for Algorithm Validation at Extreme Temperatures 

To validate the localization algorithm at a wider range of temperatures, the 3D 

electromechanical coupled elastodynamic local interaction simulation approach/sharp 

interface model (EMC LISA/SIM) presented in [62] was used. The EMC LISA/SIM model 

allows for the determination of the time-varying displacement field and electric potential of 

a piezoelectric transducer in an arbitrary geometry model. The EMC LISA/SIM approach 

solves the mechanical equations of motion as an initial value problem and Maxwell’s 

equation as a boundary value problem for each time step. The EMC LISA/SIM model has 

also been shown to be computationally more efficient than available finite element methods 

for wave propagation [62-65]. 

The general procedure for solving the 3D uncoupled elastodynamic wave equation 

using LISA/SIM was first developed by Delsanto [65]. The elastodynamic LISA/SIM 

allows for a domain to be discretized into cuboidal elements of size Δx, Δy, Δz. Material 

properties are applied as a constant to each cell, but can vary between cells. The sharp 

interface model (SIM) allows for the exact treatment of nodes that are shared by cells with 

different material properties which allows waves to propagate across sharp material 
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boundaries [64]. The EMC LISA/SIM technique solves the piezoelectric constitutive 

equations, the elastodynamic wave equation, and Maxwell’s equation using a combination 

of a central difference scheme and an enforcement of tractions and electric displacement 

across the element interfaces [62]. 

3.4.1. Electromechanical Coupled LISA/SIM Implementation 

The lug joint model was created using a rectangular domain of size 324 mm x 150 

mm in the x-y plane, meshed with 1 mm x 1 mm square elements. The z-direction was 

discretized into 13 layers, with each layer corresponding to 1/6
th

 of the lug joint’s thickness 

or approximately 1.06 mm. These dimensions of the domain ensured that a minimum of 

three layers of air were present around the lug joint to ensure convergence of the model 

[62]. Figure 3.15 shows the lug joint model at the top surface of the lug joint. 

 

Figure 3.15. Lug joint domain used in EMC LISA/SIM. 

The areas represented by white in Figure 3.15 correspond to the regions where aluminum 

materials properties are applied, while the blue area represents regions assigned the 

material properties of air. The fatigue crack that was modeled in EMC LISA/SIM 

corresponds to the fatigue crack found in the experimental tests at 90,417 cycles. The 
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fatigue crack path was modeled using position measurements from calibrated images using 

digital image measurement tools. The material properties of air were assigned along the 

crack path to model the presence of the crack. The piezoelectric elements used were 

modeled as 1 mm x 1 mm square elements and were placed in the z-direction on the layer 

above the aluminum properties. The material properties used for the piezoelectric elements 

were found in [61]. 

The range of temperatures investigated using the EMC LISA/SIM were from -60°C 

to 150°C and were selected based upon the expected operating temperature range of a 

guided wave SHM system using piezoelectric transducers. In order to model the effects of 

temperature, the material properties of the aluminum were varied according to E-

temperature data provided in MIL-HDBK-5 [60]. The piezoelectric material properties 

were held constant over the temperature range because temperature effects on the 

piezoelectric materials were not considered to produce first-order errors in damage 

localization. Also, the temperatures investigated were below half of the PZT Curie 

temperature so no polarization effects were expected to occur in the PZT material. 

In order to minimize the amount of numerical error due to pulse distortion, the 

Courant Friedrich Lewy (CFL) number was satisfied for all simulations. The CFL number 

is represented by 

max 2 2 2

1 1 1
1,CFL c t

x y z
    

  
 (3.6) 

where cmax is the longitudinal wave speed, Δt is the sampling frequency, and Δx, Δy, Δz 

correspond to the size of the elements [66]. In order to keep the CFL number constant and 

near 1 while keeping the element size fixed, the sampling period must be varied to 
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compensate for changes in the longitudinal wave speed due to the changing material 

properties. In this investigation a CFL number of 0.9972 was used for all simulations. 

3.4.2. EMC LISA/SIM Numerical Results 

Before the temperature and damage estimations can be compared, the mean shift in 

the time-of-flight measurements must be calculated as done in Section 2.2.1 to ensure the 

time-of-flight measurements follow the assumed wave velocity model. The mean shift was 

defined as the difference between the theoretical time-of-flight and the measured time-of-

flight in an undamaged lug joint using the EMC LISA/SIM model. The mean shifts from 

the EMC LISA/SIM model can be seen in Table 3.4. 

Table 3.4. Mean time shift for EMC LISA/SIM model. 

Sensor 

Path 

Mean Shift, δ 

(μs) 

2-5, 3-6 4.3 

1-5, 3-7 -4.1 

2-4, 4-6 0.0 

1-4, 4-7 2.9 

The same time-of-flight measurement standard deviations from the experimental data were 

used for the EMC LISA/SIM. 

The first output of the proposed algorithm that must be compared between the 

experimental and numerical results is the estimated temperature. The estimated temperature 

must be correct in the EMC LISA/SIM model or the damage localization results will not 

compare with the experimental results.  A comparison between the temperature estimation 

results from the EMC LISA/SIM and the experiments can be seen in Figure 3.16. 
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Figure 3.16. Comparison of estimated temperatures from EMC LISA/SIM and 

experiments. 

Figure 3.16 shows that the temperatures from the EMC LISA/SIM results were 

overestimated compared to the experimental results. A likely cause for the difference is 

human error in the positioning of the PZTs in the experiment. Another possible cause of 

error is in the modeling of the crack. The element size used was a 1 mm x 1 mm square, so 

the crack is wider than in the experiments and does not have the exact same path. These 

differences in the crack modeling may have influenced the stress field in the EMC 

LISA/SIM model and caused the velocity error.  

The relationship between the estimated and actual temperatures for the EMC 

LISA/SIM results in Figure 3.16 appears to be linear. While there is the large shift in the 

estimated temperature error, the error is approximately constant. This shows that the 

temperature-velocity algorithm can be used at a wider range of temperatures than what was 
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tested experimentally. The error shift could be compensated for with a more detailed 

modeling of the lug joint used in the experiments. This includes refining the mesh size, 

creating a more representative crack path, and using the actual material properties rather 

than the nominal material properties listed in MIL-HDBK-5. 

The damage localization error for the EMC LISA/SIM results can be seen in Table 

3.5. 

Table 3.5. Damage localization error using EMC LISA/SIM. 

Temperature 

(°C) 

(x,y) 

(mm) 

Error 

(mm) 

-60 (216,73) 3.16 

-30 (213,76) 6.32 

0 (208,81) 13.04 

30 (213,76) 6.32 

60 (215,74) 4.00 

90 (212,76) 6.71 

120 (215,74) 4.00 

150 (210,81) 12.08 

The results in Table 3.5 show an average localization error of less than 7 mm, which is 

similar to what was seen in the experimental results. The localization error tends to be 

between 4 mm and 6 mm, but there are two large increases in error at 0°C and 150°C. The 

large increases in error are likely due to the error in the temperature estimation. This error 

directly causes the incorrect selection of wave velocity, which can greatly affect the 

localization results. A typical damage localization result can be seen in Figure 3.17. 
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Figure 3.17. Damage localization for 60°C EMC LISA/SIM model with o denoting true 

damage location and x as estimated damage location. 

Figure 3.17 shows that the results from the EMC LISA/SIM model are similar in their 

means and variances to those from the experimental results. The estimated high probability 

regions from EMC LISA/SIM have the same characteristic shape as the high probability 

regions found in the experiments.  

 A comparison between the localization error when using a fixed room temperature 

velocity, and the estimated velocity with the EMC LISA/SIM results, can be seen in Figure 

3.18. 
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Figure 3.18. Comparison of localization error at different temperatures using EMC 

LISA/SIM results. 

The results in Figure 3.18 show that using the estimated velocity improved the localization 

error in the majority of the temperatures investigated. Use of the estimated velocities had 

the largest impact on the localization error at temperatures above 120°C. This result is 

expected, because as temperature increases the errors from incorrectly selecting the 

velocity will begin to outweigh the time-of-flight measurement errors. The average 

decrease in localization error was found to be 1.23 mm. 

By comparing the similarity in the temperature estimation trend, damage 

localization error, and damage posterior distribution shape, the EMC LISA/SIM model has 

been shown to yield representative results of those found in experiments. The results from 

EMC LISA/SIM have shown that the probabilistic damage localization algorithm using 

temperature and velocity estimation is capable of accurately predicting, adapting, and 

localizing damage for the entire temperature range in which a guided wave SHM system 

can be operated.   
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3.5. Concluding Remarks 

A novel approach was presented that incorporated temperature and velocity 

estimation with probabilistic damage localization. The temperature and velocity estimation 

algorithm used in situ wave signals and a numerically calculated velocity-temperature 

dictionary in order to estimate the temperature and wave speed in a structure. This 

estimated wave speed was then used in the damage localization algorithm to make the 

algorithm independent of any parameters that may change as a function of temperature. 

The proposed approach was verified both experimentally and numerically, this was done to 

ensure the algorithm could function throughout the operating temperature range of a PZT 

guided wave localization system.  

Experimentally, the temperature estimation algorithm was found to estimate 

temperature very accurately. For temperatures less than 70°C, the mean temperature of the 

experimental distribution was found to be less than 4°C from the actual temperature. Above 

70°C the temperature estimation error increased, likely due to temperature effects on the 

adhesive, sensor wiring, or DAQ. The temperature estimation results were confirmed using 

the EMC LISA/SIM model. The model found a linear trend with a constant error offset 

when comparing the estimated and actual temperatures. By creating a more representative 

lug joint model the offset error is expected to reduce. Because the estimation error is 

constant, a linear shift can be used to compensate for the offset. By accounting for this 

offset the temperature estimation algorithm can be used across the entire operating 

temperature range of a PZT localization system. 

The experimental results from the fatigued lug joint test demonstrated excellent 

correlation with the true values. The largest difference between the estimated and the 
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theoretical wave speeds was found to be 0.807%, which corresponds to a velocity 

difference of 25 m/s. Using the estimated velocities, the average localization error was 

found to be 7.15 mm, 9.33 mm, 11.02 mm, and 8.21 mm for 20°C, 40°C, 60°C, and 80°C 

respectively. Comparing the localization error of when the estimated velocity was used to 

the localization error of when the room temperature velocity was used showed little change 

in the experimental results. The minimal impact of using the estimated velocity is likely 

due to the small temperature difference in the experimental tests. The small temperature 

difference corresponded to roughly a 30 m/s velocity difference, which would produce 

smaller errors than the errors associated with the time-of-flight measurements. When the 

estimated velocity was used in the EMC LISA/SIM results the localization error was found 

to decrease for the majority of the localization results. Using the estimated velocity 

decreased the localization error on average by 1.23 mm. The velocity and temperature 

estimation can be extended to estimate the temperature along each sensor path. By 

estimating the temperature along each sensor path structures with large thermal gradients 

can have improved damage localization performance. 
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Chapter 4 

SUMMARY AND FUTURE DIRECTIONS 

This research focused on developing a novel probabilistic approach to localize 

damage in metallic structures at unknown temperatures using guided waves. A modified 

time-frequency analysis signal processing technique, called Grouped Matching Pursuit 

Decomposition, has been used. This methodology allows for a more accurate estimation for 

the time-of-flight of a dispersive signal using computationally simple atoms. Next, a 

probabilistic framework was presented that combines prior knowledge on the damage 

location from finite element analysis with information from noisy time-of-flight 

measurements. The probabilistic method also incorporated probabilistic data association to 

account for uncertainties in time-of-flight measurement origin, and allows the entire 

localization algorithm to operate in an unsupervised manner. Experiments were conducted 

to verify the algorithm. An aluminum lug joint was used as the test article. The lug joint 

was subjected to fatigue loading between 1.3 kN and13 kN and the resulting crack was 

localized at room temperature. The probabilistic method was shown to provide a good 

indication of damage location over a range of crack lengths. The localization error 

increased as crack lengths reduced below 4 mm. Small crack lengths and crack tips near 

boundaries were found to have large localization error due to error in the time-of-flight 

measurements from multiple waves arriving at a similar time. However, the localization 

approach was shown to be capable of placing a region of high probability around the true 

damage location at larger crack lengths without any user input. 

Once the probabilistic localization algorithm was shown to perform well at room 

temperature, the algorithm was extended to localize damage at unknown temperatures. A 
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model was created using the theoretical dispersion curves to define a relationship between 

the temperature and the wave speed. Various methods were presented on how to 

incorporate a probabilistic estimate of the wave velocity in the localization algorithm using 

in situ signals. The proposed algorithm was then verified experimentally and numerically 

using the aluminum lug joint. The proposed temperature estimation algorithm was 

experimentally shown to accurately predict the temperature of a structure between 20°C 

and 70°C. Numerically, the estimated temperature range was extended from -60°C to 

150°C using the EMC LISA/SIM model. Use of the estimated velocities in damage 

localization for the experimental results did not provide any significant impact on the 

localization error. No measureable change in performance was observed because the time-

of-flight measurement error was greater than the error that resulted from using the incorrect 

velocity at the temperatures tested. When validated numerically the use of the estimated 

velocity at temperatures above 120°C was shown to increase localization performance. 

To summarize, an unsupervised and temperature-independent probabilistic 

framework has been developed for damage localization in metallic structures. Although 

results were demonstrated on aluminum lug joints, the methodology can be extended and 

applied to many other material systems. With further research, the isotropic velocity 

propagation model could be modified to allow the algorithm to be used in anisotropic 

materials. Also, different damage sensitive parameters, such as chirp rate or signal 

amplitude, can easily be included in the probabilistic framework to aid in localization. With 

the use of the association events and a numerical wave propagation model the probabilistic 

data association algorithm can even be used to detect the presence of damage. To improve 

velocity estimation, the temperature and velocity can be measured along each sensor path 
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independently. Estimating the temperature along each sensor path would allow for more 

accurate characterization of the temperature distribution across a structure subjected to a 

strong thermal gradient. The extension that would provide the most potential for this 

algorithm is the inclusion of a physics-based damage evolution model. Using a damage 

evolution model would allow the prior knowledge to be updated dynamically to a predicted 

damage location. This would result in more accurate localization results with a smaller 

variance. 
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