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ABSTRACT

The design and development of analog/mixed-sigAMS) integrated
circuits (ICs) is becoming increasingly expensigemplex, and lengthy. Rapid
prototyping and emulation of analog ICs will bersfgant in the design and
testing of complex analog systems. A new appro&ibgrammable ANalog
Device Array (PANDA) that maps any AMS design pmhlto a transistor-level
programmable hardware, is proposed. This approaehles fast system level
validation and a reduction in post-Silicon bugsnimizing design risk and cost.
The unique features of the approach include 1)sistor-level programmability
that emulates each transistor behavior in an andésign, achieving very fine
granularity of reconfiguration; 2) programmable teles that are treated as a
design component during analog transistor emulatargl optimized with the
reconfiguration matrix; 3) compensation of AC penfi@ance degradation through
boosting the bias current. Based on these prirgipl@ligitally controlled PANDA
platform is designed at 45nm node that can map AMSules across 22nm to
90nm technology nodes. A systematic emulation aagrao map any analog
transistor to PANDA cell is proposed, which achevensistor level matching
accuracy of less than 5% fay &nd less than 10% forsRand G,. Circuit level
analog metrics of a voltage-controlled oscillattfCQO) emulated by PANDA,

match to those of the original designs in 90nm sodaeh less than a 5% error.



Voltage-controlled delay lines at 65nm and 90nmeanellated by 32nm PANDA,
which successfully match important analog metri&sd at-speed emulation is
achieved as well. Several other 90nm analog blackssuccessfully emulated by
the 45nm PANDA platform, including a folded-cascagerational amplifier and

a sample-and-hold module (S/H)
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1. INTRODUCTION

(1) Motivation
a. Fast Prototyping

The scaling of CMOS technology has provided enosrapportunities to
integrate billions of transistors in circuit dessgiMeanwhile, the development of
analog/mixed-signal (AMS) chips becomes increagimylpensive, complex, and
lengthy. [1] Fasting prototyping of analog circuissimportant to lower design
risks and enhance the confidence of designs. Net diigital signals, analog
signals are more sensitive to the noise, sinceatseepresentation of logic high
and low in digital domain can accept more noisealdg signals are represented
as continuous values, whose precision can be esf$éigted by even minor noise.
[2] There are a lot which have to be considered¢hsas variations of PVT
(process, power supply, and temperature), mismatuth,etc, in order to increase
Signal-to-Noise Ratio (SNR) and reduce design-toketatime. So it requires
solid knowledge and sufficient design experiences &nalog designers.
Moreover, as shown in Figure 1, the traditionaligledlow takes a huge amount
of time from concept building to products. Thetgon of layout, fabrication, and
testing can easily continue over a year for a 8ldiC product. The whole process
is time-consuming and costs much money if multigkrations need to be

fabricated. [3] Without a reconfigurable analogtfaem, a counterpart of field



programmable gate arrays (FPGA), analog engineerspeevented from the
benefits of fast prototyping and hardware emulatkield Programmable Analog
Arrays (FPAA) is highly demanded due to such besefivith the tremendous
help of rapid reconfiguration and hardware emulfgtib enables instant testing
phase before VLSI layout and fabrications. Theltogaiod of a typical analog IC

design is reduced to a few days, instead of a j@&ar.

Traditional Analog Design Cycle:

Concept > Simulation » VLSI Layout » Fabrication > Testing
(3 months)
x3
FPAA-based Rapid Prototyping Design Cycle:
Concept > Simulation > Testing » VLSILayout » Fabrication

x 20

Figure 1 The comparison between Traditional Analog Design Cycle and FPAA
design Cycle. [3]

b. The Analog Advantage

Regarding to the increasing popularity of portatdeices, such as smart
phones and pad computers, power efficient signakgssing plays a more
significant role in current academic and industaatas. It is still difficult to
implement digital friendly analog systems, condigdimitation of the size and
total power consumption. However, using and intiiggaanalog systems into a

larger digital system becomes a relatively easyioaptFPAA fills into this
2



category, which is capable of transitioning systémms digital to analog. [2]
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Figure 2 Power consumption trends in DSP microprocessors along with floating-gate
based chip [Data Source: G. Franz, IEEE Micro, 2000; R. Ellis et al. (2002); P. Hadler et
al. (2002); P. D. Smith et al. (2002b)].

One of main benefits of FPAA is the ability of pawsaving by
implementing signal process in analog. AccordingG@ene’s law, the power
consumption of DSP microprocessors decreases tohalieevery 18 months,
which is consistent with Moore’s law. Such advanertiresults from size scaling
of advanced technology and some speed-up methoddtmvever, the power
consumption of Analog to Digital Convertor (ADC)eonot follow Gene’s law,
which is one serious problem needed to be solvedofover efficient signal
processing. And that part of power consumption wdbn dominate the total

power spending of digital systems. As the resotutd ADC moving forward by
3



1.5 bits every 5 years, a tradeoff that ADC consum®re power, or at least
remains the same has been observed. [3]

In terms of the availability of computational fléxity, ADC is usually
placed as close as possible to the analog inpotast current signal processing
systems. If some of the computations in reconéigle analog platform could
be completed prior to ADC, computational load oa dgital processor would be
largely reduced, and it would only require a simgl®C. And therefore, the total
power consumption would be saved during signalgssing. The development of
large-scale FPAAs and related CAD tools embracel saed and offer designers
this option. As shown in Figure 2, floating-gateheology based FPAA and
Reconfigurable Analog Signal Processor (RASP) perfan incredible power
efficiency, up to 5 orders of magnitude, compam@dustom DSP for the same

application. [2][3]

(2) Overview of Past FPAA

Almost any types of digital circuits and systems ba simplified as some
simple NAND gates, latches and D flip-flops. It bles the basic structure of
Field Programmable Gate Arrays (FPGA). Any combaoratl logic can be
derived by implementing NAND gates under the rufeBoolean logic. For

sequential logic, a set of simple flip-flops antches is able to store the data.



Regarding to them, NAND gates, basic flip-flops datthes provide the FPGA
structure with repeated elements. Since there great amount of repeated cells
in the platform, complicated routing is avoided.eDto simple topology of a
single cell, the total area is saved largely. hdfas the area-efficient placement
and easy routing for FPGA. For modern FPGA, copgiach two basic primitives
can create a digital friendly FPGA, and a large bemof digital circuits and
systems are able to be synthesized. [2]

Since the implementation of a FPGA is easy and mgnaimilar
configurations are attempted for fast synthesth@analog domain. In the analog
signal processing, Computational Analog Blocks (GARre implemented to
achieve computational logic in FPAA. The granulardf CAB characterizes
different FPAA. So far, there are three types oAKRn total in terms of the
computational granularity and functionalities. Hewe the bottleneck of
designing a versatile FPAA platform is lack of suéintly generic basic cell,
which is equivalent to NAND gates, flip-flops aratdhes of a FPGA. The large
granularity of a FPAA demonstrates a good prototypperformance, but not
enough functionality. For the fine-grain FPAA, #rcprovide a wide variety of
functionality, but its performance degrades a Etduse of its great parasitic from
its switches. The next three small chapters descsilch three types of FPAA

briefly with respect to their advantages and disatxges. [3]



a. Coarse Grain
Coarse grain CAB is made of Fourier processor xpeet cell’, which is

able to deal with some direct signal conditionirgpl&cation. Since the ‘expert
cell’ is well designed with sufficient functionaés, low pass filter, D/A converter,
and analog comparator are all configured with thaedks by an easy interconnect
matrix. IMP’s EPAC™ devices are based on this coarse grain reconfiura
analog cell blocks. (Klein, 1996) But the main dbaek of coarse-grain FPAA is
limited flexibility and functionality. [3]

b. Fine Grain

b L 4.
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Figure 3 Comparison between a basic OTA and the same OTA implemented on a
fine-grain FPAA. [2]



Fine-grain CAB is considered as programmable tsdoisievel block,
which is usually used by only a transistor andswsiches. It demonstrates a great
benefit of synthesizing generic building blocks,os primary application is an
evolvable hardware. Nevertheless, the transist@tl@nalog block requires a
large number of interconnect switches. Due to them-ideal resistance linearity
and large parasitic, the performance has to beadegr [2]

Figure 3 gives us a good example of the impacthef switches of
fine-grain CABs. Graph (a) shows a circuit schematif a 9-transistor
Operational Trans-conductance Amplifier (OTA). Orfige-grain FPAA, each
transistor of the OTA needs to be replaced by aessimed transistor and three
reconfigured switches. It is how reconfiguratiomndtions on the fine-grain
FPAA. The synthesis requires at least 27 switcladgch turn out to degrade
OTAs performance dramatically. [2]

c. Medium Grain

In order to balance the function versatility andynsil processing
performance on FPAA platform, medium-grain CABsdree the mainstream of
modern FPAAs. The fundamental structure of mediwaing CAB can be
accomplished by a couple of options. One optionOiFA, which can be
synthesized as several linear and non-linear ¢gcamd achieve amplification,

integration, and filtering. (Ray et al., 2000; Piawkcz et al., 2001, 2002) The



filter can be de-moduled to integrators and lossggrators. OTA is the key
component of all kinds of integrators and lossegnators. And therefore, such
OTA-based basic reconfigured blocks lead the adwggnbf rapid synthesizing
analog circuits. The other option for medium-gr&AB is current conveyor,

which saves a compensation circuit and offers ateorh bandwidth, independent
of its gain. By implementing current conveyor ba§sBs, the FPAA has more
stability. With respect to its application, the @nt conveyor based FPAA exhibits
amplification and filtering as well as log and &gi functions. (Gaudet and
Gulak, 1997) [3]

(3) Programmable ANalog Device Array (PANDA)

The scaling of CMOS technology has provided treshoeis opportunities
in integrated circuit design, enabling integrateapacity of billions of transistors
[1]. The motivation for significant research in ttiesign of power efficient signal
processing systems has stemmed from the growingami@nfor complex
information processing on portable devices. Onehoetto achieve such low
power designs has been to utilize analog signatgssing, analog-to-digital
converter (ADC) and the digital signal processim@SP) core in the same
system-on-chip (SOC). However, the performance haf analog device will
continue to degrade with ongoing device scalingeemlly with the intrinsic gain

of a single transistor. [2][3][4]



Reduced headroom (around 1V), makes several gaih impedance
enhancement techniques such as cascoding impta€eerall, development of
analog and mixed-signal (AMS) integrated circurtdeep sub-micron processes
has become increasingly expensive, complex, angtHgn1]. By leveraging a
programmable analog platform, similar to a digiaéld Programmable Gate
Array (FPGA), it becomes possible for analog desigrto attain the benefits of
rapid prototyping, hardware emulation, and smootlgration to advanced
technology nodes [4]-[6]. To retain such rapid eptgbing capability and
flexibility of FPGAs, previous commercial and acade efforts focused on an
analog counterpart of the FPGA, namely Field Prognable Analog Arrays
(FPAAS) [7].

Typical building blocks in an FPAA range from arglmacros, such as
switched capacitor circuits [8][9], operational difigrs and transconductance
amplifiers [10][11], to megamodules like ADCs, DAGsack and hold circuits [2].
In certain applications, floating-gate transistavere used as reconfiguration
switches for the FPAA [12]-[14]. However, limited bhe type and number of
these primitives, FPAAs still do not have suffididanctionality and versatility
for large-scale analog applications. Their perfaro®ais further degraded by low

implementation density and high interconnect pacasj10][11][14][15].



In this paper, a technique for transistor-levelgpaonmable analog design,
named Programmable ANalog Device Array (PANDA) ioposed [16]. It
enables device and circuit level optimization farigus design choices through
benchmarking representative AMS modules and aindeboonstrate the potential
of the new analog platform. It also achieves trstosilevel fine-granularity
emulating and tuning flexibility in hardware, whiéh limited in a conventional
field programmable-analog-array (FPAA) or other laga reconfigurable
approaches [17].

(4) Unique Features of PANDA platform

PANDA switch PANDA ﬂ 1 _{

PAMNDA cell: an array of
transistors or passive
elements, which are

switch wwitch switch programmed by digital bits
I

PANDA switch PANDA
_l_D

Switch: transmission gate
based interconnection

Figure 4 The Architecture and Components of A Digital-controlled Reconfigurable
Analog Platform hasit.

This paper describes techniques for transistottHleanfigurable analog
design, enabling optimization to various designicd® through benchmarking
representative AMS modules. It aims to demonsttiage potential of the new

analog platform. Figure 4 illustrates the basiadtire of the proposed platform.
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Similar to a digital FPGA, it consists of prograntsteablocks of the device array,
which emulates the behavior of an analog device savitches.
Key features in this platform include:

* Programmable PANDA CellDistinguished from a digital logic design, the
transistor is the fundamental building block in amalog design, requiring
precise adjustment of its operating conditions. réfege, the successful
emulation of each transistor behavior in an analegign is the key to
reproduce the system performance. In this papeareay of scaled digital
transistors is introduced to achieve this goal.hSaic array is able to emulate
the important metrics of a single analog transistiothe same bias condition,
such as trans-conductancg)@nd output resistance)r

* Programmable SwitchesSimilar to digital FPGAs, transmission gate based
switches are required to reconnect PANDA cells edeing on the topology of
the analog circuit. To avoid their impact on angb@gformance, the synthesis
of switches will be integrated into the cell reagnfation, and their impact
will be compensated during the sizing of PANDA sell

» Parasitics ReductianOne of the limitations of traditional FPAAs isghi
parasitics from switches in the signal path. Thelitazhal resistance and
capacitance dramatically lower the small signaldvadth of the system. The

proposed solution leverages the aggressive scali@OS transistors, which

11



significantly reduces the parasitics, and reprodutte AC behavior across
technology nodes.

* New mapping techniquéo recover the AC performance: It involves the
boosting of bias current during cell mapping witle original design in order
to achieve at-speed emulation.

These merits are demonstrated through the emulatinguultiple high
speed benchmarks circuits, including the operatiamglifier, VCO, VCDL, and
S/H modules.

The rest of the paper is organized as follows. i8ec focuses on the
architecture of the transistor-level PANDA platfornthe principles of
reconfigurability, and it also explains the detaifsa transistor-level PANDA cell
design. Moreover, it explains managing routing awdtching parasitics and
automatic cell sizing methodology. At-speed ematlatiechnique is discussed in
detail as well. In Section 3, several benchmarksuds, including the operational
amplifier, sample and hold (S/H) modules, and \g#taontrolled oscillator (VCO)
are used to demonstrate 45nm PANDA for 90nm tedgyhode. 65nm and
90nm \oltage-Controlled Delay Lines (VCDL) are eated by 32nm PANDA,
whose AC performance is recovered by speed-up rdelbgy. Initial benchmark

results illustrate the promises and opportunitiehe proposed PANDA platform.
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2. PRINCIPLES OF TRANSISTOR-LEVEL RECONFIGURABILITY

Transistor-level optimization, such as biasing asxing is the
fundamental step of an analog design procedursucoessfully map any analog
circuit to a target platform, it is essential toldate the desired behavior of each
analog transistor and to achieve very fine graylaf reconfiguration. This
section discusses the principles and design of [dDPAcell in order to find a
simple, physical, and generic solution.
(1) Analog Properties in Scaling

Achieving a good balance among various performanegics is one of
the fundamental challenges in analog design. Wsilsh trade-offs are complex,
they can be linked to fundamental attributes ofidistors [18]. Some important
analog attributes include the bias currep}, (trans-conductance £y and output
impedance (). A detailed understanding of these device-leWects, as well as
their scaling trend, provides a useful insight imtealog circuit construction.
Based on first-order short-channel MOSFET modedg, [these analog properties
can be described using the following equationsaf@hort-channel device in the

saturation region:

Iy #W v, - Cor (Vos— V= Vosed

sat
(1)
AWy Copr (Vos— Vg @+ Vps— Visak

where v

sat

is the saturation velocityC_ is the gate capacitancd/,,,is the

long-channel threshold voltag®,, , and « is the Drain-Induced Barrier
13



Lowering (DIBL) coefficient, which significantly ftuences the output

impedance. The small signal parameters and r, can be represented by:

gm aVGS Vsat OX ( )
lo :% ~ (VV “Vaat* Cox'a)_1 (3)
al,
1 T vg=0av [ T T 124
o N Vv 0 Y 120
C gl b e R =20 (const ) A it
s | om e e
w . [——N — 116
s 12 _ ......................... ............. bt .............. ..... :
@ T I AN D
*g 1.2
c 10f——
S 0.8
0.8 =
0.4

Technology (nm)

Figure 5 The scaling trend of transistor properties at same bias conditions. g, and ro are
normalized by those of 45nm node transistor to compare their trend between each
technology node. Because of the thinner gate dielectric and faster carrier transport, gn
increase at smaller technology nodes and ro degrades mainly due to stronger DIBL
effect.

Figure 5 illustrates the trends of these propertiessng the Predictive
Technology Model [20]. Under constant bias voltaged transistor widthpland
Om increase at smaller technology nodes, becauskimidr gate dielectric and

faster carrier transport. On the other sidejegrades with device scaling mainly

14



due to stronger drain-induced barrier lowering (DIRffect. These observations
match the model prediction in Eqts. (1-3), helpiagguide the construction of a
PANDA cell, as presented in the next section.

(2) PANDA Cell Topology And Sizing Strategy

Pre-amp
Vb VG°_'H> V¢ f'lil llD
Ve 0—| l:Illo

(c)
Figure 6 The transistor-level mapping with a PANDA cdll; (a) the original analog
transistor (b) A 3-transistor PANDA cell. The pre-amplifier and T3 can be connected to
the cell or bypassed. (¢) The equivalent circuit of the 3-transistor PANDA cell. Rq,2 and
Ronz aretheon resistanceof T2 and T3.

The foundation of the PANDA platform is a progranimeacell, which

consists of transistor stacks, parallel branched iameeded, a pre-amplifier

15



(pre-amp) as shown in Figure 6 (b). The platfornpsthe analog properties of

both backward emulation (BE) and forward-emula(iéBg). As shown in Figure 6,

the focus is to boost the transconductance for idEdecrease it for BE. In this

paper, BE is more focused. Such a cell should bergeto handle various analog
conditions and it should also be area-efficientniaimize the parasitics. The cell
construction is based on device physics so thaa¢haracy and scalability will be
guaranteed. Figure 6 (b) presents such a trangestelr solution for analog
mapping.

Three digital transistors are employed in this &trire, based on the
consideration of MOSFET scaling properties:

e T1: Tl is the primary transistor in the cell to otathe analog properties of the
original transistor.

e T2: T2 is added in series to T1. It has the sante ges as that of T1 and
operates in the linear region.

e T3: T3, which is gate biased ap), is added in parallel to T2 in order to better
control the source end of T1. Based on the requrgrof g, and g, T3 can be
connected to the cell or bypassed (Figure 6 (b)).

Several critical analog transistor properties, sash,,G,,, andR ,, can
be matched by tuning the transistor size in thralpa-series network. To achieve

uniformity within each cell, all devices have tharse gate length angl,. An

16



NMOS transistor is mapped to an NMOS only cell, arfdMOS only cell is used
to map a PMOS transistor. Since analog design lysimlolves multiple gate
lengths andV,, values in practice, PANDA offers a couple of gaadths and
two V,,, values, which are applied to all transistors inell. cThis improves the
flexibility and accuracy in the matching procedureorder to match the analog
properties of the original transistor, the size3df T2, and T3, which are defined
W1, W2, and W3 respectively, act as the tuning kndring the matching
process. Figure 6 (c) shows the equivalent cirguthe 3-transistor PANDA cell.
As T2 and T3 operate in linear region, they cawcdigsidered as variable resistors
whose resistance can be controlled by their widlttisand W3. The equivalent

transconductance@,,) and output resistanceR(,) of the PANDA Cell can be

expressed in terms of the device parameters aswvgll

ol
L YA
~ gmlrol (4)
Rz U Rie +l1+ Gy (Rl Rl &
Ot

"1 0 (Rl Ry)

Where g, is the transconductance of T1 &Rg,, R,;are output
resistance of T2 and T3, respectively. The combil@dce output impedance is
defined by

Rout:[1+ gml( Ryl F%rs)]' ra"'( Ryl F%n*)

= [1+ gmlrol] ( Ron2 U RorG) + Iy (5)

17



Since g.,r,, [ 1, the output impedance can be approximated by

Rt ® O Ta(Roe U Ry + Ty
=[1+ gml'(RonzD R;rs)] la

(6)
The parallel combination of T2 and T3 serves asc®degeneration that
reducess,, but boost® , by the degeneration factot+ g, (R,,[ R,s). Since

R,.and R ,can be approximated as

Ronz [V (Vs — \/TH)]_l
Ry = [W-(Vop = V)] ™

The degeneration factor can be maximized when Wa& W8 are

(7)

minimum, achieving the lowesG and the stronge& . The matching is an
iterative process: initially, W1, as the size of fhrimary cell transistor, is adjusted
to matchl,; then W2 and W3 are tuned fdg, and R, matching. The
iteration continues until the errors in all threetrits are small enough.

Figure 7 shows the matching ranges®fand R, of a 45nm PANDA
cell compared against that of transistors acroferdnt technology nodes at the
same bias current and voltages. The regiorsgthat can be achieved by a 45nm
PANDA cell for different W2, W3 and fixed bias cant is shown in Figure 7 (a).
For small W3, G, increases with increase in W2, but at sufficiedésgge W3,
G, is independent of W2 which is evident from Eqt.. (#)shows that a 45nm
PANDA cell can achieveG, of transistors across 32nm to 90nm nodes; however,

to match G, of advanced technology node transistors like 22rpecisl

18



G, boosting circuit is required. The region of achigeaR , of a 45nm PANDA
cell for varying W2, W3 sizes at fixed bias curremshown in Figure 7 (b). It can
be observed that for small WR , decreases with increase in W2 but the
dependence ofR, on W2 decreases as W3 increases which is evidemtEqt.
(6). It illustrates that 45nm PANDA cell can sucfedy emulate R, of

transistors across 22nm to 90nm technology nodes.

13 T T T T
By — W3 = 45nm (minimum)
o L 5| T Wa=17"45nm
8 %[ H | %= 2Znm
]
=
-‘-r: 1.2'————————-——————-—-——:;;,;._—_l = 32nm
&
% 0ol B | 4= 45nm
T m |+ &0nm
E DS- ___/ m | = Tnm
= -
4 8 12 16
W2 ( x 45nm)
= 30r -~ --W3 =17 * 450m |
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Figure 7 The G, and Ry trend of the PANDA cell according to sizing transistorsin the
cell. The bias voltages and current are constant (Vp=0.4 V, Vc=0.5V, Vs=0 and |1,=20
uA). Theright side points are the values of g,, and r, of the singletransistorsin different
technologies. All points are normalized with respect to the 45nm single transistor
performance for comparison. The shaded areas are the possible G, and Ry, matching
ranges using 45nm PANDA. ((a): Top Graph; (b): Bottom Graph)
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(3) Automatic Sizing of a PANDA Cell
The digital FPGA platforms gained popularity in dhesign community since they

facilitate rapid prototyping and design validatmidigital circuits. Computer
Aided Design (CAD) tools play a major role in thevdlopment of FPGAs as
they efficiently map the design to the logic call$=PGAs. Automation is
possible, only if there is a systematic way of mag@ny design to its
digital/analog programmable cell. Exhaustive seanthransistors sizes for

mapping the AMS design to PANDA cells is time-camsng, and hence it is not

| Original Netlist |

|

Bias Voltage of Each Transistor
[UDJ II"'IIGJ II"'IIS:I

Bias Current of Each Transistor (/p) | =

|

Matching I, r., and g,, by sizing
T1, T2, T3 and pre-amplifier

!

Transistor-level
DC Characteristic

Bl

| ves

Transistor-level
AC Characteristic

PANDA Netlist

Figure 8 Automatic PANDA mapping methodology
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feasible for large-scale analog emulation. In #astion, a systematic way
mapping the PANDA cells enabling automation is josgd. To avoid the impact
of non-idealities in reconfiguration switches, thag incorporated into the cell
design during the mapping stage so that their imigatompensated by the
transistor sizing.

Emulating of an analog transistor to a PANDA callorder to match the

transistor-level analog properties is an iterafiv@cess. The methodology

1
]
| i AT,
fatalana A i rJum g 1 ] |
06 0.7 0.8 0.9
Vp (V)
[ [ [ [
B0 iimmin . 4 _ TES _I_ e
< . V,=0.55,0,75,0.95V /s
jl:l i i . 2

1
iy
i . | I
0.55 0.
Vg (V)

0.45 0.50

Figure 9 An example of transistor mapping. Nominal bias: Vs=0.55V, Vp=0.81V,
V<=0.23V. Within the matching range, the maximum error in 1j,s<5%, in G, and Roy<
10%.
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to map a given AMS module into PANDA platform io8m in Figure 8. For each
transistor in the netlist of original AMS circuliias voltages (¥, Vg and \b) are
extracted. Transistors T1 and T2 in Figure 6 azedsiteratively to match the |
and g respectively under the same bias voltages asofhiae original transistor.
For BE, T3 is sized to match thg.dr'he sizing step of the transistors is adaptively
changed in each iteration loop, based on errorepéage, which aids for faster
convergence to the final solution.

Figure 9 shows the examples of the automatic siakhmng between a
45nm PANDA cell (L=100nm) and a 90nm analog transigL=200nm). The
matching range for ¥ and \% is 80mV and 300mV respectively in BE. The
maximum mapping errors are optimally controlled¥<B Ip, <10% in p and g,).
Such matching accuracy is sufficient to reproducg& performance for BE
application.

(4) Integration of a Switch

In addition to programmable PANDA cells, programieabwitches are
needed to configure the cell connection, basedhenariginal analog design
topology. By utilizing a programmable metal-fusehigh enables a one-time
programmable post-silicon tuning, can help minimidee challenges of
programmable switches [21], [22]. In this studye tlransmission gate is

employed as the switch (Fig 4), for the sake ofpdicity. However, different
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from a switch in a digital FPGA system where itaisvays linked to a high
impedance node (i.e., gate input), the switch im@@og design may be required
to connect two low impedance nodes, such as thecesocand drain of two
transistors. In this condition, it may induce sowadtage drop across the switch
which significantly affects the DC bias conditionsmall signal gain and
bandwidth [2]. The solution is to size the cellngstors in the presence of the
switch, as shown in Figure 4. With the existencetha switch, the additional
voltage drop is absorbed by cell transistor sizingng the emulation procedure.
Following the cell configuration, there will be redditional voltage drop or
performance degradation when the cells are conthettee metal wires used for
routing the signals also have some resistance, Vewhis resistance is negligible
compared to the resistance of the transmission gatech. For instance, the
resistance of metal interconnects in the 45nm nedle the minimum width
ranges from5Q /um in metal layer-1 to3Q2 /um in metal layer-5 [23], which
is too less compared to the ON resistance of tresssom gate switch. The
mapping error ofd, Rout and G, depends on the size of the transmission gate
switch as illustrated in Figure 10, which shows tb&l size of the mapped
transistors T1, T2 and T3 for different switch st@nces at 3 bias currents of
20uA, 50uA and 100uA. As the resistance of the @dwihcreases, the voltage

drop across the switch increases and hence the @iZi€l, T2 and T3 required for
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matching thed, Ryt and G, of the target transistor increases. Also the nrappi

error in Ry: and G, increases as the resistance of the switch incsessshown in

Figure 10.
36 || matching error: R,,. < 10% and G, <15 %
[ ] matching error: Ry, <5 % and G, <10% 1142
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= —e—| = 50pA LL
— o Q e
A—] = 20pA 7 —
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Figure 10 The mapping error of Ip, Ry and Gy, versus the switch resistance and
capacitance.

3. PARASITICS AND AC PERFORMANCE

(1) Parasitics

While the procedure detailed in previous sectiotchnes the |-V curves to
the first derivatives, the impact of such a matghim parasitic capacitance needs
to be evaluated for AC circuit behaviors (e.g.,tyngiain frequency, slew rate,

etc.). Figure 11 illustrates the total cell paiasitpacitance during the tuning, as
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a variable of bias voltages and the matching efloe error in 4 is controlled to

be smaller than 1% in order to ensure the matcbifi@C bias conditions after all

cells are connected, and the errors ip &d R, are monitored; the total cell

Total cell parasitics

'—m— Bias NMOS in VCO :
ki ﬁt&_—,ﬁ..gﬁwl.v;:qdzg‘gl..&!é;ﬂv}?.

e (ViE0.416V, V=0 216V, V =0V). ..

w=llm= Bias NMOS in Op-amp

4

8 12

Total error in G, and R4 (%)

Figure 11 The cell parasitics depend on the bias condition and the accuracy requirement.

The cell parasiticsare normalized to that of the original 90nm transistor.

parasitics is normalized with respect to the oagitiansistor, i.e., the parasitic

capacitance stays the same if the normalized valaee. Two matching cases are

shown, one from the VCO (Sec. 3. (3)) and the ofrmn the folded cascode

operational amplifier (Sec. 3. (1)). There are ryatwo factors influencing the

cell parasitics:
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* Gate bias voltagesince p is proportional to the product of W anddy/Vw)
(Eqt. (1)), a lower ¥s leads to smaller voltage headroom and thus, reguir
larger W1 to matchpl which increases the parasitic capacitance.

* The matching error in and Ry: with a larger W1 to match) Gy, is usually
over-estimated (Eqts. (2) and (4)). In this case€2 Weeds to be further
increased to reducepfzas indicated by Eqt. (4). Therefore, a higheramiay
accuracy requires a larger cell size and largeagites.

These tradeoffs can be observed in Figure 11. siamce, due to larger

V¢ than that of the NMOS and a better tolerance p86d R error, the PANDA

cell to match the Op-amp NMOS may have a lower gtaca than the original

90nm one, implying the feasibility to match the A€Sponse of the Op-amp. On
the other side, the parasitics in the VCO case wdtease after the matching,
because of lower ¢and tighter error control.

(2) AC Performance Recovery

Matching the bias current ), transconductance (b and output
resistance (R for each transistor to those of the PANDA cels@ms that DC
performance metrics, such as DC gain, common-megetion ratio (CMRR),
power supply rejection ratio (PSRR) and slew rdtthe AMS units, are matched.

However, AC performance of such circuits may berdeégd in some cases, as

parasitic capacitance at each node is hard to bduaed and matched. AC
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performance limitation can be observed especiallforward-emulation where a
scaled technology transistor is emulated using twork of mature node

transistors which are intrinsically slower. In orde achieve at-speed emulation
(e.g. high speed input and output circuits), insie@ the bias current )

facilitates the recovery of AC response.

'y =41, (8)
G'n=48-G, 9)
RIout = R)ut/ﬁ (10)

By increasing the bias current and transistor bigg, Gm increases,
Rout decreases by, and thereby DC gain (fRouw) is maintained. The bias
voltages for each PANDA cell are also maintainedwiver, the decreased r
results in the improvement of AC performance.

4. CIRCUIT BENCHMARKS OF PANDA

Several representative AMS circuits have been chasel mapped onto
the proposed platform to demonstrate PANDA approd®becific examples
include a high-gain operational amplifier (op-amihe most fundamental block
in the analog design, a sample-and-hold module)(&Mide tuning range VCO,
and a wide tuning range VCDL. The benchmark studyts from the custom
design at the 90nm for BE emulation. The entiregiesncluding the bias circuit,

is then decomposed into transistors, each of wisickutomatically mapped to a
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45nm PANDA cell as detailed in Section 3. Finalg$e 45nm PANDA cells are
connected by the switches for performance evalnatioorder to demonstrate the
BE emulation durable, the 65nm and 90nm VCDLs arplemented by 32nm
PANDA cells.
(1) Folded-cascode Op-amp

The op-amp is a fundamental building block in agalategrated circuit
design, ranging from DC bias circuits to high-speadplification or filtering
circuits [24]. The opamp design continues to posehallenge as the supply
voltage and transistor channel lengths scale doiiimeach generation of CMOS
technologies. Design of the op-amp consists of rdeteng specifications,
selecting device sizes and biasing conditions, @msating the op-amp for
stability, simulating and characterizing the op-afp(open loop gain), CMRR
(common-mode rejection ratio), PSRR (power supm@jeation ratio), output
voltage range, current sourcing/sinking capabibityl power dissipation. Popular
op-amp architectures include the current-mirrorJddéd-cascode, and the
telescopic structure. Among them, the folded-cascstiucture (Figure 12) is
commonly used because of its high DC gain and largg/-gain frequency. For
this 90nm circuit, as well as the S/H module, datgth (L) of 200nm is used for
high gain and circuit robustness. The 45nm PANDWItas L=90nm and ¥ is

100mV lower than the nominal value.
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Figure 12 The circuit topology of the 90nm folded-cascode op-amp (L=200nm for all
transistors).

Tablel] PERFORMANCE COMPARISON OF BE 45NM PANDA BASED ORMRS

Topology 90nm 45nm PANDA (BE)
DC Gain 71.11 dB 66.45 dB
Gain Bandwidth 121.9 MHz 107.8 MHz
Phase Margin 68.1 deg 61.9 deg
Slew Rate 58.08 V/us 51.53 V/us
PSRR+ at 10 kHz 92.73 dB 84.02 dB
PSRR- at 10kHz 71.02 dB 66.12 dB
CMRR at 10kHz 92.29 dB 82.94 dB

Table | compares the analog properties of eachngptaansistor after the
mapping. The mapping of land g achieves higher accuracy than that @f §he
tolerance of g error provides better area efficiency, as indidate Fig 10, and
thus, improves the matching of AC performance. MaStand AC specifications

are very well matched.
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(2) Sample and Hold

The sample-and-hold module plays a crucial rolghie design of data
acquisition interfaces, particularly ADCs. S/H dgsiis fundamentally difficult
because of the tradeoff among multiple metrics,hsas linearity, unity-gain
frequency, large voltage swing, high drive capabiland low power dissipation
[25].

Figure 13 illustrates the structure of a fully diéntial S/H stage. The
operation is based on the switched-capacity, witlm @perational
trans-conductance amplifier (OTA) in the center $opport high-speed,
high-resolution ADCs [26]. Table Il presents theAQderformance after mapping
to a 45nm PANDA. The AC metrics, such as the slatg and the settling time,
match or slightly out-perform those in the origim@sign. Figure 14 presents the
input and output of the S/H circuits between targetl 45nm PANDA. Good
matching of the analog metrics of the OTA in S/iteit between the target and
PANDA circuit ensures proper matching of outpunsiants. This guarantees the

validation of the S/H operation.
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Figure 13 The 90nm design of the sample-and-hold module (L=200nm; the bias circuit is
not shown).
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Table 1l PERFORMANCE COMPARISON OF 45NM PANDA BASED FULLY
DIFFERENTIAL OTAS

Technology 90nm 45nm PANDA (BE)
DC Gain 65.54 dB 61.54 dB
Gain Bandwidth 704.2 MHz 690.56 MHz
Phase Margin 62.26 deg 65.91 deg
Slew Rate 121.5 V/us 124.6 Vlus
Settling Time 2.79ns 2.56 ns
THD 54 dB 51 dB
i ; !
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1126 127

400 e Iﬁptﬂ'" :
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Figure 14 Comparison of S/H module transient response. Backwar d-emulation settling
timedifference<5%.
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(3) Woltage Controlled Oscillator (VCO)

Different from the op-amp and S/H, which mainly gges analog signals,
a VCO usually operates in a much wider range ofaip®y points, and its output
is autonomous. This mixed-signal unit is essentmaltoday’s microprocessor

design, especially in PLL and DLL circuits [27]8[2

Voo

i

"Replicabias  Biasbuffer  One of the 4-stage
delay circuit

Figure 15 The circuit topology of the 90nm VCO (L=90nm for all transistors).

Figure 15 shows the basic structure of the VCOgiesncluding a 4-stage
differential ring oscillator and the replica feedkabiasing [27]. The minimum
gate length (L=90nm for the original 90nm designd do=60nm for 45nm
PANDA) is used in this example to achieve high ketoon frequency. Each delay
stage contains a source coupled pair with symmédacls. The PMOS bias
voltage limits the lower bound of the output voltiagwing. An external control

voltage, \&trL, changes the effective load resistance, tuningdiélay of the
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differential ring oscillator and frequency. Thisstgn achieves better delay control

and high rejection to dynamic supply noise [28].

- | Original 90nm 1400
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Figure 16 The bias control in VCO design. The response of bias current (I1p) and voltage
(Ven) under Vcrgre tuning.

Since the VCO operates across a wide range®k.Y high accuracy in
transistor-level matching is required to ensurgeamrvoltage to frequency gain.
The proposed PANDA approach is capable of supgprsoch a need, as
demonstrated in Figure 16. Figure 16 presents éBpanse of bias currenp)l
and voltage (¥n) under \&tre tuning. The result from PANDA closely matches
that of the original design and thus, promises ¢heect sensitivity of VCO

performance to voltage tuning. On the other sidehdine matching inevitably

34



leads to larger parasitics after the matchingndeated in Sec. IV. Therefore, the
oscillation frequency degrades in the PANDA circuit

Figure 17 examines the tuning characteristic of @O frequency. As
expected, the center frequency drops significaattgr the mapping, due to the
increase in parasitic capacitance, while the seitgito Vcrre is well maintained
by 45nm PANDA. The linearity also matches that loé briginal 90nm design.
The tuning range of this VCO is defined as the eaofVcrr. beyond which the
frequency has >10% deviation from the linear cdr@6]. Under this definition,

a similar tuning range is realized by PANDA.
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Figure 17 Thevariation of VCO frequency with control voltage for backward emulation.
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VCO is an important component in high speed I/@uwts. The validation
of high speed I/O circuit functionality requireatiVCO be emulated at the speed
of its peripheral circuits. Especially, at-speed u@tion of an advanced
technology transistor using a mature technologwesy challenging as the
intrinsic speed of a single transistor in an adedntechnology node is much
higher than that in a mature technology node. Haneligure 17 successfully
demonstrates that increasing the currgfit, can recover the VCO back to its
original speed while maintaining its sensitivity ¢ontrol voltage. The matching
ranges of the actual frequency sensitivity to aantroltage are 200mV for

backward-emulation.

Table!1l PERFORMANCE COMPARISON OF 45NM PANDA BASED VCOS

Technology 90nm 45nm PANDA (BE)
Center Frequency 936.9 MHz 977.7 MHz
Frequency Gain (Kvco) 543 MHz/mV 521 MHz/mV
Frequency Range 284.2-1343 MHz 297.8-1363 MHz
Tuning Range 200 mV 200 mV
Phase Noise -121 dBc/Hz -123 dBc/Hz

Table Ill summarizes the comprehensive evaluatio@O performance
in 45nm PANDA. Most important metrics, especialig tsensitivity to the control
voltage, the tuning range and the phase noisewallematched. This confirms

PANDA as a vehicle for functionality validation.
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The speed recovery of 90nm PANDA VCO is successfuémonstrated
by properly increasing the bias current throughaék (S factor). To overcome
the difficulties of large parasitic and insuffictedrive ability, the speed recovery
technique is essentially oriented by how to chabseoptimal sizes of T1, T2,
and T3 such that the delay through the PANDA cethinimized. To maintain the
voltage bias condition of each cell element, thadrstors relative ratio in T1, T2,

and T3 are supposed to be kept constant.
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Figure 18 The center frequency variation with /.
However, there is a limitation ofg factor in term of at-speed emulation.
Figure 18 shows the variation of center frequenihh w3 values. We can see

that center frequency increases with increage. ilncrease inylas helps decrease
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the charge/discharge period and hence center fnegues boosted. After a
particularg, center frequency does not increase as expectadube increased
size of T1, T2, and T3 loads itself. The huge ptcasapacitance due tqs
factor would slow down the complete speed. Centeguency eventually
saturates for higherg values and even decrease if the PANDA cell is togd.
Hence by optimizingf factors, the center frequency of the 45nm PANDAQ/C
can achieve that of the target 90nm VCO.

(4) Voltage Controlled Delay Line (VCDL)

S

Replica bias Bias buffer Differential delay stage
(one is shown)

Figure 19 A self-biasVCDL schematic.

The first generation of DDR SDRAMs showcased clé@quencies of
approximately 66-133 MHz, a speed slow enough te assimple digital
delay-locked loop (DLL) to synchronize the clock thwi output data.
High-performance GDDR4 SDRAMs have progressed friirase previous

generations by pushing speeds up to multi-gigazhenige, while scaling cycle
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times down to less than 1ns. To accommodate theowegd performance of
high-speed SDRAMs, a mixed-mode DLL which combirexh digital and

analog implementations is vastly emerging.
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Figure 20 The sensitivity of VCDL performance to external voltages; (a) the unit delay
versusthe control voltage. (b) the sensitivity of VCDL delay to external voltages.

A voltage-controlled delay line (VCDL), shown ingkire 19, is suitable
for the analog. [30][31] The tuning characteristicd supply sensitivity of the

VCDL delay is illustrated in Fig 20. The mappingastgy succeeds to the
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emulation of the sensitivity of the VCDL performanior both mapping cases. At
the matching stage, each transistor is replacedneyPANDA cell, which under
the same bias conditions, has the identiGgab@d R so that the VCDL behaves
identically after matching. As shown in Figure 20e sensitivity to VW is well

maintained by the 32nm PANDA.
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Figure 21 The speed and sensitivity of VCDL performanceto external control voltage; (a)
32nm tech maps 65nm (b) 32nm maps 90nm.

The expected DC behavior matching process coméslaige parasitics.

In the PANDA cell, for instance, as thgs\decreases, the Wéize is required to
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increase to maintain an equajlad which contributes to greater parasitics.

Moreover, the number of parasitics again inflateshe W size increases. And

Gm reaches an increasingly greater value, and irfffaatéo reduce this value.

Meanwhile, the sizes of Wand W proportionately grow. This condition
is seen in Figure 21, where within the entire \gdtaontrol region, the delays of
VCDL after an original PANDA mapping are much gerathan those with a
stricter G, and Ry error regulation.

The speed matching method aims to control suchanee in VCDL
speeds through two different approaches: the isereé};i,s and the reduction of
parasitics and resistance.

* The most important element of VCDL is the fullyfdiiential delay stage. The
charge or discharge time of the delay stage higldgends onphs Thus,
boosting kias reduces the delay time, which eventually contebuto an
increase of speed.

* The charging or discharging process is throughinkbernal capacitance and
resistance in VCDL. The boosting,l associates with the reduction of thgR
because of the same bias voltage condition. Theicestl R, promises
decreasing the time constant of VCDL, and therefthe speed can be
improved.

Figure 21 shows the speed match method in effeabyvar a wide control
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voltage area, thg,lsis tuned and the PANDA cell resized, which alldws the
most accurate & level to be reached, reducing the delays and aa#nt
matching the original values of the VCDL. The bawgtfactorg was 1.14 and
1.31, respectively, for the 90nm (DDR3) and 65nmR4) mapping. However,
Sis not supposed to keep going up without the litiates of the sensitivity
match and power consumption. Other metrics of heed matching strategy,
such as minor errors of,Gand Ry, constrain the increase 6f
5. LIMITATION OF THE PANDA PLATFORM

Since a network of scaled transistors in the PAND&form are applied
to emulate both mature and advanced technologyspdbere is a upper bound
for this type of platform due to technology capiaillt cannot ignore the impacts
of power supply limitation and process variatioteaffabrication. This chapter
mainly discusses about the technology mapping rangethe recovery technique
after fabrication.

(1) Limitation of Power Supply

1.8
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—&— Burn In Voltage

1.6+

1.4+
Max BE Vdd

1.2 1
90nm

Max FE Vdd
1.0

32nm
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1
1
1
L

0.8
22hm

Technology Node

Figure 22 Technology emulation range due to power supply limitation.
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The nominal power supply of 45nm node is lower ttieat of 90nm node,
and higher than that of 32nm. In order to emul&tend circuits and systems, the
45nm PANDA platform may function at a power suppbjtage above its nominal
value. The burn-in voltage should be taken intcoaot, which is the maximum
power supply, maintaining a stable reliability. dBy the burn-in voltage is 1.4
times larger than its nominal value.

In Figure 22, the burn-in voltage line is upper hodor each technology
node. For the advance technology node, like 22tsmaminal power supply is a
lot smaller than nominal 45nm power supply. Fig@te shows that even the
burn-in voltage of 22nm just reach 1.1X 45nm normswpply value. Figure 22
also tells us that the burn-in voltage of 45nm.is7X 90nm nominal supply value.
It means that there is a limitation of BE in theNI2A platform. It should be
aware of 1.4V is the upper bound of 45nm PANDAIfpia if BE is used.

(2) Process Variation

The length, width, and oxide thickness may varerafabrication. It is
called “Process Variation”. The threshold voltagarge is one of leading effects,
because of process variation. It eventually hasrgact on the speed and bias
point of analog/digital circuits. Process variatignparticularly important at an
advanced technology node (<65nm). Since our PANR&grm is made at 45nm

node, how the threshold voltage variation chandes rhapping of a single
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transistor’s attributes is our first consideratias, shown in Table IV. Table IV
indicates the huge mapping error regarding to tineshold voltage change after

fabrication.

Table IV THE COMPARISON OF A SINGLE TRANSISTOR'S MAPPING E®R DUE
TO PROCESS VARIATION

Error (90nm/45nm PANDA) [ bias Rout Gn

Vi decreases 10% -64.46% 42.72% -17.04%
V' decreases 5% -29.27% 25.77% -0.12%

Nonimal Vi -2.9% 6.1% 14.45%

Vi increases 5% 20.65% -20.90% 28.83%
Vin increases 10% 40.55% -58.63% 42.49%

Programmable capability benefits the performana®very tuning after
fabrication. Since T1, T2, and T3 consist of maayafiel transistors, the number
of the parallel transistors is proportional to #guivalent width. The degraded

analog attributes could be recovered

TableV THE COMPARISON OF A SINGLE TRANSISTOR’S MAPPING ERIR AFTER
WIDTH TUNING FOR RECOVERY

Error (90nm/45nm PANDA) I bias Rout Gnm

Vi decreases 10% -1.86% 7.46% 26.86%
Vi decreases 5% -2.88% 7.96% 19.54%
Nonimal Vi, -2.9% 6.1% 14.45%
Vn increases 5% 1.99% -1.01% 13.61%
Vi increases 10% 2.18% -1.5% 1.72%

44



6. CONCLUSION

This paper presents a design methodology achiesirtgansistor-level
programmable analog design. The proposed progratenf#NDA cell consists
of three scaled transistors to emulate an individnalog transistor DC and AC
performance under various bias conditions. PANDAdamentally overcomes the
shortcomings of previous FPAAs, achieving transisievel granularity,
convenient reconfiguration, and generic mappingmy analog design between
process nodes. A systematic mapping algorithmrtiagds any analog transistor to
the PANDA platform within 10% error is also propdsélhe effectiveness in
analog emulation and prototyping is demonstrateauiyh the mapping of several
representative AMS modules, including the op-angm@e and hold stage, and
VCO. Recovery of AC performance metrics such asngpdandwidth, VCO
which are degraded because of reconfigurabilitygdemonstrated. Overall, this
technique promises a new approach toward programenaaialog design, which

is vitally important for design productivity.
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