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ABSTRACT

A fully automated logic design methodology for @thn hardened by
design (RHBD) high speed logic using fine graingalé modular redundancy
(TMR) is presented. The hardening techniques uséuki cell library are
described and evaluated, with a focus on both latgmhniques that mitigate total
ionizing dose (TID) and latchup issues and fligeftesigns that mitigate single
event transient (SET) and single event upset (S&dues. The base TMR self-
correcting master-slave flip-flop is described aodpared to more traditional
hardening techniques. Additional refinements ass@nted, including testability
features that disable the self-correction to alttetection of manufacturing
defects. The circuit approach is validated for hass$ using both heavy ion and
proton broad beam testing. For synthesis and date @nd route, the
methodology and circuits leverage commercial laigisign automation tools.
These tools are glued together with custom CADstoelsigned to enable easy
conversion of standard single redundant hardwaserg#ion language (HDL)
files into hardened TMR circuitry. The flow allowsrdening of any
synthesizable logic at clock frequencies comparabiehardened designs and
supports standard low-power techniques, e.g. d@atikg and supply voltage

scaling.
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CHAPTER 1
INTRODUCTION

Protecting high performance integrated circuitssfl@om ionizing radiation-
induced upset is a key issue in the design of roioits for spacecraft, which
must function in a high radiation environment [#. radiation-induced error
occurs in a semiconductor device when a high-enpagticle travels through the
chip, producing an ionized track. The resultinglestied charge may cause a
transient voltage glitch, i.e., a single event srant (SET), or flip a bistable
storage cell to the opposite state, i.e., a sirmylent upset (SEU). Radiation
Hardening By Design (RHBD) promises to allow citsunardened against these
errors to run at commercial circuit speeds by usstage-of-the-art foundries.
However, many traditional RHBD techniques signifita affect the circuit
speed. For instance, hardened microprocessor inetgggehave been below 200
MHz, while commercial embedded designs, albeit amenadvanced fabrication
processes, reach over 1 GHz [2-3].

In this dissertation, RHBD sequential circuits amdautomated computer-aided
design (CAD) flow are presented that implement -setfecting soft-error
hardened circuits using triple mode redundant (TNéR)c. The TMR circuits are
based on a flip-flop that has been experimentaiby@n to be hard in both proton
and heavy ion testing on the standard version eflIBM 90 nm bulk CMOS
technology, and with ion testing on the low stangbwer version of the process.
This flip-flop uses voting circuits to correct onlye slave feedback path, which
results in a significant advantage in speed ovaditional designs. Since this
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design is easily compatible with clock gating amavpr scaling techniques, it can
also be used in circuits where low power consumpii® a critical design
constraint.

1.1 FLIP-FLOP DESIGN CONSIDERATIONS

Digital circuits are generally pipelined finite sgamachines comprised of
combinational and sequential circuits. The comlomal logic operates on the
input and circuit state signals to generate thd sg@ate and output signals, while
the sequential circuits provide synchronizationrfrone state to the next under
control of the system clock. The clock rate is dataed by the sum of the delays
through the combinational and sequential circuld. logic functions must
complete their operations between controlling cledges. A typical pipeline
stage operation consists of a clock rising eddegvied by the master-slave flip-
flop (MSFF) outputs (Q) transitioning after delay.kbo, whereupon the
combinational logic operates and generates outpatsare sampled by the next
pipeline stage flip-flop. The maximum path delagotigh the combinational logic
added to dikoo and the subsequent flip-flop setup timerter determines the
shortest clock cycle.

Microprocessor designers typically estimate logeexl using a metric of how
many NAND2 gates driving a fanout of 4 load carirfitn clock cycle, referred to
as FO4 per cycle. The embedded XScale microproc@sso180 nm technology
averaged 27 FO4 per cycle, and the 90 nm versssitlean 24 [3]. The 1 GHz
DEC Alpha was estimated to have 14-16 FO4 per cloglte [4]. A primary
difficulty in scaling clock frequencies, besidesrevidelays, is that timing
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overhead of master slave flip-flops (MSFFs) andhas, as well as clock skew,
use increasing portions of this delay. As an exérexample, the Pentium-4 low
voltage swing differential logic blocks were degdnwith integrated sensing
latches, since otherwise only two gate delays vedtefor logic gates in each 7
GHz clock cycle [5]. Therefore, reducing th@kbo and Tsetup increases the
overall frequency at which the circuit can operate.

Traditional temporal hardening techniques add dothe e to the eruptime,
and can dramatically slow the circuit. At highereggies, SET durations have
been experimentally measured to exceed 1 ns [éiEh dramatically degrades
the performance of circuits hardened for these g@eer In contrast, the TMR
flip-flop used here was designed specifically tefkdehese timings short while
maintaining hardness, and can therefore offer gyitnat are almost identical to
unhardened master slave flip flops.

Modern ICs are also increasingly power-constraimpedticularly for aerospace
applications. When using clock gating, the mostwalent technique for limiting
logic power consumption [8], activity factors cae bs low as 10% to 20% in
microprocessors [3,9]. However, many traditionalBEHflip-flop designs are not
hardened to clock SETs, which means that the chmzdes need to be immune
[10]. The only way to ensure this immunity is twiease the size of the clock
nodes, so that the capacitance is large enoughathe&ET cannot move the
voltage past the transition point. These largelkcloodes cannot be effectively
clock gated. In contrast, the TMR flip flop desigsed for this project relies on
three separate flip flops, each having its own sdpeaclock. Thus, it can correct
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clock SETs by outvoting the affected flip flop withe two flip flops that have
unaffected clocks. This allows it to take full advage of the power benefits of
clock gating.

Since IC power scales with the square of the supplbhage \bp, supply voltage
scaling is also commonly used to reduce power mroercial ICs. However, this
also increases the delay in all circuits. Tradiictemporal hardening techniques
suffer more than most from this increased delayabse it relies on delay
elements and relatively short SET durations toe@aehreasonable speeds. When
power is reduced, the delay of both the delay etesnand the SETs themselves
increases rapidly, making the overall circuit freqay degrade. Since TMR flip
flops rely on spatial separation instead of del@gsyer reductions only affect it
as much as they would a standard flip flop, and grogcaling becomes much
more effective.

1.2 TMR WORKFLOW DESIGN

TMR hardening with commercial synthesis and APRsta®a difficult task due
to the random nature of how logic cells are placééhen an ion strikes the chip,
the charge collection can affect an area with mplgtcircuit nodes. If two or more
redundant nodes are in this area, they can botffbeted and the redundancy is
ineffective. Thus, the critical nodes of redundamtuits must be sufficiently
separated so that one ionizing track cannot affeattiple redundant circuit
nodes. Since TMR hardening relies on spatial sg¢joar to ensure that the
triplicated logic blocks are isolated from eachestteach of the copies needs to
be placed in its own separate section of the chipwever, these different copies
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of the logic need to interact with each other idesrto vote out incorrect data.
Thus, if they are too far apart, the wires needepletrform this voting quickly fill
the available metal tracks and make the circuibutable. In the past, these
conflicting design constraints have limited most HMhardening to hand
placement and/or relatively small blocks of logic.

However, the workflow introduced in this paper Imassuch limitation [11]. It
uses the high speed flip-flop discussed above aed aommercial CAD tools to
perform most of the tasks, but it shapes the lagic interleaved stripes that
adjacent yet spatially separate. Voting is handiedlip-flops that are a fixed,
relatively close distance to each other, whilel stikintaining a gap between
separate copies to ensure hardness. Since theflipAfop discussed above is
used, it takes advantage of its performance chematits to produce high speed,
low power TMR hardened circuits.

This workflow relies on commercial CAD tools andigé them together with
custom CAD software to handle triplicating the gnd to ensure that the tools
work together properly. Though the current implatadon uses a specific set of
commercial tools, the glue logic only modifies thel’s save files, and thus does
not directly interact with them. This approach msk easy to adapt for use with
other sets of commercial CAD tools. A simplifieddk diagram of the workflow
is shown in Fig. 1.1 at the end of this chaptehisTs divided into two major
parts: the “Library Design and Characterizationdd that must be done to
integrate the library with the workflow and the t®8k Design” flow used to
design each block once the library itself is chemazed.
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1.3 DISSERTATION ORGANIZATION

The dissertation is organized as follows: The ghiiciion and discussion of the
motivation behind the paper was discussed in chdpteChapter 2 discusses the
mechanisms and effects of radiation strikes, aloitly tests done to estimate the
hardness of the spatial separation used in thikflear. This background
information is used as the basis for the hardepmgess, and informs the library
design. Chapter 3 shows how these radiation sffege mitigated with
appropriate cell library design and includes a ubswn of the flip-flop design
used in this workflow. This chapter then conclusath the abstraction and
simulation processes that complete the “Library i@resand Characterization”
section in Fig. 1.1. Chapter 4 details the wonkflavith a focus on the custom
tools that glue each of the commercial tools togethit discusses in depth the
features and details of the “Block Design” sectiorfrig. 1.1. Chapter 5 looks at
how TMR blocks created with this workflow interagith the outside world,
using a processor that was designed with this Wwawkés an example. Although
these details are not directly part of the workfldivey must be considered in
order to ensure proper integration with surroundimguits. Chapter 6 concludes
this work and discusses the lessons learned irtirngetlhe example chip. It also
discusses some tool and workflow limitations thaghh be worthy of future

refinement.
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Fig. 1.1. The basic block diagram for the workfldescribed in this paper. 1
top section deals with integrating the library irttee workflow, and will b
discussed in Chapter 3. The bottom section dedls ttve workflow steps th
convert a block from RTL into a compIeted layoud am discussed in Chapter 4.



CHAPTER 2
RADIATION EFFECTS

Although radiation can affect circuits through seVelifferent mechanisms, the
major effects can be categorized into Total lorgddose (TID) effects and Single
Event Effects (SEEs). TID is the result of cumiviatdamage or charge
collection as radiation bombards the chip [1,12-28jile SEEs are the result of
the passage of a single particle through the lagesslicon on the chip [6-7,24-
32]. The magnitude and type of these effects ghliidependent on fabrication
processes and the circuit design, but is also dbEp#gnon the radiation
environment. Since there is a minimum thresholekrgy for SEE effects, these
only occur with higher energy particles, which ageite rare in most
environments. TID effects, on the other hand, rofiepend on the total
cumulative energy of all particles that strike araa so the quantity of lower
energy particles can make up for their individuddyer deposited charge.

Particles that deposit extremely high amounts adrgy can cause physical
damage to the chip and thus prevent a componenthenchip from ever
functioning correctly. These “hard errors” areitghly only preventable with
process modification and a radiation hardened pocd hus, radiation hardened
by design (RHBD) methods typically focus on meditorhigh energy particles
that only cause temporary malfunctions, which aferred to as “soft errors”
[24,30]. The triple redundant methods exploreeérlamh this paper can provide
some hardness against hard errors, but a hard wiloweaken the circuit to
subsequent soft errors in the same section ofttige ¢
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Fig. 2.1. A cutaway view showing the parasitimsiator created when trapped
charge in the trench isolation creates a chanfig. (a) shows the top view, with
the dashed line showing the cut line for Fig. (bjig. (b) shows the charge
trapped in the trench isolation, which inverts plagasitic channels underneath the
gate. These channels connect the source and a@tzoveg and below the plane of
this diagram), allowing charge to flow between them

2.1 TID EFFECTS
Although TID effects can be the result of severiflecent mechanisms, the
primary TID mechanism for the circuits and proc@sshis paper is trapped
charge in the isolation oxide [13,21,31]. As pdes travel through the chip,
electron hole pairs are created in every layerjuatost silicon and metal layers,
these charge pairs recombine after a period of {miesecond) without causing
major changes to chip operation. However, in tRelas, the charges can be
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Fig 2.2. The simulated rrent characteristics of a normal transistor (9
compared to a transistor with an active paragisindistor (dashed). The paras
transistor makes very little difference whergs is well above the threshc
voltage, but it creates a current flcthat raises the leakage current at logs
voltages.

trapped and prevented from recombining either peemtly or for very long
periods of time. The gate ide is thin enough to prevent significant cha
buildup due to its small volume and mechanisms thakke it easier for charg
near the surface of the oxide to escape, but th#dogh trench isolation oxid
between active areas can build up a signifinumber of holes and electror
Since the electrons are more mobile, they are rmumte likely to exit the oxide
leaving the holes behind to gradually build up aifie charge

The effects of this positive charge depeni the location of the oxide. Whe
the isolation oxide is over the-well, the N-doped silicon surrounding the oxi
shows no major effect from this positive chargeowdver, when the oxide

over thesubstrate (i.e. next to an N transistor), t-doped substrate can
10
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+
+
+

++++++++++++++++++++"j

N+ Active | Trench |p+ Active| Trench | N+ Active
ﬂsnlation:

Hsolation+
+ +
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Fig 2.3. A diagram of how inter-device leakagehpare created and how guard
rings prevent them. Fig. (a) shows how the pasitkarge trapped in the trench
isolation creates an inversion layer underneatltafnecting two active areas.
Fig. (b) shows how the introduction of a P+ actmea breaks this path by
creating a channel in the trench isolation.
inverted if the positive charge is sufficient. Quussible result of this inversion is
the creation parasitic transistors where the gaisses from an active area to an
isolation oxide [22]. See Fig. 2.1. Although tlparasitic transistor is always
turned on, it has poor performance properties aprdrtduced electric field from
the thick oxide layer is relatively low. Thus, tharrent from this transistor is
negligible when the transistor is on, but contrésuto leakage when the transistor
is off. Fig. 2.2 gives an example of the perforg®rcharacteristics for a
transistor when its parasitic transistor is charged

Another possible result of the charge built upsiolation oxides is the creation

of an inversion layer in the substrate betweenrsépactive areas [33]. Fig. 2.3

shows how this leakage path forms. When this matietween two active areas
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Fig 2.4. The parasitic PNPN device formed by thtva areas, N well, ai
substrate thatauses latchup. When charge is injected and thieedenters tr
forward conducting mode, it conducts a large curfeom the P+ Active tied
VDD to the N+ active tied to VSS.

that are both tied to 8 no current flows. However, when this leakage path
occurs between an active area that is not tiedstoawd one that is, it contributes
additional leakage to the circuit.

In short, the major contribution from TID effecta the process used for this
paper is an increase in the leakage current fancait This leakage is generated
either through an increase in transistgrdurrent or directly through an inverted
channel under the isolation oxide. Hardening agdims additional leakage will
be discussed in section 3.1b.

2.2 SEE EFFECTS

Single event effects (SEES) occur when passage wirgzing radiation particle
in the semiconductor deposits a charge track thahen collected. As stated
earlier, SEEs are further split into destructiveereg (hard errors) and non-
destructive events (soft errors). Destructive &varaused by extremely high

energy particles are hard to address with RHBDrtiegles, so are largely ignored
12



in this dissertation. The simplifying assumptisrthat any ion striking the chip is
not energetic enough by itself to cause permanemtage to a component.
However, the charge deposited by a single heavycamstill have a significant
negative effect on the operation of a circuit.

One possible negative result of this charge deposis Single Event Latchup
(SEL), which can produce a high current betweerptiwer rails when a parasitic
SCR PNPN device becomes active [25-27]. The Psistor source, N-Well,
substrate and N-transistor source form this pacaBNPN device (see Fig. 2.4).
A PNPN device is essentially two interlocked bipdiansistors that form their
own feedback loop when activated. Once activateel,parasitic PNPN device
then allows a large amount of current to flow,histcase from P-transistor source
at Vpp to the N-transistor source aty

Since PNPN devices need charge to be injectedtiontermediate nodes in
order to activate, this charge injection is oftemel by adding a voltage to one of
those nodes or using a pulse of light to generataets when these devices are
used intentionally in circuits. However, a heawy strike also generates charge
carriers that can trigger activation. The activerent of the parasitic PNPN
device can be strong enough to drop the power g®lteelow functional values
and to cause large portions of the chip to be urlasaEven when SELs are non-
destructive, they require power to the chip to beled off to break the feedback
loop in order to turn the SCR off and allow profugmnction to resume. Toggling
the power can be difficult in space applicationscei human intervention is
limited, so preventing SELs from happening in tingt fplace is essential.

13
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Fig 2.5. lon strike on a N transistor in its offt®. The electrons and hc
deposited in the drain’s depletion region are s®pdrby the electric field a
flow in opposite directions. This creates a curteat can pull down thattache
node.

To prevent SEL events, the intermediate nodesdtibstrate and N-well) must
be tied tightly to their respective power rails. wéver, standard chip design
practices use substrate and N-well taps only fer-darrent biasing, and thus
place them sparsely. This sparse placement méetsthere is a significant
resistance through the substrate and N-well (sge24). A large enough LET
heavy ion can provide more current than this path easily remove, and the
voltage drop across the resistance is thus largegéinthat the device can still
activate. Increasing the density of the well anbistrate taps solves this problem
by reducing the resistance which makes activativey garasitic PNPN device
difficult or impossible.

Other types of soft errors can also occur when aheon’'s charge track
changes the logic state of a circuit node. Thispeap when deposited charge

from an ion strike is collected by the reverse é&ibdrain-to-substrate diode of a

14



transistor that is currently turned off (see Figh)2 This charge can be either
directly deposited in the depletion region, or uk# into the depletion region
from an ion track that passes nearby. Holes amctrehs entering the depletion
region of this diode are forced by the electriddfi¢o separate and flow in
opposite directions, which creates a current. nfuglh charge is deposited, this
current can easily override the current from thpaging transistor and force the
output node of the logic to the incorrect valuéhisTvoltage change then collapses
the depletion region, and charge collection slow3q].

However, since recombination times on modern pseEesre relatively long
(>10 ns) [6-7,24], the charge remains in the sabstior N-well below the
transistor, only dissipating through diffusion teanby transistors or deeper into
the substrate. As the opposing transistor pullargd out of the affected
transistor, the depletion region gradually increasehich pulls in more of this
charge and keeps the node in the incorrect stéke output only returns to the
correct state after all of the charge has been vethby the opposing transistor.
Such an SEE can affect combinational logic, praay@ single event transient
(SET) that may upset the circuit’s architecturatestwhen sampled by a latch.
Similarly, an impinging ionizing radiation particleay upset a stored logic value
in a memory cell, creating a single event upsetSB4]. SEUs are then further
classified as either a single bit upset (SBU) omaltiple bit upset (MBU)
depending upon how many bits are affected by desimgavy ion strike.

The only direct ways to prevent SETs and SEUs fafi@cting the output of a
circuit or storage node are to make the load cégnam large enough that the
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charge deposited from the ion is lower than thasiteon voltage (W) or to
change the process characteristics to make chastiectoon more difficult.
However, this is impractical for most logic sincecrieasing the capacitance
dramatically increases the size of each transigtmr because using hardened
processes is expensive. The indirect methods umséis paper for hardening
against SEEs make the circuit itself resistanntmirect values on nodes. These
methods will be further discussed in Section 318, ibis important to note that
each of the techniques used for circuit hardeneguire that certain vulnerable
nodes are never upset at the same time. In otbedswif both a node and its
redundant copy are upset by the same ion, the hiagles defeated.

To prevent multiple vulnerable nodes from beingatz the same time, these
vulnerable nodes are separated from each othehaoanh ion of a specific
strength cannot deposit enough charge to affett diothem at the same time [35-
36]. However, the space required for this sepamataries greatly, depending on
the energy of the ion, the angle at which it ssikidve chip and process
characteristics [37-38]. Thus, measurement of eheects on the specific
process used is essential. Since the same physgethanisms underlie both
SEUs and SETSs, the study of SEUs can then be dpi&ETs. Specifically,
measuring MBUs can give insight into how far chafgen an ion strike can
travel. This measurement can then be appliedttma&t® spacing rules for SET

mitigation.
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2.3 SEE SPACING ANALYSIS

The easiest way to study spacing requirements fisegasure SEUs in a storage
array and to use the pattern of flipped bits taneste the charge spread when a
heavy ion strikes a chip. In order to gather datdheavy ion strikes, an array of
storage cells is placed in a beam chamber, iragdliwith a specific pattern, and
bombarded with a stream of heavy ions [39-41]. Jtoeage cells are continually
read and compared to the initial pattern. Any deais recorded before being re-
initialized. These upset bits are analyzed latedé¢termine the effect of each
detected ion. The ions used in these tests werd both directly into the chip
and at an angle.

The geometry of the storage cells and the nodesleinsf them play an
important role in how each cell can be affected] arust be accounted for in
order to analyze the data properly. The distamteden sensitive nodes can vary
not just on the layout, but also on the patterrdueenitialize the storage cells.

Although the ions in a typical test environmentda very uniform energy, the
actual energy deposited into the substrate carffbéeted by the location in which
it strikes the chip. The most significant variatim charge deposition is caused
by the shallow trench isolation oxide, which capmess charge deposition near
the surface if it is struck. Also, cells don't ays flip when they are hit, adding
additional uncertainty to each individual measunetrjd2-43]. Together, these
two effects make statistical modeling essentiameasuring the true extent of
charge generated by an ion strike, since eachithéiV measurement may or may
not reflect the true extent of the charge spread.
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Fig 2.6. The layout of the SRAM cell used in thelUstesting and its stylizt
representation. Fig. (a) shows the cell layouthviie four vulnerable nod
labeled, as well as the abutting well and substiagtecell to the right. Fig. (
shows the representation it would have if nodes B &nwere initialized in
vulnerable state. It also indicates the positidnttee Nawell with a blacl
horizontal border along the top, and the locatibrthe tap cell with a vertic
border to the right.

A. SRAM Cell

The SRAM cell layout used for the tests is showrFig. 2.6, alongside its
stylized icon. This icon is used in the display sbfike patterns in a custom
visualization tool. The layout does not use speG8RAM DRC rules, but is
otherwise minimum size. This gives the maximumspgume resolution for the
measurements while still allowing full control owée layout dimensions. Since
the storage for this arrangement is simply a paisyammetric back-to-back
inverters, there are four active areas that cahibé change its state. These
active areas are labeled A, B, C and D on the layd@epending on the value

stored in the cell, nodes B and C or nodes A araddDturned off and vulnerable
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to an ion strike. The vulnerable nodes of this $Réell are always opposing
corners.

The cell is 1.2 microns by 1.6 microns, and thecsmpbetween the closest
nodes on different cells is 0.15 microns horizdgtd.2 microns vertically and
0.25 microns diagonally. All values are roundethi® nearest 0.05 micron.

Because of the relatively close spacing of nodesdB or C and D, the SRAM
cell is very vulnerable to being left in a metagastate from an ion strike. In
many recorded strikes at high linear energy tran@fET), there are gaps in the
pattern of disturbed cells where cells should hbeen affected but did not

change state.

B. SEE Features
Several different patterns are noticeable in thea ffam looking at the patterns
in individual strikes and the cumulative size ofttpms when the data is

aggregated.

Metastable Strikes

A storage cell with nodes that are both opposird) rs@ar to each other can be
driven into a metastable state if the amount ofghaleposited is high enough.
As the charge drives one node to its rail, thisiseto flip the circuit and turn the
opposing transistor off. This flip begins to ceea depletion region in the
opposing transistor that sucks charge into the sipgonode. With enough
deposited charge and weak enough restoring transighe limiting factor in the

duration of this effect is the diffusion of chardgesther into the substrate. This
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Fig. 2.7. Strike patterns showing meta-stablesagding Xe at 65°.

mechanism tends to result in roughly equivalentaggds at both nodes as the
charge also diffuses from whichever node has thst teowhichever has the least.
The resulting difference in voltage once the chasgdepleted is small enough
that manufacturing variations combined with theiahistate’s residual effects
have a larger effect on the final state of theagjercell than the small difference
in charge deposited at each node by the heavytiide.s

Examples of this effect are shown in Fig. 2.7. Skhare displays of the
visualization program written for the SRAM. Eachllcis represented by an
outlined rectangle and two shaded rectangles slypthi@ vulnerable nodes. The
examples were selected from the highest LET ruh thi¢ SRAM, Xe at an angle
of 65 degrees. The resulting patterns from this show many wide hits, but

almost all of them have gaps where cells could tilywped but did not. Which
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Fig 2.8. Charge diffusion for a high energy andtedvy ion strike. Positive a
negative charge carriers are generated and diffuseigh the substrate equi
until they reach the depletion region underneathaasistor drain. The critic
charge density indicates where enough charges metmdorce the drain volta
past \; for the node.

cells flip is not obviously systematic and seemsb& due to manufacturing

variation on individual cells.

LET vs. LETgs

Since the ion beams used in testing are often finextrength based on the ion
used, the angle of the ion is modified to make kjaidjustments between tests. If
an assumption is made that the charge depositedaisvely small and confined
to a single transistor drain, the angled ion traneellonger distance through the
collection area and transfers more energy neasthf@ace, thus depositing more
total charge in the depletion region. Therefohne, ¢éffective LET for some cases
can be adjusted by 1l/cdswhere6 is the angle of the ion [44-45]. For this
adjustment, the label LEfis used to differentiate the measurement frontrie

LET of the ion itself.
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Fig 2.9. The spil due to LET for various ions, perpendicular te thciden
angle. The correlation between the ion species regardieasgle shows that t
charge spread around the impact pdeyppends primarily on the actual LET of
ion, not the LET that attempts to factor in the incident angle.

However, this does not apply to higher energy etik Instead, one useful
simplifying assumption is that the charge deposiigdeavy ion strikes diffuses
out from the track of the ion in a cylindrical skeamhere the charge density
decreases proportionally to 4Avhere r is the radius. Since it takes a specific
amount of charge collected in order to drive a npadst the transition voltage of
the inverter and flip the cell, a strike on a sggrecell can be modeled as a
cylinder whose radius is such that the charge etetlge is just enough to flip a
cell [37-38]. Fig. 2.8 shows a cross sectionalsiltation of this model for an

angled heavy ion strike. If the critical chargesigy reaches the depletion region

underneath the transistor drain, the transistdrveilaffected. Since the positive

22



and negative charges are generated together amgd #Hre no significant
obstructions in the substrate, both carriers dd#fagproximately equally.

Fig. 2.9 shows a distance comparison for the spoéadch LET. The x axis is
the minimum possible distance between vulnerabliwea@reas. The minimum
value is used because it is impossible to tell tviviglnerable node is hit, so this
value may end up underestimating the actual nog@amte. The y axis is the
percentage of cells showing at least this spresimie. This plotting method is
used to allow comparison between different initiafion vectors and cell
geometries. Thus, all graphs start with 100% ati€rons and decrease towards
0%. The distance used for angled strikes is pelipalar to the direction of the
ion, thus it measures the spread of the charge &eaythe ion track.

At the lower end of the plot, multi-bit hits weretdctable at energies as low as
3 MeV-cnf/mg. However, at this LET, strikes did not resmtNMBUs past the
minimum detectable 0.15 microns and MBUs were cetepf absent when the
initialization pattern moved the vulnerable nodeser apart. At 7.4 MeV-
cm?/mg LETe (also using Ne, but at 65°), there are a few bitsnodes 0.2
microns apart.

Further, when the charge deposited increases andhtrge is delivered to the
transistor drains mostly by diffusing through th&bstrate, the 1/co8 effect
disappears. The Xe ion at 59 MeV&mg LET generates roughly the same
diffusion to the sides of the strike no matter wésagle is used. An angular strike
will deposit more charge, but it is spread out medlipse instead of constrained
under a single collection area. The axis perpetati¢a the direction of the strike
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TABLE 2.1
COMPARISON OFMEASURED VS CALCULATED SPREAD DISTANCE

Effective LET Min. Max. Calculated Calculated
Spread Spread Min. Max.
59 (0°) 3.5um 4.5um
80 (42°) 4.590m Sum 4.7um 6.1um
100 (53°) 5.1um 6.9um 5.8um 7.5um
148 (65°) 9.8um 11.7um 8.3um 10.6um
TABLE 2.2

AVERAGED GEOMETRY OFXE 65 STRIKE ALIGNED WITH N-WELL

(% OF CELLS FLIPPED PER COLUMAROW)
2 3 4 5 6 7 8 9 10
1 4 3 1 1 2 2 0 0
29 33 32 37 21 10 1
14 34 38 42 37 42 27 9 1
3 6 6 4 1 2 2 0 0

o|lnv N ol
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N
N
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is expected to be the same as the previous dignwdtde the length is extended
by 1/cost. This indicates that the high energy cylindriceddel is correct for the
Xe tests.

Fig. 2.10 shows the same Xe tests, but the medslistance is in the direction
the ion is traveling instead of perpendicular. sTimeasures the longer axis of the
ellipse. Table 2.1 gives the measured and cakulilablues for each of the
different angles, based on the minimum and maxinspnead in the 0° test. In
order to eliminate outliers, the minimum and maximused are from the data
points before and after the 0° test drops below IPke distance is calculated
simply by dividing the spread by cés

Table 2.2 shows how the two measurements of spreangbare for the largest
angle, Xe at 65°. Each event has a center poictileged for it, and then all the

strikes are added together to form a picture ofdifieision pattern. Since the
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Fig 2.10. The spread due to LET for various igesallel to the incident angle.
The increased spread due to higher angles givemagurement of the long axis
the elliptical strike pattern.

center is calculated as an integer, there is al $naal to the bottom left side of the
plot. This bias is <=1 row or column. For instanthe highest value on the table
(42%) occurs where the SEUs are placed on the ginde SEUs are 9% of the
total events. The center 2 rows and 8 columns havaverage upset chance of
only 28%, even though all of these cells shouldehagllected more than the
upset threshold charge.

Rows 1 and 4 of this table show a distinct sketh&oleft side of the chip. This

skew is due to the ion angle striking the chip mgvirom right to left. If it
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strikes in the N-well, the charge is primarily ctvaged within the well for the
first portion of its length [32]. Further alongettrack of the ion, it can exit below
the N-well and diffuse charge up to nearby transssin the row of cells above or

below.

N-Well Orientation

Another factor that effects how much charge appedrshe transistor for
angular strikes is the orientation of the strikenpared to the N-well [46]. The
calculations above assume that all the charge s#iffioutward evenly from the
path of the strike, and the surface of the chipgsentially flat and featureless.
However, this assumption does not account for abstms disrupting the
uniform diffusion of charge. N-Wells are deep eglowand form large enough

depletion regions that they form significant bagito this flow.
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Fig 2.12. The spread due to angular strikes fqrafigned both with and agai
the N-Well. lons aligned with the M/ell are solid lines, while those aligr

against it are dashed.

If the ion strike is in the same direction as thevélls, the strike and its charge
tend to travel between or through the N-well, resglin good agreement with the
calculated spread. However, if the ion travelsppedicular to the N-well, the
intrusion of the N-well structure and its depleti@gion can reduce the effect of
ion strikes. Fig. 2.11 illust rates this effedc¢dising on the negative carriers that
can affect the N transistor drain shown on thetrigilegative carriers near the N-
well depletion region will tend to diffuse into tidewell, but cannot diffuse the

opposite direction. This lowers the negative eardensity on the outside of the
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N-well, and reduces the number of electrons thathdhe transistor drain. The
opposite effect occurs for positive carriers, whiehd to diffuse out of the N-well
and away from the P transistors that can be afidayehem.

Fig. 2.12 shows the Xe tests at angles both with against the N-wells. In
every case, the test angled against the directioth@ N-well resulted in a
significantly shorter W. The exact effect is héwdoredict due to its dependence
on layout variations, but it can reduce the angulamtribution to an MBU’s

extent by over 50%.

C. Spacing Analysis

Data from heavy ion irradiations of 90nm bulk slic show the effects of
several predictable variables. Rotation of thgp,chngle of incidence of the ion,
and the base LET of the ion all have significafé&f In a normal incident hit, a
heavy Xe ion with a base energy of 59 MeV2ng can cause disruptions in
nodes 3.5 microns apart. With higher angles, tais exceed 10 microns on
strikes aligned with the N-Well. With strikes algd against the N-Well,
however, this number drops to somewhere over 5amécr The cells discussed in
the next chapter have a cell height of 4.48 mictams use one row of filler cells
as a gap. This spacing puts the nearest possibierable nodes at 5.2 microns
apart. This provides reasonable protection agdiisteV-cnf/mg ions at 65°,
but there are still some strikes that will likelyoss that boundary. Further
calculation of the odds that a strike will cause emor depends on many

additional factors, including the flux of the ratiied environment in which the
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chip is expected to operate, as well as the préibathat two nodes in the same
logic cone will be placed across from each othetheyAPR tool.
2.4 CHAPTER SUMMARY

The TID effects on circuits primarily increase lagk currents. This increased
leakage both burns more power and complicates ékigial process when a node
needs to be carefully balanced around turrents (i.e. large numbers of
transistors are connected to a node with a keepér)addition, SEE effects
complicate circuit design, since it must be assuthatl almost every node in a
circuit can be driven to an incorrect value at ndimes. Experimental data is
used to demonstrate that the spread of these eataralues is localized to a small
portion of the chip per event. This localizationeg separation guidelines for
hardening methods. The next chapter will discasddning methods to reduce or

eliminate TID and SEE effects.
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CHAPTER 3
CELL LIBRARY DESIGN

The basis for any synthesis process is the cealyh which has to include a
multitude of different cells and drive strengthsatthieve good performance [47-
50]. Additionally, the library needs to be desidrie handle many TID and SEE
effects, as well as include various versions ofttige redundant flip-flops that
will provide protection from SETs and SEUs. Marftltese hardening features
increase the size over unhardened gates, but auired to achieve the needed
performance.

Originally, the cell library was going to be usethparily for hand placement of
circuits. Thus, many features were added thatwaib easier placement and
routing by hand. Although these are rarely usethecurrent implementation,
they are retained to ease understanding of theaitayo

3.1 ORIGINAL COMBINATIONAL CELL LAYOUT

The first iteration of the example inverter and chaells is shown in Fig. 3.1.
The library has a cell height of 4.48 microns anldoazontal cell pitch of 0.32
microns. Basic hardening against SEL and TID éfface added to each cell in
order to maintain consistent protection againsea$. These cells use guard
rings and a strip of substrate/N-well contact undath the power rails to reduce
SEL effects, as well as annular transistors to ¢edlID leakage effects. The
layout density and complexity impact of these addédictures is discussed

below.
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Original invx010 Original nand2x010
(a) (b)

Fig. 3.1. Example cells from the original versafrthe library

A. Single Event Latchup harden

Single Event Latchup (SEL) ristance is provided in two ways, with a gu.
ring between the Nvell and the N transistors, and with a line of drdie anc
well contacts under the power rails. As discusee8ection 2.2, SEL is a resl
of a single ion striking the chip, and depwng charge in the substrate. T

charge then turns on a parasitic PNPN device comgisf a F-transistor sourc
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tied to Vpbp, the N-Well, the substrate, and an N transistor@mtied to s (See
Fig. 2.5).

The easiest way to reduce the risk of SEL isddhe substrate and/or N-Well
to their respective power rails with low impedanoennections. Non-hard,
commercial substrate and well contacts are insestdy rarely between gates
because they only need a tiny current to maintagnproper biasing conditions.
By increasing the density of these contacts, chang¢he substrate can be
removed more quickly, and the risk of a self-sustey latchup condition is
reduced. In this cell design, a strip of P-dopetiva area is created beneath the
power rail and tied with a row of contacts to ceeatlarge substrate contact as
part of every cell. Additionally, a guard ringirserted between the N transistors
and the N-well, consisting of a strip of P-dopedvacthat is occasionally tied
down to the substrate contact beneath the powerAéhough there are no direct
contacts to this guard ring, which increases itpadance to ¥s it is placed
directly in the area where the parasitic latchupicke forms and has very low
impedance to the parasitic device. Thus, the teagte shown in Fig. 2.5 is
reduced and the parasitic PNPN device is much whffreult to activate.

Since the guard ring is an active area betweenNtlend P transistors, poly
structures cannot cross it without breaking it.isldomplicates the cell design by
requiring separate headers for P and N gates,manelases the wire density in the
center of the cell. However, the cell design caogtions are a necessary price to
pay in order to maintain reliable operation of tHevice in high-radiation
environments.
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B. TID Leakage Hardening

As discussed in section 2.1, leakage from TID ¢ffacsually results from
charge buildup in oxides. Most importantly, thiscors at the end of transistors
where the poly meets the edge of the active afesacharges accumulate in the
isolation oxide, it can turn on the edge of theivactirea, forming a parasitic
transistor that is always slightly on. The incexhsleakage current can
dramatically increase passive power dissipatiomceSthe insulator builds up a
positive charge, P-transistors are largely immime normal N-transistors have 2
parasitic transistors per drawn transistor. Anntransistors, however, have only
1 parasitic transistor [51-52]. This transistor has current flow or leakage
because both the source and drain of the parasitisistor are connected to the
same node. In the example inverter in Fig. 3.1¢ath sides of the parasitic
transistor for the inverter are connected ig;, Wvhile the example nand gate in
Fig. 3.1(b) has the parasitic transistors connetuetie intermediate node in the
middle of the stack. These transistors do havmalsneck” of useless poly to
connect the ring to the poly head, which adds eg#jaacitance. This “neck”
requires a small extra transistor in the schenthac is simply tied to ground to
act as additional capacitance.

Since 1.2 microns is the smallest width possibteafoannular transistor on this
process, this placed stringent limits on how sngalls can be in the original
version of the library. This size limitation alsocreases the overall power
consumption of the circuit. The end result is wit€ that have high active power
consumption, but their power use does not incrdasdo TID effects.
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The same oxide charge buildup that creates parasihsistors can also create
leakage paths between N-transistor active areds [38s shown in Fig. 2.3(a),
oxide charge buildup at the bottom interface ofason oxides can invert the
substrate beneath it, effectively creating an N ndea region at the
substrate/oxide interface. This charge buildumoamffect active areas that are
completely enclosed with poly, which makes the mnede of annular gates
immune to the effect. Thus, any annular transitat has its outer active area
connected to ¥sis immune to this leakage path.

However, for cells like the nand gate shown in Rdl(b), additional guard
structures in the form of a fully enclosed ringsobstrate contact are required to
create an effective block to this leakage path. shewn in Fig. 2.3(b), the
inclusion of a P-doped contact creates a pair oki@-back diodes in the leakage
path, which blocks current flow. In the layoutistsubstrate contact is essentially
extending the guard rings discussed in the previsastion with vertical
connections along the side such that the vulnenabtie is fully isolated. Since
only some cells require this, the original celfdity leaves these structures out of
many cells in order to increase density. Howeueils bmission requires either
hand layout or a placement program that providésaespace when necessary to
avoid design rule violations when cells cannot laegd next to each other.

It is worth noting that the cell names in this &by are based on the size of the
N transistor. The resulting convention was a dpson of the cell type, an “x”
character, then the size of the N transistor whiels normalized such that the
smallest one created a gate of size “010”. Thhe, dmallest inverter cell is
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named “invx010” and the smallest nand cell is nafimechd2x010”. Larger cells
were created in values that approximated the squateof 2, such that going up
two sizes would double the drive strength of thi. c&hus, cells types with 3

sizes were typically “x010”, “x014”, and “x020".

C. Overall Hardening impact

The hardening structures in the previous sectionhave a significant negative
impact on transistor density. Both the guard @amgl well taps underneath the
power rails require additional space to avoid tbevgr lines, as well as forcing
the use of separate headers for N and P trangiagtes. Since the guard ring is an
active area placed between the N and P transistassimpossible to use poly
routing between N and P transistors, as is comnraetipe in non-hardened
libraries. With all these considerations, the @mosell height of 4.48 microns
allows a maximum N transistor width of 1.2 microngdjile the maximum width
of a P transistor is 1.6 microns. Without thesduees, the same cell height could
fit transistors that are 1.75 microns and 1.85 amsy respectively.

In addition to the changes mentioned above, theepauil is reinforced with
M2 and a row of vias to reduce its resistance amlease the current drive
available at the local level. This helps reducsvery time from the SETs that
will be discussed in the next section. Howevedoies force M2 to be routed in a
horizontal direction, instead of the preferred iait direction. Although the
improvement to power rail stability is a great athage in SET recovery, this

change in orientation does have a negative effecooting density.
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Fig. 3.2. Example cells from the new version & library

3.2 IMPROVED COMBINATIONAL CELL LAYOUT
The original cell library was used in the designseveral chips that proved -
work well in testing. However, a few issues witlise of ise became appare
with both handbuilt and APR layouts. These issues lead to ansadgnt of
severd elements of the layout for the final version bétcell library. A set o

example cells that were the result of these chaisgasown in Fig. 3.2
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A. Transistor Size Limitations

In order to allow for a wider variety of cell sizemd reduce active power
consumption, the first major change was the inolusof standard 2-edge N
transistors in some cases. The minimum size ofilantransistors increases the
total transistor widths by a significant amount,iebhin turn increases the total
power consumption of a circuit, as discussed abowhile this can be a
necessary penalty to reduce leakage power, ingsts tun on circuits for our
applications it was found that the increased leakagwer of 2-edge transistors
was offset by the smaller active power of a smalansistor. This benefit is
especially true when transistors are stacked, #seifNAND example. Since the
TID induced parasitic transistors are only turned ly trapped charge, their
effective gate voltage is low enough that they mesaturate, and thus operate in
the triode region. In this region, the currenwfis exponentially dependent on
the drain to source voltage. This voltage is tgyccut by half or more when
transistors are stacked, resulting in dramatidaliyer leakage current.

With both of these data points taken into consia@nathe design guidelines
were changed to use annular N transistors onlpses where they weren’t part of
a stack and where the size of the cell would calbt least a 1.2 micron transistor
anyway. Smaller cells were then added to redueartimimum transistor width

down to 0.3 microns.

B. Hand Layout Improvements
Since these cells were originally used for handuaywithout APR tools,

several tweaks were added to improve ease of Tise.first major change was to
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normalize the size number in the name of the cefepresent the drive strength
instead of the N transistor size. l.e., the “nad®” cell was renamed to
“nand2x005” due to the stacked N transistors redyats drive strength by
approximately half. This convention made calcualgtihe proper size for the
fanout of transistors easier convert the load itsoequivalent-sized inverter,
divide that number by 4, and immediately know whatput drive of any cell

should be used to achieve a fanout of 4 drive fatithat load.

However, in hindsight, this could have been imptbverther to completely
remove the dependence on the “invx010” cell asfareace point by directly
using the transistor width. Since the invx010 d¢eb a total of 3 microns of
transistor width, it should have been “invx0300”reppresent 03.00 microns of
drive strength. This would simplify fanout calclites even further, requiring
only that you add up the total width of transistimsthe load, and dividing that
number by 4 to find the ideal cell strength to dritae load.

The other changes to hand designed layout fundiigressist with aligning
wires and locating pins. Since the vertical witelpmatches the pitch of the vias
in the power supply, it became easy to ensure wbdical wires were aligned
properly by ensuring they landed directly on to@mofia in the power line. Since
the same type of structures do not exist to aligmzbntal wires, small rectangles
were added to the text layer outline at the edgeach cell, indicating the proper
spot for horizontal wires to cross cell borderdiede indicators sped up drawing

interconnect between cells dramatically, since gould drop a path of metal in
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Fig 3.3. Guarding collision between two standard cells placeztll pitch apar
The spacing between the two rings causes a DRC wntess the filler inserted
between these cells joins the two rings.

the approximate spot, then move it to the markatsout any need to measure
distances to ensure design rules weren't violated.

Finally, in a small but important change, all okthabels that indicate pin
locations were moved to be on top of the guard, mhgossible. This not only
created a consistent spot to look for these pinsas easier to see the blue labels
over a green background instead of the normal browrblack background.
Although hard to quantify, the increased visibililges increase the speed of hand

layout with this cell library.

39



C. Auto-Place and Route Improvements

Although the original design for cells without gdaings on either side does
increase density, it was found that this createerse special cases that were not
handled properly by the APR tool, most likely dadimitations of the technology
file. The APR tool was unaware of the active aragfasach cell, which means it
was unable to properly account for the extra spessled between some cells
without side guard rings, and other cells thattthgtle them. Additionally, if two
cells with side guard bands were placed one cahm@part, the guard bands were
close enough that a special spacer needed to betadd in the gap instead of
leaving a hole in the active area that was too lstmgdass design rule checks (see
Fig. 3.3). To fix this issue, side guard rings evadded to every cell, whether
they needed it or not, forcing some cells to inseeim size. The single cell pitch
spacer was then modified to merge the guard rihgsljacent cells, while a 2-cell
pitch spacer was added without the guard ring mely#e that larger spacers are
unnecessary, since a 4 cell pitch decoupling cégraisi used for larger fill areas.
The added capacitance on the power rails suppliedhis cell assists with
recovering from the current spikes that can ocatit some SEEs.

One feature of the APR tool that was not understpaxperly in the initial
design was how it places pin vias that connecirie m the cell. Since all of the
metals used in routing are constrained to a giiits pan only be inserted at the
intersection of lines on that grid. The grid isige enough that it is always able to
connect to some part of the pin. However, sineevih cell used to connect pins
has M1 in it, the via ends up creating an extra sfunetal if the pin isn’'t directly

40



R

-
NN LRI S
R g
RS TuAn RN g
R g
N NI g
R By
R By
T, By
NIRRT By
R By
R ST R
TR RN N
SN N o
SN N By
SN N N
SN N SN
SN N By
SN N By
SN N SN
SN N By
SN N By
SN N RS
SN N
R
R NN
R
R
R RSN (N
R LR
R o RN
R B
R B
R B
R B
R B
R B
AN AT AN
R g
R g
R g
R R
A S
R T N
SR e N
SR e N
SR e N
SR e N
SO e N
SN NN N
TN R NN
TN R NN
TN R NN
TN R NN
TN R NN
T S N
RN AR i
RN
B RN
R TR
IR RN ST R
TR RN By
SN N By
SN N By
SN N By
SN N By
SN N By
SN N By
SN N By
SN N By
SN N By
SN N By
SN N By
R By
R s
R By
R By
R By
R By
R S
R A A
R B
R B
R B
R B
R B

Fig 3.4. DRC error caused by affid pin placement. When the router plac
via on-grid, itcauses a bulge in the metal 1 pin, which reducesspiace to tt
adjacent metal. Since the metal was already platéade minimum spacing, tl
causes a DRC error.
underneath this grid (see Fig. 3.4). |If there atleer wires near or at the
minimum distance to the pin, this will then caussign rule errors. Manually
fixing these issues is not that difficult, but regs human intervention and delays
the routing process as the tool tries to fix DR that are unfixable with the
rules it is using. To smooth routing and save nadadjustment time, the revised
version of the library requires that all pins aligreed to the routing grid. Thus, a
via connecting to a pin will never change the M1lina of a cell and no new
DRC rules will be violated.
3.3 FLIP-FLOP HARDENING
The hardening methods used on the combinationsl wél handle several TID

and SEE issues, but they do not handle SETs ands.SEWb handle these

properly, flip-flops must use additional hardenteghniques to ensure the state of
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Fig 3.5. Example temporal flip-flop design. Thelay ¢ is tailored to th
expectedderand fed into two Mueller C gates to suppress Swhde the DICE
latches suppress SEUs.

the stored data is correct. The two commonly-wggatoaches to hardening flip-
flops to SETs are temporal redundancy and logicunddncy. Temporal
redundancy involves sampling the input at multipdents in time and setting the
input to the flip-flop based on the dominant inmiate [35,53-56]. Logic
redundancy (often called Triple-Mode RedundancY¥MIR) uses three copies of
the input logic and voting circuits to correct gm error in one of the copies [56-
57]. TMR also works to prevent SEUs, while designth temporal hardening

often use SEU-hardened latches as part of theictsiie [58].

A. Traditional Temporal Hardening

An example schematic for a temporal hardened kip-fs shown in Fig. 3.5.
The input and a delayed version of the input aezglue drive 2 Mueller-C gates,
which combine to drive a dual-interlocked storagdl (DICE) latch [10]. As
long as the delay element provides more delay tharexpected SET duration

(Tsen), only one of the inputs to the DICE latch is irreat, and the latch can
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correct the error. Similarly, an SET on the C gaie on the delay element will
only cause one incorrect input.

There are some layout issues that must be condiderenake this viable,
however. If an SET affects 2 C elements or a Ghefg and a delay node, the
protection fails. Similarly, the DICE cell must blesigned such that it doesn’t
receive hits on two nodes at the same time. Pingethese nodes from being hit
at the same time requires that they be spatiappgars¢ed on the chip. To prevent
this spatial separation from wasting space, tentlgpaflops may be designed in
interleaved banks, so that the space needed ferst#paration is automatically
filled with another flip-flop in the bank [35]. ABET is thus likely to hit two
different flip-flops in a bank instead of a sindjip-flop twice.

The advantage of the temporal approach is that angngle version of the
combinational logic between flip-flops is requiredhich reduces space and
power consumption from those sources. It alsodd@ade easier to use in APR
tools, as long as you can ensure that the muttdditcomprised of 4 flip-flops is
handled properly. However, there are also sewtisadvantages with temporal
flip-flops. Chief among them is the speed of tlig-flop, since the flip-flop setup
time has to wait for the input to propagate throtlghdelay element and be stable
for at least Eet, thus reducing your maximum operating frequenthis delay is
compounded by the fact that an SET at the righé toan delay this by a further
Tset before the correct data is stored. Although dleilsy has traditionally been a
relatively small penalty, process scaling effecéawehincreased the duration of
TseT, resulting in a large speed penalty. The delagnetd also dissipates a lot of
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Fig 3.6. The traditional TMR hardened flip-flopsilgn allowing selfeorrecting
during both clock phases. Outputa andnha are sent to the other two cop
while hb, hc, nhb andnhc are inputs from the other two copies.

power and takes up a significant amount of spaltes possible to lower the
power of a delay element by under driving eachestégt this makes the delay
element itself vulnerable to SETs, since an underdrnode can take much
longer to recover [6]. Finally, the basic tempadakign is not hard to SETs on
the clock signal. It is possible to design thecklsuch that it has enough
capacitance to avoid SET upsets, but this meanscgolt gate it effectively.
Design variations that are hardened to clock SERsbe used, but they also have

multiple delay elements, which increase the powerspace spent on them.

B. Traditional TMR Hardening

An example of traditional TMR flip-flop design ie@wn in Fig. 3.6. It consists
of a master-slave setup, where each latch hasrhedified to include a majority
voter in the feedback loop [59]. These latchedlaga connected in sets of 3, and
the inputs are provided by 3 separate copies otdhnebinational logic. As long
as only one copy of the logic is affected by an SMBE other two copies will vote

to correct it quickly. Even if the output of thigfflop is hit, forcing it to output
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an incorrect value, the next flip-flop in the pippel will vote the data correct as
soon as it appears.

However, in order to ensure that only one copyffiscéed by an ion, each copy
needs to be spatially separated from the othel®e €hsiest way to ensure this is
to employ them in banks of flip-flops, similar teettemporal case. For purposes
of comparison, we used banks of 8 flip-flops. Aligb there is no direct loss in
speed with this design, there are significant issugh parasitic effects. If the
flip-flops are separated by 8 cell heights, theHat will need to drive 16 cell
heights worth of wire load, in addition to the loaid2 majority gates. Thus, the
master latch has to be increased in size in oaldrive the wires at a reasonable
speed. Adding this transmission delay and loadasglts in a moderate increase
to the setup time of the flip-flop, as a resultled master latch voting.

One advantage of the traditional TMR approach & this easily clock gated.
No extra structures or logic need to be used, arfile temporal approach. The

impact of this will be discussed further in thefpamance analysis section below.

C. High Speed TMR hardening

Our initial solution for a MSFF for high-speed TM&shown in Fig. 3.7. The
slave latch feedback path uses a majority gateedrivy the other redundant
copies. When the clock rises, the slave latch cosithe state data and the master
latch is transparent. In this clock phase, i.e.emtik = 1, the state of the slave
latch is voted to be the same as the majorithefttiple redundant copies, since
the feedback gain element is a majority gate. Phavides the self-correcting

feature, which allows clock gating, in the tripledundant self-correcting MSFF
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Fig 3.7. Initial MSFF design allowing self-correg during clock low pase
Outputnha is sent to the other two copies, whileb andnhc are inputs from tr
other two copies.

(TRSCMSFF). Nodenha is distributed to the other copies and nodbab and
nhc provide the other copies’ slave latch states i dbpy’s latch. Since a MSFF
slave latch has the entire clock high phase toamage the slave latch feedback
signals, the added capacitive loading onrtha node does not affect the circuit
timing. Consequently circuits using the TRSCMSFFendull (commercial,
unhardened) speed performance, except for sligdrikyer local routing.

Operation of the TRSCMSFF group, comprised of AaBg C copies, is shown
in Fig. 3.8. Fig. 3.8(a) describes a series of eéhFdFs and the associated
combinational logic between them. The first blodkcombinational logic has a
delay (ToeLay) of more than half the clock period{R/2), while the second has a
Toeway that is less than half the clock period. Fig. B)&{escribes the response of
this circuit to a SET. Here, one input (i.e., copyinput dal) is driven to the
opposite logic level of the other two inputs to aerstrate correction of an SET
induced incorrect D input. The effect is to produwe incorrect value on the

TRSCMSFF Q outpugal at the next clock rising edge.
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Fig 3.8. Operation of the satbrrecting MSFF at full speed with one input dri
incorrectly to simulate a state error. The q outplitcopy A (nodeqal) is
corrected by the majority gate feedback when tigeflibp slave latch is non-
transparent, i.e., in the clock low phase as sholms error still propagat
through a combinational block with high delaya®) but not through oa with

low delay ga3)
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When the flip-flop slave latch goes from the traargmt to the latch closed or
feedback mode, the slave latch feedback voter csrrtne data based on the
majority of the latch states. Then th&l output transitions to match copies A and
C in the low phase of the clock sigraik (the A and C copies are both 1 in the
first clock cycle and 0 in the second clock cycle).

Not correcting in the feed-forward path, i.e., timeaster latch of the
TRSCMSFF, ensures no timing impact and saves mputiit does have an
impact on how corrections are performed. For Iggiths shorter thancB/2, the
corrected copy is sampled at the next stage hioeleda3 in Fig. 3.8(b) is correct
at the next stage D input. However, timing critisgjnals may not be corrected
until further stages in pipelined logic. For sighathere the logic delay between
pipeline stage FFs exceedg k2, where Rk is the clock period, uncorrected
data, nodela2, propagates through the next stage FF (see Bip)3and is voted
correct on clock low, as in the first case with @gd2. This correction does not
arrive at the next FF before the clock edge, setha then propagates through to
the next stage. Thus, if there is another SEU dar BEhe other redundant copies,
in the same logic cone, within a few clocks, ananrectable upset may occur.
This error cross section is very small as evidenogdhis type of error not
occurring at all in broad beam testing (see sec8d@e). Note that this error
requires two separate radiation particle strikesspecific targeted areas within
less than 10 to 20 ns of each other, which is kighlikely. Additionally, low
actual signal activity factors provide adequateetifor correction in most clock
cycles. When the clock is continuously low for mdinen one phase, i.e., gated
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Fig 3.9. Mux-D scan TRSCMSFF. Scan mode disalitesstave latchriple
redundant feedback, to allow full redundant circamd voter testingTiming
impact is the same as mux-D scan on a commercial IC

off, the TRSCMSFF continuously self-corrects SEBETS, of course, do not
propagate through pipeline stages when the cloltknis

Scan is the most prevalent design for test teckniqa detect logic
manufacturing defects [60]. However, since the TRISEF in Fig. 3.7 corrects
all errors, using scan chains to detect manufaxgueirrors is ineffective as the
defective value is voted out as soon as the cledfiriven low. Additionally, a
defect acts as a constant error, so when combinéu av redundant node
corrupted by an actual SEE it produces an uncaiézerror.

A TRSCMSFF incorporating effective scan-based des$oy test is shown in
Fig. 3.9. Here, the slave latch incorporates twedback paths, selected by the
scan mode input sign&CAN_EN. When scan mode is selected, a conventional
feedback path replaces the majority gate feedbatk plecoupling the A, B, and
C slave latches. Consequently, errors in the logimn a MSFF propagate as in a
conventional scannable logic circuit. The A, B, @&dopy scan chains must be
separated, just like the clocks.
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pipeline can be hit as long as the strike is n@dathan the spacer height.

The TRSCMSFF design was originally implemented inmacro block
containing 8 TRSCMSFFs, which are interleaved tvigle the critical spacing.
Thus critical MSFF nodes are separated by at leastn standard cell heights
(29.4 [1m). The MSFF constituent circuits are tightly patke the same row.
Only the voting signals, i.enha, nhb, andnhc must be routed vertically. This
makes it easy to use a single non-voting versiothefflip-flop for synthesis—it
is converted into the TMR version later in the @®s; as described in Section 4.4.

It is possible with adjacent logic cones, e.g.gpies A and B in Fig. 3.10, for
a single ionizing radiation particle to affect both Fig. 3.10(a), adjacent gates
A7 and BO collect charge generating SETs that matgain both logic modules,

which could upset two TMR copies. Consequentlypum automated flow, we
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insert an additional row of spacer cells to enshat there is one cell height space
between adjacent redundant logic copies (see Fif)(l3) to provide one cell
height in separation (at least as much as integ@daemporally hardened MSFFs
have).

To avoid the synthesis and APR complexity of usmgti-bit cells, the macro
block is split into eight single MSFFs with slighdlifferent layouts, each having
different vertical routing tracks for th&ha, nhb, andnhc signals. They can thus
reside in any horizontal multiple of the verticalting pitch, without interfering
with each other. Thus, if less than eight flip-8ogre required; logic gates can
reside in the space. The original macro block &edseparated layouts are shown
in Fig. 3.11, along with the wire routing plan. Timacro block on the left shows
how the copies are arranged with spacers betwesn, tand where the individual
layouts on the left can be extracted. The routitap @t the top of Fig. 3.11
illustrates how power wires and gaps for pass tjmouires are interspaced with
voting wires for the different copies.

The decision is postponed as to which layout versicthe flip-flop to use until
its physical placement by the APR tool is knowntHaory, the TRSCMSFF can
be placed with the same placement resolution asotdrer standard cell, but this
complicates the CAD flow unnecessarily. For simplicand with negligible area
impact, the TRSCMSFFs are restricted to be placdgyg every 30 wire pitches.
This allows the custom CAD tool to determine wha#il version to use based
only on the row number of the cell, knowing thagréhis a reserved set of wire
routes for any particular row and valid location.
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varying \pp. Delay increases aspy scales down from 1.2 V to 0.8 V
increments of 0.1 V. The TRSCMSFF design maintairsgnificant delay le¢

over previous RHBD designs and its power can beddamatch or improve c
the temporal design.

Since the scannable TRSCMSFF version is 58 wirghe# wide this plan has
only a minor effect on circuit density, even witiicaits that consist of almost
entirely FFs. In general, FFs of this design caménsely placed if their width is

either an exact multiple of the number of resenvee tracks, or slightly less.
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D. Power and Delay Comparisons

For comparison to the TRSCMSFF, simulation modéls ublished FPGA
TMR MSFF with master latch voted feedback [59] amdtemporally SET
hardened DICE MSFF [10,34] design were createdhensame foundry 90 nm
process. All simulations were performed with 409unactivity factors. Fig. 3.12
shows energy per clock vs. delay foppvarying from 1.2 V to 0.8 V. MSFF
dead time is defined asetup + tcikog, i.€., that wasted by the flip-flop internal
delay, for hardened operation, atpv= 1.2 V. The TRSCMSFF energy per clock
is 78 fJ and dead time is 132 ps, as comparecetd MR FF with majority voted
feedback in the master and slave latches havingfdHnhd 245 ps, energy per
clock and dead time, respectively. The delay andgpgenalty of using voting in
the master latch is thus evident. For comparisbe, temporal/DICE hardened
MSFF dissipates 44 fJ per clock but has a dead ¢il@14 ps, including thegr
of 300 ps added to thegtyup as is required for hardened operation. Since the
majority of the power used in a temporal FF is coned by the delay elements
[53], this is a relatively low-power design, usiogly a single delay element.
However, it cannot be clock gated effectively siices not hardened to clock
SETs.

As Vpp is decreased, the temporal design slows dramigtichle to the
increased time lost in the delay circuitry apgrincrease, moving from 814 ps at
point 5, to 1704 ps at point 6 in Fig. 3.12. Thiak@s significantly reducing the
Vpp on temporally hardened designs impractical. SETatthn is relatively
unimportant in TMR designs however, since they oatgate ter > Pok. As
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shown in Fig. 3.12, the pp for the TRSCMSFF can be scaled to lower its power
dissipation to that of the temporal design at absisibly less delay. Atps = 0.8

V (point 2 in Fig. 3.12), the TRSCMSFF delay deadetis 315 ps, and it
dissipates 49 fJ per cycle, comparing favorably8id ps and 44 fJ delay and
energy for the temporal design at 1.2 V (point Fig 3.12).

The TRSCMSFF can be clock gated with no adversalemang impact
(hardening is actually increased since this allgnesater local correction time in
feed-forward paths, as mentioned). With even a ewasive 50% clock activity
factor, the TRSCMSFF drops to 39 fJ at 1.2 pbWith 132 ps dead time. This is
less power and less dead time than the temporaliyeimed MSFF design, which
cannot be clock gated. However, the combinatioogicl power is approximately
tripled using the TRSCMSFF. While clock gating aswpply voltage scaling
affect this power as well, actual circuit power somption is dependent on the
logic function, ratio of sequential elements to omational logic, and how often
the clock is gated. Nonetheless, high-speed legig, clocked at greater than 200
MHz, will always favor the TMR approach.pl scaling and clock gating will
allow high performance TMR logic to approach thevpoof temporally hardened

circuits when run at similar reduced performance.

E. Radiation Testing

ICs using the TRSCMSFF have been tested with héavybroad beams at
Texas A & M University (TAMU) and Lawrence Berkeléaboratories (LBL),
as well as with protons at LBL. The TMR logic impients a pipelined built-in

self-test engine (BIST) that controls either a DRatlundant data path logic or an
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RHBD cache, implemented on the 9SF and 9LP trukiaddry 90 nm bulk
CMOS fabrication processes.

The tested BIST design used hand-built schematstead of synthesized, and
the layout was semi-automated. The design usedtitied non-scan design and
did not contain a spacer between redundant cogi¢seologic. Due to speed
paths in the hand design, the BIST engine can opgrate at speeds up to 250
MHz. Several tests were run that verified the fiomality of the BIST engine
while in the beam, but the more significant ressitthat the BIST engine did not
fail in recording and reporting the data from tlestéd circuitry in cumulative
days worth of beam time.

There were, however, a few spurious parity chec@rgrreported, where the
TMR test circuitry reported an error, but the cadsa was clean. This is
attributed to the lack of spacers in the test dirguwhich allowed redundant
copies to be affected by the same ion strike (ssudsed in section 3.3c and Fig.
3.10). The parity check circuitry is the most \arigble to this type of error
because it consists of a large XOR tree that filks 8 cell height stripe in each
copy. If a single bit is struck anywhere in the R@ee, it changes the single bit
parity result. Thus, striking individual bits oppmosite sides of the same logic in
different pipelines creates an error in the santpuilbit of data for both copies,
which then vote out the third copy.

Due to hand placement, most other circuitry ontdsted chip does not have
logic trees with vulnerable nodes on both the tog hottom of a layout stripe
within a single combinational path, and the low maxn frequency means that
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almost all combinational paths can complete witiie clock low phase, which
ensures that these errors are always correctbdyfdo not immediately combine
into the same stored bit (as discussed in sectiBo &1d shown in Fig. 3.8).
However, future synthesized designs running aefadbck frequencies are more
likely to have both of these features combinedhangame path, and are thus more
likely to require spacers that prevent ions fromssing between copies.

Heavy ion tests at TAMU (on the 9LP design) used&Y N, Ne, Ar, Cu, K,
and Au ions at angles ranging from 0° (normal ieoick) to 72° and effective
linear energy transfer (LE#) of 1.4 to 221 MeV-cfimg. lons were targeted in
parallel and normal pipeline directions in the a&aglincidence tests. The
unhardened PLL was shielded during testing. Altstegere performed at a 100
MHz clock rate with \bp = 1.45 V. This voltage was required for reliabéeloe
operation and is worst-case for charge collectioth single event latchup. Only
one uncorrected soft failure was recorded, usin@NeET = 2.9 MeV-crfimg. It
occurred in a TMR register file, not in the TRSCMSprotected circuitry. We
believe this error was due to a hit on a TMR registell that contained a
manufacturing stuck-at fault in one redundant cdggwever, since the tested
design was the initial design without a non-votfiagdback path enabled in scan
mode, there is no test that can confirm this. Qe million soft errors were
recorded in the circuitry (cache) controlled by tHédR test engine during the
tests, providing confidence that the tests and Tidtfe was fully exercised.

Heavy ion tests at LBL (using 9SF test chips) uBe®, Ne, Ar, and Cu ions
with normal incidence LETs of 0.89, 2.19, 3.49,49.@nd 21.17 MeV-chAimg at
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angles ranging from 0° to 70°. Testing was perfarate100 MHz and 200 MHz
at Vpp = 1, 1.2, and 1.4 V using the unhardened PLL (fowdP) which was
shielded from the ion beam. No errors in the TM& &ngine were recorded.

Proton testing used beam energies of 49.3 andM&\h Testing was primarily
performed at 60 MHz using the PLL bypass mode,esthe PLL is difficult to
shield from proton upsets and errors here at thekaoot could propagate to all
TMR clocks. The total fluence was 5¢0protons/cr for most tests. No upsets
were measured in the TMR circuits in any protortsteshich were performed at
Vpp=1.0,1.2and 1.4 V.

3.4 LIBRARY ABSTRACTION AND CHARACTERIZATION

Although the cell library used here is designedCedence, the synthesis and
APR tools cannot directly read the cadence databimstead, the cells need to be
converted into a format that the tools can readkst,Fthe layout needs to be
abstracted and a .lef file generated. This filks thhe APR tool the dimensions
and location of areas in the cell where there &ekiages that prevent routing, as
well as the location of pins. It also handles gisirike cell pitch and specifies
where cells can be placed.

Second, the cell schematics (updated with propexsgias) are used to create a
lib file. This file describes the functional lagof each cell, and the delay as a
function of input slope and output load for eackpatipin. The .lib file is used in
both the synthesis tool and the APR tool to cateuldelays and perform

optimization.
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A. Abstract Generation

The abstract tool comes as part of Cadence, andeeahthe libraries directly.
However, for the 90nm IBM process used here, there some issues with the
technology file in our first attempts to create astract. To fix this, a hand-
edited tech file is used. Since this file is notirely compatible with other tools,
the library is copied into a completely separatekivg directory and the abstract
program is only allowed to manipulate the copy, that original. Each time the
cell library is copied over, the modified tech &by has to be reattached before
cells can be processed.

The abstraction process then proceeds in a faidgdard manner, with the
exception that TMR cells are separated into thein @ection and “site” in the
output file. The output file is modified at thedeto give this site a different cell
step of 9.6 microns, to match the power and vowirg plan discussed in section
3.3c and shown in Fig. 3.11. This is necessamngure that the APR tool lines

up the power and voting wires when placing thescell

B. Cell Extraction

Although the characterization process discussenibean be run on any netlist,
more accurate results are obtained if the neflisipdated with extracted parasitic
values from the layout. Calibre PEX was used ttvaex the annotated netlist
from the layout. However, the extraction tech fileat properly recognizes
annular gates does not work with recent version€alibre, so all of the cells
need to be extracted with an older version of @alib Although this seems

straightforward, it is difficult to script within &lence. Instead, a custom CAD
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tool was created to run batches of cells througK.PEhis tool grabs the proper
files from the temp directory, created from runningpre recent versions of
Calibre LVS or DRC on the cells, then sets up PEX euns it on each of the
cells. Finally, it combines all of the netlistdara single file, to make for easier

import into the characterization tool used in tleatrsection.

C. Library Characterization

In order for the synthesis and optimization to@swtork with a library, they
need to know the timing of signals passing throagbh cell in the library. The
characterization tool runs simulations on each tilgoutput path in order to
determine the speed at which signals propagate, ¢bedenses this data into a
Jib file for other tools to use. For this pap&ncounter Library Characterizer
(ELC) was used for this process.

Although this tool is easy to set up and use,lieseheavily on gate recognition
algorithms, which cannot handle a TMR flip-flopt does not understand the
voting construct in the slave feedback, and simeeilations are typically run by
changing one signal at a time, it is very likelyhve an input signal voted out as
it tests permutations. The solution to this prabis to characterize only a single-
redundant version of the flip-flop, with the slakach voting circuitry removed
and the non-voting scan feedback as the only p&thce the slave latch has very
little impact on the overall flip-flop timing, thisxhange results in accurate
numbers without a complex setup. This same celaes used in the synthesis
and APR tools as a stand-in cell until it is cote@érinto the full TMR cell later in

the process.
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3.5 CHAPTER SUMMARY

The design of a RHBD library can involve the usemainy different hardening
techniques. TID and SEL hardening is requiredverg single cell to prevent
excessive leakage and latchup issues. SEE hagdenmitihe flip-flops requires
careful consideration of the power and speed pesalif varying techniques.
Once these steps are complete, it must be anafymbdharacterized before it can
be used in the synthesis and APR tools discusséideimext chapter. The end
result can be improved with careful consideratibmaw the synthesis and APR

tools operate, as well as the strategies usednd pkaced layout.
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CHAPTER 4

AUTOMATED TRIPLE REDUNDANT WORKFLOW
Once the cell library is abstracted and charaadrinto .lef and .lib files, the

library can be used in synthesis and Auto-Place Rwdite (APR) tools.
However, there are no commercially available tdb&t can properly handle the
conversion of single redundant VHDL code into TMRdis using this library
design. For this, a set of custom CAD tools andpacific workflow was
designed to automate the process as much as @sdibkese custom tools work
together with commercial synthesis, APR and timamglysis tools to create a
hardened block from VHDL code that doesn’t need awareness of the TMR
checking.
4.1 CUSTOM CAD TOOLSET

Since the workflow used in this process uses sewdifeerent tools from
different vendors, a set of custom CAD tools wasat¥d during this project in
order to ensure these tools work together propeflgis entire workflow is then
organized into a set of directories that containsdiles and working directories
for all of the tools. The file structure for theotset is shown in Fig. 4.1. Note
that each CAD tool has a “reference” directory undath it, as well as
directories for each VHDL block that is processethe workflow initialization
script (found in the base directory) creates thaisectories automatically, and
copies over each of the scripts and setup filed bgehe tools. Since the scripts
often require the name of the VHDL module be ineldidn various commands,

the module name is defined at the top of all ssrigmid this variable is used
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Base

» Common | Reference Files
Direc".ory (.lib, .lef, etc.)

) J

RTL
Compiler

A

Working T Working T, Working T,
Directory » Directory » Directory »

Fig. 4.1. File structure used during the bloclelesynthesis workflow. Each tc
and block has their own working directory to maimtaeparation between rt
and allow individual taildng of blocks if necessary, while reference fitesthe
library are stored in a common location.

Encounter Primetime

Reference Reference Reference

Working
Directory
Template

Working
Directory
Template

Working
Directory
Template

throughout. Then, during initialization, the ialization script modifies this line
to the new block name as it copies over the fil&mnce each block has its own
run directory for every tool, files in these dir@ies can be modified for block-
specific commands if necessary, without interfesiitip other blocks.

Once all the files and directories are createceraes of “walkthrough” scripts
are run in order to guide the user through thessteressary to run each tool.
Each walkthrough tool has a Graphical User Interf@@Ul) that takes the form
of a list of steps and commands, where each stgg#m be automated is a button
and each step that must be run inside the todtherean entry that can be copy

and pasted or directions to a menu command thabeaelected inside the tool.
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Walkthrough list for block: reference
Sieps: RTL compiler

Run RTL Compiler

File-=Source Script-=rtli.tcl
Sanity Check Schematic
File-=Source Script-=rti2.icl

Bitblast File

Copy Files to next step

Exit

Text Walkthrough

P

Fig 4.2. Walkthrough GUI for the synthesis step. Acfi@nd scripts that can
run by the GUI itself are presented as buttons|endmtions that must be taker
the tool are presented as a list.

Fig. 4.2 shows the walkthrough GUI for the synibiésol, which is one of the
simplest sections of the workflow. Note that addamd modifying sections from
the walkthrough is easy, since the GUI is run smaple perl script that spawns
additional tools from the command line as need@dce the user has designed a
new tool, several lines of code are all that isassary to add the new tool into the
walkthrough GUI.

As the workflow progresses, the walkthrough GUIlaiko keep track of the
actions taken. As buttons are pressed, they eh#mgr background color to
green as a reminder of what step the user is dlyrem, and this also changes the
color of all the labels above the button (See Big). This color change helps

keep track of which steps have already been damesnsure that nothing is

skipped by accident.
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Walkthroughl

Walkthrough list for block: reference
Steps: ATL compiler

Exit

Text Walkthrough

A

Fig. 4.3. GUI status indicator for the syntheséps Since each button before
“Exit” button has been pressed, the steps havetlingid background changed
green.
4.2 SYNTHESIS

The first step in producing a TMR block is syntisesvhich takes the VHDL
code and converts it into a netlist that uses dhé cells present in the cell
library. For this process, we used Cadence RTL @lem(RC). Both the original
VHDL code and the synthesis output are non-redundesuits, and thus need no
knowledge of the TMR scheme in order to work prope&consequently, standard
soft intellectual property (IP), such as soft-coresn be used and the synthesis
methods are almost entirely the same as for non-TéBuitry. Since the

synthesis is non-redundant, the TRSCMSFF versidimowt the voting slave latch

feedback path is used, as mentioned in section 3.3c



Each block has very specific timings that must bet m order to reach the
desired operating frequency, and providing thisrmfation to RC is one of the
most finicky tasks in this section of the workflolRC can read timings from .sdc
timing files or the timing paths can be set dineatl the .tcl scripts, but figuring
out what the actual timing should be can be difticdf the timing is too lax, RC
will stop optimizing the path once it meets speat] the block will run slower
than it should. If the timing is too tight, evepath will be optimized towards
speed and not power, and the entire block will ibedf with low-V; transistors,
causing a significant increase in power usage.

Since for the test design we care more about sieedpower, the first attempt
at setting up timings was to give all paths the esamwerly-tight timings in the
script. Later attempts with .sdc files also workedt since the .sdc file was
generated at the top level, there were severalsptitat ended up not being
correctly constrained. Since these paths wentugireseveral blocks, the slack
they had at the top ended up being given to eatikidual block, resulting in the
path being significantly under-tuned. While thencbe fixed intelligently with
manual adjustment on these paths, the easierffithétest design was to tighten
up all of the timings and live with the increasgpower usage.

Once the netlist is fully synthesized, the finapst in this workflow section
adjust it for use with the next set of tools. Timal lines of the tcl script used by
RC flatten the netlist. This ensures a unique;torene relationship between an
instance in the netlist and an instance placedjubi@ APR tool. This correlation
ensures that when the TMR stand-in flip-flops neete replaced with the fully
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TMR flip-flops, they can each be changed individiu&d their proper cell version
with the correct wiring (as discussed in SectiddcB. The “uniqueify” command
could also be used for this, but a completely fiatlist is easier to parse and
simplifies the custom triplication tool (discussadsection 4.4).

Additionally, an issue arose with instance nameshm netlist. Encounter’'s
placement file adds extra characters (some of whieh non-printable) to its
placement file when it finds that an instance ig p& an array (i.e. its name is
followed by brackets and a number). Although thglitation script could be
modified to parse these extra characters, it iseeds remove instance arrays
during synthesis. This process of converting arr@ysingle instances is called
“bitblasting.” Using the “bitblast constants” corand in RC ensures that each
instance in the netlist is defined separately, ewben part of an array. Then a
separate CAD tool processes the netlist to bitlkesinstance names.

4.3 PLACEMENT

The next section of this workflow is placement atimization to create a
single-redundant placement file. For this, the kflow uses the Encounter tool.
The placement section of the Encounter WalkthroGgH is shown in Fig. 4.4.
This GUI can be further separated into the floarpkection and into the
placement and optimization section. All of thesenmands are processed with

the single redundant version of the netlist.
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Walkthrough2
Walkthrough list for block reference
Steps: Encounter

Run Encounter

File-=Import Design
Power-=Connect Global Nets
Floorplan-=Specify Floorplan (Adv. Bot Orient)

IspecifyScanChﬁin scan -start scan_in -stop sce

!scanTrﬁce

Check density with placement
Edit-=Pin editor-=Unassigned
File-=Save-=Floorplan

Spread Floorplan

File-=Load-=Floorplan{_spread.fp)
Place-=Place Standard Cells
Place->Tie Hi'Lo Cell->Add
Optimize-=0ptimize Design(pre-CTS)

source Jklk_commands.bat

Optimize->Optimize Design(post-CTS)
File->Load->Floorplan {_filler.fp)
Place-=Physical Cells-=Add Filler
File-=Save->Place
File->Save->Netlist
Exit Encounter

Run main TR script |

ReRun Encounter I

Fig 4.4. Walkthrough GUI for the placement sectidrthe workflow. The mol
complicated commals that need to be run inside the tool's commane &r
stored in entry boxes, allowing easy copy and pgsti

Generating the initial floorplan uses a standatdo§e&eommands for this tool.
The major difference is that the height of the fldan needs to be a multiple of 9
cell heights in order for the custom CAD tools tmeert it properly. Once the
dimensions are chosen, the scan chain is defirmgempsettings are applied, and
the floorplan is saved.

The final floorplan step is to run a custom tocdhttlyenerates “spread” and
“filler” versions of this floorplan. These filegeabased on the initial floorplan,
but the height is expanded by a factor of thred, the valid placement rows are

grouped in sections that represent where they béllin the final triplicated
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Fig 4.5. Initial cell placement. Gaps in betweetiscprovide spacéor the twc
other redundant copies. The extra spacing enshatghe tool comprehends
correct routing distances.

design. The “spread” version has 8 rows per sediad is used for placement
and optimization of standard cells. The “fille®rgion has 9 rows per section and
is loaded after the design is fully placed androped to allow the placement of
filler cells in the & row of each bundle. This row is thus guaranteeblet filled
with only filler cells, providing the necessary sppay between different copies of

the triplicated logic.
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The circuit is then placed as normal in the allogilacement stripes, and the
circuit is optimized using the standard Encountemmands. The resulting
placement is shown in Fig. 4.5. Since the gapsetween the placement stripes
are the correct size to be filled with the two diddial copies, the routing lengths
between cells are correct and can be used duritigriaption to estimate the wire
load properly. This added wire load is critical arder to get reasonable
optimization out of the tool. Note that clock tregnthesis and post-clock
optimization (including hold time fixing) are paut this process, but there is no
easy way to do post-route optimization becausdanguinly occurs with the full
triplicated design.

Once the design is fully placed and optimized,filer floorplan is loaded and
filler cells are added to create the final singeglundant placement. This
placement file is then saved, along with the matgloptimized netlist. These
files are then fed into the custom triplication CA@bl discussed below. The
encounter program is then closed, since its stabased on the single redundant
version of the netlist, which cannot be convertedtriple redundant without
restarting the tool.

4.4 TRIPLICATION

In this transition step, the floor plan file, thellgplacement file, and the netlist

are all modified to be TMR using a custom CAD to@ecause this occurs only

on the save files, no integration with Encounteepuired.
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A. Floorplan Parsing

The floorplan file modifications are the most ggrgforward of the three files.
Most of it is irrelevant to the triplication prosgswith only three sections that
need adjustment: the headers that determine biaek the valid placement row
definitions, and the wire routing definitions.

The first modifications take place in the headard eonsist of adjustments to
the floorplan size. Since the “spread” floorplanused as the basis for this file,
the size is already expanded 3x. However, becatibew the power wires are
set up, power vias need to exist at the edge ofctiye. Encounter’s default
settings do not place power vias outside the blocindaries, so it will shift
power vias slightly on the edge. Moving these \ghsts their alignment to the
vias already present in the standard cells, whaimses DRC errors. Although
this can be changed in the tool, it is easier teehhe triplication script extend the
borders of the block by 0.2 microns to allow pleofyspace for power vias inside
the block dimensions.

Additionally, since the block is in a multiple ofréws high, there is a chance
that the top row will end on an N-well boundaryhwnly filler cells connected to
it. Since ending on substrate is preferred foramsgign, the CAD tool detects this
condition and decreases the size by 1 row. It 8edn this reduced height as a
maximum for the placement file parsing discussddwbeso that any cell higher
than this maximum is removed. This modificatiosumes a consistent top border

for the block.
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To convert the allowed placement rows to the trigldundant version of the
floorplan, most of the previous section of the fdediscarded and the section is
regenerated. Since the dimensions of the blockmaog/n and the rows need to
completely fill it, it is easier to recreate thiscon than modify it. Rows are
generated with both the “core” site and the “coréTdRe with the proper
orientation and length such that the entire blacklied. These rows fill in the
gaps present in the “spread” version of the floamplith valid locations for the B
and C copies of the design.

The final floorplan section that needs to be medifis the routing section. This
section defines the allowable wires and metal gitside the block for each metal
layer. If this section is left as is, only the tooh third of the block would route
correctly. To convert this section to its TMR vers simply lengthen the
definition for each vertical wire and add threedsithe number of wires for the

horizontal metal layers.

B. Netlist Parsing

The current implementation of the netlist triplicat is surprisingly simple.
Since the netlist is flattened during its exit frdhe synthesis tool, parsing only
needs to consider each wire and instance on its olms means that large files
can be parsed without additional overhead, sintg afew lines are processed at
atime. As the CAD tool traverses the file, ithsat each input, output, wire, and
instance statement. All wires and nodes are autoatlgt triplicated, but

instances are first checked against a list of TMilsc Standard cells are
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triplicated, but TMR flip-flop cells are instead roerted into their respective
TMR version.

However, this conversion is a two-pass process.e ulegacy issues, the
netlist is parsed before the placement file, soethe no placement information
available when the netlist is parsed. Thus, tienmo knowledge of which cell
name to use in order to properly align the votinges: Instead, an intermediate
netlist is generated with placeholder cell namadinal pass after the placement
file has been parsed looks for these placeholdenesaand references their
location in the placement file in order to find theal instance name in the

finished netlist.

C. Placement Parsing

The placement file used by Encounter consists wérsé¢ different parts to
define the relationship each cell has in the nétisrarchy. Parsing this file line-
by-line is impractical, so each section is firshdeand stored in an array, then
these arrays are modified as needed. Similarlyht netlist parsing, each
placement entry is checked against a list of TMBftbps. Combinational cells
are triplicated with their copies moved up 9 andcéB heights, while TMR cells
are left in the same location but converted topgraper TMR cell name. At this
point, the location of each TMR cell is known, $® mame can be converted to
align the voting wires based on its row in the gesi

In the current design, TMR cells also have theiergation adjusted to match
the way they fit together when they were first dasd. Since the orientation of

the original design flipped each sub-cell instefflipping the entire cell, it needs
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Run main TR script

ReRun Encounter

File-=Import Design (Default_TR)
File-=Load-=Floorplan{_TR)
Power-=Power Planning
File-=Save-=Floorplan(_power)
File-=Load-=Place (_TR)
Route->MNanoroute-=>Route

source Jextract script.xt

Timing-=Extract RC (.= pef)
File-=Save-=Houte
File-=Save--GDS/ocasis (*.gds2)
Exit Encounter

Prepare netlist for LVS

Copy Files to next step

Exit

Text Walkthrough

Fig 4.6. Walkthrough GUI from the routing sectiointhe workflow.

the cell to have the default “R0” orientation sattit matches properly. This can
cause some confusion and extraneous warnings leguiacement file is used in
Encounter, but since Encounter doesn’t need taitthue placement after this step
is done, these warnings can be ignored.
4.5 ROUTING

After the triplication tool modifications are conmspd, the block’s logic is fully
TMR and TRSCMSFFs are used throughout the desigiote that both self-
correcting and non-self-correcting transparenthiesccan also be used.) Since the
only parts of a circuit that need to maintain catinode spacing against charge
collection are the transistor drains, the wires ehano radiation hardening

restrictions and standard routing methods may [@el.uEncounter can thus be
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Fig 4.7. A section of the final layout. The righide is fully filled witf

TRSCMSFFs to re-create the macro block shown in Eig3, while the left
intermixed with combinational logic while retaininignsity.

restarted with the TMR placements and netlist totgopower wires and
interconnects. The second half of the Encountdktiveugh GUI is shown in
Fig. 4.6.

After the placement file is loaded, the locatioreath cell is fixed while routing
is performed. This also means that post-routarapétion is impossible with the

current implementation. The final routed desigentinas its parasitics extracted
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Fig. 4.8. A section of the final layout. Three different cepiof the same loc
with TRSCMSFFs connecting them together. This secBosparsely populat
and omits spacer cells to highlight the pattertripficated cells.

for use with the timing tool (discussed in the ngxttion) and the design is saved
as a .gdsz2 file for import into Cadence.

A final series of custom CAD tools are then rumémdle interfacing this output
with the next steps of the workflow. First, therN@y netlist is converted to
Spice (using the “v2Ilvs” command) to make it eafverthe LVS checking tool to
read it. However, we use decap cells as fillettlies design, and these need to be

added to the netlist. Thus, a second tool is usetbunt the number of decap

cells in the .gds2 file and append the proper nurobeells to the Spice netlist.
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Finally, a third custom tool is run on the Verilogtlist to convert its bus style
into one that is readable by primetime. In the €&me series of tools (including
Encounter and RC) it is valid to define a wire loag bit at a time, but this causes
errors when importing the netlist into primetimeThus, these single bit
definitions need to be merged together into ondirbildefinition.

The final result of this walkthrough is a set dédi that can be imported into
Cadence for layout checking and final output, al a® a netlist and parasitics
file that can be used in Primetime for timing asay Example sections of the
Cadence output are shown in Figs. 4.7 and 4.8.righé side of Fig. 4.7 consists
of fully packed flip-flops, re-creating the origimaacro block shown in Fig. 3.13,
while the left side consists of intermixed flip4iil® and combinational logic with
no loss in density. Fig. 4.8 is sparser and spae#is have been omitted to
highlight how cells patterns are triplicated.

4.6 TIMING ANALYSIS AND VERIFICATION

Although the output from encounter is functionadlgrrect, the difficulty in
directly adding the triple redundant version of fTHeRSCMSFF to the .lib file
makes generating the final timing analysis problgenaithout using a separate
tool. Additionally, a separate timing tool is aftesed to provide more accuracy
and standardization across a project. Thus, adustom CAD tool was added to
the workflow to handle timing analysis.

Post route timing analysis uses Primetime, andussom tool GUI can be seen
in Fig. 4.9. The standard project timing flow casused almost unaltered on the
triple redundant netlist annotated with parasitioting data. However, the netlist
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£4  walkthroughs

Walkthrough list for block reference
Steps: Primetime

Process Netlist

Run Primetime

Run Primetime (no clock signals)

Capy/Mod Lib File

Exit

Text Walkthrough

Fig 4.9. Walkthrough GUI from the timing verifican section of the workflow.

references the triple redundant versions of theGRSFF which have no .lib file
entry to give its timings. There are two ways tothis issue. One involves the
more complicated library characterization setupusised previously, in order to
add these cells to the .lib file. However, it imgler to append a supplemental
netlist to the end of the routed one, which linksle TRSCMSFF to three copies
of the stand-in characterization cell. This adpett is performed by the “setup
netlist” button in the GUI. The “copy/mod lib fildutton adjusts the lib file for
further synthesis in a case where the VHDL is awdrénhe triple redundancy.
This will be discussed further in section 5.2.

As a final step, the final netlist is put throughifaamal verification tool and
simulated with logic vectors to ensure that it fumes the same as the HDL input
file. Since this verification step is performedthe TMR version of the circuit, it
will catch errors introduced by the custom CAD témdic and can also provide

confirmation of the static timing analysis results.
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4.7 CHAPTER SUMMARY

An automated triple redundant workflow is difficolt impossible with standard
off-the-shelf CAD tools. However, using a custorAlCtoolset, these tools can
be integrated into an effective design procesg. &0 shows the detailed block
diagram for this process, including the tools usedhis specific implementation
of it. This workflow utilizes single-redundant, herdened versions of the logic
for synthesis and placement, then converts theclogo TMR for routing and
timing analysis. Although the tools used in thiample were RC, Encounter and
Primetime, the workflow can be modified to work kvinost commercial tools.
However, though this block itself is TMR, eventyatlwill need to communicate
with either the outside world or sections of thécinat are not hardened in the

same manner. These connections will be discussbe@ next chapter.
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Library . .
o Library Abstraction
Char?étfg)zatlon (Cadence Abstract)

lib file

Block Level

I
| I
| Workflow |
I
: - First Pass with |
Synthesis Single APR Tool: |
(RTL Compiler) Rerilur}dant Placement |

| etlist (Encounter)

| I
| I
| Optimized Single Single Single |
Redundant Netlist Redundant Redundant ) |
| Placement Floorplan |

I
| I
| I
I

I
| Custom CAD Tool |
I |
| I
| I
| Triple Triple Triple I
| Redundant Redundant Redundant I
| Netlist Placement Floorplan |
| I
| I
I

I
| Second Pass with Final |
I APR TDOI LEI_\,-'Dut I
Routing |
| (Encounter) |

I
| Y |
I
| Timing Verification LVS "?‘.“d [.)RC |

| (Primetime) Venﬂg:atm-n

| (Calibre} |

Fig 4.10. Fully detailed block diagram listing ttomls used for each step and
important files that are passed between programs.
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CHAPTER 5

INTEGRATION WITH NON-TMR CIRCUITS
Although the TMR hardened workflow operates well & own, it will

eventually need to communicate with either the idatsvorld or with sections of
the circuit which are not hardened in the same maninterfacing with external
circuits without the loss of hardening requireseéalrconsideration of how errors
can be introduced and which methods are effectipgeventing them. The exact
structure of this interface depends on the typ&éastiening present in the other
domain and whether that domain is within or outsitithe chip.

5.1 INTERFACING WITH OFF-CHIP LOGIC

If the entire chip is to be hardened using this TREBthod, the workflow can
often be used with little alteration. The commak¢ools have the ability to use
input and output pins in their designs, so the ongjor change is to add pad cells
to the library file to allow for the creation ofgad ring. However, inputs and
outputs from the chip are rarely triplicated, stogfmust be made to ensure that
errors do not appear at the input or output pifkis hardening can be done by
modifying only the pad cells themselves.

For output pins, this hardening is done using Zhadd drivers for the output
pad, each of them large enough to drive the padsoawn and each spatially
separated from the others. Thus, if one copy efsignal entering the output pin
is affected by an SET, the other two will overpowerdrive strength and drive
the pin to the proper value. This driver contemtoan waste power and shorten

transistor lifetimes, but errors are expected tadre enough that this effect is
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negligible. Additionally, the output drivers negal be large enough that their
output capacitance makes them SET-immune. Thisuiniy is often the case
with standard output pad drivers as well, so itallsurequires very little
additional design work.

For input pins, the major concern is that the Eadplit off into three internal
signals as soon as possible. Care needs to be takensure that there is no
unhardened node that can be hit to cause erroBsasrmore copies of the signal
and that each copy is spatially separated fronothers. The input pin itself has
a large capacitive value which makes it resistanSETs, but as soon as this
signal is propagated to on-chip transistors it bee® vulnerable.

To integrate hardened pads into the workflow, thegd to be treated similarly
to the TMR hardened flip-flops. Thus, they shdogdsynthesized with a stand-in,
single redundant version of the pad, then conveudetie TMR version of each
pad during the triplication phase. Small changssdnto be made to the custom
CAD tools to account for pad ring locations in ft@rplan file and to prevent
triplication of the output nodes. However, thaisture of the workflow remains
the same.

Alternatively, the pad ring can be built by handldhe TMR logic created by
this workflow used as a sub-block. This requirdditonal VHDL code to wrap
the single redundant logic in a TMR wrapper as \aslla standard APR step to
wire the pad ring and logic together. This metfeodlso used to connect to non-

TMR logic on the same chip, which is discussederrin the next section.
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5.2 INTERFACING WITH ON-CHIP LOGIC

If this TMR workflow will be used only for part ahe logic on the chip, the
VHDL needs to be designed to match the output ef workflow. Thus, a
wrapper is added around the single redundant VHRdt torresponds to the
changes that the TMR workflow makes during thditgtion process. In order to
maintain the block hierarchy, this wrapper hasefaresent a precise match of the
triplicated signal names and logic. Thus, the weapnust contain three instances
of the original VHDL code and the wires that cortntgeir inputs and outputs to
the wrapper interface. The naming of these pims l@a defined in the custom
triplication CAD tool, but the default is simply pgnding “A”, “B” and “C” to
each pin name. Since this block matches the outptite TMR workflow, this
wrapper cell can then be inserted into arbitraryDiHode and used as needed.

Setting up a consistent naming scheme for thesekbls essential to avoid
confusion. In the example chip design used in gaper, the single redundant
block always ends in the letters “ST”, while the RMersion of the same block
ends in the letter “C”. In theory, the workflowaid automatically change this
name when it performs the triplication step, bug tomplicates some of the file
parsing. Instead, a combination of hand edits sorgpts is used to change the
block name on all the output files.

Additionally, care should be taken with the logicansure that data enters and
leaves the TMR hardened areas safely without msBE data corruption. Even

if the data is traveling from one hardened arethefchip to another, the interface
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itself can be vulnerable to SEEs. An example ttamsfrom dual-redundant
logic to TMR logic is discussed in the next section
5.3 EXAMPLE CHIP INTERFACES

As part of the testing process for this workflowwas used in several sub-
blocks in the Highly Efficient Radiation-hard Migmocessor Enabling Spacecraft
(HERMES) processor design. This processor is basedthe MIPS-32
architecture and designed from the ground up toalere of hardening
constraints. Since it uses custom code, it cdizeitseveral different hardening
schemes for differing areas of the processor. dhahemes fall into three
general categories: 1) synthesized TMR utilizing tthescribed workflow 2)
synthesized dual-redundant logic and 3) “semi-gustcache blocks. The TMR
sections of the chip are used primarily to storkiesm and logic that has to be
correct at all times, i.e. the architectural statéhe machine. The dual-redundant
blocks are “speculative” processor states thatezmily be flushed and restarted
from a known good state. The cache is built froamdiplaced logic utilizing
error correction coding, but it also uses automateding to connect different
sections together. In practice, the cache and TitiRks are generated and
abstracted at the block level, creating hard mathas are placed on the chip.
The dual redundant sections of the chip and the@ecions between the blocks
are then synthesized and placed as a sea of gatesrsding these macro blocks.
Partitioning is used to ensure that the A and B ceadundant copies are separated

enough that no single ion can hit both of them.
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The advantage of this approach is that each amaysas hard as it needs to be
and uses dual redundancy for the majority of thekth pipeline to save space
and power. The tradeoff for this is that the VHDhde needs to be completely
custom and this code must understand the interectietween each of the

hardening domains.

A. Dual-Redundant Interface

Since the dual redundant sections have detectaldesebut not correctable
ones, it is designed such that all the dual redoindactions can have their data
flushed and reloaded without permanent data I3$8s mechanism mimics how
normal processors handle branch prediction failurése data in transit through
the dual-redundant datapath is speculative, soahly committed at the end. If it
is discovered that an error has occurred, the d#tdp flushed and restarted from
the last known good state.

When interfacing TMR logic with this scheme, corireg from the TMR
domain to the dual-redundant domain is straighttsdv Two of the TMR
redundant paths are sent to the dual redundant, lagd the third path is left
unconnected. However, when this data flows theosi@ direction, from the
dual redundant region to the TMR region, it needsatld an extra layer of
redundancy. If one of the inputs were to be fad two copies of the TMR flip-
flop, this duplication of a possible error wouldoal that input the power to
outvote the other one. Instead, each input is exded into its own set of TMR
flip-flops. This means that a single logical valeeds up being stored in 6

separate storage nodes. Once the value is eb&blim the TMR domain,
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Fig. 5.1. Translatiofirom dual redundant to TMR domains. The dual rekdumn
signals are triplicated and stored in the TMR fligps, then checked for dt
redundancy errors after the inputs are safely dtoré¢he TMR domain.

checking is performed to ensure that there was um dedundant mismatch
before one of these copies is discarded and ther éipt. If a mismatch has
occurred, the new data is not stored in the neagestand the du al redundant
pipeline is restarted. Fig. 5.1 shows a diagrammoo¥ this checking is performed.
While storing a value in 9 separate storage nodemgl the conversion may
seem excessive, running the checks in the TMR domsarequired in order to
avoid errors in the dual redundant domain. Siheeetis no easy way to control
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where the APR tool places the checking logic indhal redundant domain, the
checking logic could easily be placed such th#& tbo close to one copy of the
dual redundant logic, thus making it vulnerableatoion strike. Additionally,
although the VHDL logic might work properly, buffecan be inserted by the
APR tool that do not show up in the code itseffthése buffers are inserted after
the checking logic but before the TMR region, tloay be hit by an ion strike,
which corrupts the data. Once the data entersTMB domain, there is more
control over where these vulnerabilities can ocamd these types of errors can
be suppressed. Even if the data and the checkragitcare hit in the TMR

domain, only one copy will be affected, and it viaé voted out in the next stage.

B. Cache Interface

Since the cache has its own hardening scheme ¢has ron error correction
logic, the interface between TMR logic and the eashalmost entirely based on
the custom cache hardening. In the example process data is directly sent
from the cache into TMR domains. Instead, therfate runs through dual
redundant logic and uses the same hardening sclasmbe dual redundant
interface discussed above. When data is sentetoabhe from the TMR logic, it
only uses 2 of the 3 outputs. One is used to wvihigecache, while the other is
used to check the data. The data storage in ttieeda interleaved to separate
vulnerable bits and to ensure that error correctimthes can correct any SEUs on
the RAM cells that are used to store the data. dHdacement is used to ensure

that the write logic is spatially separated to pr@vSETs from writing incorrect
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data into more than one bit. Single bit SETs anwhite logic can be corrected
using the same mechanisms that correct SEUs.
5.4 CHAPTER SUMMARY

Communicating and interfacing between hardeningalosis critical for a chip
to work in conjunction with larger structures antler chips. Off-chip interfacing
can be handled primarily with modification to thadpring cells, and the TMR
workflow can be used with very little alteratio®n-chip interfaces can use the
workflow as-is, but require more awareness of hashedomain must be handled.
The conversion between domains can add risk if lednonproperly and often
requires additional space and timing consideratiorfSor the example chip
discussed, the overhead added for transitionirtheol MR region is significant,
and the impact of this overhead will be discussadhér in the concluding

chapter.
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CHAPTER 6
CONCLUSION

The TMR synthesis workflow described in this papeovides a low power,
high speed method for hardening circuits. Althougplicating the logic and
storage nodes also triples the area and powefati¢hat this hardening method
does not require delay elements and is easily clgaked makes power
consumption extremely competitive with temporal desning methods. Since
there are no delay elements in the paths, thereomlse parasitic speed losses
when compared with a standard master-slave flip-fldhis reduced delay gives
a huge speed advantage over temporal designs mnoves scalability issues that
can limit temporal operating frequencies on newec@sses.

This workflow relies heavily on commercial softwdomls for its synthesis and
APR functions, but does not directly communicatehwihem. All of the
workflow-specific functions are handled throughtedj save files, which makes
the workflow easy to adapt to different sets oflsodHowever, since the tools
were not designed with this workflow in mind, theying their own sets of
limitations with them.

6.1 TOOL AND WORKFLOW LIMITATIONS

One of the biggest strengths and weaknesses afutinent toolset used is that
placement cannot be adjusted once the circuitpgbcted. This fixed placement
ensures good separation between vulnerable nodgsabiyng identical nodes 8

cell heights away from each other, but it also prés the use of post-route
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Fig. 6.1. Placend Route Boundary issues. The correct prBounidamsyr for the
TMR flip flop is shown in (a), however, the toolsad require that this layer b
single continuous polygon. Thus, it discards twWdhe three polygons, leavi
just the A boundary, as own in (b). To prevent having structures witt
prBoundaries, the prBoundary layer is modifiedhe standard cell, such tha
encompasses all three copies, as shown in (c).

optimization. In theory, such optimization is pbss, but the limitations of the

tools hinder its use.

A. Place-and-Route Limitations
The most prominent element of the tool limitatidrows up in how the cell

boundary is defined and used. The cell boundasgri®es the outline of the cell,
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and defines the area each cell requires. In tihgiore of the tools used for this
paper, this cell outline must be a contiguous patygo that the cell is considered
one solid object. With the TMR flip flops, howeyéehe cell boundary should
consist of 3 separate rectangles that are notthireennected together. Since the
tools do not properly recognize this, they createlaboundary that encompasses
these rectangles and the area between them, asishdwg. 6.1. When these
rectangles are used in the current workflow, theate overlap errors with every
cell that is placed in between the three parthef MR flip-flop. If placement
optimization is attempted once the triplicationpste complete, the tool attempts
to fix these overlap problems by moving these calsy from the area between
TMR flip-flop copies, creating either a dysfunctadndesign or a badly sub-
optimal one. Thus, the placement generated from $imgle redundant
optimization must remain exactly as is, and thegerlap warnings must be
ignored.

If this cell boundary overlap issue were resolvgatjmization after triplication
would still not be straightforward, because by d#fthe tool would intermix the
separate copies of the circuit and destroy theapsgparation necessary for the
hardening. This problem might be fixable throughtiganing in the tool to
separate the different copies into proper stripasthis possible solution is made
difficult due to the flattening of the netlist. @AW MR flip-flops cross between the
copies to perform voting, which makes it diffictdtassign instances in the netlist

to specific copies based on netlist hierarchy.
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A more complex but reliable method of allowing posiite placement
adjustment is to use a custom CAD tool to tripkctite cell library and .lef file to
add differently-named “A”, “B” and “C” copies tolahe cells. These cells would
then be restricted to different sites in the .l f In the triplication process, these
sites could then be set up in the floorplan to terethe proper interleaved
structure. Next, when cells are triplicated in gi@cement and netlist files, their
cell name as well as their instance name woulddpested so that they match the
proper copy of the circuit. The end result wouddtbat cells that are assigned to
the “A”, “B” and “C” copies can only move within ¢hrows restricted to that
copy, since only those rows have the proper flasr@ite. Thus, optimization
could move cells as desired while still ensuringt tihey are separated by at least

1 row of spacers.

B. Hierarchical Netlist Limitations

The current TMR flip flop design uses 8 differestls to determine voting wire
locations, based on the row that each cell occupfdthough this works well, it
requires a one-to-one correspondence between andilé placement file and a
cell instance in the netlist. Hierarchical neflidbreak this relationship by
allowing the same sub-block to be instantiated ipleltimes, potentially causing
naming collisions if the same instance definitisnused in two different rows,
thus requiring two different names to define theing wires. As a result, the
netlist must be either flat or “uniquified”. Fomarfer hierarchical designs,
however, this can provide severe penalties to gging speed when designing a

circuit and checking it for errors.
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The only solution to this problem is to use a tletit does not care about row
position, and can be converted blindly without negdo adjust its name. A
macro block such as the one used in the originsigdeof the cells fixes this
problem. Unfortunately, this adjustment creates esaogsues of its own. The
characterization and synthesis tools have to besat such a way that they can
understand that there are 8 separate copies akethavhich was difficult on the
tool version used at the start of this project. difidnally, using a macro block
wastes space unless the entire block is usedhlyfaosingle flip-flop is needed, 7
of them will be wasted, yet still take up space aerdd to be created and tied to
ground properly. Currently, the extra processingetnecessary to deal with a flat
netlist is small enough that the more flexible &nfiip-flop design is preferred
over the macro-block implementation.

6.2 INTERFACING WITH DUAL-REDUNDANT MODULES

In the HERMES processor used as an example fomtbrkflow, we designed
the logic such that it only used triple redundamdyen needed. Thus, areas that
contained only the speculative state of the machieee dual redundant, which
means that they can catch errors but not corremnth In theory, these dual
redundant sections save a third of the space awerp@quired for a fully TMR
design. In practice, however, the conversion betwihese two regions of the
processor absorbed a large enough area that the agaantage was essentially
neutralized. In the HERMES processor design, tMRTblocks take up 1.82
mn?, while the dual redundant area occupies approgiya.5mnf. Of the
TMR region, 0.26 mrhis taken up by the blocks that convert dual redmhdata
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to TMR. These conversion blocks could be compjatemoved if the entire chip
was hardened with the TMR workflow. Since thissaoan be considered lost
because of the dual redundant region, it can becttlr applied to its area cost,
which reduces the theoretical 33% savings dowmtp 28%.

In addition, the code required to address this ghamas labor intensive and
introduced the risk that an SEE on an unanticipatede could cause data
corruption. The interactions between these regiphss the analysis of which
logic needs to be TMR and which can be dual redotdabsorbed the vast
majority of the code design work. Accounting farspible SEE induced errors
was the most time-consuming element, since thegdesimust account for
possible errors on every single node. Additionalere is the risk of missing a
node or critical timing for that node, which camve the chip vulnerable to an
SEE.

Considering the minimal gain and large effort nektteadd dual redundancy to
the chip, it does not seem cost effective in higlalisi Future redesigns of the chip
are likely to do all of the core logic in the TMRm™ain using this workflow and
to add a conversion stage into the cache bloclkenvérting to the TMR domain
in the cache means that it becomes part of theetmademi-custom layout and
allows more care to be used to ease the transaidivViR.

6.3 ON-THE-FLY DECOUPLING

The current version of the TMR flip-flop disablés voting circuitry when scan
is enabled in order to detect manufacturing defettewever, this disable signal
can be separated from the scan enable signal, vdplits the logic into three
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single-redundant copies. Decoupling the copiesnfeach other removes the
hardening from the circuit, but allows it to actthsee separate cores, in theory
processing up to three times as much data. Thisike might be useful if a chip
is only rarely going to be used in a high radiatemvironment, yet still needs to
be hardened periodically. The TMR voting can bé&awed on before entering a
dangerous environment and then switched off aftdration levels have dropped
far enough that an SEE is acceptably rare. Whikefeature depends heavily on
the application in order to make it worthwhile, ted result would be a circuit
that has no significant hardening penalty when inghim this decoupled mode.
6.4 CONCLUDING SUMMARY

Even though the use of this TMR workflow is limitbg the tools used in it, it
still provides significant advantages. Chief amdhgm is that the workflow
requires no special logic considerations for harterand can be run on any
commercial IP, even IP that has no knowledge ofdé@ng on its own.
However, care must be taken at the interfaces leetwlee TMR region and other
regions in order to avoid accidentally opening éngrable area or adding too
much conversion overhead. The current design lier HERMES chip has
highlighted some of these interfacing limitatiobsit future development of the
chip points towards extending the use of this wlorkfinstead of other hardening
methods. If all of these issues are accountedtlier, TMR workflow described
here provides a highly scalable, high speed mefloocautomating hardened

circuit creation. The additional possibility oflaking the decoupling of TMR
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circuits may also provide a huge boost to procgssower for some applications,

making its speed and power on-par with circuit$ &ma completely unhardened.
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