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ABSTRACT

Over the past fifty years, the development of sensors foogichl applications
has increased dramatically. This rapid growth can be ateibin part to the reduction
in feature size, which the electronics industry has picegerer the same period. The
decrease in feature size has led to the production of mialesensors that are used for

sensing applications, ranging from whole-body monitodogn to molecular sensing.

Unfortunately, sensors are often developed without regattbw they will be
integrated into biological systems. The complexities eégnation are underappreci-
ated. Integration involves more than simply making eleatrconnections. Interfac-
ing microscale sensors with biological environments rexgunumerous considerations
with respect to the creation of compatible packaging, theagament of biological
reagents, and the act of combining technologies with diffedimensions and material

properties.

Recent advances in microfluidics, especially the proliferaof soft lithogra-
phy manufacturing methods, have established the grourkd@ocreating systems that
may solve many of the problems inherent to sensor-fluideraxdtion. The adaptation
of microelectronics manufacturing methods, such as Comgteary Metal-Oxide-
Semiconductor (CMOS) and Microelectromechanical Syst@taMS) processes, al-
lows the creation of a complete biological sensing systeth imtegrated sensors and
readout circuits. Combining these technologies is an clesta forming complete

sensor systems.

This dissertation presents new approaches for the designicétion, and in-
tegration of microscale sensors and microelectronics wiitrofluidics. The work
addresses specific challenges, such as combining comimaenafacturing processes

into biological systems and developing microscale sengoteese processes. This



work is exemplified through a feedback-controlled micraficipH system to demon-
strate the integration capabilities of microscale senfmwrautonomous microenviron-

ment control.
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Chapter 1

INTRODUCTION

Biological sensing technology has seen tremendous adwaerds since Leland C.
Clark Jr. introduced the electronic glucose sensor 50 yagws Since his presentation
on electrochemical glucose monitoring, sensors for bicklgapplications have be-
come ubiquitous in our daily lives. The extensive usage allgical sensors is mainly
due to the development of sensors which are smaller, morgatec more sensitive,
and more reliable. These advancements are largely due tis¢haf the microelectron-
ics industry. The advancements in microelectronics hawgralgparallels to the needs
of biological sensing. Smaller feature sizes allow send@sare better matched to the
sizes of the biological features they are measuring. Theilgezontrolled manufac-
turing procedures for electronics also coincide with thsirdefor highly reliable and
reproducible biological sensors. The batch processinghagit yield manufacturing
practices significantly reduce the per device cost of sgmeauction. Additionally, the
advancements in microelectronic circuit technology haveaased the signal readout
and processing capabilities of new biological sensors. figheé of biological sensors
continues to grow thanks to these advances and shows nofsamwong. However,
many of the advancements in biological sensing technolagg been developed with-
out regard to their use within an actual sensing system. igggystems can become
so burdensome, either by increasing size or decreasingaaycsensitivity, or relia-
bility, that many of the original advantages of the new sesistone are completely
lost. To fully harness all of the advancements of the pasté#is; biological sensor

development needs to be approached on a systems level aaswiedl sensor level.

System integration is challenging for a variety of reasoftse first is the size
of the sensors. Sensors can now be on the order of nanomuaitetbgey still require

interfacing with larger components to be effectively usegvghere other than the ideal
1



laboratory setting. Difficulties arise when making conied to read a signal. Man-

aging analyte interaction with miniature sensors is alsmalpm.

Another issue with new sensors is working with the signaty iroduce. Small
sensors often produce small signals. Getting as much irfibomas possible out of a
signal often requires filtering, amplifying, and computatl processing. Microelec-
tronics are well-suited for all of these tasks. Howevergiifaicing electronics with
sensors is not straightforward. Care has to be taken to enlarelectronics do not
interfere with the sensor or analyte and vice versa. For éiséfiesults, sensors should
be located as close to possible to the readout circuits e$sdavith them. Bringing
components together reduces noise therefore making tiserserore effective. Many

challenges arise from combining different technology @fiely.

Additional problems emerge for continuous monitoring &gailons. Some bi-
ological sensors, such as glucose monitors and pregnastsy &e designed with sin-
gle use components. Systems that perform multiple timatpoeasurements offer
more information than single-use sensors. The additiam& tlependent data provides
means for the analysis and prediction of the response tayehaithin a biological sys-
tem. However, additional information requires more corriginal conditioning and

processing.

The sensor environment is also important. The sensors ¢himuprotected
from outside disturbances, and care should be taken toetisatrthe sensor is actually
making the desired measurement. Microscale and nanoseas®rs naturally lend
themselves to placement in a microscale environment fectfie control. The most
common way to create a microscale biological environmettirisugh a microfluidic
device. Microfluidics offer unprecedented control over rogcale reactions and are

becoming increasingly popular in biological technologyfeEtively placing sensors



within microfluidics is not easy and presents many challengéoth packaging and

fabrication.

This dissertation presents new methods for creating sexystems. Intricacies
in the design, fabrication, and packaging of sensor systeendiscussed as a complete
problem. Solutions for combining microelectronic cirsyitnicroscale sensors, and

microfluidics are also presented.

The work presented here is organized on the sensing scahe afystem dis-
cussed. Chapters 4 and 5 present systems for whole-bodgénsng. These chapters
show the ability of adapting commercial microelectroniosgesses for sensing appli-
cations while still maintaining a small size. Chapters 6 @rdetail work on cellular
level sensing applications. The systems sense cellulagdianmce or cellular electrical
activity to demonstrate interfacing capabilities and giméted processing. Chapters 8,
9, and 10 discuss the ion sensitive field effect transist@ pisl sensor for molecular
level sensing. Device characteristics are examined andt@rayto mitigate drift is
presented. A complete feedback controlled pH system iepted to highlight the ca-
pabilities of combining sensors, microelectronics, androfluidics. Chapters 11 and
12 present information on the use of commercially avail&MOS processes for mi-
croscale sensing systems. Designs for CMOS integratedseaie shown along with

a novel method for interfacing CMOS circuits with microflig&nvironments.

Prior to discussing sensor systems, this dissertatiombegith brief introduc-
tions to two topics commonly addressed through the remaioidhis work: cell cul-

ture (Chapter 2) and soft lithography microfluidics (Chage



Chapter 2

CELL CULTURE

The first tissue culture experiments in 1907 used small piet&og spinal cord placed
on clotted tissue in a warm, moist chamber to show that celi&dcproliferate in artifi-
cial environments [1]. Since those experiments, cell calhas been an integral part of
biological research. Cell culture provides a means to stinelypehavior of animal cells,
either under normal conditions or the stress of an expetfimédre growing use of cell
culture in fields including cancer research, stem cell metea@nd vaccine production,
has also created a substantial financial impact. A reportlbpab Industry Analysts
Inc. projects the global market for cell and tissue cultungpdies to surpass $6 billion

by 2015 [2]. Cell culture usage shows no signs of slowing enabming years either.

While the cell culture market has seen extraordinary pnatsp@ the past 100
years, many of the methods for performing cell culture resedave been largely
unchanged. This chapter examines the current status otwulkdlire practices. Re-
quirements for effective cell culture are presented. Mahthe problems addressed
throughout the remainder of this work incorporate biolagj@nalysis, often with the
aim of improving cell culture applications. A thorough unstanding of cell culture is

therefore essential.
2.1 Basics

Cell culture, thein vitro growth of cells, begins with harvesting cells from intact or
dissociated tissues or organs from a living subject [3].sEfeeshly harvested cells are
known as a primary culture. Cells are kept in a controlledremvment and proliferate
until they are ready to passage. Passaging is the term fafénaing cells from an on-
going culture into a new culture to allow further propagati®he continued passaging
of cells is dependent on the type of cell. After primary cblse been passaged, they

can be considered a cell line.



Primary cell lines often show behavior dependent on thegoessumber. Dif-
ferent harvesting methods or different harvesting souteesalso lead to variations in
behavior. Primary cell lines are preferred when a specificoehavior, such as elec-
trical activity, is of interest. However, when the specifehlvior is of less interest,
cells that exhibit consistent behavior through repeatextgging are preferred. This
repeatability is possible by using cells which have beensfiamed. Transformation
is the alteration of cell characteristics such as cell ctioe, anchorage dependence,
response to growth factors, or most importantly the lifespfthe cell. Cells can be
transformed to have an infinite lifespan, thus allowing fpecell lines to be main-
tained with well-known characteristics. There are somidihces in the behavior of
primary cells and immortalized cells, but the culture andlgsis methods are largely

the same.
2.2 Cell Growth

There are four basic stages of cell growth in culture: lag, ldateau, and decline.
Immediately after plating of cells (primary or immortal@einto a new vessel, cells
undergo a lag phase during which they do not divide. The lenftthe lag phase
mostly depends on the growth phase of the cells when they passaged and the
seeding density. During the lag phase, cells adapt to theimgndings. The next phase,
log phase, is characterized by logarithmic proliferatibhe plateau phase occurs when
the cells have grown sufficiently to take up all the spacelabld. This culture state
is known as confluent. After reaching plateau phase, the gelinto decline with the

rate of cell death exceeding the rate of cell division.

During all phases of cell growth, cells consume glucose atygjen and pro-
duce carbon dioxide (C£) and lactic acid. The balanced production of £&hd lac-
tic acid is important to maintain a physiological pH aR#%o 7.4. The lag phase of
growth presents culture problems because these factonsbaganced, with lactic acid
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production outpacing C&production. Therefore, most cell culture systems provite a
elevated CQenvironment to provide balance. But providing elevated &®els is not

the only means of regulating pH; cell culture media can aldarapH maintenance.
2.3 Media

Initially, cell culture media were composed of natural naeglktracted from tissues and
body fluids. With the increased utilization of cell cultuand thus increased media
demands, chemically defined media have been developed.e Thedia have been
formulated to maintain proper pH, osmolarity, and nutritioThe media comprise a
combination of a basal medium and serum. The serum providesdcessary growth
factors while the basal medium contains nutrients and anbathsalt solution. The
balanced salt solution provides pH buffering for the systesnally by the inclusion of
sodium bicarbonate. As CQlissolves into the media, it causes the pH to rise by the
reaction

HoO+CO; < HyCOz < HT +HCO;5 (2.1)

The presence of sodium bicarbonate helps drive this equbtok to the left because

sodium bicarbonate dissociates,
NaHCQ; < Nat + HCO; (2.2)

producing excess bicarbonate. This system manages toaimapi at the ideal bi-
ological value of 74. Some media have been developed which do not require in-
creased C@ concentrations to stabilize pH; instead they operate withoapheric
CO,. These media usually incorporate pyruvate, an amino acighosphate-based
solutions for buffering. Another common buffer system istMES, 4-(2-hydroxyethyl)-
1-piperazineethanesulfonic acid. HEPES is a strong buffdre 7.2 to 7.6 range, but

is both toxic and expensive so efforts are made to minimgzase.



2.4 Incubation

While the media can provide nutrients and pH control, extkesources are used to
maintain CQ concentration and temperature. An incubator is commonlyleyed to
create a proper culture environment. The incubator keepasbdesemperature, 3T,
and humidity, 100%. Temperature stability is very impottagcause just a’Z change
for a short period can cause cell death [4]. The humidity cessary to prevent changes

in media concentration due to evaporation.
2.5 Microfluidic Cell Culture

Much work has been performed to advance cell culture methsagy the growing
fields of microfluidics and microfabrication [5]. Many degik have been developed
for cellomics including cell sampling, cell trapping andtswg, cell treatments such
as lysis and transfection, and cellular analysis [6—10Jcrbfiuidic platforms are now
widely produced using poly(dimethylsiloxane) (PDMS) [11PDMS has good bio-
compatibilty, optical properties, and a quick turnarouimdet in fabrication, so it is
well-suited for biological applications [12]. Instead okmely performing cellomics
in PDMS microfluidic devices, recent work has focused ontangasystems capable
of maintaining cell cultures over time or incorporating sers [13—20]. Hung et al.
demonstrated the ability to perform high-throughput assay cultures of cells [21].
Automated cell culture systems have been developed which maintained viable
cells in 96 independent culture chambers for weeks at a tiittemixers and pumps
incorporated into the microfluidic design [22]. Other syssehave been created to
work toward minimizing human interaction with cells in theltare [23]. Recently,
3-dimensional culture in PDMS devices without the use ofrbgdls for suspending
cells has been demonstrated [24, 25]. PDMS cell culture ¢geféng more common
in scientific research; guides to performing standardiZeMB cell culture work have

been published [26]. However, PDMS cell culture devicdsrstijuire a great deal of
7



human involvement and lack sufficient sensor systems toigfeemation about the

culture microenvironment.



Chapter 3

SOFT LITHOGRAPHY MICROFLUIDICS

Many of the advances of the microelectronics industry inpgst 50 years have hinged
on the ability to make devices smaller. Near the end of théucgrthe same miniatur-
ization techniques began to find applications in biologieakarch. George Whitesides
pioneered many of the advances through his work with polgtlryisiloxane, com-
monly referred to as PDMS. Whitesides presented ideas suielaatomeric printing
and micromolding, which were referred to collectively asftdithography” [27]. The
field of soft lithography matured very quickly, with many hmgical oriented devices
being developed [28]. Soft lithography also continued todnany of the advances
of the microelectronics industry, including large scaleegration [29]. Soft lithogra-
phy microfluidics are now widely used with entire journalsated to advances in the
field. This chapter gives a brief introduction to the teclugisjcommonly used to create
PDMS microfludics. Many of these techniques are appliedutiinout the rest of this

dissertation.
3.1 PDMS

PDMS is a type of silicone rubber. Chemically, PDMS considtepeating monomer
[SIO(CHjs)>] units. It is basically &i— O — Si— O polymer backbone with each silicon
atom bearing two methyl groups. The chemical structure d¥iBDs shown in Figure
3.1. PDMS has a number of uses ranging from contact lenselsato®o0. It has
numerous properties that make it well-suited for biolobaggplications, such as being

optically clear, inert, gas permeable, non-toxic, and flammable.

PDMS is used to make microfluidics because it is mixed as ausbkquid and
then slowly cures to become solid. The chemical structure@¥S allows for easy
conversion to a solid by cross-linking the polymer backbomke slow curing time,

typically an hour or more depending on temperature, allawgHe viscous solution
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Figure 3.1: Chemical structure of PDMS.

to be molded. PDMS molds to the contours of the containerihgld during curing,
even maintaining micrometer or smaller features. The@tastic properties also allow

PDMS to be easily peeled away from a mold.

Additionally, the surface properties of PDMS can be modiftexposing PDMS
to an oxygen plasma treatment creates exposed hydroxypgioylace of the surface
methyl groups. These hydroxyl groups can be transformeddwo @ number of re-
actions to occur at the surface, such as the attachmentfaissgimbled monolayers.
Perhaps the most useful consequence of surface activatibe ability to permanently
bond the PDMS to another surface. Plasma treatment of PDM&slt to form a
covalent bond with another piece of activated PDMS. Thisasermodifying reaction
can also be easily performed with activated glass substoatany material with free
hydroxyl groups.

3.2 Microfluidic Fabrication

Fabrication techniques for soft lithography microfluidatkfollow the same basic pro-
cedure. Briefly, the procedure is to create a master moldyusirography techniques,

pour PDMS over the mold, allow it to cure, remove the PDMSntatach the molded
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PDMS to another material to complete the channels. Of counsee elaborate fabri-

cation methods are available to create complex designs.

The more specific fabrication process for a simple microitugtevice is as

follows:

1. A mask is designed, often in a computer aided drafting\so#. Here the geom-
etry of the device is defined including channels, input angatuports, and any

other microfluidic feature.

2. Asilicon wafer is cleaned in preparation for lithographyvill be used to create

the mold.

3. Photoresist is spin coated onto the wafer. Either p@sdivnegative resists will
function to create a mold. Positive photoresists are sonestipreferred because
they can heated after processing to “reflow”. This reflowaactauses the sharp
edges of the design to be smoothed. This is often helpfuleatorg valves as
will be discussed later. Negative resists, such as SU-&ftea used because of

their ability to create high aspect ratio patterns.

4. The resist is baked, exposed, and developed accordirg torocedure for the

resist used. The mask design is thus patterned in the resist.

5. The patterned resist is hard baked. This step helps thesemthof the resist to

the wafer. In the case of positive resist, this also caudkswe

6. PDMS is prepared by mixing the two part resin. The mixtargpically 10 : 1,
part A : part B. The two parts are thoroughly mixed to ensuren reaction

throughout.

7. The mixture is degassed to remove bubbles. Bubbles tigtacaur during the

mixing process so it is essential to remove them to createogeneous devices.
11



8. The liquid PDMS is poured over the prepared patternedtresild.

9. The mixture is allowed to cure. It will cure overnight abro temperature or in

approximately two hours at 7C.
10. The cured PDMS is peeled away from the master mold.

11. The PDMS is cut down to include the desired shape contaihie microfluidic

device.

12. A blunt needle is used to punch holes for access to theofhiatic channels.
Typically port areas have been defined in the design to sighé location of

these ports.
13. Aglass slide is cleaned with isopropyl alcohol and wadtemn dried.

14. Both the PDMS and the glass slide are treated with oxytgsma. The typical
treatment uses a Harrick Plasma System (Harrick PlasmadfiNY). Oxygen
is used as the process gas and “high” RF power is used fer @D seconds.
The pressure should be kept lower than 600 mTorr; a lightlpyfasma should
be visible during treatment. A bright pink plasma indicagesitrogen plasma,

usually due to room air inside the chamber.

15. Immediately upon completion of the plasma treatmesmtatttivated PDMS sur-

face is placed on the activated glass surface. The two pieststly bond.

16. The pieces are left in an oven at°@for about 10 minutes to allow a strong

bond to form.

The completed microfluidic structure can then be used fordés@gned pur-
pose. More advanced microfluidic structures often congishwitiple layers. More

layers allow for channels to cross without mixing. Multiéxydevices also allow for the
12



creation of valves. The easiest type of valve to make is a allyrapen configuration.
This means that flow will pass through the valve unless theevial activated. There
are two common methods to create normally open valves: ppsionfigurations and
push down configurations. The difference is illustratediguFe 3.2. The fluid layer
contains the fluid of interest. The control layer is eithdedilwith air or water that can
be compressed by air. The general operation of both valvieleigical - a pressure
is applied to the control channel which causes the thin lay&tDMS separating the
channels to flex into the fluid channel and block flow. Reflowhefpatterned resist can
help to create rounded channel shapes. This is helpful ireptang leakage around the

valve in the corners of the fluid channel that the membrans dogfully block.

Membrane

Control =

Glass

Membrane

Fluid —= .- —
Glass

Figure 3.2: Push up (top) and push down (bottom) microflu@ilwe configurations.
Both designs are normally open valves.

The process for making valves involves added steps to thglsidevice fabri-
cation sequence presented earlier. The process for pushwidves is stated here. The

procedure for push up valves simply switches the fluid androblayers.
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10.

. Two masks are designed, one for the fluid layer and one &ocdmtrol layer.

The mask needs to include channel crossings where valvebevidreated. In
general, the valve layer should be 10 times wider than théhdgghe fluid layer
when a valve is desired. A crossing without a valve can betedelay using a

thinner valve layer [29].

. Both masks are used to create molds with patterned résistfluid layer should

be approximately 12mtall. The control layer height is not as important as long

as it does not become blocked. A height ofifito 40um s usually sufficient.

PDMS is mixed and poured over the control depth to a usuateehickness,

approximately snm—10mm

Uncured PDMS is spun onto the fluid layer at 3500 RPM. Thesigs a thin
PDMS layer over the entire wafer. Areas over the patterngdtrare even thinner
and will act as the flexible membrane when the control layessgs a channel

layer.

Both wafers are allowed to cure for about two hours atCz0

. The control layer is removed from the mold and the excessI®» removed

from the sides so the molded surface is flat.
Both the fluid layer (still on the wafer) and the controldagre plasma treated.

Immediately upon completion of plasma treatment, therobfayer is aligned

with the fluid layer and brought into contact to form a bond.

. The pieces are left in an oven at°@for about 10 minutes to allow a strong

bond to form.

The two bonded layers are then peeled from the fluid degider. Access ports

are then punched. The design is then ready for bonding ts.glas
14



These basic soft lithography techniques are used throughisuvork to form

microfluidic devices.
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Chapter 4

MEMS TILT SENSOR

Tilt measurement is ubiquitous to a range of research angstndl fields including

automotive, aerospace, mechanical, and civil engineeBi@medical engineering re-
search also employs tilt sensors. Recent research usedtaltto analyze the gait in
persons with stroke or spinal cord injury [30] [31] and fovadcing human-computer
interface capabilities [32] [33]. A particularly intera@sg application area is replacing

the function of the human vestibular system, commonly knawthe inner ear.

According to the Food and Drug Administration [34], at thel @i 2006, more
than 112000 people worldwide had received cochlear implants. Manthe indi-
viduals receiving cochlear implants also suffer from diezs and balance disorders
from loss of inner ear functions. The inner ear’s vestibaiatem provides cues about
self-motion and helps stabilize vision during movementgientation of cochlear im-
plants to include restoration of vestibular function woald these individuals. It has
been estimated that approximately, 300 Americans are coping with profound loss
of inner ear balance [35]. Restoration of balance could lhéesed by bypassing a
dysfunctional element in the vestibular pathway usindieri stimulation. There are
a number of sites along the vestibular pathway that can hgethmto: the ampullae,

the scarpa’s ganglion, and individual nerve bundles.

The vestibular system in human physiology, illustrated iguFe 4.1, senses
the head’s motion and orientation using the ampullary (wigemicircular canals)
and otolith (utricle and saccule) end organs. Three orthalhp oriented semicircu-
lar canals sense angular acceleration while the otolitarmgriented perpendicular
to one another sense tilt and linear acceleration. Bothedgdlsystems are based on

natural microfluidic technology, in which motion or otolidiisplacement is detected by
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cilia. The cilia, which are tiny hairs, signal the displaemhangle by modulating the
firing frequency of the underlying neurons.

Anterior/Superior
sernicircular canal

Crista within ampulla

il Vestibular branch of the

vestibulocochlear (VIIl} nerve

Posterior/Inferior

semicircular canal WVestibulocochiear

(W) nerve
Facial (VIl) nerve

Cochlear branch of the

Lateral/Horizontal . vestibulocochlear (Vi) nerve

semicircular canal Scala tympani

Ampulla

Cochlear duct

Macular within utricle Scala vestibuli

Macular within saccule

Vestibular membrane Cochlear

Cochlear duct

Figure 4.1: lllustration of the inner ear with the ampulland otolith end organs indi-
cated [36]. Changes in head position cause movement of fidltkiinner ear resulting
in cilia deformation. The deformation generates an elealtsignal that is interpreted
as motion by the brain. This is the body’s natural fluidic rm&ectromechanical sys-
tem (MEMS).

Advanced applications such as a vestibular replacemeniresgtilt sensor that
produces a readout signal so data can be collected and adalyhe tilt sensor also
needs to function at angles other than flat with respect taitgraAdditionally, many
applications such as vestibular implants desire low poweeisoemption and a small
device size; other application areas value a device withsbhperation that is resistant
to environmental noise. Of course the most important qué#dit such a sensor is a

precise and accurate measurement of tilt with an adequaitgysensitivity.

This chapter describes the complete design, fabricatiod,testing of a new

tilt sensor design. The device utilizes a commercial MEM&pES to create a unique
17



device. This novel adaptation of microfabrication teclogyl for biosensing focuses

on measurements at the whole-body level.
4.1 Background

Generally, tilt sensors can be classified by the penduluem(iiterial which responds to
changes in inclination) and the method of obtaining a sighla¢re are three basic cate-
gories for pendulums: solid-mass pendulum, liquid penayand gas pendulum [37].
All of the pendulum types function similarly by respondimgiie direction of the grav-
itational force. The methods for detecting changes in thlplim state have much
more variety and include resistance [37—42], capacita#i8e46], inductance [47-49],
magnetism [50], fiber optics [51-53], and optical measurdrfiel—-58]. Many differ-

ent configurations of tilt sensors have been made for eadttitet method.

Fluid pendulums have been used to cause resistance changbsting the
position of liquid mercury [38] or by changing the amount ohductive fluid [39] [40].
Clever designs by Billagt al.[41] and Milanovicet al.[42] used heat transfer through a
gas to cause thermal changes in resistance. Other recggnsleseasured deformation
of a solid pendulum using piezoresistance [37]. Resistéwased devices have good
sensitivity and stability but their performance is susit#ptto external and internal

influences.

Capacitance changes are often used to detect relativeediffes in the height
of a liquid pendulum [43] [46], with permittivity sometimésproved by the addition
of nanopatrticles to the detection fluid [44]. Other capaeigensing setups utilize a
solid proof mass similar to the operation of an acceleromdts]. Generally, these

devices perform well, but temperature and humidity can smaath the results.

Less common sensing techniques include measurementwittilinductance,

magnetism, or fiber optics. Inductance-based tilt sensilizeua ferrofluid as a pen-
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dulum [47-49]. Magnetic sensors use a pair of magnets toalteagnetic field when
tilted [50]. Fiber optic methods involve the use of a liquehpulum [51] or solid pen-
dulum [52] [53]. However, these less common sensing tect@sigequire complicated

measurement setups with expensive or large components.

Optical methods have been used in combination with manereifft types of
pendulums. The refraction of light through a liquid pendnlbas been measured op-
tically to determine inclination [56]. Ragazzoeti al. measured the deflection of light
through an array of prisms to determine tilt [57]. Anothetiog method utilized a
freely rotating, solid-mass pendulum atop a circular ptimtde array for one dimen-
sional tilt detection with accompanying on-chip readoutuwitry [54]. Work by Kato
et al.[55] uses a liquid pendulum and detects the position of a leutppuse of a photo-
diode array. The device by Ka#d al. has a similar operation to the device presented in
this work, but their design used a spirit level (commonlyila@de in hardware stores)
placed on top of a photodetector array to create a macrosgstem requiring manual
assembly. A spirit level is a common tool for carpenters,anasor anyone that simply
wants to hang a picture. The tool uses bubble movement watkial to indicate devi-
ations in inclination with respect to the force of gravity.u8er simply has to visually
inspect if the bubble is centered in the vial to determinestigface is flat. The infor-
mation gathered from the device is useful for hanging a pechut it does not satisfy

the needs of scientific applications.
4.2 Design and Operation

We began the design of our tilt sensor with the natural opmratf the human vestibular
system as a model. However, it is impossible to create art eslica of the vestibular
system using MEMS technology. This is impossible becausetis not a soft, flexible
material in commercial MEMS processing that can replicadéolgical tissue material.
Ideally we would produce flexible transducers to mimic thehamotransduction prop-
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erties of the cilia within the inner ear; instead, we had teduaine an alternate method
to produce a signal. The vestibular system relies on fluidenm®nt to detect tilt using
the otolith organs so we developed a design under the samagar®f sensing flu-
idic motion. Noting the operation of spirit levels inspirasd to replicate their function

within a MEMS microfluidic environment.

Our design was constrained by the fabrication steps availatthe SensorNor
MultiMEMS process. The process involves standard silicafew processing tech-
nology but with the addition of isotropically etched botmsite glass. The process is
summarized in Figure 4.2. The MultiMEMS process offers aipstrate wafer with
n-well and n-epitaxial layers. Also offered are an n+ layedl gour types of p-doping:
p-surface resistor, p-surface conductor, p-buried m@siahd p-buried conductor. It is
a single metal layer process and includes anodic bondingtbftop and bottom side
glass layers. The glass is bonded to the wafer after silicoogssing and allows the

formation of sealed cavities as well as access to the siBcoface.

Based on the constraints of the process we developed a MEMSfinidic tilt
sensor, the principle of operation of the sensor is illusttan Figure 4.3. The MEMS
tilt sensor consists of a square cavity that is partiallgdlivith an opaque liquid. The
remaining volume in the cavity is occupied by an air bubbiéinf the device changes
the position of the bubble within the cavity. The fluid cav&yocated directly on top of
four equal-area triangular p-n junction photodiodes. Thetpdiodes are rotated 45
off-axis from the square sides of the cavity so the base df &@ngle aligns against
one side. Light is projected from a light-emitting diode @tiie device from above.
Light passes through the bubble and fluid in the chamber,l@dtotodiodes measure
the number of photons reaching the bottom of the cavity. Thgnitude of the current
produced in each photodiode depends on the number of phaanking the sensor,
allowing the position of the bubble to be determined.
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Top Glass
Top Etch A

Top Glass B
Bottom Etch Metal

Figure 4.2: Cross-section schematic showing each of thendapgions available in
the SensoNor MultiMEMS process (A). Definable layers ineludwell, n-epitaxial,
n+, and four p-doped layers: p-surface resistor (PSR) rfase conductor (PSC), p-
buried resistor (PBR), and p-buried conductor (PBC). Botbpaand bottom layer of
glass can be isotropically etched from both the top and botaes before anodic
bonding. The bottom glass layer is not pictured. The cressien for the photodiode
structure is shown in (B). Three p-doped regions, PSR, PBECP&C, are stacked to
maximize the depletion region. The pattern of stacked kigarepeated throughout the
photodiode area.

Fluid-Light Interaction

The number of photons passing through liquid to the phottekas reduced according
to Beer’'s Law,

A= ¢ebc (4.2)

which states that the absorptioh) (of a fluid is dependent on its the molar absorptivity
(¢), the distance the light travels through the flul, @nd the fluid’s concentratiomc)
Simply put, the farther light travels through a liquid the nmohe intensity decreases
because some of the light is absorbed by the liquid. Areasreovwwith more liquid

will have lower current outputs because the number of ptwolatting the photodiode
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is decreased. More light reaches sensing areas directiyhibe bubble which allows

the bubble location to be determined.

Figure 4.3: The sensing region consists of four equal-aieadular regions. The
bubble is located in the center when the device is alignethabto gravity. As the

device tilts the bubble moves to expose different areasasf paotodiode. Micrographs
and corresponding illustrations of the device show the ubioving to contact the
wall when tilted toward each corner.

Sensor Operation and Output

The bubble position depends on the orientation of the dewitle respect to gravity.
The bubble will be centered at the top of the cavity when tlselodthe device is normal
to the gravitational force. As the device tilts, the bubbleves along the ceiling of the

cavity and therefore changes which photodiodes are mamitlated. The operation
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is illustrated in Figure 4.4. Since all four photodiodes eg@al area and oriented 45
off-axis from the square cavity (which we assume to be oei@mtith thex andy axes),

the four output currenti, Ig, Ic, andlp are related to the bubble position on thand

y axis with:
lc—Ia
= 4.2
X lc+1a (4-2)
ls—Ip
= 4.
ls+Ip (43)

Dividing by the sum of the two regions in equations (4.2) afh@) normalizes the
output. The tilt angle and inclination direction can be o&dted from the measured
andy position of the bubble. If we assume the top of the cavity imispherical and
the shape of the bubble remains circular, then the reldtiprizetween current output
and tilt angle,6y, is approximated withx = arctan(6y) [55]. Because our device is

symmetric, this relationship also holds for tilt measumethiey direction, 6.

4.3 Fabrication and Testing
Design Layout

We designed two versions of MEMS tilt sensors and variougqzhode test structure
to be included on our test chip. The only difference betwéertwo tilt sensor designs
is the etching of the glass above the photodiodes. One ofdbigmts has a fully open
cavity. The other design only has the bottom side of the taggétched, forming an
enclosed cavity. The enclosed cavity is accessible thraagéss ports which were also
incorporated into the glass etching design. Both desigus ha identical photodiode
layout in the silicon below the cavity. The full sensor layaenerated using L-Edit, is

shown in Figure 4.5.

The tilt sensor’s fluidic cavity has a pan (rectangular pjisimape formed by
creating an open area in the top glass, 2860« 236Qum. The open cavity design
maximizes the total depth of the pan. This will be defined leytthickness of the glass,

525um. These dimensions give a total volume of approximateduP. The enclosed
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Figure 4.4: A cross-section of the device tilting along khexis shows bubble move-
ment. As the inclination angle increases in the positivedion, the bubble exposes
photodiode C more than photodiode A, which incredgsesnd decreasda. Approxi-
mating the top surface of the device as a hemisphere allowspredict a relationship
between angle and output current that is closketcarctan(6x), shown in the graph.

cavity design only etched on the bottom side of the top glassdate a pan depth of
310um; this causes the total volume to drop t@aL. While the total volume of fluid

for each device varies between the two designs, their dparatanalogous.

The optical detection for the tilt sensor is composed of four photodiodes.
The p-doped side of the diodes is designed with overlappisgyface resistor, p-buried
conductor, and p-surface conductor; the n-doped side @.nde configuration and
choice of doping regions was determined by examining thegtivel doping levels of
each layer and the photon penetration depth for silicon [58¢ optical detection oc-

curs in the depletion regions formed at the junctions betwtee p-doped and n-epi
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Figure 4.5: Layout of the enclosed cavity design is showre fbur photodiode areas
are the triangular regions with a common vertex in the cefitiee fluidic ports extend
to the left from the sensing region for access to the cavitye Tayout for the open
cavity is identical except the ports are not included. Ea@mgjular region has a base
of 2mmand an altitude of inm

regions. Stacked p-doped regions allows for the largedetiep region to maximize
photocurrent over a given area. A cross-section of the plhade layout is shown in
Figure 4.2. The configuration is repeated across the ertiotkogiode region. Each
photodiode is a triangular area with a base ofrf@and an altitude of ihm The pho-
todiodes are arranged with a separation ofiid Photodiode test structures were in-
cluded on the device to allow characterization of each coation of p-n photodiode
separately. We defined equal areas of the four p-doped regidapendent of any other

doping so geometry differences did not exist to vary the atterization results.

The completed chip fabrication is shown in Figure 4.6. Therogavity design

is not shown in this picture but is identical in size.
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Figure 4.6: Micrograph of tilt sensor before fluid additiomdasealing. The access
ports extend from the left of the sensing region. Bondpadsliectrical connections
are shown on the right.

Photodiode Characterization

Initial characterization of the photodiodes was perforrasihg test structures. These
structures were designed such that p-n junctions were fblreéveen the n-type epi-
taxial layer and the four p-type layers as described in gecti3. The p-type layers
each had different junction areas as a result of differeptrapratios, and they were at
different depths within the final structure. It was expedteat the photodiodes would
have different current-voltage characteristics and waxldibit different sensitivities

to optical stimulation.

The photodiode test structures were probed using a Sengipuaibe station
and measurements were performed using a Keithley 2636Asaueasurement unit.
All measurements were performed in a dark room so ambieht Wigas eliminated.
With the light source turned off, current-voltage measwrta were performed for

each of four single-layer photodiodes on each die. As detrates in Figure 4.7,
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each of the four photodiodes shows a slightly different entvoltage characteristic.
The difference is expected considering the difference mjpnaction depths for each
photodiode combination layout. The classic features ofrevdod biased diode are
quite evident and confirm that we did in fact make good diodenections. Results
for reverse bias performance are shown in Figure 4.8. Asa@gdewe observed a
linear correlation between light intensity and photocotréur results confirmed that
our multilayered photodiode design increased the photentiover just using one p-n
junction photodiode.
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Figure 4.7: Photodiode characterization data showinguheot versus voltage behav-
ior for all four devices. All devices have a turn-on voltagepproximately 07V.

Fluid Selection

The properties of the fluids used within the device are vefiyémtial on the perfor-
mance. There were three properties that we analyzed intsgjex fluid: viscosity,

surface tension, and opacity. The viscosity and surfacgderof the fluid determines
how quickly the bubble moves and settles. The response siimeersely proportional
to the viscosity of the fluid. Because of the small scale ofdéeéce, surface tension

forces will have a significant effect. We also desired a higghiat was opaque to block
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Figure 4.8: The relationship between intensity and curves characterized for the
four photodiodes with a bias of -6.0 V. Because the deviceseuersed bias there is a
nearly linear relationship between light intensity (amdiy units) and photocurrent.

light and therefore increase the contrast for the bubbla. afbese same fluid proper-
ties are desirable in commercially available spirit lev@kaditional spirit levels utilize
an alcohol (hence the “spirit” nomenclature) because af tbe values for surface
tension and viscosity. The alcohol is also colored, thotghusually yellow or green,

to provide contrast when viewed by the user.

Water was first examined as a possible fluid because it is exin-&nd could
be easily dyed to increase the opacity. Water was found tmdeequate due to the
high surface tension and viscosity values ¢yBegcm [60] and 1cP [61] at 29815
K, respectively). We instead selected methanol as the aldohfill the tilt sensor
cavity. It was chosen because it has low surface tensiod @@2egcm) and viscosity
(0.54cP). Another option, ethanol, has a surface tension nearlytici to methanol
(22.27dynegcm) but about twice the viscosity (A7cP). Because surface forces play
such large roles in fluid-surface interactions we soughtitormze all these values and

hence chose methanol.
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The issue with the choice of methanol lies in trying to malapidque. The po-
sition of the bubble is better defined when there is a largerdifice in the absorptivity
of the fluid and the bubble. Methanol is received as cleardiga there is little contrast
from an air-filled bubble. In accordance with Beer's Law (&tjon (4.1)), we increase
the absorption of the fluid by increasing the molar absoitgtiwhich is accomplished
by adding a dye. However, methanol is actually a solvent wsetissolve and re-
move many common water-based dyes, such as food coloringhékéfore had to dye
the methanol using a solvent-based dye. Solvent dyes ageupermanent markers.
We accomplished methanol dying by dipping the felt tip of dack Mark-tex Film
Opaquer pen (ITW Dymon, Olathe, KS, USA) directly into 100%thanol (VWR In-
ternational, Radnor, PA, USA) until the methanol was a unifdlack color. The dye
remained in solution as long as the methanol did not evapdthts illustrating the

need to re-cap markers!).

Device Sealing

Preliminary sealing tests were performed on the open cdeiygn because fluid could
simply be pipetted directly into the cavity. However therereva number of difficulties
associated with the sealing of the device while keepingaohgisn contained. A major
problem was the volatility of the methanol. The methanoVegmrated quickly, leaving
little time to physically cover and seal the device. The tibtg of the methanol also
excluded sealing using heat. The second issue was the df@oeadhesive. Methanol
reacts with most epoxies preventing them from fully curitigthe methanol was not
sequestered from the glue used to seal the cavity, then asrfiegp seal would form.

Poor sealing either led to the cover falling off or methan@oration due to leakage.

Due to the difficulty in sealing the open cavity, the focus wsagfted to the
enclosed cavity with access ports. Filling of the small athrough the access ports

was initially very difficult. The effects of surface tension a device with such small
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dimensions were apparent through the solution clinginpéogiass walls of the ports.
We found that fluid could be injected into the device usingsh€&ibrand Elite Pipet-
ter with an Ultra Micro Pipet Tip (Fisher Scientific, WalthaMA, USA) capable of
dispensing volumes down toXuL. Dyed methanol was injected until a bubble with a
diameter of over Zmmwas present and moving freely within the cavity. The bubble
could be trapped in the device by tilting so the bubble woutderaway from the ports.
Although the fluid was contained, it still evaporated slowiyough the access ports.
We were still unable to use an epoxy to seal the device bedawseld not cure when

in contact with the methanol, even with the small area of tteess ports. The solution
was to plug the holes into the cavity using small pieces odftar “M” (Pechiney Plas-
tic Packaging, Chicago, IL, USA). The parafilm is resistanttethanol and forms an
airtight seal allowing the use of epoxy to seal the outsidkteoid the parafilm in place.
The parafilm was covered with Loctite 3335 UV curable epoxgr{kel Corporation,
Westlake, OH, USA) and cured with an EN-180 handheld 8W U\6Agwave lamp
(Spectroline, Westbury, NY, USA). The fully cured epoxy eresl that the Parafilm
would maintain a sealed cavity without leakage. The seaditd is shown in Figure
4.9. Finally, the fully assembled MEMS device was wire bahtie a 24 pin side-
braze DIP (KD-S86898-B-1, Kyocera, Kyoto, Japan) for eleat access and ease of

handling.

Tilt Testing

Testing of various angles of inclination was performed watidi-Tech HS-645MG
servo motor (Hitec, Poway, CA, USA) attached to a moveakd¢fq@m as shown in
Figure 4.10. The servo motor is controlled with Motor-Beatcol software (PC Con-
trol Limited, Kettering, Northamptonshire, UK) and is aldeadjust the angle of incli-
nation in 125° steps using a graphical user interface. The packaged claplaaed

into a socket mounted on a board on the tilt platform. Attagtthe chip to the board
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Figure 4.9: Micrograph of tilt sensor after fluid additiordssealing. The parafilm (not
visible) is held in place by the UV-cured epoxy. Wire bond mections are visible on

the right. The device is shown in a tilted state so the bulshlecated toward one corner
of the cavity. The cavity is 23G0m x 236Qum.

with a socket also ensured that the package, and thereferehip itself, is aligned
correctly with the axis of tilt. Electrical leads from thedrd allowed connections for
measurements. A light-emitting diode is suspendenh above the chip to aim light

through the fluid cavity from directly above the device.

Photodiodes were operated in photoconductive mode duesting by apply-
ing a 5V reverse bias with a DC power supply. The p-doped side of esxtedvas
connected to one channel of a Keithley 2636A source measuntenmit (Keithley In-
struments, Inc., Cleveland, OH, USA). Each channel on tlueceomeasurement unit

was set to source a value of/Gand measure current.
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The rotated layout of the photodiodes within the cavitywafdor easy testing of
the inclination along th& andy axis independently. The device is easily aligned within
the DIP. Therefore, thg andy axes are aligned with the socket on the test platform.
The alignment enabled us to sweep the tilt angle in one diedahdependent of the
other to fully characterize the relationship between thgwiuof the photodiodes and
the inclination. Testing was performed by tilting the stégen —45° to +45° along
the x axis and recording the current in each photodiode. The akxial-capability of
the system was tested by fixing the inclination of the devempendicular to the servo-
controlled stage tilt path (therefore setting theaxis tilt) and again sweeping from
—45° to +45°. The tilt in the perpendicular directior, was performed with fixeg
inclinations of—31°,—21°,—13°,+13°,421°, and+31°. Sweeps were performed
with both increasing and decreasing inclination to alloviausbserve any hysteresis in

the system.
4.4 Experimental Results

Results from sweeping the inclination along thexis are shown in Figure 4.11. As
expected, increasing the tilt angle increases the vallg ahd decreases the value of

Ia. Both curves have been fit to a sigmoid function,

b

—m)

1+e s

y(X) =a+ (4.4)

wherey(x) is the currentl or Ic), X is the value off, a is the value at the minimum
8, b is the maximumd minusa, mis the center value o¥, andsis the total width of
the function. The coefficients of determinatid®f, are 099623 for photodiode A and
0.99549 for photodiode C.

Equations (4.2) and (4.3) map the output current to the asfghelination. Fig-
ure 4.12 shows the results of mapping the output valuég.tdhis data was also fitted

with a sigmoid function giving afR? value of 099595. The sigmoid fitting function
32



Figure 4.10: Tilt testing platform shown with an inclinatiof 45°. The tilt angle is
controlled through a computer and allow23° steps. An LED is suspended directly
above the device, maintaining alignment of the light thitoad inclination angles.

can be inverted to allow the calculation &, given the values fola andlc, using

y(X) =m+s In(%) (4.5)

witha= —0.1261,b = 0.4081,m= 2.0237,5s= 6.6582, and from equation (4.2).

We adjusted the inclination of the tilt platform to test chas inx andy tilt that
occur simultaneously. The value 8f was swept at various values féy to determine
the performance of the tilt sensor using all four photodicefgons concurrently. The
normalized output currents for all four photodiodes outgnat shown in Figure 4.13.
The current through each photodiode increases or decraaggedicted in Figure 4.3.

The bubble freely moves in all four directions allowing ma&@snent of tilt along two
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Figure 4.11: Outputs of photodiodes A and C as the angle tihat@n changes from
—45° to +-45°.

axes. The data from each region can be mapped to tilt anglg eguations (4.2) and

(4.3) and a sigmoid fitting function.

The dimensions of this device are small so there are pot@émégularities dur-
ing operation due to various surface forces. Surface tarfsices tend to dominate
in cavities on the scale of this device. In the evolution a$ tensing system, water
was tested as a possible fluid. The surface tension forcestarwere too high to
allow free movement of a bubble within a cavity of this sizeetlanol and other alco-
hols are common choices for other fluid pendulum tilt sendiegces. As temperature
decreases, their viscosity and surface tension will irsgedncreased viscosity and
surface tension can be a potential limitation to this typgliodensing mechanism. The
glass cavity is formed using isotropic etching with hydrofia acid (HF). Wet etching

with HF generates a rough surface, and non-uniformitieefiem observed at the bot-
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Figure 4.12: Outputs of photodiodes A and C mappeétosing equation (4.2). The
fit line is derived from equation (4.4).

tom of etched cavities. Distortions to the surface coulddifthe ability of the bubble
to traverse the cavity. Data in Figure 4.14 show an outpuedéent upon which di-
rection the tilt angledy is swept. These variations are slight, but neverthelesgesig

hysteresis in our system.

The profile of our glass cavity is not perfectly hemisphdrmause the width
of the cavity is greater than twice the depth of the HF wet .efidhis fabrication step
creates a relatively flat surface at the top of the cavity. Auigble is in constant contact
with the top surface as it traverses the cavity so the redakippx = arctan(6y) is not
a perfect model for this system. The flat surface allows thvicddo be very sensitive
when the device is nearly orthogonal to gravity. This s@nsitis demonstrated by the
maximum slope of the mapped output signal occurring ardind O in Figure 4.12.

The sensitivity of our device is best quantified by examining number of bits of
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Figure 4.13: Normalized output currents for all four phatats with colors corre-
sponding to each region, as in Figure 4.3. Measurementsmade sweeping botty
andé.

an analog-to-digital converter (ADC) needed to distinguwsl® change in inclination

(Table 4.1). A large measurement rang&6.25°, is possible with just a 12 bit ADC.

Each photodiode in our system produces a current which cstodend thex and
y positions using equations (4.2) and (4.3). These calauiatin the current domain
can be implemented through translinear circuit princigé. Translinear circuits
rely on an exponential relationship between current anthgel therefore, they are
commonly implemented using either bipolar transistorshie forward-active region

or MOS transistors operated in subthreshold. Analyzingntinétiplier/divider circuit
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Figure 4.14: Normalized output currents for photodiodeshd &€ as the inclination is
swept in both the increasing (forward) and decreasing (baais) directions.

Table 4.1: Measurement range where“ailt change can be distinguished for a given
number of ADC bits.

ADC bits | Inclination range
6-bits +3.75°
8-bits +18.75°
10-bits +28.75°
12-bits +36.25°
14-bits +43.75°

shown in Figure 4.15 gives the translinear relationship

IM(IC_|A>:|OUT(IC+IA> (4.6)

and by rearranging we get

lc—1a)
Im <|c+|A) =lout (4.7)



which is equivalent to equation 4.2 wikpy T equal to thex position value multiplied by
a constant currenf,. Completing the calculation with just a few transistorsuess the
complexity of a system using our sensor. Furthermore, Hrestinear circuit has very
low power consumption compared to operational amplifienaigperations. Future
implementations of this tilt sensor could incorporate tireuit within the device to

reduce the readout complexity and processing.

DO
AG) | .,

M IOUT
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07 S

Figure 4.15: A schematic for a multiplier/divider circug shown with the translin-
ear loop indicated using an arrow. The output currésy;r, is equal to the result of
equation (4.2) multiplied by a constant currépt

This system presents a significant advance in tilt sensaesgs The system
utilizes a fluid pendulum design for optical measuremene gystem is not susceptible

to many of the environmental noise problems that occur ieraslgstems that measure
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capacitance or resistance. Additionally, our fully-diéietial measurement allows for
variations in bubble size if that were to occur. The systera and operating principle
make it very attractive for numerous tilt sensing applmasi. Accelerometers are often
used for tilt measurement, but they contain fragile partetvare prone to break when
dropped or vibrated violently. Our design has no movinggsatit is more robust and

therefore better suited for certain applications.

The position of the bubble is determined by a differentiahsweement of pairs
of diodes so there are no restrictions on the intensity ¢itlrgquired to operate. The
simple bubble-positioning method used for this sensomalleasy system integration
without the use of complex readout circuits. The device aBs® potential to be self-
powered by energy harvesting through the operation of tléoglodes in photovoltaic
mode in conjunction with the use of optics instead of an LEPefating without an
external power supply would be advantageous for applisatio long-term monitoring
where constant powering is not available. The majority & device fabrication is
done in a commercially available MEMS process which alloasrhass production

and a low cost per device.
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Chapter 5

MEMS SUN TRACKER

Solar energy has emerged as one of the best options foratiterenergy. It is widely
used in both industrial and domestic applications witheasing popularity. Data from
the U.S. Energy Information Administration indicates teatar panel production in
the U.S. in 2009 was more than 14 times the production in 268D [The number of
companies producing solar modules increased from 21 to\I€&ltloe same time frame.

As solar photovoltaics become more efficient, these nunarersure to continue rising.

The amount of power produced by solar photovoltaics is ofs®uaependent
on the amount of sunlight striking the device. Solar cellsdi® be in direct sunlight as
much as possible to optimize power production. The sun istemtly moving across
the sky, thus systems for tracking the position of the sunadjdsting solar panels
to account for sun movement have received considerabletiatte both for terrestrial
collection systems [64—66] and satellite collection medUyk7] [68]. The principle
component of a sun tracking system is a sunlight positios@ehere are a number
of different setups for solar tracking including both aetand passive systems. Pas-
sive solar trackers provide an elegant solution for sokking: heat from the sun
moves a low boiling point fluid from side to side and then ieb@ gravity to adjust the
mounted panels. An example of a passive solar tracker isrsiroiigure 5.1. Passive
solar trackers have no motors, gears, or other controls#mafail but still require com-
plicated damping cylinders and the entire setup can stiéiXpeensive. Passive systems
also take time to reset from the evening position in the rmgrtiius losing some solar
radiation {.e. the trackers don’t like mornings, just like me). Passivdeays are also

susceptible to strong winds and can lack accuracy.
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Figure 5.1: A commercial passive tracking system manufadtby Zomeworks Cor-
poration is pictured [69]. Low boiling point fluid is contad in the tubing running
along the left and right sides of the solar panels. Solarilhgatauses the system to
track sun position.

Active trackers come in many different configurations dféess by the direc-
tions the panel alignment can be adjusted. The two methadfdrolling the panel
position are open-loop tracking systems or a closed-laagking systems [65]. Open-
loop systems simply adjust the position of a solar panel byealgiermined amount
without knowledge of the quality of this adjustment. Thekgpoathm-based control
systems utilize a solar irradiation geometry model whicfustd the position of the
tracker given the date, time, and location of the solar partet systems do not observe
the output of the process being controlled so there is nosadent for errors. While
these systems are less expensive, they require complegpricessor programming

and can still produce alignment errors.

A closed-loop tracking system uses feedback control grlasito ensure the
correct position of the panels. Closed-loop systems sémspdsition of the sun, cal-

culate the error, then adjust the position to minimize erftue feedback configuration
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ensures that the panels are always aimed directly at thé-wever, these systems are
not without fault. The sensors could give an incorrect pasitue to interference and
reflections from passing clouds. These systems typicallgl@eymphotodiode sensors
to determine sun position. A closed-loop system is esgdgaigicessary for satellite-
based solar applications. Because of the zero gravity @mvient and unpredictable

position and orientation, passive and open-loop trackptgas are not possible.

The following work presents a novel method of creating a aturie sun posi-
tion sensor for use in a closed-loop sun tacking system. Wfasie device fabrication
is performed in a commercial MEMS process. Using a commigroigess allows us to
take advantage of the regulated manufacturing procesgsébecminiature sensors with
precision control over their dimensions and therefore diighpeatability. Because the
design is made almost entirely in a commercial MEMS fabiacaprocess, the device

can be mass produced at a low cost.
5.1 Background

Recent work in sunlight positioning sensors has yieldegelacomplicated devices
[67]. However, a straightforward method of creating a susifpmn sensor is well-
known. The uncomplicated design uses a pinhole to allow dl $igiat spot to reach
the surface of a detector [70] [71]. A position-sensitivéedéor (PSD) is a common

device for detecting the position of such a light spot.

PSDs function by comparing relative magnitudes of photeuis produced
when light strikes a photosensitive region. There are twmrdasigns for PSDs: lat-
eral effect photodiodes, made from a single photodiode ardamultiple connection
points, and quadrant detectors, made from four equal-dremgiodes [72]. Both de-
signs determine position by taking a differential measweimLateral effect photodi-
odes utilize the lateral photoelectric effect to producesitpn-dependent differential

photocurrent [73]; quadrant detectors rely on the spatiangement of four photodi-
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odes to allow subtraction of opposing areas. Both types wicds have widespread
uses in sensing motion, vibration, alignment, and leveliQgadrant photodetectors
have seen especially widespread use in laser centeringagighs for CD and DVD

players.

Recent research on pinhole type sun position sensors hassfdon improving
the complete sensing system while still using a PSD. Adwatiues far have focused
on concurrent measurement of light at different frequenfid] or utilizing multiple
pinholes to get a more accurate measurement [75—-77]. Thelwyo€henet al. rec-
ognized the nonlinearity in the output of pinhole sun positiletectors and therefore
modified the shape of the pinhole to compensate [78]. Howéw@rovements to sun
position sensors in terms of a smaller device size and unkocaigd manufacturing
have received less attention. Work by Quetal. demonstrated adapting microelec-
tromechanical system (MEMS) technologies to create susossrwithout unreliable
macroscale components [64]. However, their devices stlliired significant assembly

since the pieces were all produced separately.
5.2 Principle of Operation

The presented sun sensor uses a negative pinhole desigt tosteadow on a quadrant
PSD. Larger photocurrents are produced with this desigausslight strikes a larger
portion of the PSD. Generating larger currents also ackiaviigher signal to noise
ratio. The larger signal comes at the cost of some devicatsgtys However, be-
cause the energy of a direct incident light beam drops offfasetion of cosine [79],

a 1° misalignment only causes a015% loss in power. The low loss from a slight
misalignment indicates that a high accuracy is not impegdtr sun position sensing
applications and can be sacrificed to create a smaller deviaghermore, our device
produces analog outputs which allow for simple incorporatnto a feedback tracking
system.
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Our sun position detector uses a quadrant photodetectoutlag determine
the position of a shaded area. The photodetector regionvisred with a layer of
borosilicate glass. An opaque circular shield on top of tlesgblocks light from
reaching the surface. The operation is illustrated in Fedu@. Inclination relative to
the direction of a uniform light source (such as the sun)eagemplementary exposure
and shading of opposing photodiodes. The relationshipdmtvwoutputs is used to find
the centroid of the shaded area. The position of the centtetdrmines the angle
between the normal orientation of the device and the lightsa The design has two

pairs of opposing photodiodes allowing for simultaneouasaeement along two axes.

6.

Figure 5.2: Principle of operation for the sun position dese The output current) of
opposing photodiodes changes due to variations in thetatien relative to a uniform
light source. The lower half of the glass over the photodetscwas isotropically
etched for a different device using the same sensors. Thiy éawvot needed for this
system to operate.
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There are a number of trade-offs in the design of a spot (aakpPSD quad-
rant photodetector. The size of the spot affects both th@utsn and the range of the
device. A smaller circle gives a greater resolution but é@ses the range of the device.
The distance between the shield and the photodetectoraféésts both resolution and
range; a larger distance causes a faster moving spot arefdreegreater resolution at
the expense of range. Other factors that affect eitherwasalor range are the size of
the photodetector area, the gap in between adjacent pbdtgjiand the parameters of
the photodiodes themselvdase( noise, gain, etc.). We chose to design our device to
achieve a good balance between range and resolution whileniaing the total size.
We minimized size by placing the shield very close to the ptiimides. The close prox-
imity along with a large shield area gives a large workinggewwhile the resolution is

still adequate for sun position sensing.

Device Geometry

Each quadrant of the PSD design is a-48— 90 right triangle with a base &f= 2mm
and an altitude oA = 1mmas illustrated in Figure 5.3. The shield is placed on top of
a 500um thick layer of glass that was anodically bonded to the setftwerefore the
shield distance isl = 500um. We chose a shield size ofrim across to allow the
device to have an operating range betwedb° and+45° along each axis of tilt. We

selected a circular shield shape for easy fabrication.

The expected area exposed to light is estimated using theegep shown in
Figure 5.3. The distandg the height of the exposed region of the photodiode, changes
with the angle from the uniform light source. The valuéhaklates to the inclination,
©, by a cosine function. Because our device only operates frdft to +45° we can
approximate the change mto be linear to a change i®. If we ignore the curved
shape of the shadow caused by the circular shield we carefustimplify the exposed

region to be a trapezoid. This assumption allows us to calleuhe exposed ared, to
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be
A=bh—h? (5.1)

With the given dimensions of the device we expect the expased, and therefore the
output current, to vary with angle as seen in the graph in Figure 5.2. Theututp
current () of each photodiode region is not linear with a change in@nglhe non-
linearity causes the theoretical output current of eachqahiode to be approximately

75% of its maximum current when aligned normal to the lightrse.

Top View N\ T Side View

N\ \s

\
\

\©

Figure 5.3: Top and side view geometry for one of the photdelr@gions. The distance
h changes relative to the device orientation.

All four photodiodes are oriented 4®ff-axis from the square photosensitive
region (which we assume to be oriented withtt@dy axes) and have equal area. The
photodiode arrangement is shown in Figure 5.4. The fourdurrentda, Ig, Ic, and
Ip are used to find the position of the centroid of the shadow emx #indy axis with
the same equations ((4.2) and (4.3)) as used in the tiltisgsvice in chapter 4. The
angle of inclination from a uniform light source can be c#ed from the measured
andy values after the device has been calibrated. Using the tsgbeesults shown in
Figure 5.2 with equation (4.2) gives a nearly linear relagiup betweex and®y. The

symmetry of our device gives a similar linear relationstepveeny andOy.
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Figure 5.4: Top view of photodiode layout. A circular shieddcentered over the
detection region. The currents in each region increase aagkdse as indicated with
changes in angle of incidence of a uniform light source.

5.3 Fabrication

The sun position sensor was designed and fabricated in the SensoNor Multi-

MEMS process described in section 4.2. The same photodaydei! was also used.
However, only the closed cavity design was used for our s@itipa sensor because it
allowed us to attach a shield directly over our sensing regioa close distance con-

trolled by the fabrication process.

A circular shield was made using arin round punch (Syneo, West Palm
Beach, FL, USA) to cut a hole in copper foil tape (Techni-TaWbrcester, PA, USA).
The circular piece of copper tape was adhered to the top glagace with the aid of
a dissection microscope. The shield is shown attached tgl#ss in Figure 5.5. We
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also attempted to form a shield using aluminum foil. The alhwm was more flexible
than the copper so it was harder to cut evenly. The aluminsomraljuired superglue to
attach the shield to the glass. The attachment proved masgsyificult so we instead
proceeded with copper tape. The fully assembled MEMS devagwire bonded to
a 24 pin sidebraze DIP (KD-S86898-B-1, Kyocera, Kyoto, dar electrical access

and ease of handling.
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Figure 5.5: Micrograph of MEMS chip after application ofaitar shield. The base
device is identical to the tilt sensor described in chapter 4

5.4 Experimental

Testing of various angles of inclination was performed watidi-Tech HS-645MG
servo motor (Hitec, Poway, CA, USA) attached to a moveald¢fqrim. A model of
the platform is shown in Figure 5.6. The servo motor is cdigdowith Motor-Bee
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control software (PC Control Limited, Kettering, Northaimpshire, UK) and is able
to adjust the angle of inclination in25° steps using a graphical user interface. The
packaged chip was placed into a socket mounted on a boarcediittplatform. At-
taching the chip to the board with a socket also ensuredhbaidckage, and therefore
the chip itself, is aligned with the axis of tilt. Electridalads from the board allowed

connections for measurements.

Figure 5.6: A model of tilt testing platform shows the locatiof the DIP package
containing the MEMS chip. Alightis suspended above theaieto simulate a uniform
light source (not shown). The tilt angle is controlled thghua computer and allows
1.25° steps.

Photodiodes were operated in photoconductive mode duesting by apply-
ing a 5V reverse bias with a DC power supply. The p-doped side of eaxtedvas

connected to one channel of a Keithley 2636A source measunteamit (Keithley In-
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struments, Inc., Cleveland, OH, USA). Each channel on tleceomeasurement unit

was set to source\dand measure current.

The rotated layout of the photodiodes within the cavity\aidor simple test-
ing of the inclination along the andy axes independently. The device is easily aligned
within the DIP, therefore thg andy axes are aligned with the socket on the test plat-
form. The alignment enabled us to sweep the tilt angle in areetion independent of
the other to fully characterize the relationship betweaendttput of the photodiodes
and the angle of incidence of a uniform light source. Testwag performed by tilting
the stage from-45° to +45° along thex axis and recording the current in each photo-
diode. A uniform light source was simulated by suspendingad kght approximately
0.5m directly above the chip during testing. The light source wasmple lab light
using an MB-1142 miniature bulb rated to.48Natts. All testing was performed in a

dark room to prevent interference from indirect light s@s.c
5.5 Results

The results from testing changes in angle of incidence inxtdeection are shown
in Figure 5.7. As the angle is increaségd,decreases ani¢ increases; this was due
to the shadow covering and uncovering the two regions. Thpeshofia andlc are
close to the predicted shapes but shifted toward the pe&#iwide. The shift suggests
misalignment of the shield or the testing setup.andlc reach an equivalent point
much closer to their maximum values than their minimum vatb&h also agrees with
our calculated prediction. As expectdg,andlp are nearly identical. The difference
in output levels forlg and Ip suggests misalignment of the circular shield in the

direction.

Mapping of the results using equation (4.2) is shown in FeduB. Because our
individual channel results, shown in Figure 5.7, are stiftethe positivex direction,

our mapped results show a similar shift. A fit line for the iinesgion gives aR? value
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Figure 5.7: Current of the four photodiode regions as théeapfgncident light changes
in thex direction. 1a andlc show inverse behavior as the angle is chandgdndlp
are nearly equivalent throughout angular changes bechase is no change in the
direction. Offsets and non-ideal shapes are likely due gahgnment of the shield.

of 0.995 suggesting a very good correlation. The sensitivitthefdevice is the slope
of the fit line. Over the total output range of the mapped digha slope is equivalent

to a 133% change in output per degree.

Our sensor showed some irregularities in operation thabeaattributed to our
post-processing. The shield cutting process yielded arifegt circle. The irregular
shape affects the shadow geometry and therefore the mdasigreal. Additionally,
centering the shield over the quadrant photodiodes wasuliffiMisalignment on the
order of tens of microns can affect the measured light anglmbltiple degrees. A

more controlled shield size and placement could be createallithographically de-
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Figure 5.8: Outputs of photodiodes A and C mapped to anglaadent light using
equation (4.2). The mapped output is shifted toward thetipe$dy side, probably due
to poor shield alignment. The flat portion of the graph denramss the limit to the
sensing range.

fined metal deposition, but this would add significant comipyeto the device post-
processing. Error caused by misalignment could be compethdégy addition of an

offset or through implementation of the sensor in a closegtfeedback system [64].

Additional error in the center value of our output signal banattributed to our
method of providing a uniform light source. During testing used a stationary lamp to
simulate a uniform distribution of photons. However, thajpahas imperfect alignment
with the inclination of the device. The lamp intensity wascahon-uniform. Thus the
photon distribution varied as the device was swept throwugious inclinations. We

expect better results when using the device with a uniforancg such as sunlight.
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The MEMS chip used for this study was also used for other exyarts (Chap-
ter 4). In the other work, the glass over the sensing regianetehed on the bottom
side to create both a cavity and accompanying access ptsacicess ports and cavity
are visible in Figure 5.5. The cavity was made with isotragzhing so the corners of
the cavity have a curved profile. Light passing through tlasgis refracted and there-
fore affects the output profile of the photodetectors. Fautlgsigns of a sun tracking

sensor would not include etched regions.

This sensor is unique because of the small size, uncomgticksign, and min-
imal power consumption. The device was fabricated almosstedyrin a commercial
process, so it can be reliably reproduced. Placement ofhigddsis the only post-
processing needed to complete the sensor. The angle oémtdight striking the de-
vice is determined by a differential measurement. The ilifféal measurement setup
allows the device to operate independent of the intensitheflight. The output of
the differential measurement shows a linear relationsbigvéen output and angle of
incident light. The device has an operating range-45°. Multiple devices positioned
at different angles could provide a larger field of view. Tthévice has the potential to
be inexpensive to produce, therefore helping to decreas®thl cost of a sun tracking

system.
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Chapter 6

CAPACITANCE MEASUREMENT

Capacitive sensing techniques have a wide range of usesglingl antibody-antigen
recognition, bacterial growth monitoring, DNA detectidoxic gas detection, and cell
localization and monitoring [80]. Regardless of the amilan, all capacitive sensing
techniques have the same general principles of operatiba.sénsors, usually made
with two closely placed metal areas, are exposed to an analgt the capacitance is
measured. The addition of charged biological particlestgins, antibodies, cells etc.)
between the sensing structures changes the capacitanaeg&zhin capacitance occur
due to changing either the distance teif the standard capacitance equativa
SRdAA or the relative permittivity £§g). In biological applications, the charged electrode
surface allows attachment of various particles; this isstlated in Figure 6.1. The
sensitive area can also be immobilized with antibodies &ecting the attachment of

specific antigens.
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Figure 6.1: Capacitance sensors can be used to detect genpeecof biological mate-
rials from protein or antibodies to cells.

This chapter presents two systems for capacitive sensing fifist system was
designed to be used for a wide range of capacitive sensinigcappns. The other
system was designed specifically for analysis of cellulallmonitoring. Both systems
have included design and packaging considerations farititegration into biological

analysis systems.
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6.1 Adjustable Dynamic Range Capacitive Sensing

The biological particles and agents that are potentiaktarfpr capacitive sensing vary
in size and charge, making a universal system with a vartyolemic range very desir-
able. The capacitance sensor presented in this sectiopablesof providing accurate
measurements over a large variation in sensing values. y&ters can switch from
sensing capacitance changes down to the attofarad rang@saseen in some permit-
tivity sensing [81], up to the nanofarad range, usual withsggg cell attachment [18]
and proliferation [19]. The design of a circuit capable aidtioning over such a large
range can be accomplished using a single large dynamic camdiguration. However,
for applications with only small capacitance changes, thgnty of this range would
be unused resulting in an inefficient system. Additiondthg analog output from the
system needs to be converted to a digital signal for recgrdi single large range
system would provide poor accuracy because the quantizatior would be large
compared to the signal’s dynamic range. This system useagggmmable gain circuit
capable of matching the dynamic range of the circuit to thi#e desired capacitance
range. This means that regardless of the capacitance charthe experiment range,
the specified capacitance range will utilize the full outyaitage by tuning the gain of
the system. This also means that the number of bits for almg+tatdigital can remain

the same regardless of operation range.

Capacitance Sensing Circuit

The capacitance sensor circuit was implemented using alsdtcapacitor design and
is shown in Figure 6.2. The circuit has two capacitors, tmsisg capacitoCs and the

reference capacitdZ,es, which were designed with identical initial capacitancé va
ues. Exposing the sensing capacitor to a biological maierig. proteins, antibodies,

cells, etc.) causes a capacitance change for the sensiagitcapnly. That value was
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Figure 6.2: Switched capacitor circuit implementationtd tapacitance sensor.

compared to a reference capacitance and the difference aladated. The differ-
ences were summed to give a total capacitance measuremgmatig this process

an arbitrary number of times allows adjustment of the dymaiamge.

To operate the circuit, both capacitors are charged usiag#éme reference
voltage,Viet. All of the charge on the sensing capacitor is used to chdrgdarge
feedback capacitd@y, then the reference capacitQg is used to discharge the same
feedback capacit@sy. If there is a capacitance difference betweerGpand theCi.1,

AQ charge will be left on the feedback capaci@xi. Therefore, after one cycle of
charging and dischargindQ = Viet(Cs—Cref). This assumes the capacitance change
onCsis positive. If the charging and discharging repeat N tintles resolution of our
sensor is increased N times since the total charge integoaitéhe feedback capacitor
is AQ = N - Vet (Cs—Cret). For different applications, capacitance change may vary
and the number of cycles N can be user-controlled with eateriock signals (CLK3
and CLK4). The dynamic range of the sensor can be optimizguidoyiding the correct
external clock signals. The relationship between the geltautput and the capacitance
Vief(Cs—Cref)

changeAC on Cg can be described &%y = N - e This equation assumes

that all components are ideal. This assumption means thatdh-zero resistance of
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switches, the potential offset of the sample and hold diyeuny layout mismatch, any

parasitic capacitances and all noise sources are not evadid

On-Chip Capacitance Structures

The chip was designed for direct interface with the analyzetbgical solution with
considerations for packaging and sensor interaction. Timel Ipads were isolated at
one end of the chip instead of a normal ring of pads around d¢hnieneter. This was
designed to move the electrical connections as far away fhensensing structures as
possible. An area without chip surface structures was aldoded between the bond

pads and the sensing region to make sealing along the ctigrewgasier.

The chip capacitance structures were designed using theétg of the pro-
cess. Both capacitance sensing structures on the chip deviidal interdigitated elec-
trode designs and dimensions. The equal sizes are requireatturate difference
measurements. The capacitance of the two sensors was resusmkiecause they are
used in a differential measurement. The adjustable rangjgrdalso allows adjustment
for smaller or larger values. The total capacitance als@dépd on the permittivity
of the solution the sensors contact, so exact values couldenoalculated. The two
sensing regions were placed with a gap between them to ablogréater flexibility in

isolating the two sensors for difference measurements.

Circuit Simulation

The capacitance sensor was designed and fully simulatédtrainsistor level com-
ponents. The simulation environment tool used was Cadebddnalog simulator;
Cadence Spectre simulation models are provided by MIThlmtabs 3D SOI L5
pm technology design kit version is 3DIC 3.3.5. All of the sthieés were implemented
with PMOS or NMOS transistors with minimum width and lengtr the Q15 um

technology. The operational amplifier was a two stage desitinan on-chip constant
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Figure 6.3: Two stage operational amplifier with on-chip stant Gm biasing
schematic.

Gm biasing circuit. A startup circuit was also included t@arantee the working state

of the current biasing circuit. The circuit schematic iswhon Figure 6.3.

Figure 6.4 (left) shows the results of a small capacitan@ngé simulation
where Vout (output node voltage at steady state) took $jigiver 10 seconds to stabi-
lize. Figure 6.4 (right) shows 3 complete cycles of charging discharging simulation
with the voltage at feedback capaveform showing voltage changes from the differ-
ence inCs andCet. The charging period started on the rising edge of the firstepof
the charging phasevaveform after theeset signalgoes to zero (in this figure it was
the second pulse of treharging phasevaveform). Aftercharging phaseoes to zero,
discharging phasgoes high, which makes the waveformvaitage at feedback cap
go down. After one complete cycle of charging and discharganslightly increased
voltage can be seen fronoltage at feedback caf his difference is caused by the dif-
ference in capacitance betweggandC, s which is determined bV = \%;C’ef)

Before thesample clockjoes high, there are 3 cycles of charging and discharginghwhi
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Viet (CS*Cre f) ) The

makes the total voltage changevaitage at feedback cafiv = 3- oD

four-clock signals shown in Figure 6.4 are all generatecthp- For different appli-
cations, the number of cycles of charging and dischargingesaccurately controlled

with two external clock signals.

ge at feedback Lap
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Figure 6.4: Transient responses over more than 40 microdscfeft) and 3 com-
plete charging and discharging cycles (right) of the vadtatCsy, voltage atCqyy: and
four clock signals (CLK4: reset signal, CLK3: sample clo€ik,K2: dischargingCsk
phase, and CLK1: chargir@y phase), respectively from top to bottom. The left figure
demonstrates how the output voltage can saturate. Thetaianu be tuned based on
the saturation data to find the dynamic range of the system.

Results

This capacitive sensor has been fabricated in the MIT/Umé&abs 3D SOI 015 um

process. The fabricated chip is pictured in Figure 6.5. H@reexperimental char-
acterization has not been finished. Initial testing showeddp amp is functioning
properly with less than 1 millivolt offset with nominal conom mode and supply volt-
ages. The amplifier’s offset is within several millivolts @hcommon mode level and

supply voltages are varied.
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v

Figure 6.5: Layout (upper) and microphotograph (lower)ref two versions of the
capacitance sensing chip.

355 micron

6.2 Cellular Capacitance Monitoring

We have also fabricated a chip suitable for cell culture arpentation using the Sen-
soNor MultiMEMS process. The MultiMEMS process consista sflicon wafer, with

various P and N doped regions (see Figure 4.2), between teoslaf glass that can
be etched to form cavities which expose the silicon surfale.have designed a cell

culture area with an area of approximately 2.2 mr2.2 mm cut through the top glass
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which is approximately 0.5 mm thick. This left an exposedhané silicon that was
divided into four equal areas with each area containing dqehode, an ISFET, and
an interdigitated electrode structure (IDES) as seen inr€i§.6. The IDES structures
can be used for cellular level monitoring. The chip was fadted but problems with
post-processing did not allow extensive testing of thip@&s a biological sensing en-
vironment. Therefore, this section presents the progresferon the post-processing

and a cellular capacitance monitoring system using a cociallgravailable sensor.

photediode

685 micron

Figure 6.6: Top view of the biosensing array on the MultiME&I8p with bond pad
connections on the right. AR 2 array of sensing regions can be seen with each region
containing a photodiode, an ISFET, and an IDES.

Electroless Plating

The IDES structure was made using the aluminum top metat.l&dd@minum is the
most common metal used in integrated circuit manufactysinoegesses, but significant
problems arise when it contacts liquids, particularly bgital media [82]. Aluminum
forms a natural oxide of AlD3, about 10 nm thick, when exposed to air. However,
in saline based biological media corrosion occurs. Thisue th a combination of
the electrochemical potential and the pH of the solutionnascated in Figure 6.7.
Chloride ions, which are abundant in media, absorb to thtaseirand create local

acidic conditions that are harmful to both the aluminum dredaells potentially grown
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on the metal. The use of copper in microelectronic fabracats increasing, but it is

affected by similar oxidation and corrosion problems.
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Figure 6.7: Pourbaix diagram for aluminum from [82]. Theiosg are determined
from the Nernst equation and show a dependance on both pHlectdoee potential

(E).

To alleviate the problem of exposed aluminum we attemptegldotrolessly
plate the aluminum with gold. Electroless plating is preddrover electroplating be-
cause no electrical connection to the electrodes is negedsee process involved first
replacing the aluminum oxide layer with zinc, then platingyer of nickel, and finally
depositing a layer of gold [83]. Zincate, Nickelex, and Biti§lectroless Gold were all
obtained from Transene Company Inc. (Danvers, MA) and resended immersion

times and temperatures were followed. Our results weredeal ias seen in Figure 6.8.

The two biggest issues we encountered with electrolesmglaf gold on alu-

minum were a lack of adhesion and uncontrolled deposititwe. ifitial zinc step, a two
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Figure 6.8: Non-ideal electroless plating results are shdhorting of electrical con-
nections is seen in the top figure. Poor adhesion is obsemube ibottom figure where
deposited gold has detached from the aluminum.

step process to achieve better adhesion [84], is difficuttotatrol for thin aluminum
substrates because all of the aluminum can quickly be rethbyeinc replacement.
Initially we believed that post-processing exposed aluminvould be a viable method
to create electrodes exposed to biological media but thessdts confirmed otherwise.
We concluded that the aluminum metal layers would only bdulises sensors if a
passivation layer is present. Alternatively, separateteldes composed of a noble, bi-

ologically inert metal such as gold that are added after f@twring would also be an
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option. However, gold patterning would require lithogrgseps that would increase

the complexity so avoiding this is desired.
6.3 Capacitance Sensor Implementation

Due to issues with electroless plating, the IDES we incafeat onto our chip could
not be used for cell culture monitoring. Therefore, we teéstlular capacitance mon-
itoring using the commercially available BioNAS metabaticip SC1000 (BioNAS

GmbH, Rostock, Germany). This chip has incorporated IDE&8ires made of palla-
dium that are suitable for cell culture. For preliminary aajpance monitoring, we have
measured the decay time of the capacitor on the BioNAS chgnvithwas arranged in

a low pass filter configuration as in Figure 6.9.

VA
R=100k Rf
1Hz R
INA101
square —— IDES |
—

Figure 6.9: Low pass circuit configuration used to deternsaggacitance of IDES. The
INA101 is an instrumentation amplifier with gain setRy. The input is a square wave
with a frequency of 1 Hz and a duty cycle of 50%.

The output of the amplifier was read by a 1408FS data acaqnsitox from
Measurement Computing (Norton, MA) and recorded using MABL(Mathworks,
Natick, MA). The decay time was measured and related to dap@e using the equa-
tionV (t) = Ve re, whereV (t) is the voltage at timg j is the initial voltageR is the

resistor used in the low pass filter, a@ds the capacitance of the IDES.

Using this method, we successfully monitored capacitancesal time with

readings about every 2 seconds - much faster than we woultetpsee any changes
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from biological phenomena. Figure 6.10 shows capacitammatored over one hour
with the addition of trypsin, a protease which detachessdetim the surface, to a

confluent culture of NIH 3T3 cells after 30 minutes (1800 se&is).

Capacitance Monitoring of 3T3 Cells
52 : : : : :
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Figure 6.10: Raw IDES capacitance data. Cells were cultoretthe BioNAS chip to
confluence and continuously monitored for one hour. Aften®@utes (1800 seconds)

trypsin was added to the solution, so a change in capacitarcée seen due to cells
detaching from the surface.

These results demonstrate proficiency in obtaining cagraoit measurements
using an RC circuit and MATLAB for capacitance monitoringregal time. The fab-
ricated system was designed for a similar measurement,sstawing us to observe
cell attachment and proliferation over time. Improved &ldess plating capabilities

would allow further work with this device.
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Chapter 7

CARDIAC CELL MONITORING

Metal electrodes have been used successfully for measntginebiological environ-
ments for decades [85] [86]. Advances in microfabricatiothie 1980s allowed for the
development of microelectrode sensing arrays with dingersssimilar to cells (ranging
from one to hundreds of microns). Many sensors used today msé of these micro-
electrode arrays as passive elements of sensing systerR9[8With the electrodes
connected to separate signal processing hardware andasefti®iological signals are
small, usually only micro or millivolts, and small variatis in these signals often con-
tain large amounts of information [90]. Performing filtegiand amplification of these
signals after transmitting the signal away from the miceorbde sensing areas can add
noise therefore losing some of the signal that contain®gio&l information. With this
project we work toward improving these active sensing d&viay including the sens-
ing microelectrodes on the signal processing substrateowade for better resolution

as well as lowering the total power consumption.

This chapter shows progress made towards combining theifaragpbn and
filtering of action potential signals of a cardiac cell witietsensing of the data onto
one device. The improvements in resolution and power copsomwill make this
system well-suited for analysis of electrical recordingfiving cells. This work was
completed in collaboration with Jianan Song, a fellow mendéé®©r. Blain Christen’s

research group.
7.1 Background

Electrical signals in a biological environment occur dudhe creation of ion gradi-

ents. The potential created across a cell membrane by iatesibed by the Nernst
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equation,
Co

= (7.1)

60
Eion = 7 log

whereEjon is the equilibrium potential for an iory is the valence of the ion, and
Ci andC, are the intracellular and extracellular concentrationhef ibn respectively.
Nerve and muscle cells are the most common types of eletyriaetive cells, but
some endocrine, immune, and reproductive cells are alsabtapf producing action
potentials [90], making electrical recording applicaldertany cell types. Cardiac cells
are particularly of interest because of their strong elegltresponse and relative ease of
culturing compared to nerve cells. In cardiac cells thedlwas with the most influence
on action potential firing are potassium, sodium, and caicihe total potential for
a cardiac cell will therefore be a combination of the Nermgtagion for each of these
ions while also accounting for the relative permeabilibégach ion. This is given by

the Goldman equation

Pk [Ko] + Pha[Nao] + Pca/Cao]

Vim= 80100 T+ PnalNa + PoalCal

(7.2)

whereVy, is the total potential and permeabilities are givenRyy [90]. The change
in permeability of each ion is due largely to the opening aloding of ion channels
during the action potential. The shape of an action poteptaduced in cardiac cells

and the derivatives are shown in Figure 7.1.

The intracellular signal shown in Figure 7.1 is taken actbesnembrane. Mi-
croelectrode recordings only see an extracellular pakst the signal will be the
second derivative of the action potential due to the low szsistance between the cell
and the electrode [91]. The second derivative signal oceemg quickly compared to

the intracellular response making achieving better reégolieven more important.
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Figure 7.1: A typical HL-1 intracellular signal recordedtiwvivhole-cell patch clamp
and the derivatives are shown. Extracellular recordingsmble the second derivative
[89].

7.2 Circuit Design and Simulation

The challenge in measuring the extracellular cardiac agiaentials is the small sig-
nal amplitude, low signal to noise ratio, and DC drift. Cnegta biologically suitable
interface for recording these signals is also difficult. Elx&racellular action potential
is 1— 2 mV peak-to-peak with a bandwidth of 2 kHz to 4 kHz and a sidoaloise

(SNR) ratio of less than 10. For low frequency measuremémtsoise floor is pushed
up by the flicker noise (1/f noise), so high-pass filtering watuded. The first design
receives the signal input from one sensing electrode anghgiothe solution to the cir-

cuit ground as a reference. The second design utilizes tparate sensing electrodes
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in a differential configuration to eliminate the need to cecirthe cell solution to the
circuit ground. The circuit diagrams for two configuratia@isnulti-stage amplification
and filtering circuits are shown in Figure 7.2.

Signal Input T
c2 Cantinous Time
Low Pazs Fiter

R

Zignal Cutput

Signal Input

C1
R4
i
Laow-Fass Filer — e Dutpud
4“*—’\/\,&
R
C1

REF/GND Input

Figure 7.2: Single-ended and differential designs are sh@®wth circuits contain two
gain stages, a low-pass filter stage and a buffer stage. 8/&ueomponents are shown
in Table 7.1.

Single-Ended Configuration

Our single-ended configuration uses an electrode direotipected to the active com-
ponents in the 59 pre-amplification stage. This maintains the signal to noa®
since initial filtering with passive devices would furthexalease the SNR. Rather than
using a coupling capacitor to mitigate the effects of DCtgvie use a higher SNR de-
sign with a capacitor between the non-inverting gain resssind ground. Additionally
we add an AC coupling capacitor between the first and secanatgges to further re-
move the DC offset. This capacitor is also part of the higtsfiéter after the first stage

that has a cutoff frequency of 6 Hz. The second stage of tloeitis a non-inverting
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amplifier with a gain of 20. This is followed by a continuousié& 18" order linear
phase low-pass filter with a cutoff frequency of 5 kHz whicliédined by the ratio of
resistors. The continuous time filter was selected becadses not require a clocking
signal for operation that would add noise to the circuit agglit in more components.
The final stage is a buffer for a possible low impedance lodldbfahe amplifiers used
are LInCMOS precision chopper-stabilized op amps with adéiaet voltage of LV,

a low temperature drift of less than0®3uV /°C, and a common-mode input voltage
range that accounts for possible DC drift. The circuit waswated in Cadence IC
Virtuoso 5.141 Environment (Cadence, San Jose CA) withl idemponents. In our
experiments the transition time at the cutoff frequency igimshorter than simulation
results since we use a®®rder filter. The simulations show a 60 dB gain, low-pass
filtering at 5 kHz and high-pass filtering at 6 Hz as expectethfthe design parameters

in Table 7.1.

Differential Configuration

Although the single-ended design is sufficient for filterargd amplification, we can
further improve the design with a differential configuratidSingle-ended circuits are
susceptible to many noise sources including inductionendiiifferential circuits will
improve the performance of the system by canceling out rfoigse connections and
other parasitics. Since almost all of the noise is commonoth mput nodes, am-
plification circuits with good common-mode rejection ra(@MRR) will be nearly
immune to common mode noise. We have redesigned the cicaitl#ferential mod-
ified instrumentation amplifier. The differential configtiom has a gain of 10 at the
pre-amplification stage to give higher resolution and b&NR performance. Because
our measurements are in a solution, we must ensure the commode range for the

circuit includes any possible DC offset.
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Table 7.1: The values for each of the single-ended circi@)sand differential circuit
(DC) components in Figure 7.2.

Parameter SEC DC | Function
R1 196 kQ | 1.8 kQ | Gain for first stage
R2 4kQ | 15kQ | Gain for first stage
R3 40kQ | 39kQ | Set 29 stage DC operating point
R4 98 kQ | 1.8 kQ | Gain for second stage
R5 5kQ | 39 kQ | Gain for second stage
C1 10uF | 1 uF | Remove DC offset
C2 1uF N/A | AC coupling, DC filtering

7.3 Materials and Methods

We fabricated a microelectrode array with gold electrodgeguthe following proce-

dure:

1. A 2inchx 3inchglass slide was first cleaned with isopropyl alcohol and wiate

achieve a clean surface.

2. Shipley Microposit S1813 (Rohm Haas, Marlborough, MA3ifive photoresist
was spun to a thickness oftim. The spin recipe was 500 RPM for 10 seconds

followed by 3000 RPM for 30 seconds.

3. The resist was baked at 115 for 30 minutes. This was a change from the

suggested recipe to account for heat transfer through #ss gl

4. The resist was exposed for eight seconds with an aligrersexe power of ap-

proximately 25nJ/s.

5. Development was performed using 351 Developer (Microghaixed ina 5: 1
ratio (water.developer). The pattern would fully developapproximately 45

seconds. The device was cleaned with water after develogpmen
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6. Metal evaporation was performed in a Cressington 308Raasor (Ted Pella
Inc., Redding, CA) with a LT300 dual output power supply. Ag@pmately
30nm of a chrome was evaporated to form an adhesion layer. A chroche
served as the source for the metal (CRW-1, RD Mathis, LongBe&2A). Imme-
diately following the chrome deposition, approximatelynfn@of gold (99999%

pure) was evaporated using a ME5-.005W source (RD Mathis).

7. Coated samples were place in an acetone bath with samicttiremove the

patterned resist and therefore selectively lift off the ahet

A second photoresist layer was patterned (using the samE3S#&8ist pattern-
ing procedure) to only expose gold areas of aboytr2dy 100um to act as sensing
electrodes. This resist layer effectively insulated tist oéthe gold wiring so we would
only observe electrical activity at the exposed regions.>AMarray of electrodes pro-

vides 16 channels for measurement.

A polydimethylsiloxane (PDMS) structure was placed on tbfhe electrodes
to isolate the fluid needed for cell culture from the bond pasksd for electrical con-
nections. The PDMS was simply used to form a deep well foradtlre. The PDMS
was bonded to the glass after plasma treatment for 1 minhiglapower using oxygen

as the process gas.

A jig, shown in Figure 7.3, was constructed of Lexan and Dednd machined
to hold the microelectrode array as well as 16 pogo pins teigecelectrical connec-
tions to the bondpads connected to each of the electrodespddo pins (PP8, Solar-
botics, Calgary, AB, CAN) are placed in holders (PPH1, Sm#cs) to allow removal
when an electrical connection is not needed. This jig altb¥ee quick, reliable and
non-permanent connections between the micro-scale etlssrand the macro-scale

connections to the circuit on the custom designed PCB.
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Figure 7.3: Pogo pin jig holding the microelectrode arrayhvaells in a PDMS well.
Connections to bond pads are made by pogo pins. The conngeti&ween the pogo
pins and the PCB are made with microclip connectors.

HL-1 Cell Culture

The HL-1 cell line, derived from AT-1 cells (mouse cardiornsyte tumor), retains
the ability to contract spontaneously as well as cardiacpimalogical, biochemical,
and electrophysiological properties through serial pges#2]. HL-1 cells have been
used in other work with microelectrodes [88] [89] and praviEectrical activity that
is easily measured and will provide results for comparis@ells were cultured in
Claycomb media (Sigma, St. Louis MO) with 10% fetal bovineuse (Sigma), 1%
0.1mM norepinephrine (Sigma), 1% 2mM I-glutamine (Invifem, CA), and 1% 100

U /ml: 100 ug/ml penicillin/streptomycin (Invitrogen). Surfaces weretpeated with
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a 0.02% gelatin (Fisher Scientific, Pittsburg PA) and fiboime(Sigma) mixture for
24 hours before cell introduction. The electrode device asclaved prior to pre-
treatment with gelatin. Cells were allowed to grow to corilua an incubator at 37TC

before testing, about-24 days.

100 um

Figure 7.4: Micrograph of HL-1 cells. The cells exhibit spameous electrical activity.

Custom Designed Printed Circuit Board

We designed two custom, two-layer PCBsx(3 square inches for the single-ended
design, 3x 4 square inches for the differential design) using PCB Af#glvanced
Circuits, Aurora CO). The single-ended design is shown gufe 7.5. Both PCBs
contained versions of the circuit requiring jumpers to nalyucomplete some of the

connections to allow for separate testing after each stage.

74



Figure 7.5: Custom designed printed circuit board layaeft)land picture (right) are
shown. The design included the complete circuit chain onetftside of the board and
debugging circuit with jumper connection points on the tigh

7.4 Results

Stand-alone measurements of the circuit were conductedtesrdine circuit perfor-
mance prior to testing with cells. The circuit was testechwirious input waveforms
and frequencies from a Keithley 3390 Arbitrary Waveform &mor (Keithley, Cleve-
land OH). Testing validated both the gain and frequencygoerédnce of the circuit. We
were able to confirm the circuit worked with a range of DC dfsen the input from
-3V to +2 V. The AC response of the circuit corresponded veeyl with the simula-
tion results. Initial testing using noisy square wave ispuas performed with varying
frequencies for both designs. As the frequency of the squave was increased from
500 Hz to 2.5 kHz, we were able to observe the output change &moisy square
wave to a clean sine wave. An input signal similar to the etggecardiac signals but
with an amplitude of 6.3 mV pk-pk (minimum allowable amptie) was tested with
the differential design using the arbitrary waveform gat@r The input signal and the

output of the circuit are shown in Figure 7.6. The input sldran the arbitrary wave-
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form generator is noisy and the peak of each pulse is hardferehtiate. However
the output from the amplification and filtering circuit areatly defined pulses. Fig-
ure 7.7 shows the power spectrum of the input and output lsigifde original input

signal from the arbitrary waveform generator contains atdeal of high frequency
noise, but these higher frequency components are filteresdes in the output of the

differential circuit.

b Pos: 00005
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File
+  Format

CH1 500mY  CH2 10.0m% M 25.0ms CHY 7 2.48Y
f—Feb-10 06:43 <10Hz

Figure 7.6: The transient response of the differentialutirupper waveform) to the
arbitrary waveform generator’s output signal resemblimg éxpected cellular signal
(lower waveform). Note the two waveforms are plotted onedéht vertical scales.

We have designed and tested single-ended and differeesayras of amplifi-
cation circuits for measuring cardiac action potentialfie Tircuit performance was
consistent with simulation results having expected gathanoff frequencies. We de-
signed and fabricated the microelectrode array and Pogas an interface between
the circuit and the cells. Preliminary testing using HL-1s;¢he Pogo pin jig, and the
amplification circuit demonstrated the setup will be sufitito measure extracellular
HL-1 action potentials. Our differential design was morbust for common mode

noise suppression of induction noise and other environahenise.
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Figure 7.7: A fast Fourier transform was used to obtain theguspectrum of the
original signal (left) and output from the differential cint (right). The original signal
and output signals are shown in Figure 7.6.

While the experiments and results shown are for discretgpooent PCB de-
signs, the results are being used to better understandhtieder function of the system.
This information is currently being used to improve our graged circuit design. The
final version of our system will allow for cell growth and sajrmeasurement on a
single chip that contains the integrated circuit, microgtedes, and cell culture sub-
strate. Once integration is complete we expect the entveeldéo be approximately
linchx linchx 0.5inchfor a sixteen channel system including accompanying migtofi
idics and packaging. The integrated system will allow fght@r resolution outputs and

lower power consumption than is currently possible.

77



Chapter 8

ION SENSITIVE FIELD EFFECT TRANSISTOR

lon-sensitive field effect transistors (ISFETS) were idtroed as pH sensitive devices
by Bergveld over 40 years ago [93]. ISFETs are an attractieans of measuring pH
because of their small size, low-power consumption, rofesst, compatibility with
on-chip circuit integration, and the low manufacturingtdmg batch processing using
integrated circuit technology [94]. However, their use @momercial applications thus
far have been limited. One problem is the development ottife packaging. ISFETS,
like other chemical sensors, need to be in contact with théisa being measured so
isolation of fluids from the electrical circuitry is necegsaChapter 12 will address

packaging in more detail. The other major obstacle is drithe sensor output.

This chapter will provide an introduction to the ISFET devi¥Ve also present
a new method of mitigating the effects of drift in ISFETs byliyg the electric fields
present in the device. This work was completed in collabomatvith Sahil Shah, a

fellow member of Dr. Blain Christen’s research group.
8.1 Background

The functionality of ISFETs is well understood [96]. ISFEdi® simply MOSFETSs
with the gate connection separate from the device in the frenreference electrode
present in solution. A schematic representation of an ISEEShown in Figure 8.1.
ISFETs work by modulating the semiconductor surface pakntsually the insulator-
electrolyte interface, using the field-effect principléh€ldrain current in an ISFET is

given by the same equations as MOSFETS:
W 1
lg = Coxﬂf [(Vgs—Wt)Vas— évdzs] (8.1)

with Cox the oxide capacitance per unit ar&d, and L the width and length of the

channel\; is the threshold voltage, andthe electron mobility in the channel. When
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1: reference
2: gate oxide

b) 3: insulating layer
4: channel
8: source
] I}: drain
Vgs B: bulk
a) solution
| = i}
Vs Yids
MOSFET ISFET

Figure 8.1: Schematic representation of MOSFET and ISFEBT. [The pH of the
solution above the gate caudgg to change which changég

Vs is held constant, the drain currely, is a unique function of the input voltadgs
which is controlled by the number of ions present in the sotutFor this application,
the number of ions present is the pH. Alternatively, holdiggonstant allows changes
in Vgs to reflect changes in pH. The pH sensitivity of an ISFET octlursugh changes
in the threshold voltage of the device caused by modificatfathe flat band voltage,

Veg. The flat band voltage is defined as

1 g i
Ve = Eref—a¢5'—wo—%+xs°'+ O (8.2)
1

whereEe+ is the reference electrode potential relative to vacuq/(qcbfi is the work
function of Si, Yj is the potential drop in the electrolyte at the insulat@egibolyte
interface Q; andC; are the insulator effective charge and capacitayt®is the surface
dipole potential of the solvent, and} is a collection of a number of variations jn

The insulator used in an ISFET contains charge at variowitwts, all of which affect
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the operation of the device. The total effective insulatwarge can be expressed as
de

Qi = Qs +Qit + d—Qm (8.3)
|

whereQs is the fixed chargeQj; is the charge trapped in surface states, and the last
term is the charge distributed at the insulat, taking into account the distance to
the centroid of the insulatal; and the insulator thicknes. In total, the flat-band
voltage is influenced by three terms that depend on the elgtdrcomposition. The
first is Yy, the potential drop in the electrolyte at the electrolytsdilator interface. The
second igd./d;)Qm/Ci, the effect of the mobile ionic charge which can be modulated
by the electrolyte. The final componeni@gC;, which is the effect of the surface state

density that can change from diffusion of the electrolyte te insulator.

ISFETSs suffer from drift caused by a number of differentdast some of which
are not fully understood. Drift has been shown to be tempezatependent [97], pH
dependent [98-100], insulating gate dependent [98], pamslependent [101], and
split between a fast and slow response [102]. Attempts tigaié the effects of drift by
means of software compensation [94], hardware configurafb03], or a combination
of both [100, 104, 105] have shown progress in making ISFEEgaately stable for

commercial application.

Jamasbet al. developed a physical model for drift behavior in ISFET de-
vices [101]. They hypothesized that much of the drift pheanan is associated with
transport through the gate insulator. Their model focusethe chemical modification
of the oxide surface by hydration when exposed to aqueousi@as. Changes in the
oxide insulating layer modify the overall permittivity grefore altering the capacitance
(G) and the amount of channel inversion in the ISFET. Becausseticthanges occur

slowly over time, they show up as drift in the output signalha devices.
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8.2 Experimental
Device Fabrication

We have fabricated a chip with ISFET pH sensors using thed&@rsMultiMEMS
process. The ISFET was made using the same process as tlogaraga sensor in
Chapter 6. The ISFETs we designed in the MultiMEMS proces®athannel devices.
The P-doped regions are composed of PSC and PBC (see Figineith a channel
length of 6um. There are 21 fingers each with a length of 260 for a total channel
width of 5460um. The ISFET structure is contained in the N-Epi layer. Thiega
insulating material is thermally grown oxide. The ISFETaaoan be seen in Figure

6.6.

ISFET Characterization

We measured electrical characteristics using a Keithl&86A6source measurement
unit (Keithley Instruments, Inc., Cleveland, Ohio) cotied by MATLAB (Math-
works, Natick, MA). Devices were characterized with bufetutions with pH of 401,
7.0, and 1001 (Oakton Instruments, Vernon Hills, IL). A gold wire wasedsas a ref-

erence electrode, and all experiments were conducted irea&acage.

We verified a pH response from the device as shown in FigureT®e device
gives a calculated sensitivity of 48V/pH. It is important to note that the values of
Vet required to operate the ISFETSs varied greatly between dsvitheV,e required
to operate varied between abet20V and—2V, depending on the device. The huge
range is likely due to the fact that the fabrication was natigiged to make ISFETS.
Once we determined the propét; for a device to operate, the value was fairly con-

sistent.
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Figure 8.2: The pH response of an ISFET using buffer solstafrpH of 4, 7, and 10.
The value oV,¢t was swept, and the currelgs was recorded.

Voltage Cycling

We examined the cycling of two electric fields present withie ISFET. The first field
is the vertical field of the device which depends on the vathgtweenv,es and the
channel potential. The vertical field was cycled by switghime value oW,e¢ between
the operating voltage (ISFET on) and the value at the sou8feET off). We also
investigated cycling of the horizontal electric field beémehe source and drain. The
horizontal field was controlled by switching the voltage twe drain of the device.
MATLAB was used to control all of the voltages applied to tlevide by the Keithley
2636A.

Modeling

A model of the ISFET was created using Silvaco TCAD to undestthe physics of

the drift and the reset behavior. A physical-based simufatias performed in ATLAS
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to examine the physical mechanism of ISFET threshold veltgft. The ATHENA
process simulation framework was used to create a p-chéaltbtffect transistor with
the same properties and dimensions as the ISFET. The sedutaddel was fabricated

according to the steps provided in the SensoNor MultiMEMSigieguide.

TCAD can model the fabricated device, but the electrolytencé be modeled
directly. Therefore, a user defined material was depositetbp of the oxide layer
to emulate the electrolyte. All user defined materials in ANA are considered in-
sulators with properties that can be altered to meet thenmagants for a simulation.
We modified the properties of the user defined material tomaligh the conditions of
an ionic solution as specified by Chuegal. [106]. In an ionic solution the charge
distribution (@) in the ionic double layer is given by the Poisson-Boltzmagunoation,

% = —g {C(’)\la+ exp(}(—c_ll_(p) —c§" exp(}—c_ll_d))} (8.4)
whereC)@" andC§'" are the concentration dia* andCl~ in the electrolytek is
Boltzmann’s constant is the temperature in Kelvirg is the permittivity of the elec-
trolyte, andq is the total charge of the ions in the double layer equal toctrerge
number of the ionZ) multiplied by the elementary charge) (q = zg. This equation

can be modified to give the Fermi-Dirac distribution of etents and holes given by

¢ q 14 e 14er
o2 e |M0 E—E a 0 Ec & ap (8:5)
X € 1+e «m ekt 1+e kT ekt

so that an intrinsic semiconductor can be used to model #wtrelyte. In equation
(8.5), ng and pg are electron and hole concentratid,is energy of fermi level in an
intrinsic semiconductok is the energy of the conduction band, dadis the energy
of the valence band. For equation (8.5) to be true, the bapdkgy of the intrinsic

semiconductor should satisfy the equat@m q¢ > KT.

The density of states for the valence band and conductiod, ialy and N,

respectively), were specified according to the molar cotmagan of the ionic solution.
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This set the bandgap toSeV. This model required a Debye length larger than the size
of the simulated ions in solution. The Debye length decr®asehe ionic concentration

increases; therefore, the maximum concentration we cauldlate was approximately

500mM.

The relative permittivity of the defined material was set@d®match the prop-
erties of water. The mobility of electron and holes was se¢h&values folCl~ and
Na' ions in water (688 x 10 *cn?V ~1s 1 and 498 x 10 *cn?V —1s~1 respectively).
Properties for electron affinity (8eV) and the recombination lifetime of electrons
(1 x 103s71) and holes (1 10-3s1) were set by curve fitting the simulated and
experimentally obtained curves. Gold was used as a referelectrode to match the

experimental setup. The final structure of the modeled ISKEERown in Figure 8.3.
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Figure 8.3: The structure of the ISFET as modeled in Silva€AD. Doping levels
and materials are indicated.
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The Shockley-Read-Hall(SRH) and Lombard mobility modekrevused to
simulate the drift in threshold voltage and the reset charestics. These are stan-
dard models used for MOSFET simulations. SRH was used to htlobel@eneration
and recombination inside the semiconductor. The Lombarkilityomodel considers
mobility due to the transverse electric field. The curverfgtivas done usintps vs
Viet Values obtained from the static DC solution. The gate veltags ramped from
0V to —20V while keeping the drain at2V to obtain thelps vs Vies curves. During
simulations, the source and the substrate were kep¥ aibile the drain was held at
—2V. The reference voltage was keptat0V while performing transient simulations.
All of the voltages used in the model reflect the experimecdalditions. Simulations
were performed for a model with a unit width so the currentotdd was pepm of
device width. The width of our fabricated ISFET was 5460 the current values ob-
tained during simulations are multiplied by the width to qare to our experimental

results.
8.3 Experimental Results

Figure 8.4 shows the experimental ISFET drift results whaingia pH 4 buffer. The
ISFET had a steady drift when no switching was applied. @gclips showed no
change in the overall drift of the device; drift appears totowie even whelpgis not
applied. Cyclingviet shows a repeatable drift pattern. The cycling/gk effectively
resets the device and causes identical drift every time yhke @¢s started. The reset
characteristics showed some dependence on the on and efptoportions as well as
the pH of the solution, but an appropriate vertical eledietd reset time was easily

determined by trial and error.
8.4 Simulation Results

Figure 8.5 shows simulation results of the same switchimggutures shown in Fig-
ure 8.4. The simulations demonstrate the same behaviorrasxparimental results.
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Figure 8.4: Experimental results showing drift in drainremt, the effect oMt Cy-
cling, and the effect o¥pg cycling.

Cycling of Vet effectively resets the device while cycliMys has little effect on the
overall drift. We simulated a unit ISFET width so the cursewiere much smaller than

experimental values.
8.5 Discussion

Cycling the vertical electric field of an ISFET is a promisimgthod of drift compensa-
tion. Our experimental results showed a clear reset in tiftgpdofile of a commercially
fabricated ISFET when switchinge ;. CyclingVpsdid not produce a reset; instead, the
ISFET output continued to drift throughout operation. Tifeedence in drift direction
between experimental and simulation results is likely duprbducing an electrolyte
solution within TCAD. The direction of drift has been showrdepend on the pH of the

measured solution [102]. The electrolyte concentration, thus the pH and direction
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Figure 8.5: Simulated results showing the drift in drainreat, the effect o¥et cy-
cling, and the effect o¥pg cycling.

of drift, cannot be modeled very accurately in TCAD. The died ISFET current val-
ues matched well with the experimental value; multiplyihg simulated unit current
(approximately 165 x 10-8) by the total device length(54¢0n) gives 9QuA, which

is very close to the experimental values of 146

Our simulation confirmed our experimental results of a defiet when switch-
ing Viet and enabled us to determine the cause for the drift. Undenthence of an
electric field, ions accumulated at the interface betweerottide and the electrolyte.
Switching the vertical electric field off for sufficient timadlowed the ions to diffuse
away from the surface. When the vertical electric field wadaed, the ions would
again accumulate at the surface but their accumulationdvoailidentical to when the

device was first turned on. Conversely, horizontal field icgcshowed no effect on
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the distribution of ions because the vertical field was naaivgd. The resetting of the
device through vertical field cycling thus allows a predatéedrift pattern. The off time
required for a reset varied with the pH of the solution andatm@unt of time the device

was in the on state.

Overall, these results show the cycling\Gfs gives a repeatable drift pattern
easily accounted for with either software or hardware. Cemsption of a known error
would allow for drift resistant ISFET operation. Multiplevces could us¥.; cycling
to achieve constant pH measurement. Such a setup is possiblthe small size of

the ISFET and their compatibility with on-chip circuit iggeation.

Other published work on ISFET drift attempts to actively figgainst the be-
havior of the device. This work demonstrates the idea of dridnagement, allowing
the device to drift normally, but in a repeatable patternteBgive compensation tech-
niques for longer term monitoring are not necessary whedéwee shows repeatable
operation using shorter measurement times. This voltagengytechnique thus shows
potential in expanding the use of ISFETs in long term, cardirs monitoring applica-

tions.
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Chapter 9

DISCRETE ISFET

As discussed in Chapter 8, ISFETs are solid state devicesefwsing pH. Early IS-

FETs were fabricated exactly as MOSFETSs, except the gataconas removed and
the gate oxide exposed directly to a solution. This leavasuatsire as seen in Figure
8.1. Further work with ISFETSs revealed that the structuresisentially an ion sensi-
tive electrode with a field effect transistor used for detec{107]. Because of this
concept, extended gate structures were developed whichausenple metal connec-
tion to connect the pH sensitive region to a MOSFET for detect108]. This has

been demonstrated more recently by Prodrometkad. using a discrete MOSFET with
the gate connected to a metal electrode covered with a phtisemstride layer [109].

This work uses the term “discrete ISFET” interchangeabipviextended gate ISFET”

because the design uses a discrete, commercially made MOSFE

The discrete ISFET behaves in the same manner as a regular.I8Bwever,
using a discrete design allows much more design freedométtyaaitional implemen-
tation. The sensing region does not need to be on the saneeqgdisidicon the transistor
is fabricated on. Therefore, the sensing region can haveusageometries or param-
eters that are only limited by the fabrication process ofstiesor instead of the entire
MOSFET structure. Changes can be made to the sensing puitivout regard to the
MOSFET operation. Excluding the MOSFET from the fabricagpwocess reduces the
time and cost of the sensor. Discrete component MOSFET Siaredibly cheap when
produced by commercial foundries; the commercially predudevices utilized in this
work were only $0.46 each. Fabrication of a similar qualitPBFET in a research
lab is neither feasible or comparable, in terms of both codttame. For instance, pro-
duction of CMOS ISFETSs (as in Chapter 11) takes a minimum of faonths just to

receive a design from a commercial process. The fabricati@custom sensing re-
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gion, on the other hand, is feasible in a research scale albancétion facility. The time
required to fabricate just the sensing region is on the arvflbours, so many iterations

of the devices can be produced.
9.1 Discrete ISFET Fabrication

The design for the discrete ISFET used in this system weputiir many iterations.
The first design was almost identical to the design used bgrBnoakiset al.[109]. A
key difference was the base substrate used. Prodroretllsused glass whereas we
chose to fabricate on top of a silicon wafer to allow easiemdj. The design for metal

deposition is shown in Figure 9.1.

SOURCE

DRAIN a

ARTZCNA STATE LINTVERSITY

GATE

DAVID LELCH

Figure 9.1: Masks used for the first discrete ISFET desigre Aibe represents areas
of chrome and gold while the green represents nitride. Tted &wea of the design is
24 mmx 18 mm.

The fabrication protocol for the first discrete ISFET desigs as follows:

1. Aclean,< 100> silicon wafer was used as the substrate

2. Shipley Microposit S1813 (Rohm Haas, Marlborough, MA3itive photoresist
was spun to a thickness oftim. The spin recipe was 500 RPM for 10 seconds

followed by 3000 RPM for 30 seconds.
90



10.

11.

. The resist was baked at 1’t6for 1 minute.

. The resist was exposed for eight seconds with an aligrmrsexe power of ap-

proximately 25mJ/s. The mask was aligned with the wafer flat to ensure the

patterns could be diced cleanly.

Development was performed using 351 Developer (Microghaixed ina 5: 1
ratio (water.developer). The pattern would fully developapproximately 45

seconds. The device was cleaned with water after develdpmen

Metal evaporation was performed in a Cressington 308Rarator (Ted Pella
Inc., Redding, CA) with a LT300 dual output power supply. Agmpmately
30nm of a chrome was evaporated to form an adhesion layer. A chroche
served as the source for the metal (CRW-1, RD Mathis, LongBe&2A). Imme-
diately following the chrome deposition, approximatelynfn@of gold (99999%

pure) was evaporated using a ME5-.005W source (RD Mathis).

Coated samples were placed in an acetone bath with somi¢atremove the

patterned resist and therefore selectively lift off the ahet

. Approximately 65 1m of silicon nitride was deposited using a Plasma Enhanced

Chemical Vapor Deposition (PECVD) at 3%0.

. Another layer of S1813 resist was spun, baked, exposedjareloped using a

nitride patterning mask to provide a protective layer over $ensing electrode

area.

The nitride was etched using reactive ion etching (RTHB)s process removed

nitride not protected by the S1813 and exposed the gold bgnmids.
The device was rinsed with acetone to remove the S18h3wisk.
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This process is summarized in Figure 9.2.

Crand Au

Crand Au

Figure 9.2: Process flow for the first discrete ISFET designe 3teps include resist
patterning (A), gold and chrome evaporation (B), lift-affleave patterned gold (C),
PECVD nitride deposition (D), resist patterning (E), andRIf nitride and resist re-
moval (F).

This device was tested for use as a pH sensing device and dhaiwsensi-
tivity. However, there was not an integrated referencetelde on the device. Using
an external electrode was difficult because it had to be @dofien and was not at

a consistent distance from the sensing area. This causeificagt variations in the
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signals recorded and difficulty in calibrating for a pH valuihis device also needed
to be used in a microfluidic environment so we wanted to avgishg to integrate a

macroscale reference electrode.

The second iteration of the design integrated an on-chigreate electrode
onto the device. The fabrication protocol was the same asridesl for the first de-
vice in Figure 9.2. Different masks were used for the resatigoning steps, shown in
Figure 9.3. The problem with this design was a lack of insoifabetween the silicon
substrate and the deposited metal. This was not an issue ifirsh design because
there was only one connection made to the device. With tlezgete electrode inte-
grated onto the same substrate, we enabled the sensing teghbort to the reference
electrode through the semiconducting silicon. The shortieeed the devices useless

as pH sensors.

The third version of the discrete ISFET sensor correctedlhiogting issue by
thermal growth of oxide on the silicon as an insulating lay€he remainder of the
fabrication protocol was the same except for the nitridégpaing. Instead we inverted
the pattern used for the nitride patterning. The new masigdesshown in Figure 9.4.

The summarized fabrication protocol is shown in Figure 9.5.

The change to the nitride patterning had no implicationfi&ftinction of the
ISFET as a pH sensor. In version two, nitride was left onlyamdf the electrode that
was to be pH sensitive. Nitride was removed elsewhere tavdtho off chip electrical
connections and for reference electrode access to thémsoliib ensure these electrical
connections, the RIE was programmed to etch past the dephie oitride and into the
silicon dioxide. However, this excess etching producedaicant step from the total
height of the chrome/gold/nitride stack down to the siliabaxide layer. This step
proved to be an issue when attempting to bond a microfluidiicdeon top of the

discrete ISFET sensor. As shown in Figure 9.6, a good bondavaged between the
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2 2

Figure 9.3: Masks used for the second discrete ISFET deS§lgngrey represents areas
of chrome and gold, and the red-checkered area representke riovered regions.
Alignment marks at the corners of the mask are not part of SIEIl. The total area of
the design is 24 mnx 21 mm.

nitride layer and the PDMS, but no bonding occurred outsfdkis area. The problem
was corrected by only etching the nitride over the referabeetrode and the bondpads.
The etched areas of the final version are indicated by thexgnesk in Figure 9.4. This

discrete sensor design was ultimately chosen for use iredg@biack system.
9.2 Results

The discrete ISFETs could be tested for electrical charatitss using a Keithley
2636A source measurement unit (Keithley Instruments,, I6teveland, Ohio) con-
trolled by MATLAB (Mathworks, Natick, MA). Devices were chacterized with buffer
solutions with pH of 401, 7.0, and 1001 (Oakton Instruments, Vernon Hills, IL). An

external reference electrode was necessary to test theificsete design. The fabri-
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Figure 9.4: Masks used for the third discrete ISFET desidre Jrey represents areas
of chrome and gold; the green represents areas NOT coveneitiioke. The total area
of the design is 24 mnx 21 mm.

cated sensor was attached to a cuvet to enable easy inderagth fluid for testing.
The testing setup is shown in Figure 9.7. Initial testing pagormed with a Ag/AgCI

electrode.

An ISFET characterization curve for the first discrete dewesign is shown in
Figure 9.8. The device shows pH dependence, but the reseiteshighly variable and

often switched their order, so determining the sensitwi&g impossible.

The variations likely had many causes. The reference eldetrequired con-
stant upkeep so it had to be removed and replaced frequéihity made it impossible
to maintain a constant reference electrode position velati the sensing region. Ad-

ditionally, liquid needed to be changed out in order to té&ent pH values. Drying
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Crand Au I

Figure 9.5: Process flow for the third discrete ISFET desifjme steps include resist
patterning on top o8I0, (A), gold and chrome evaporation (B), lift-off to leave pat-
terned gold (C), PECVD nitride deposition (D), resist patieg (E), and RIE of nitride
and resist removal (F).
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Figure 9.6: Micrograph of unsuccessful PDMS bonding onwortticrofabricated 1S-
FET (left). Bonding only occurred on the raised areas of gwlditride (right). The

width of the gold extending pad to the sensing region whegchiment occurred is
500um.

Figure 9.7: First discrete ISFET design in cuvet for chaazation. The reference
electrode was secured a fixed distance from the pH senssverr.
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Figure 9.8: Characteristic ISFET curve for a discrete deviheV,et value was swept
while maintaining a constanfps. A different curve is obtained for each pH buffer
value.

and changing fluids likely moved the reference electrodee ditift of the device was
perhaps the greatest problem. To demonstrate §iff,versuslps was continuously
swept over a long period of time. As is seen in Figure 9.9, thead continued to drift
over the full hour of testing. The constant drift behaviordadull characterization

difficult.

Subsequent designs integrated a reference electrode lensubstrate. This
reduced some variability in ISFET performance. Howevegxsained in Chapter 8,
drift is an inherent problem. Controlling the ISFET envinoent as much as possible
helps to reduce drift. This can be done effectively usingrafiadics, as demonstrated

in Chapter 10.
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Figure 9.9: Drift behavior of a discrete ISFET device ovem@i@utes.V,et was swept
repeatedly at a steady pace for one hour. The device was festecuvet using pH 4
buffer. The order the curves were taken is indicated by color
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Chapter 10

MICROFLUIDIC FEEDBACK CONTROL OF pH

This work aims to look at the technologies and engineerimgiples that have evolved
since cell culture was first introduced and analyze thesdadeas to improve biological
cell culture. One of the most important concepts that wilirhestigated is feedback
control. Programmable control over the cellular environmeill transform the way

experimentation is perceived. Feedback will also provigedpportunity for variable
control throughout an experiment instead of specifying/dhk starting parameters.
Feedback control is fundamental to many engineering agmics and implementing it

for biological environments has numerous advantages toowecell culture practices.

Current cell culture practices have a number of methodsattampt to con-
trol the environment, but most are focused on macroscaleaorHowever, the cell
microenvironment has been shown to be an equal or even motamt factor. The
microenvironment has a distinct physiological characefimed by the physicochem-
ical properties such as pH, oxygen tension, temperatutepamolality [110] as well
as the physical properties [111]. Recent research has sttatrsmall variations in
these factors affect cell behavior [112-117]. Stem cebsiafluenced by factors in-
cluding growth factors, other cells, and extracellularmiatomponents to such a large
degree that their microenvironment regulates cell sutvaelf-renewal, and differen-
tiation [118-120]. Control of the microenvironment is aisgportant in cancer re-
search [121]. Hypoxic microenvironments have been showindoce metastasis in
tumors. Furthermore, levels of pH, glucose, and lactate affect metastasis of tu-
mors [122]. While cell culture has been used since the 195@sdduce human vi-
ral vaccines, only recently has the cell microenvironmesgrbexamined as a factor
influencing their production [123]. Biopharmaceutically ren animal cells to glyco-

sylate proteins, and maintaining a consistent glycosytapirofile between batches is
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important. Culture parameters such as nutrient concémradissolved oxygen, pH,
temperature, batch age, ammonia, shear stress, and evenpeddsion can affect gly-
cosylation making consistent biopharmaceutical produactlifficult [124]. Precision

control over the microenvironment would solve many of thesiblems.

This chapter presents a control system for microenvirornimpercontrol. This
is an excellent example of combining microscale biosensbosa biological environ-

ment.
10.1 Background

The pH of a solution is a dimensionless measurement of thamhgdrogen ion con-
centration [H™]) in a solution. The pH, which stands for “power of hydrogeis’,
calculated with

pH = —logyo[H ] (10.1)

Similarly, the pOH is the measurement of the molar hydroiadeconcentration|OH~]),
which is calculated using

pOH = —log10[OH ] (10.2)

The values of pH and pOH are related by the dissociation oémwat
2H,0 = H30™ (aq) + OH ™~ (aq) (10.3)
whereH3O™ is the equivalent téd ™, with an equilibrium constank,) of
Ky =[HT][OH"] = 10" (10.4)
The values for pH and pOH are therefore related by
pPOH =~ pH—7 (10.5)

when the temperature is 26. Thus water is at equilibrium when the pH and pOH are

both 7, which is considered a neutral pH value. A solutiomwipH > 7 is considered
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basic and a solution with pH < 7 is considered acidic. The usual range for pH or

pOH is from 0O to 14.

The strength of an acid or base is determined by how much tin@cond mak-
ing up the solution dissociates in water. Strong acids ssecH@l and strong bases
such as NaOH completely dissociate in water. Because staoilg and bases dis-
sociate completely, their pH can be easily calculated usipgations (10.1), (10.2),
and (10.5). Weak acids and bases do not completely diseagiatheir pH must be

calculated based on their respective dissociation cotssfdaenoted ak, for an acid).

A buffer is a solution consisting of a mixture of a weak acidl &s conjugate
base, or a weak base and its conjugate acid. It is referresl &obaiffer because their
pH changes very little when adding a small amount of strond acbase. Buffers
are used to keep pH values close to constant and thus haveapphgations in cell
culture and other biological applications. A property thistinguishes one buffer from
another is th&j value. The negative log of th&, gives thepKy, which is the pH value
around which the weak acid provides buffering. Some weatsagsed as buffers, such
as potassium dihydrogen phosphd€&ltPO,), can lose more than one proton and thus

have more than on€, value. These weak acids are known as polyprotic acids.

Feedback Control

Control systems are generally in two categories: open lgsgems and closed loop
systems. An open loop system modifies the inputs to a systémoutimonitoring the

outputs. Open loop configurations thus have no way to tefiégfdthanges made to the
system actually perform as desired. Closed loop systemkemgnt a feedback loop
in the control path. The closed loop system inputs a valweangystem, monitors the
output, and then compares the output to the desired outpwacteristic to determine

how to change the input value. Feedback systems thus offerased stability, reduced

102



noise, reduced sensitivity to variations in input chanasties, and ultimate control over

the output.

A common method to implement feedback control is through @idportional
integral derivative) control. The control sequence of a ByBtem is illustrated in Fig-
ure 10.1. The system first monitors the output of a process olitput value is then fed
back and compared to the setpoint of the system, which ixttally. The difference

produces an error value. The error value is multiplied byfartional,” “integral,” and

“derivative” terms which are then summed to vary the input#process. Each of the

+
o mm N 6 - -

Figure 10.1: Control sequence for a PID system.

three PID elements of the controller has a different effectne function of a system.
Proportional control provides information on the curregtp®int error. Integral control
provides information on what has happened to the systemeipaist. The derivative
portion provides information on how the system will perfamthe future. These sys-
tems are often used concurrently but control systems aisbwkich only utilize one
or two of these elements. Overall, the system can be desdamiaghematically through
equation 10.6 wherE(t) is the errorKp, K| andKp are the proportional, integral, and

derivative constants respectively, &) is the control output of the system.

C(t) =Kpx E(t) +K /Ot E(t)dt+ KDdE—Et) (10.6)
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As shown in equation 10.6, the formula for calculating theuinto the system is a
continuous function. Since most modern control systemsabpen discrete time, it
is necessary to convert the continuous function into disetiene function. This trans-
formation requires approximations for both the integral derivative portions of the
equation to obtain the discrete-time PID formula. We usergpk first order approxi-

mation withts as the sample period to derive equation 10.7.

C(n) 2 KpE(n) + [E(n)—E(n—l)}/tertsiE(n) (10.7)
10.2 Fabrication

The feedback system used for this work uses a discrete IS&ESefnsing pH. PDMS
microfluidics are employed to control the microenvironmesing incorporated valve
structures. The microfluidics are joined to the ISFET to famintegrated testing
platform. ISFET readout, valve control, and PID control pegformed with a DAQ

and a computer running MATLAB.

The fabrication for this device can be categorized into frarts. The first partis
the fabrication of the discrete ISFET, discussed in Chapt@he remaining three parts
are addressed in this chapter and include fabrication ofrticeofluidic environment,
the ISFET readout circuit, and the valve control system s€Heur parts are integrated

to form a feedback control system.

System Integration

There were multiple components necessary to make this &ée&diontrolled microflu-
idic system work. Every part of the system was ultimatelytoaled using MATLAB.
The computer used a National Instruments USB-6212 DAQ tfiate all of the elec-
trical connections necessary. The ISFET sensor was attdcl@ereadout circuit which
produced a signal read into the DAQ for MATLAB analysis. Thiemfluidic valves

were controlled using an output from the DAQ.
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All of the fluidic connections were made using tygon tubingeBystem used
gravity feeds to produce pressure driven flow through thécdeW he use of gravity for
pressure flow was especially advantageous because it atedithe need for pumping

apparatus.

A picture of the complete system is shown in Figure 10.2. Bipgsdor the

operations of the components are in the following sections.

Figure 10.2: Picture showing all the components of the faekllsystem. The microflu-
idic device is shown with multiple fluidic inputs. Presswizair is also input in the
microfluidics for valve control. The flow of pressurized ardontrolled by solenoid
valves shown in the upper right. The ISFET readout circuis waplemented on a
breadboard. The DAQ controls the ISFET readout circuit a$ agethe valve control
circuitry.
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PDMS Microfluidics

All of the microfluidic devices were made using standard ifaiion techniques as

presented in Chapter 3.

The design for the PDMS microfluidic interface also went tigio many iter-
ations. The first device design is shown in Figure 10.3. Théilayer PDMS design
featured a central processing chamber and two valves. Tihiesvavere to control the
entry of fluid from either of the side channels. The chambes teabe centered over
the pH sensitive electrode on the first discrete ISFET dedigis design did not work
well because of the symmetry; directing fluid to flow from or@tgo another was
very difficult. The small chamber size was also inadequatenidtiple electrodes. An-
other drawback to this design was the line around the outsidee pattern. A slight
misalignment between the fluid and valve layers would caumseod the port areas to
overlap with the line around the outside. When this happgthedine, which was only
meant as a cutting aid, would turn into a channel. If the li@es wut at any time during
fabrication (which happened often, since it was designdzbtout) the channel would
be open to air; thus fluid would leak out through the cuttimg ichannel. This line was

eliminated in subsequent designs and instead replacectwiitier alignment markers.

The second design iteration featured two different anslgsea options. One
design, as shown in Figure 10.4, featured a large chambeatlaaé would be situated
over the sensing electrode and reference electrode. Twesalere still included but
their angle was changed to allow for better spacing of thegmnections. The length
of the channel between the point of mixing area and the aisafyga was also in-

creased. The increase in length allowed better mixing itetimenar flow environment.

The second version of the second design iteration featutkffieaent analysis

area, as shown in Figure 10.5. This design replaced the atraamalysis area with a
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Figure 10.3: Mask designs for the first microfluidic desigheTluid layer is shown in
blue, and the control valve layer is shown in green. It wasghesl to fit over the first
ISFET device. The total area of the design is 16 mrhi7 mm.

small fluidic channel that would pass over the sensing ardapi@times. This design

helped to reduce the number of bubbles that were being tdapplkee chamber designs.

Both designs during the second design iteration failedlowmeflow as desired.
The increased length of the channel before the analysisha@an adverse effect on
the system because it increased the fluidic resistance. nbheased resistance made
fluid flow in that direction less likely than fluid flow into oné the valved channels or
the bottom input channel. The small size of the channels upéd this point (10@m
across) limited fluid flow throughout the device. A fasterdltiow between the mixing
region and the analysis region would reduce dead time ingbelfack loop and thus
make control easier. The microfluidic design was changetide greater flow rates in
the third version. This version, shown in Figure 10.6, reatbthe lengthy mixing area

107



b +

Figure 10.4: Mask designs for the second set of microfluidgighs. This design uses
a chamber area for analysis. The fluid layer is shown in blod,the control valve
layer is shown in green. It was designed to fit over the secoddtard ISFET devices.

The total area of the design is 21 mmnl7 mm.

+ ®

e 5
Figure 10.5: Mask designs for the second set of microfluidsighs. This design uses
a serpentine channel arrangement over the sensing regioa fltid layer is shown

in blue, and the control valve layer is shown in green. It wasighed to fit over the
second and third ISFET devices. The total area of the desigh mmx 17 mm.
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with high resistance. All of the input and output channelsensdso increased in size to
allow quicker flow throughout the system. The output chamves increased to larger
than the input channels to encourage flow towards the asadysa. This design was
used in the presented feedback system. The final PDMS miicto8uwere bonded
to the discrete sensor chip using oxygen plasma surfaceatioti. This activation

allowed irreversible bonding of the PDMS to the sensor deszic

+ +

E +

Figure 10.6: Mask designs for the third set of microfluidisidas. This design uses
larger channels throughout the device to allow for greatsv.flThe output channel is
larger than the input channels to encourage fluid flow in tiractdon. The fluid layer
is shown in blue, and the control valve layer is shown in grdewas designed to fit
over the second and third ISFET devices. The total area adek&gn is 21 mmx 17
mm.

Valve Control

The microfluidic valves are controlled by air pressure. Whegssurized, the valves
block flow in the fluidic channel they cross. An illustratioitloe valve action is shown
in Figure 3.2. The flow of air into the valve channels is colabby solenoid valves
(LHDA1211111H, The Lee Company, Westbrook, CT). Photolgsayf solenoid valves
are shown in Figure 10.7. The valves have two positions anceaswitched by ap-
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plying a 12/ DC signal. The valves can switch positions at up to 3@0Due to the
high voltage required, an isolation circuit is used to pcotee DAQ and computer.
The circuit, shown in Figure 10.9, uses a photocoupler tlaiesdghe DAQ digital input
from the solenoid connections. The valves are operated anraatlly closed configura-
tion; therefore, the valves will only open to allow presgad airflow when a voltage is
applied through the DAQ. Figure 10.8 illustrates the soi@ieperating positions. The

system uses 1jasicompressed air during operation.

Figure 10.7: Photograph of an individual solenoid valvét)land the valve position
within a manifold.

M.C. Common  W.O.

Figure 10.8: Cross section of solenoid valve showing thenatly open (NO), com-
mon, and normally closed (NC) positions [125].
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Figure 10.9: The schematic of the isolation circuit usedvidve control. The photo-
coupler prevents high voltages from reaching the DAQ.

ISFET Readout

The device fabricated for pH detection cannot operate iedéently. The device only
incorporates a pH sensitive nitride layer over an electr@ed&ansistor is needed to
operate. This discrete ISFET configuration relies on a coruialey fabricated MOS-

FET to operate. The pH sensing region acts like an extendedcganection and the
operation is analogous to a regular ISFET. Using a metaledion to reduce the dis-
tance between the sensing region and the FET oxide is conmauapeven ISFETs
made entirely in a CMOS process employ stacked metal lagaeduce the effective

distance [126].
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The ISFET device requires additional circuitry to proviaeeasy readout. We
used the same circuit configuration as Dairal. because it provides a simple readout
[102]. The circuit, shown in Figure 10.10, uses a resistah&iknown voltage drop
to set a constant current through the MOSFET. The referealtage applied to the
solution changes depending on the pH of the solution. Theuitiprovides a simple
means of readout by monitoring the reference voltage. Thikwsed an LND150N3-
G N channel MOSFET (Supertex, San Jose, CA) with the gateemted to the pH
sensing region. The amplifier was an LF356N JFET input ojmratamplifier (Texas
Instruments, Dallas, TX). During operation, the currembtigh the MOSFET was set

at 1uA by applying 0182V across the 18&2 resistor.

1V
solution

LND150N3-G

LF 356 > Out

182 kQ +

-0.182V

Reference Voltage

Figure 10.10: Schematic of the ISFET readout circuit. THeH® kept at a constant
current. Changes in pH are reflected in changes to the referaitage.
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Fluids

Fluid choice was critical for successful feedback operatie explained in section 10.1.
This work used mixing of a weak acitKH,PO4, with a strong baseNaOH. The
solution therefore provides buffering around the regiomtdrest, pH 7. The solutions
were dyed KH,PO, with red food coloring andNaOH blue food coloring, to aid in
visualization of mixing. Both fluids were suspended appreately 5&cm above the
microfluidic device to provide pressurized flow from gravifjhe mixed solution was

free to drain throughout the experiment.

10.3 Results
pH Sensitivity

Standard pH buffers were used to determine the sensititihealiscrete ISFET. Buffer
values of pH 4, pH 7, and pH 10 were obtained from Oakton Insénts (Vernon
Hills, IL). The buffers were introduced to the device one &g, and the calibration
value was recorded. The three point calibration shown imféig.0.11 indicates a pH
sensitivity of 33nV/pH. This value is in agreement with the results of3&V/pH

by Prodromakit al. using a similar device structure [109].

Feedback Control of pH

Figure 10.12 demonstrates the pH feedback control capabibf this microfluidic
system. The setpoint was adjusted m\3 increments to show the response character-
istics of the system. During tuning we discovered the netgesgan error value for
the system to control the pH. The error provides the appatgninixing ratio of the
two reagents. Because a persistent offset was necessasyrfoperating region, we
eliminated the use of the integral component of the conyrstiesn and instead just used
proportional and derivative values. Leaving the integradrefactor would have caused

wind up and loss of system control since the integral couletneorrect the offset.
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Figure 10.11: The three point calibration curve for the ISHives a sensitivity of
33mV/pH.

The methods to complete the feedback loop for this systemiged interesting
behavior. The error signal was a difference in voltages betwthe set point and the
measured value. The error signal was simply a voltage. Hexyéve valves operated
on a digital signal. A pulse width modulated (PWM) signal wasated to convert the
variable amount of error into a digital signal for valve ogt@sn. The error in volts
was converted to a time using the tuning parameters of traébéek controller. The
maximum operating frequency of the valve was B0so the minimum pulse width
was set to M1 second. Even periods of PWM signal were maintained byingppe

sum of the pulse on and off time.

The error between the setpoint and measured pH valde) Ghowed a linear

relationship. The fitline for the error is shown in Figurel®. We were able to subtract
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Figure 10.12: Feedback controlled steps in pH. An offsebenh the setpoint and the
Vief IS Necessary to maintain a specific pH value.

this error from the setpoint value to better demonstrateontrol over the system. The
modified setpoint is shown compared to the measured valuEgyure 10.14. Each
step in the measured pH value representsld @H change. The system was tested
for multiple hours and showed consistent control over thasueed pH value. Drift in
sensor operation was present but minimal over a two houatestonsistent setpoint.

Results are shown in Figure 10.15.

Range of pH Control

An example titration curve for a polyprotic acid is shown iiglire 10.16. The steps
within the titration occur because of the progression tghodifferent chemical reac-

tions, summarized in table 10.1. The usekdi,PO, produces buffering due to the
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Figure 10.13: Error for a given setpoint. Error values cogeeo the fit line when the
setpoint changes values. The relationship is approximétedar over the buffering
region.

common ion effect. This means we introduce phosphoric g0, to the system by

means of its conjugate bas€tH,P Oy, which completely dissociates.

Table 10.1: Reaction equations during a titratioikéf,PO,4 and theirpK; values.

Reaction pPKa
KHoPO4 — Kt 4+-HoPO4~ | dissociates completely
HaPOs = HoPOy~ +H™ pKa1 = 2.15
HoPOs~ = HPOs% +H* pKqp = 6.82
HPO42~ = POs3 +H* pKaz = 12.38

Feedback control of pH is very difficult because pH is on a tithyaic scale
and can rapidly change with very small additions. Thesetpmhrapid change are

called equivalence points and are seen at points of verydigge on a titration curve.
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Figure 10.14: Feedback controlled steps in pH comparecetmtidified setpoint shows
a well controlled feedback system. Each stejin is approximately A2 pH.

Titrating a strong acid with a strong base yields an equntgh®int close to pH 7.
The pH is most sensitive around these equivalence pointisextremely difficult to
control pH in these regions. Therefore, this work demotesraontrol usingKHoP Oy,

a weak acid, titrated wittNaOH, a strong base. This utilizes polyprotic buffering
behavior to decrease the slope of the titration curve in éiggon of interest. With a

decreased slope, feedback control in this region is moigy ediained.

The range of pH for the system is demonstrated with a coettditration of a
weak acid KH,POy) and strong baséN@OH). Results from this titration are shown in

Figure 10.17. As expected, the system was not stable neagthealence points of the
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Figure 10.15: Drift in sensor output over a two hour test wittonsistent setpoint.

system. The pH changes at these points still represent @ieutrder of magnitude

change in H "], even though we are using a buffered solution.

The system required serial operations to read the inpuékigrocess the error,
and then execute the controlling PWM signal. The readingeiodessing time created
delays between the PWM signal. The delay caused both vaiMes tpen for a short
amount of time regardless of the error signal produced. 3imall amount of leakage
limited the pH range of the system because mixing alwaysroedun some amount.
The effects were seen when the PWM signal period was shatfeoim two seconds,
shown in Figure 10.17, to only one second, shown in Figur&8.0The range of pH
attainable is noticeably lower with the shorter PWM. Howetlee shorter PWM signal
allows finer control over the biological buffering region. lénhger PWM reduces the
proportion of processing time to PWM period. The smallemportion minimizes the

total amount of unwanted mixing during processing.
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Figure 10.16: A sample titration curve for a polyprotic a¢igdPO,4[127]. The titration
for KH,PO,4 has a similar shape but differepK, values.

Comparing Figures 10.17 and 10.18 also shows the drift problof the pH
sensor. Significant time passed between the calibratiothetitration in Figure 10.18

so the pH levels are not accurate.
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Figure 10.17: Feedback controlled titration using a wea#t @¢H,PO,) and a strong
base NaOH). The polyprotic titration shape, as shown in Figure 10i%6clearly
defined. Equivalence points for the titration prevent stdbédback control. Indicated
pH levels were measured with calibrated buffer solutionsie PWM signal had a
period of two seconds.
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Figure 10.18: Feedback controlled titration using a wea#t @¢H,PO,) and a strong
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Chapter 11

CMOS BIOLOGICAL SENSORS

One of the most appealing methods to create lab-on-a-clsiigis is to integrate the
microfluidic and biological reagents with CMOS technoloG}OS technology offers
integrated circuits, programmability and control, and edded sensors in one device
to perform many of the functions needed for a lab-on-a-chipthermore, the shrink-
ing sizes of CMOS features allow for the circuits createda@pproximately the same
size as the cells and bioparticles being analyzed [128]. SMé&zhnology has been
used to create microelectrodes, microcoils, photodiobdgmlar transistors, and ion
sensitive field effect transistors (ISFETS) that serve astfend detection devices for
a variety of applications ranging from temperature sensingH sensing to glucose

monitoring to dielectrophoretic manipulation [80].

In examining the measurement techniques for LOC@anaS systems, the vast
majority of these systems are based on the measurementiofduastities: voltage,
current, charge, impedance, optical power, etc. A vasahpof circuits is already
available to make many of these measurements. The hurdlekingha complete
system is now to design specifically for biological applicas. New designs need
to emphasize the eventual integration into a biologicalesys The best methods for

creating electrical interfaces using the CMOS architectlso need to be determined.

This chapter presents two CMOS chip designs for biologieaksg applica-
tions. Both designs were focused on their eventual integranto microfluidic sys-
tems. Special considerations were made for their evergsiht) and packaging. Along
with Chapter 12, this work makes significant progress towéutly integrated CMOS

technology for biological applications.
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11.1 CMOS Process Overview

Both of these chips were produced through the MOSIS Intedr@ircuit Fabrication
Service. The service allows for small quantity fabricatrons specifically designed

for research and education purposes.

The process used for both chips allowed the definition oftinetal layers and
two poly layers. The process is designed fof peration. Both chips were the same
die size, 3 mmx 1.5 mm. Circuit simulation and layout was performed in Cadence

using the amis5_pdk.Rev2.18 design kit.
11.2 First CMOS Chip

This chip was designed with the goal of performing on-chilb cglture monitoring.
The chip included six different sensing regions. Each megiontained an ISFET, a
Clark-type oxygen sensor, and a capacitance sensor. TES ES&nd the Clark sensors
were directly connected to bond pads for off-chip procegsifhe capacitance sensor
was connected to a capacitive feedback amplifier to conrert@pacitance value to a
voltage output. A separate amplifier test structure witrctgacitive feedback removed

was included so the amplifier could be tested independently.

The layout of the total chip area was important to the desAjhof the bond
pads were secluded to one end of the chip, while the sensir@nsewere pushed to the
other. The goal of this design was to maximize the spaceablaito seal the analysis
area, which would contain liquids, from the electrical cection area. The bond pads
were arranged in two rows and wire bonding was planned as #ikaud of forming

electrical connections. A picture of the entire chip layisuighown in Figure 11.1.

ISFET

The ion sensitive field effect transistor was made as an N&hsistor without a gate.

The ISFET was designed with the intention of removing moghefpassivation ox-
123



Figure 11.1: The complete Cadence layout for the first CMQf désign. The layout
is for a die size of 3 mnx 1.5 mm.

124



ide above the gate region with post-processing. Two laykensetal were included to
cover the drain and source areas. The metal was included t@saz shield during
post-processing so only passivation above the gate woulgreved. This shield-
ing method was designed to increase the ISFET response Igadetg the gate oxide
thickness and therefore increasing the capacitance asdisiyto hydrogen ion con-
centration. The layout of a single unit of the ISFET is showifrigure 11.2. The gate

length of the ISFET is 1.@¢m and the total width is 90Q@m (36 rowsx 250um).

Figure 11.2: Layout of an individual unit of the ISFET. Theddlle area would act as
the source. Drain connections are on both sides. The twoagaés are the undefined
regions between the source and the drain. Each gate aréyusilong. Metal layers
are defined to cover the source and drain connections. Thal tagers also act as
shielding during etching.

Capacitance Sensing

To sense capacitance, an interdigitated electrode steu@DES) was designed with
all three metal layers stacked on top of each other. Stacletdlsnwere included with
chip postprocessing mind. The goal was to remove the passitzetween the stacked
metal layers using a postprocessing etch. Without pagsivdhe capacitance could be
simplified to a parallel plate structure. This would allove tinalyte to reach the area

between the IDES fingers with the goal of maximizing capacia

It was necessary to calculate the expected capacitance tYES, so we could
correctly measure the capacitance. We assumed a parallelgalpacitance neglecting

any fringing capacitance values. There were 100 rows of theked metals creating
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200 spaces. The area of the “parallel plate” capacitor iaddwy taking the length of
each row and multiplying by the height of the three metalsmétacked. Using the
relative permittivity € ) value of water, we found an approximate capacitance value
of 64.3 pF. In the expected range for capacitance sensing we wérdabalculate
an appropriate feedback capacitor to use in an electroraptamp configuration. We
chose a value of 1 pF for the feedback capacitor, so we wotld Igege gain from the

amplifier. The feedback capacitor was made on-chip usingnbeoly layers.

The electrometer circuit, designed to output a voltageevedpresenting a mea-

sured capacitance, is seen in Figure 11.3.

Figure 11.3: The schematic for the electrometer op amp ehangplifier circuit is
shown in a test configuration.
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Amplifier Design

The op amp is a large swing operational transconductancéfen(OTA) with large
input transistors to reduce noise from the noisy biologsyatem. The schematic for
the transistor layout of the amplifier is shown in Figure 1dith the W/L values in-

cluded in the figure. The electrometer is reset through tedldfack path using an

external clock signal.

Figure 11.4: The transistor layout for the OTA is shown. WAlues are included for
each transistor.

Clark Sensor

A Clark-type sensor is simply a three electrode design fasugng oxygen concentra-
tion. This design used three electrodes with differentssizaesmall working electrode,
a larger reference electrode, and an even larger countdragle. The electrodes were

made by stacking all three metal layers and with the plan pbsixg them with passi-
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vation removal during postprocessing. The Clark-type senss included in each of

the six sensor areas along with the capacitance IDES an&HiET!.

First Chip Results

We discovered a number of design flaws during the testingedthricated chip, shown
in Figure 11.5. The first flaw was the design for the amplifiersing. The design
included a biasing transistor for every amplifier on the chipluding the test structure.
A better design would have used just one biasing transistmnarrored the output to
each amplifier. This error caused the biasing current toatetthe parallel combination
of every bias transistor on the chip. When adjusted for this the biasing behavior

matched the simulated values.

355 micron

Figure 11.5: Micrograph of the first CMOS chip.
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Besides confirming the correct biasing, little analysis wasformed on the
chip. The chips quickly became inoperable during testikgly due to electrostatic
discharge (ESD). This design didn’t include ESD protectiout this served as a re-

minder to why it was necessary.

The method for generating a reference voltage on this chip also poorly
executed. The amplifier required &¥ reference voltage for proper operation. In lieu
of a bandgap reference, a voltage divider was made on chg tigjh resistance poly.
Using a voltage divider was not a good option because of thati@s in resistance
values; matching problems between resistors could palgntiause incorrect voltage
division. Additionally, this voltage divider was repeatied every amplifier instead of
one instance that was connected throughout the chip. Beddubis design, it was

likely the reference values were different for each ampilifie

Overall this design required too much post-processing.hBbé IDES and
ISFET design required extensive etching through passivaiihe materials and thick-
nesses included in the passivation were not disclosed, sandqr etching could not
be predicted. Furthermore, if the etching were successtilyvould have left exposed
aluminum. As discussed in Chapter 6, exposed aluminum needs plated before
inclusion in a biological monitoring system. Electrole$ating was not successful so
these chips were not tested further.

11.3 Second CMOS Chip
The second chip was designed to correct many of the errdng ifirst version. First, the
new design was restructured to accommodate better packangithods for direct expo-
sure biological environments. The chip architecture waspetely changed to include
a pad ring structure with the sensing regions centered ochtipe This sequestered the

fluidic area to the middle of the chip while allowing elecéiconnections to extend in
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all directions. This allowed for an increased pad count. désign geometry was used

for the packaging method presented in chapter 12.

Another big change was the elimination of exposed aluminuithé sensing
area, thus avoiding the problem of effective electroleatm. The Clark sensor design
was eliminated in favor of additional circuit configuratofor both capacitive sensing

and ISFETs. A picture of the layout for this chip is shown igutie 11.6.

ESD Protection

Each bondpad was designed with electrostatic dischargp)(Bf®tection. The ESD
protectionis a simple design but provides ample protedtioaur circuit. The schematic
is seen in Figure 11.7. Protection was provided using diod@ected transistors. One
transistor was forward biased from the pad to VDD when theaigoltage was higher
than approximately 3 V. Another diode connected transistor was forward biasad f
ground to the pad. This diode turns on to protect the circh&émthe voltage was below

approximately—0.7 V.

Amplifier Design

A single amplifier design was made and reproduced throughewhip design. The de-
sign is a wide swing output transconductance amplifier (OTAyas designed largely
around the work by Harrison and Charles [129]. The desigersettic, shown in Fig-
ure 11.8, was used in their neural amplifier. In this desiga,ttansistor sizes were
changed and the cascode transistors were omitted. Transizes were tweaked to
center the output by balancing the PMOS and NMOS. Largeistams (W/L=800'4)
were used as input transistors to decrease noise. The OTAegaed to run on a 30

UA bias current withV dd = 5V.
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Figure 11.6: The complete Cadence layout for the second Cl}sdesign. The
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Figure 11.7: ESD pad schematic.

ISFET

CMOS ISFET designs differ from normal ISFET configuratioh3Q] due to the large
amount of oxide above the gate region as well as the need fotyailicon gate for
self-aligned source and drain regions [126]. Thereforis, tharsion of our chip uses
a CMOS ISFET similar to the design by Bausells [126] whiclctleta levels of metal
connected to the ISFET gate. The metal is left floating angblsimcts as a gate con-
nection closer to the sensing oxide surface. Multiple IS&&Ere included on the
chip with both PMOS and NMOS configurations. We designed 8t€ElTs to sepa-
rate the drain and source metal contacts from the floatirgtgahinimize noise [131].
Many of the NMOS ISFETs were connected to readout circuitrglip. We employ

a design from Morgenshtein et. al [103], the indirect commatary ISFET/MOSFET
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Figure 11.8: Schematic of OTA used in all capacitance sgnsmouits.

pair configuration (Fig. 11.9). This design eliminates badfgct that can shift the
threshold voltage and the calculated pH value. The sizesofSRET was chosen to be
approximately the same size as the work by Morgenshteinaw dbr a performance

comparison.

Capacitance Sensing

The chip included four designs for capacitance monitorgagh a combination of one
of two sensing methods and one of two monitoring circuitse Titst sensing method
utilized the top metal of the CMOS process to create an IDHEfts Structure is de-
signed to have a capacitance of 1pF. The top metal has a atssilayer over it, so it
can be directly exposed to a biological environment witfowding due to aluminum.

Any change to capacitance will be due to a change in fringaatmce. Fringe ca-
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Figure 11.9: Indirect complementary ISFET/MOSFET schénfedm [103].

pacitance is small compared to the total capacitance bativeeplates so only small
variations were expected from this sensor. Therefore,déssgn relied heavily on a

large amplification to get a detectable result.

The second capacitance sensor was also an IDES but reqoseg@nocessing.
The IDES was designed to be formed using patterned goldtstescon top of the
passivation layer, similar to the methods used by Zhang ¢132]. The sensor could
be produced using a lift-off method. An appropriate metatkhess would create a
base capacitance of 1pF, similar to the other sensor dddigike the other design, this
sensor allows cells to culture between the capacitor “pldtecreate larger capacitance

changes.
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Two different circuit configurations were included on thepchBoth designs
were based on an electrometer op amp charge amplifier dit@8j [81]. Figure 11.10
shows the schematic of the circuit. Charge collects on tinsisg capacitor and is
amplified based on the value of the feedback capacitor. igtire feedback provides
a DC path to ground for the negative input terminal of the op afihe transfer function
of the circuit isA = —CfCS:d”kjaeck when the frequency of excitation is much greater than
the RC time constant [134]. We wanted large values of resisto we could work at
low frequencies using a lower power amplifier design. Ouosdcircuit design uses a
method of creating large resistors using MOS-bipolar psgegistors as demonstrated

by Harrison and Charles [129]. Harrison showed resistanleeg greater than X% a

resistance that would be prohibitively large to make in adéad CMOS process.

10 pF
~/\V\ NN\ —
Csense 1 MQ
~1pF
1Vp- p
2.5V offset

v
25V

Figure 11.10: Basic electrometer circuit schematic.
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Second Chip Results

A micrograph of the second fabricated chip is shown in Fidulrdd 1. Two chips were

wire bonded for electrical characterization without fluidaraction.
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Figure 11.11: Micrograph of second fabricated chip modifeeéhdicate the sensing
region (white box) and the interior pad connections (blaok)b The chip is wire
bonded for easy electrical analysis. The chip size is 3 x5 mm.

Amplifier Testing Results

Testing of amplifier performance began by verifying the inigsconditions. Anlps
versusv/ps sweep was performed on the biasing PMOS, and we determiaed ttolt-
age of 235 V provides a 3QUA bias current. The amplifier was then configured with
unity gain feedback to confirm the amplifier could act as adwufiTo see the input
common-mode range, the input voltage was swept from 0 V to 5t Mpp = 5V
andVss= 0V. The input common-mode range of the circuit was found terock from
800 mV to 42 V. The open loop amplification was examined by setting tigahee

input to 25 V while a sine wave with a.8 V DC offset was applied to the positive

136



input. Because of the high gain of the circuit and limitai@n the minimum output
signal from the Keithley 3390 arbitrary waveform generdkaithley Instruments Inc.,
Cleveland, OH), a voltage divider was used to attenuatenmatisignal. Using a TDS
2004B oscilloscope (Tektronix, Beaverton, OR), the pegeiak values were recorded
and the gain of the amplifier was calculated to be 48 dB. Whekgpling the same open
loop gain configuration, the input frequency was increasti finding the 3 dB point
at 165 kHz. The CMRR was found by setting both amplifier inputs tsiraisoidal

input centered at.3 V. The CMRR was calculated to be 72 dB.

The pH and capacitive sensing circuits could not be fullye@slue to packag-

ing problems. Progress on solving these issues is presen@thpter 12.
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Chapter 12

FLIP CHIP CMOS-MICROFLUIDIC PACKAGING

Small, complex integrated circuits are now commonplacéd wetchnology such as
complementary metal-oxide-semiconductor (CMOS) praeesSMOS processes have
been used to make sensors, actuators, and stimulatorsll as wee circuits to amplify
and process data, all in one device. Because CMOS is welblesied commercially,
there is the added advantage of reliable production metwodithe economies of scale.
CMOS integrated circuits are similar to microfluidics besaboth branches of research
have followed a trend of miniaturization and integratioB%). Microfluidics matured
into a major research field thanks in part to adapting manlyefdbrication procedures
used to make integrated circuits. Microfluidic deviceswltmntrolled introduction of
fluids, maintenance of a biocompatible environment, anthistipated flow control for
sample mixing, separation, and reactions. Successfujretien of CMOS sensors
with microfluidics would advance the testing and eventuahicrcialization of many

lab-on-a-chip technologies.

Several challenges exist before all of the benefits of combitne technologies
can be realized to create complete lab-on-a-chip syste&@.[Dne challenge is find-
ing reliable and simple methods to seal microfluidics witiegmated circuits. Another
obstacle is making electrical connections to a printedudifeoard and incorporating
microfluidics onto the same board while isolating the fluiasrf the electronics. All
packaging methods must be compatible with the integrateditiprocessi.e. no an-
odic bonding or very high temperatures. Another hindrasca mismatch in device
footprints. Microfluidic devices usually have dimensionsentimeters while CMOS
die have dimensions in millimeters. Finally, creatingable electrical connections in

the presence of fluids also causes problems. Formulatiometthodology to solve all
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of these issues concurrently is a significant problem in acwg lab-on-a-chip tech-

nology.

This chapter demonstrates a new technique for integratM@g technology
with microfluidics. The system merges the capabilities of @8integrated circuits
with the flexibility of soft lithography microfluidics to cede a platform capable of

numerous testing applications.
12.1 Background

An early method to combine CMOS chips with microfluidics itwed depositing lay-
ers of polymer directly onto a chip and removing a sacrifiagkr to create a chan-
nel [137]. Fluidic connection ports were etched throughlitbtom of the substrate to
access the microfluidics constructed on the surface. Thgrdakso required extensive
fabrication on the CMOS chip as well as machining of the pgekased to hold the
chip. Work by Rasmussegt al.[138] involved designing the microfluidic system us-
ing layers within the CMOS chip. The channels were formed ik letching of the
silicon substrate to eliminate the need for additional @gépm. Other work has shown
creation of multilayer fluidic structures on top of a CMOS stnate [139]. All of these
methods produced simple channels for interface with the GM{@ctronics but lacked

valves or other methods of fluidic control.

More recent methods have focused on simplifying the hybygtesn and ad-
dressing electrical connection issues [4]. A number of ltybystems have been cre-
ated that utilize wire bonding for electrical connectiob4(—143]. These systems limit
chip area available for bond pads due to the path of the misdiélchannel. Addition-
ally, the integrated microfluidics are incapable of perforgnflow control operations
because they lack valves. Others have utilized flip chip bantb make electrical
connections with microfluidics fabricated from glass [1#5] and injection molded

plastic [146].
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The presented work describes fabrication of a hybrid CMO&ofluidic sys-
tem using flip chip electrical connections. The new methodreéting flip chip elec-
trical connections seals against liquids and provides ar@chl support without using
an underfill after bonding. Additionally, the system accooaates polydimethylsilox-
ane (PDMS) microfluidics made with common soft lithograplstinods. A method of

bonding PDMS to flexible polyimide is also presented.

12.2 Experimental
System Design

A profile of our assembled system is shown in Figure 12.1. Emtral component of
the system is a flexible printed circuit board (PCB) made dyipude. All electrical
connections are made on one side while fluids are confineetotkier. The polyimide
has low moisture absorption and high dielectric strengtiréwide adequate insulation
between liquids and electronics. A small opening in the jpoige provides an area for
fluids to interact directly with the CMOS surface. Electlicannections are made by
first patterning the PCB copper to match the bond pad confignraf a CMOS die. A
photo-patternable epoxy (SU-8) is then used to define opeasdor electrical bonds.
Solder paste is screen printed using the epoxy as a stemtilhan the CMOS die is flip
chip bonded. Microfluidics are fabricated using establisbeft lithography methods
with integrated valves and directly bonded to the polyimigeng a combination of
oxygen plasma and chemical bonding. The process flow forldotrigal connections

is shown in Figure 12.2, and the fluidic connection schembasva in Figure 12.11.

Flexible Printed Circuit Board

The flexible printed circuit board we used was Pyralux ACIEI® obtained from
Dupont (Wilmington, Delaware). Pyralux consists of2xm polyimide covered with
0.5 oz/ft2 copper (18um thick) and comes as a large sheet that can be cut into custom

shapes. A sample of the pyralux is shown in Figure 12.3. Byniglcommonly used to
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é,/,,«-ContmI channel
\Valve membrane

<——Fluid channel

Sensing area SU-8 and solder

— — Bond pad

CMOS Chip

Figure 12.1: Schematic of hyrbid CMOS and microfluidic sgsté&lexible polyimide
separates electrical connections from fluids. The chip aseslefrom fluids by SU-8
resist. Not to scale.

make flexible circuits for automotive, computing, consuglectronics, aerospace, and
even medical applications since it is biocompatible. Dupoavided the materials free
of charge. Dupont also provided a coverlay material. Thesday is used to protect
and insulate the copper electrical connections after dabdn but was not used with
this system. The Pyralux was cut to the desired size andhaitito a glass slide using

tape for easier handling during processing.

PCB Layout

The PCB layout was designed using L-Edit. The only eledtrisa of the PCB was to
provide a connection between the flip chip bonding area astcetpiipment. No other
components were included on the PCB. The layout of the magiaftberning is shown
in Figure 12.4. The wires are spaced to fit into an eight pinlflexflat cable socket
with 2.54mm spacing, part number 53815— 25— 4081 from Mouser (Mansfield,
TX).
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Solder Paste ﬁi

CMOS Chip

Figure 12.2: Electrical connections to a CMOS chip are mawg ftexible PCB (A) by
patterning S1813 positive resist (B), etching copper toddaaces and bonding sites
on the board (C), and then patterning SU-8 (D). Cavities almmpper bonding areas
are filled with a solder paste and an opening is cut in the potle to allow access to
the sensing region of the chip (E). Finally, a CMOS chip is ¢lipp bonded while in
contact with the SU-8 layer to simultaneously create alsdtconnections and insulate
them from fluids (F).
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Figure 12.3: Photograph of Pyralux shown folded over to sgpbe copper side. Cov-
erlay material is shown rolled next to the Pyralux and caa béscut to size.

Figure 12.4: The layout of the PCB mask is indicated by thelblayer. The connec-
tions are designed to connect between a CMOS sized chip aaidflaxible connection
socket. The mask color is inverted when used but is shownwigineghe opposite po-
larity to better indicate the position of the CMOS chip. Thean mask layer represents
SU-8 patterning. The total area of the layout shown is abonitiBesx 1 inch.
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PCB Fabrication

The PCB fabrication protocol was as follows:

1. The Pyralux was cut into a two inch by three inch rectangle attached to a

glass slide of the same size using scotch tape, copper side up

2. Shipley Microposit S1813 (Rohm Haas, Marlborough, MA$ifive photoresist
was spun to a thickness oftim on the Pyralux. The spin recipe was 500 RPM

for 10 seconds followed by 3000 RPM for 30 seconds.

3. The resist was baked at 115 for 15 minutes. This is increased from the one
minute suggested bake time on the datasheet to accounefsiaiver heat trans-

fer through the insulating glass.

4. The resist was exposed for eight seconds with an exposuverpof approxi-

mately 25mJ/s.

5. Development was performed using 351 Developer (Microghaixedina 5: 1
ratio (water.developer). The pattern would fully developapproximately 45

seconds. The device was then ready for copper etching.

6. Copper was etched in ferric chloride (MG Chemicals, SUBE, Canada) while
brushed with a foam brush to aid in even etching rates actes$€CB. The
etching rate was fairly fast, so it was easy to over etch anmbve small features
if care was not taken. To avoid loss of small features, theting was performed
over areas with large copper features until they were fudlyeloped. Areas with
small features were etched last. The samples were rinshdvater immediately

upon completion of etching the small features to stop etghin
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7. The resist etch mask was removed by rinsing the PCB wittoaeg therefore

exposing the copper.

SU-8 Patterning

SU-8 was patterned to expose areas of the copper for eklatdonections to a silicon

chip. The fabrication protocol was as follows:

1. SU-8 2075 (Microchem, Newton, MA) negative photo resiaswpun to 6Qum
thick on top of the flexible patterned PCB (still attached tglass slide). The
spin recipe was 500 RPM for 10 seconds followed by 4000 RPN3@mseconds.

2. The SU-8 was soft baked at 85for five minutes and then 9& for 15 minutes.

3. The SU-8 was exposed for 40 seconds with an exposure pdappooximately
25mJ/s. The mask, shown as the green layer in Figure 12.4, is designenly

leave SU-8 in a small area around the electrical connecties.s

4. A post exposure bake is performed at65or five minutes and then 9& for

15 minutes.

5. The SU-8 was developed for approximately four minutesgiSU-8 Developer

(Microchem).

The completed PCB with patterned SU-8 is shown in Figure. 1Pk copper
traces on the PCB are J8n tall, therefore this protocol gives about #2n of SU-
8 above the copper areas. SU-8 was removed away from thetdahiatent area to
maintain flexibility and allow for electrical connectiorstest equipment. Excess SU-
8 across the PCB decreases flexibility and can cause deformatn area where chip
sensors can be accessed was also left open to allow for easieval of the polyimide

layer to expose the sensing region of the chip.
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Figure 12.5: Micrograph of patterned copper on flexible P& SU-8 patterned
on top. Holes in the SU-8 layer expose the copper pads fotriglaicconnections. An
area of SU-8 in the middle of the bonding area was removeddw gdolyimide to be
cut out for access to the die sensing area after flip-chiglattant.

Test CMOS Style Die Fabrication

To simulate a CMOS die we have created test structures withlroennections iden-
tical in size to those seen in CMOS processes. Commerical £EMaGnd pads are
typically aluminum but nickel-gold under bump metallizati(UBM) is common to
prevent oxidation before flip chip bonding [147]. To simpliabrication, our metal
connections exclude the aluminum and subsequent UBM psaass instead consist
of evaporated gold. This process also works with aluminumdimads but results are
not shown. Metal connections were made on a silicon wafergusilift off process.

The fabrication protocol for the test CMOS die was as follows

1. First, a 100 nm layer of silicon dioxide was thermally gromn a silicon wafer.

This was to insulate any electrical connection through iieos wafer.
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2. Shipley Microposit S1813 (Rohm Haas, Marlborough, MA3ifive photoresist
was spun to a thickness oftim. The spin recipe was 500 RPM for 10 seconds

followed by 3000 RPM for 30 seconds.
3. The resist was baked at 1°I5for 1 minute.

4. The resist was exposed for eight seconds with an aligrerysexe power of ap-

proximately 25nJ/s.

5. Development was performed using 351 Developer (Microghaixed ina 5: 1
ratio (water.developer). The pattern fully developed ipragimately 45 sec-

onds. The device was cleaned with water after development.

6. Metal evaporation was performed in a Cressington 308Raasor (Ted Pella
Inc., Redding, CA) with a LT300 dual output power supply. Am@pmately
30nm of a chrome was evaporated to form an adhesion layer. A chroche
served as the source for the metal (CRW-1, RD Mathis, LongBe&2A). Imme-
diately following the chrome deposition, approximatelynn@of gold (99999%

pure) was evaporated using a ME5-.005W source (RD Mathis).

7. Coated samples were placed in an acetone bath with siamidatremove the

patterned resist and therefore selectively lift off the ahet

8. Samples were rinsed with isopropyl alcohol and waterreeficcing into pieces

that are approximately.2 mm x 3 mm, a common size of CMOS die.

A micrograph of the completed test die is shown in Figure 12.6

Flip Chip Bonding

Flip chip bonding was performed on a Finetech Picoplacetimpurpose die bonder,

shown in Figure 12.7 (Finetech GmbH & Co. KG, Berlin, GermarBonding simul-
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Figure 12.6: Micrograph of patterned metal connectionselfectrical testing. The
connections simulate the size of a typical CMOS di&,im x 3 mm, and bond pad
sizes, 10Qum x 100 um.

taneously created the electrical connections and seatetesi die against the SU-8.

The procedure for the bonding was as follows:

1. After completion of SU-8 patterning on the PCB, the polgiemwas manually
cut from the center of the pad region using an X-Acto. Theamgtilar opening
in the SU-8 allowed easy removal of the polyimide in this afEae PCB is still

attached to the glass slide.

2. ChipQuik No Clean Solder Paste (Chip Quik Inc., Mashpea) Mas applied
to the patterned SU-8 and wiped repeatedly across the ggeantil filled. The
wiping was performed with a plastic cell scraper (Fishet p8¢773-2) acting as
a squeegee. The surface was also wiped with a kim-wipe toveffha residue

from the SU-8 surface that will bond with the chip. The soldaste has a lim-
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Figure 12.7: Photograph of the Finetech Picoplacer usedlifochip assembly. As-
sembly is done on the heated stage under the microscopensothie left side of the
picture. A monitor, on the right, is attached to the micrgseto aid in alignment. The
chip and stage can be heated independently using compunieolco

ited time before it dries out, so the next steps were perfdrimenediately after

application.

3. The flexible PCB was then removed from the glass slide ethiover, and the
polyimide side was washed using a water dampened kim-wipis. Skep cleans
any residue from liquids (such as SU-8 developer) used ggrocessing. If this
is not performed the residue will become sticky from heatlngng the flip chip

bonding process, making quality PDMS bonding impossible.
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4. The flexible PCB was attached to the heating plate of théalneler using high
temperature polyimide tape (105AC120, Techni-Tool, Wsteg PA).

5. A test chip was picked up using the die bonder tool and atigo the bonding
area on the flexible PCB. The chip was then brought into comtdh the PCB.

A force of 50 Newtons was applied during chip bonding to aidtiachment.

6. The chip and flexible PCB were heated to maximum tempersinfr300C and
200°C respectively over 90 seconds. The bonding system cooléd/fominutes

before removing the 50 Newton force and detaching the adsemstyucture.

Chip heating was adequate to liquify the solder paste. Berfansion forces
in the liquid solder caused it to gather and increase in liemallow contact with the
die bond pads. The change in height can be seen on soldethzlisere liquified but
not bonded to a CMOS chip in Figure 12.8. A seal between thamtiethe SU-8 was
formed by exceeding the glass transition temperature“@JL6f SU-8 while applying

adequate pressure [148].
PDMS Molding and Attachment
Microfluidic Fabrication
Multilayer microfluidic structures were made using staddsoft lithography tech-

niques. The procedure for producing them was as follows:

1. SU-8 2007 (Microchem, Newton, MA) negative photo resiaswpun to 1@um
thick on top of a silicon wafer. The spin recipe was 500 RPMX0rseconds

followed by 2000 RPM for 30 seconds.
2. The resist was soft baked for three minutes &35

3. The resist was exposed for 20 using the mask aligner wigxpasure power of

approximately 25nJ/s.
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Figure 12.8: Micrographs of solder connections separaye8W-8 resist. A CMOS
die would normally be aligned on top of these connectiondenthie solder was still a
paste. Surface tension formed the solder into a spherieglestvhen it was liquified.
The spherical shape has an increased height to allow comitlca CMOS die bond
pad.

4. The resist was given a post exposure bake for four mint@s°g.
5. The resist was developed for approximately two minute€3in8 developer.
6. The resist was hard baked at 280for five minutes.

7. PDMS was mixed in a 10 : 1 ratio (part A:part B) and degaseea vacuum

chamber until no bubbles were present.

8. The fluidic layer was made by spinning PDMS onto an SU-8 meldg a spin
speed of 500 RPM for 10 seconds followed by 3500 RPM for 30rs&x0
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9. The valve layer was made by pouring PDMS over an SU-8 maldeaepth of

about one centimeter.

10. The PDMS and molds (both for the fluidic and valve layersjenmput into an

oven at 70C for at least two hours for curing.
11. PDMS was peeled away from the valve SU-8 mold to releasetbrofluidics.

12. Both the released valve PDMS structure and the fluidiccsire (still attached
to the mold) were plasma cleaned (Harrick Plasma, Ithacg,udihg oxygen as

the process gas and high RF power for 60 seconds.

13. Immediately upon completion of the plasma cleaning gteedayer was aligned
with the fluidic layer and brought into contact. The layetaeted immediately

and were put into an oven at 70 for 10 minutes to ensure good bond strength.

14. The multilayer PDMS structure was peeled away from thdilunold. At this

point the device was cut down to size using a razor blade.

15. Finally, a 20 gauge straight blunt needle (NE-251PL-@a&on Supply, Seattle,
WA) was used to punch holes through the PDMS structure. This to allow
access to the valve and fluidic layers after the PDMS stradtibonded to a

final surface.

PDMS to Polyimide Bonding

The attachment of PDMS to the flexible polyimide backbonehef Pyralux proved
extremely difficult. The original plan was to bond the PDMS&roiluidics to the poly-
imide side of the flexible PCB using the room temperature banohethod from Tang
and Lee [149] shown in Figure 12.9. First, both the polyimig&ible PCB and the
PDMS structure were plasma cleaned (Harrick Plasma, IfHd¥3 using oxygen as

the process gas and high RF power for 60 seconds. Immedigtetyremoval from the
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plasma clean the PDMS was placed in a 1% solution of 3-Amipgtriethoxysilane
(APTES, 99%)(Sigma-Aldrich, St. Louis, MO) and the flexilH€B was placed in a
1% solution of 3-Glycidoxypropyltriethoxysilane (GPTEE%)(Gelest, Morrisville,
PA), both at room temperature. After 20 minutes the pieces wamoved, rinsed with
water, dried with nitrogen, and then aligned and brougtt aanformal contact. The
device was allowed to set for at least 1 hour at room temperdatuform a strong

amine-epoxy bond.

(a)
OH OH OH OH OH OH OH OH OH OH OH OH OH
OH OH oH OH OH
3-aminopropy! 3—glycidnxgpmp~,rl
triethoxysilane triethoxysilane
(APTES) (GPTES)

(b)

(c)

A

Figure 12.9: Bonding strategy from [149]. (a) Surface hygtation of PDMS and
plastic substrates by lasma treatment for one minute. (b) Aminosilane and egexys
lane anchoring on the {plasma-treated PDMS and plastic substrates, respectfegly
Conformal contact of the two substrates at room temperé&bui@ne hour.
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This process achieved favorable results when performechbg &nd Lee, but
testing with our flip chip PCB yielded poor performance. Thevides did not seal
evenly so leakage occurred. An example of the poor sealislgae/n in Figure 12.10.
The bonding problem appeared to arise from the fact that DM$ did not imme-
diately bond with the polyimide. The procedure by Tang ané tequired the two
pieces to sit in constant contact for at least an hour. Thiddcoot be achieved with
our devices because we had already bonded the CMOS tesbdhip dther side of the

polyimide. The chip was significantly smaller than the PDMd&the PDMS could not

sit evenly on the polyimide. Thus, a bond could not form.

Figure 12.10: A micrograph of the poor bonding achieved wlith APTES-GPTES
bonding strategy. The port area on the right side is not desde¢he device is inopera-
ble. The PDSM is approximately 16 mm17 mm.
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A number of bonding methods were investigated as possitlgicos to the
PDMS to flexible polyimide bonding problem. The six attentbb®nding strategies
are summarized in Table 12.1. Materials used in these atsamguded PDMS primer
adhesive (SS4120, RS Hughes, Sunnyvale, CA), 5% APTES‘&, &Y% GPTES at
80°C, and uncured PDMS. The standard plasma treatment was fondtenat high
power using oxygen as the process gas. All strategies allteematerials to sit in an
oven for 30 minutes at 6 after they were brought into contact.

Table 12.1: Summary of attempted PDMS to flexible PCB bondiethods.

Strategy

Flexible Polyimide Prepara-
tion

PDMS Microfluidics Prepara-
tion

A

Spun on adhesion primer at 10

RPM, allowed to dry for 20 min+
utes, then spun a layer of PDMS

at 3500 RPM

DNot modified

Brushed on adhesion primeriStamped into a layer of uncure

(thicker than spinning), dry fo
20 minutes

r PDMS spun at 3500 RPM

d

Plasma treatment, submerged
APTES for 5 minutes, spun
layer of PDMS at 3500 RPM

3500 RPM

iPlasma treatment, stamped intp a
alayer of uncured PDMS spun at

Plasma treatment, submerged
APTES for 5 minutes

iPlasma treatment

Plasma treatment, submerged
GPTES for 5 minutes, spun
layer of PDMS at 3500 RPM

3500 RPM

iPlasma treatment, stamped intp a
alayer of uncured PDMS spun at

Plasma treatment, submerged
GPTES for 5 minutes

iPlasma treatment

The devices were tested for quality by attaching a pressairér supply and

increasing the pressure until leakage was heard. Strat€gi&, and F failed to hold
even a base pressure of 50 kPa. Strategy B held up to 100 kiPatrategy A held up
to 125 kPa. Strategy D performed the best, holding up to 4@0ddfore leaking. The
leakage for strategy D was around the air supply conneationbetween PDMS and

the polyimide. Therefore the bond can likely hold much mér@t400 kPa of pres-
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sure. The pressure test also revealed a downfall of usingpstd PDMS for adhesion
promotion such as with strategies B, C, and E; some of theredddDMS entered the

channels during stamping and cured, completely blocking flo

The quality of each bond was also tested by a peel test. Thipedormed by
simply holding onto the PDMS and attempting to peel it offtoé polyimide. The only
devices that did not come off as an entire piece were bond@dsirategy D. These
devices appeared to form a permanent bond with the polyitnéause the PDMS

structure broke before the bond with the polyimide.

Bonding strategy D has previously been demonstrated to wittk bonding
PDMS to other materials [150] [151]. However, this stratégyl not been applied
to flexible polyimide bonding. A more detailed procedure tlois bonding strategy
is shown in Figure 12.11. Polyimide substrates were firsgrmptacleaned using oxy-
gen as the process gas and high RF power for 60 seconds. latelgdipon removal
from the plasma clean, the polyimide PCB was placed in a 5#4tisol of APTES at
80°C for 20 minutes. The 20 minutes is a change from strategy D ebaNowing
more time for APTES adhesion to the surface. The polyimid8 P@&ces were then
removed and dried with nitrogen while PDMS pieces were ptasleaned for 60 sec-
onds concurrently. Immediately upon completion of the plas<leaning, the PDMS
pieces were brought into contact with the surface modifidgtiméde PCB. The as-
sembly was placed in an oven at®for 30 minutes to allow formation of a strong

bond.

Bonding Strength Test

Additional experiments were performed to examine the APH&&ling strategy when
used with the complete flip chip assembly. Again, a burstwest used since it is the
common method for testing microfluidic devices. This isealnt from the previous

burst test because the microfluidic devices were filled wisttewdyed with food col-
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Figure 12.11: PDMS to polyimide bonding strategy. Startivith clean substrates
(a), the polyimide is first hydroxylized by £Oplasma treatment for 1 min (b). The
polyimide is then placed in 5% APTES at & for 20 minutes (c) while the PDMS is
hydroxylized byO, plasma treatment for 1 min (d). Substrates are brought oritact
and bond instantly (e).

oring and placed on an absorbent towel for easy observatimakage of fluid at the
point of chip attachment. Fluidic connections to the mienolic device were made
with 20 gauge blunt needles and)B80 inch inner diameter Tygon micro bore PVC
tubing (Amazon Supply, Seattle, WA). Pressure was appliet controlled through

a regulated air supply. The initial pressure of 50 kPa wadiegppnd the system was
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checked for leaks. The pressure was increased incremeatallcontinuously checked

until leakage was observed.

Figure 12.12: Fully assembled device filled with dye befeakhge test. Air pressure
was incrementally increased until a leak was observed &riohite the overall bonding
strength.

Electrical Connection Testing

Connections made via flip chip bonding were tested for bo#r tbonductivity and
insulation from other connections. The deposited gold ectians on the chip were
tested for their resistance before bonding on a probe stédiemiprobe, Winooski, VT)
using a Keithley 2636A source measurement unit (Keithlesgrtrments, Inc., Cleve-
land, OH). Insulation of the connections from one anothes walao verified with the
same setup. Electrical connection quality after flip chipdiog was measured through

the copper PCB connections. The electrical path we analyrenvn in Figure 12.13,
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includes resistance from the PCB(Bpe)), the two solder connections &), and the

on chip gold connections (R ).

PDMS microfluidics

R<:c:pper

Rbc:nd

AN

CMOS Chip Rehip

Figure 12.13: Complete electrical resistance path cangisf five resistances in series.
Resistance was measured from one copper PCB connectiootitearno get the total
resistance.

12.3 Results

We successfully packaged a CMOS-sized chip with a PDMS rftisdic device, as
shown in Figure 12.14. This work demonstrates a number airazhs in the fabrication
of hybrid CMOS and microfluidic systems. Producing flip chigotrical connections
with patterned SU-8 as a permanent stencil allows the useldéispaste, a common
and inexpensive laboratory material, in place of expensolder ball formation and
placement technology. Leaving the SU-8 throughout soldergment and bonding
helps ensure that the electrical connections are propestyated from each other. Be-
cause the SU-8 both bonds and seals the chip to the polyimdtitional fabrication
steps are eliminated. Additional underfill is not neededrtavjgle mechanical stabil-
ity between the flexible PCB and the chip. Furthermore, theBSipplication by spin

coating creates a flat surface for bonding chips which resltloe possibility of leak-
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age. The planar bonding surface also creates equal heigbt sonnections across the

entire area of the chip.

Figure 12.14: A completely assembled device is shown pldgge a socket for easy
electrical connections. Microfluidic channels can be gasicessed while being insu-
lated from all electrical connections.

Electrical connections between the flexible PCB and thecteptwere charac-
terized for the new bonding strategy. The resistance of alaes bond was evaluated
by subtracting the values of the serial resistive companelieasurements are sum-
marized in Table 12.2. We calculategdgyq to be —8.2+ 7.9 Q for each soldered
connection. Additionally, isolated electrical connen8oemained as open circuit con-
nections after the bonding process. No leakage current wasuned between adjacent

electrical bonds.

160



The value for Bong is essentially a short circuit connection. The negativesfres
tance is likely caused by the solder connection effectiglyrtening the total length of
the on-chip electrical connection. The bond pad areas dlectvely almost 10% of
the total length of the on-chip connections; reducing tliecti/e length of the connec-
tion by 10% causes a drop in the total resistance by abQutThis drop in resistance is
very close to our measured result and explains the negasistance value. The high
variation is likely due to alignment problems during flip gtionding. The high reflec-
tivity of the test CMOS die made optical alignment difficultlvour system. Improved

optics would significantly improve device yield.

Table 12.2: Measured resistance values for each compohtd measurement path.
Rbond is calculated from the measured values.

Parameter ResistanceQ)
Rehip 74.2+3.8
Reopper 0.76+0.05
Total series resistange 585+ 16.3
Rbond —-8.2+79

A complete device assembly was evaluated for leakage witphasis on two
key bonding areas. The first area was the ability of the PDM8atad directly to
the polyimide substrate. PDMS bonded directly to an areanafiadified polyimide
substrate held to a pressure of 400 kPa. The failure poinhefdevice was at the
connection of the Tygon tubing to the PDMS, suggesting thatultimate strength
of the polyimide to PDMS bond would be higher with a betterroestion. We next
tested the strength of the entire assembly which includedhip bonded with electrical
connections. The device was able to hold without leaks uppreasure of 175 kPa.
The failure point of the complete assembly was between thearid the SU-8. Both
the bonding between the PDMS and the polyimide, and betwesecdhip and the SUS,

are adequate to work with normal microfluidic applicatiortsahk only reach pressures
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up to 50 kPa. To our knowledge this is the first reported bapdihpolyimide to
PDMS using only APTES as a bonding intermediate. Other war&lving polyimide

to PDMS bonding [149] required additional activation of fBMS surface. This is
also the first reported use of a flip chip bonding assembly wiftexible PCB and
PDMS microfluidic device. This bonding method eliminated tieed for a PDMS
adhesion layer as used by Wtial.[145]. By using SU-8 for solder placement and this
method for PDMS adhesion, we have shortened the gap betivesnitface of the chip

surface and the microfluidics from 120m [145] to 85um.

Solder Volume Analysis

An interesting topic of analysis for this integrated padkggystem is the formation of
the solder electrical connection. During reflow, the solakdls that make up the solder
paste form a continuous volume. The solder height must be than the height of the
SU-8 well surrounding the PCB pad to make an electrical cotimebetween the PCB
and a CMOS chip. If the volume is large enough, solder will eanto contact with

the chip at the top of the well. An electrical connection i$ made if upon reflow the

solder height is not sufficient to contact the chip. This aej@mce on solder volume is

illustrated in Figure 12.15.

It is obvious that we want to achieve the greatest height lmfesgossible to
get the best connection. The best height is achieved by ni@rigrthe solder volume.
Solder volume is determined by the solder paste used to élltells before reflow.
Solder paste is composed of flux and spheres of solder, knewsnolder powder. The
size of solder powder in the paste used in this work is noedthy the manufacturer.
The most common size for powder for solder paste is curréyyy 4 solder so we can
assume this value. Type 4 powder indicates the solder pospderes have an average
diameter of 29 microns. The size of the powder is therefgmeiicant compared to the

total dimensions of the well.
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Figure 12.15: A profile view of the solder well showing the degence on solder
height to make an electrical connection. Different soldeights are illustrated with
different shades of grey.

Knowing the dimensions of the spheres and wanting to maxitiie total sol-
der volume (and with it the height) therefore becomes a pagiioblem. The problem
can be reduced to a two-dimensional problem for simpliditye geometry is shown in

Figure 12.16.

Figure 12.16: A profile view of the solder well dimensions dise calculate solder
height.

The first step is to find the total volume of solder that can o ia given well

size. With the simplified two-dimensional problem, this medinding the number
163



of circles with the diameter of the solder badl) (that fit into the area of the well (a
rectangle of area x y). For simplicity, the number of circles that will fit in a gine
dimensionx or y assumes a cubic packing pattern. A floor function is usedrarehte
partial spheres because the solder powder size is sigrifigdnrespect to the size of
the well (.e. only one 2um sphere will fit in they direction untily > 58). The copper
pad is within the well area, so the constant area of the padiligpiied by the density of
a cubic lattice fr/6) and then subtracted from the total solder area. The fingten

for the area of solder is

A= (ng X L%J X TT X (g)2> - <1800>< 7—6T> (12.1)

whereA is the area of solder in the two-dimensional model and thexneimg variables

are as indicated in Figure 12.15.

The area of solder will wet to the surface of the copper patl fiks the area
increases it will grow in height, but the shape it takes isltadefine due to the internal
forces of the liquid solder. The shape is simplified to beantgle with a fixed base of
100um, the width of the pad. This assumption is quite generousedime solder shape
will be much more rounded. Given this assumption, the hegtite solder for a given
well area is

A
h=_—+1 12.2
zo 18 (12.2)

which adds 18 to account for the height of the copper pad. Thpub of equation
(12.2) is shown in Figure 12.17. From this data it is cleat thavell width ) close

to the width of the copper pad (1P@n) provides little chance for the solder to reach
the top of the well to connect with the CMOS chip. The soldelisugsed in this work
were exactly the same size as the copper pad, a possibleatiplaof the poor yield.
When electrical connections were made, they had somewlys tasistances. The
large resistances could be explained by a limited area désalctually making contact

between the pads. Future work with this packaging desigolditave the well be at
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least 30% larger than the copper pad area for best resultditidwhlly, solder paste
with a smaller powder size will generally increase the itkebd of achieving a height

sufficient for contact.

B Heightof Well|

200

40 100

Figure 12.17: Plot of the estimated height of the solder iS&R3 well with the given
x andy dimensions for type 5 powded & 20um), type 4 powderd = 29um), and
type 3 powderd = 35um).

12.4 Discussion

This work presents a number of improvements over recenesysstvhich interfaced
microelectronic devices with microfluidics. Table 12.3 snatizes some distinguish-
ing system parameters. Our design offers many advantage®ther systems created
to date. The integration of traditional soft lithographycnafluidics with direct contact

to microelectronic sensors is the most notable improvement
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Table 12.3: Comparison of CMOS and microfluidic integratioethods
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The demonstrated system provides flexibility in the choiceigrofluidic fea-
tures because of the modular assembly method. The struatubee microfluidics
is independent of the electrical connections made; the mduirement is a testing
chamber located over the sensing area of the chip. This fiiéxialso alleviates the
problem of footprint mismatch between a CMOS chip and miardits. The microflu-
idic footprint is only limited by the flexible PCB area and isralated to the electrical

connection placement.

This system design has many potential configurations taeiaa-on-a-chip
devices with multiple sensing areas. Multiple CMOS chipslewith a separate sens-

ing, actuating, or stimulating function, could be joinedite same flexible PCB. Mi-
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crofluidics could connect all of the exposed CMOS areas witinoels and include
pumps or mixers between them. The use of multiple, isolageiag areas on the
same CMOS chip is also a possibility. SU-8 can be patternedeate separate fluid
wells in the same way the electrical connections isolatdesah this work. A well-
designed arrangement of polyimide openings and assogciatedfluidics would make
completely isolated fluid chambers on the same CMOS chipilpiessThis arrange-
ment would allow for small signal detection through diffietial measurements on a

single chip with associated signal processing.
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Chapter 13

CONCLUSIONS

Multiple themes were present throughout this work. Fitsis tvork emphasized the
necessity of good packaging design. Consideration of tlegadipg environment in
packaging enables seamless integration of microelecs@md sensors into biological
systems. Second, this work delved into the theme of integyalifferent technologies
for comprehensive interaction. Effectively interfacingnsors with readout circuits
in a microscale biological environment enables complexesys. Finally, this work
explored the control of sensor and microenvironment icteya. Tight microenviron-
ment control opens numerous applications in biologicatessing. Tying these themes
together when creating biological analysis systems cahtieaearly unlimited possi-
bilities.

This work presented a number of unique contributions. Glradtpresented
an original MEMS tilt sensor concept. The liquid pendulunsiga was inspired by
the anatomy of the human vestibular system. The precisioasarement of two-
dimensional tilt is enabled by a differential measurem&hte design is straightforward

yet elegant, and the system is mechanically robust.

Much of the original research focused on ISFETSs as pH seasl@vices. This
work explored ISFETSs fabricated in commercial CMOS and MEM&cesses as well
as extended gate devices independently fabricated witleiatb. Chapter 8 demon-
strated a theory for ISFET drift with both experimental andidation results. These
results indicated a method for producing a repeatable loeiftavior. Chapter 10 ex-
hibited an ISFET utilized in a complete feedback system tizembined electronic

sensing with microfluidic control. The system demonstrateatrol down to 012 pH
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and real-time pH control. The system also showed long temirabwith minimal pH

variation.

Significant contributions were made in CMOS system integnatith microflu-
idics in Chapter 12. A new technique demonstrated seanmigs$acing of CMOS with
soft lithography. The new technique is an improvement ongrexisting system. The
presented work advances the capabilities of using CMOShtdoby for biological

analysis.

There is great potential in the integration of microeleaits, sensors, and mi-
crofluidics to form complete biological sensing systemsisTtissertation presented
a number of integration examples spanning from the whobhtbevel down to the
molecular level. All of the systems demonstrated both thelehges and benefits of
combining different areas of research which are often ctamed independently. While
many systems have been addressed, there are numerousasiéiljies to form com-
plete sensor systems. As advances continue across thediefdsroelectronics, sen-
sors, and microfluidics, it will be important to continue tvelop systems to combine

these technologies.
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