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ABSTRACT

Today, the electric power system faces new chadlerigpm rapid developing
technology and the growing concern about enviroriaigamoblems. The future of
the power system under these new challenges neeols planned and studied.
However, due to the high degree of computationaimexity of the optimization
problem, conducting a system planning study whatfe$ into account the market
structure and environmental constraints on a laggde power system is
computationally taxing.

To improve the execution time of large system satiohs, such as the system
planning study, two possible strategies are prapasehis thesis. The first one is
to implement a relative new factorization methodpwn as the multifrontal
method, to speed up the solution of the sparsarin&trix equations within the
large system simulations. The performance of theltiffntal method
implemented by UMFAPACK is compared with traditibh&) factorization on a
wide range of power-system matrices. The resultsvsthat the multifrontal
method is superior to traditional LU factorization relatively denser matrices
found in other specialty areas, but has poor perdoice on the more sparse
matrices that occur in power-system applicationkis Tresult suggests that
multifrontal methods may not be an effective wayniprove execution time for
large system simulation and power system enginshiculd evaluate the

performance of the multifrontal method before apmyit to their applications.



The second strategy is to develop a small dc ebprivaof the large-scale
network with satisfactory accuracy for the largalscsystem simulations. In this
thesis, a modified Ward equivalent is generatedaf¢targe-scale power system,
such as the full Electric Reliability Council of Xia&s (ERCOT) system. In this
equivalent, all the generators in the full modeé aetained integrally. The
accuracy of the modified Ward equivalent is vakdiaand the equivalent is used
to conduct the optimal generation investment plagrstudy. By using the dc
equivalent, the execution time for optimal generatinvestment planning is
greatly reduced. Different scenarios are modeledttmly the impact of fuel
prices, environmental constraints and incentivesrémewable energy on future

investment and retirement in generation.
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CHAPTER 1.

INTRODUCTION

1.1Background Introduction

With rapid development of new technology and thewgng concern
regarding climate change, the power system todegsfaew challenges. One of
them is the environmental challenge brought onhayglobal warming. Climate
change resulting from greenhouse gases (GHGS) @osege threat to human
welfare [1], [2], and C@ contributes to 77% of the greenhouse gas effext. T
prevent global warming from further worsening, mawyions have been taken in
recent years. The Kyoto protocol was entered iotoef on February 16, 2005. As
of May 2008, 182 parties have ratified the protdoatombat global warming [3].
In United States, 39 states in U.S. had developeitbra plans aiming at
greenhouse gas emission reductions. In northeagterarica, 9 states have
participated in the regional greenhouse gas ingafRGGI) which is aimed at
reducing greenhouse emissions from the power pld@&GI utilizes a CQ
Budget Trading Program to regulate £#nissions from fossil fuel plants and the
goal is to reduce CLemissions in the nine participating states by éfcent by
2018. Another environmental challenge is due totiigtened standards on NO
and SQ emission, which are regulated by the cross-siageodiution rule.

Besides the environmental challenges, the eleptiger industry also faces
challenges from the rapid development of technol&ggh challenges include the
possibility of increased demand from plug-in hybridncreased demand from

energy consumers trying to seek cheaper and clearexgy, and the increasing
1



penetration of renewable energy. The new challengd®n together, have the

potential to radically change the way the poweteysis operated and designed.
Therefore, the future of the power system undeseheew challenges needs to be
planned and studied.

Conducting system planning studies for a largeesqawer system which
takes into account of the market structure and renmental regulations is
prohibitively expensive in terms of computationasheé. Due to the number of
endogenous variables, number of equality and ingguanstraints, and network
model size, the optimization problem has a highrelegof computational
complexity. For example, on a state-of-art PC, atyrtake more than 48 hours of
execution time to solve an optimal generation-itmest planning problem (for a
6000-bus system) which includes consideration ofltiplea scenarios and
modeling of generation contingency and environmergastraints. To solve the
same problem for larger systems, the execution tivileincrease more than
linearly as the size of system grows.

Therefore, to reduce the execution time of simatatwith large system, a
practical way is to use a small, dc equivalent ld targe-scale network with
satisfactory accuracy. In this thesis, a backbapavalent for a large-scale power
system, such as the ERCOT system, is developed asnovel network reduction
scheme.

Besides developing an equivalent for a large-seg#tem, another possible
strategy to reduce the execution time of largeesystimulation is to improve the
computational efficiency of the sparse linear sidvén the interest of speeding up

2



packages like the SuperOPF, this thesis also piesestudy on a relatively new
factorization method, known as the multifrontal hoet, which is touted as
having the potential to significantly speed up #wdution of the sparse linear
matrix equation problem. Explained in the thesis #re fundamental concepts
central to multifrontal methods and the multifrdm@ethod is tested on different
types of matrices. The performance of the multifabmethod on different types
of matrices is compared to the traditional LU faitation and the results are

presented.

1.2 Summary of Chapters

In chapter 2, the development of multifrontal mekh@nd its application in
power system is reviewed. The formulations of thdtifnontal method and the
central concept upon which they are based aredated. The efficiency of the
multifrontal method is compared against traditiobdl factorization on different
types of matrices and a discussion of the ressifpsasented.

In chapter 3, the method used for developing thbatd&bone equivalent for a
large-scale power system is described. A briebthiction to the ERCOT system
is given and a backbone equivalent for the ERCGstesy is generated.

In chapter 4, the accuracy of the ERCOT equivaieatel is evaluated in
terms of dc power flow (PF) and dc optimal powewfl(OPF). A study of the
accuracy of the dc power flow model is presented.

In chapter 5, the backbone equivalent for the ERG@Stem is implemented

in SuperOPF to conduct optimal generation planrshgly which takes into



account of environmental regulations. The effectliffierent polices are studied
and a discussion of the results is presented.
In chapter 6, conclusions to this thesis and audision of the future work are

presented.



CHAPTER 2.

MULTIFRONTAL METHODS

This chapter presents a study of a factorizatiothotethat is touted as having
the potential to speed up triangular factorizappackages that are used in large-
scale system simulation and analysis packagesbatiground and motivation of
the study is introduced in the beginning of thiamter. Then the development of
the multifrontal method and its previous applicatto power system problems is
reviewed. The fundamental concepts needed to uadersnultifrontal methods
are introduced and examples are provided to iltstthese concepts. Finally, the
chapter compares the performance of the multiftaniethod and traditional LU

factorization on different types of matrices andgants a discussion of the results.

2.1 Background and Motivation of the Study on the Mudintal Method

The solution ofAx=b is pervasive in power system simulations. In piagn
tools like the SuperOPF, the solution of sparsedinalgebraic equations is
inevitable, since the package will solve the poll@av (PF) and OPF problems.
In large, the execution time of solving sparsedma&lgebra equations comprises a
considerable portion of the total simulation timiéherefore, speeding up the
solution of sparse linear algebraic equations hagbtential to greatly reduce the
total execution time required by packages usegstesn planning studies.

Much research into the solution of sparse lineatrim&quations,Ax=b, by
power-system researchers has led to the consenauthe so-called traditional

sparse matrix methods for LU factorization are fénstest direct methods when



applied to matrices characteristic of power-sysgamulations. Recently, claims
[22] have been made that the multifrontal methoavigles a speedup factor of
over five in solving power-system time-domain siatidn problems. The
speedup of this order of magnitude would represequantum leap in sparse
matrix and vector technology. Therefore, the olbjectof this study is to
independently verify the efficiency of the multiftal method in power system
problems and its applicability in improving compidaal efficiency of solving

sparse linear algebraic equatidx=b.

2.2 Literature Review of Multifrontal Methods

The multifrontal method developed by Duff and R&d1983, is a direct
method for the sparse matrix solution [6] that iesrrout the factorization of a
sparse matrix by factoring small dense frontal re@$rin a specific sequence.

The term "multifrontal” is first used by Duff andeR [7], since multifrontal
method is a generalization of the frontal methodrafs [8]. For many years, the
multifrontal method has been widely used in diffégrapplications [7], [9], [10].
Its effective usage has been reported many timéseifiterature, such as in the
solution of separable optimization problems [11}, semi-conductor device
simulations [12], in the solution for computatioffialid dynamics [13], as well as
in power-system power flow and time domain dynasmiculations [20]-[22].

Many papers have reported research on the develdpmnd improvement of
multifrontal methods. A review of them follows.

Reference [15] reported development on a combinedsyrametric

unifrontal/multifrontal method. This combined methanproved some of the
6



drawbacks of the unifrontal and multifrontal method reduced the overhead of
data movement with multifrontal methods, and overeathe weakness with
unifrontal methods—unifrontal methods usually yieldarge number of fill-ins
for matrices with large profiles [15], [16]. Thi®mbined method was tested on
unsymmetric matrices with a degree of structurahrsetry of less than 0*z&nd
matrices with more than 6 nonzeros per row, angetformance was compared
with the traditional multifrontal methods [29], [BQraditional unifrontal method
[31] and traditional LU factorization. The resukfiowed that the combined
method improved computational efficiency and reducemory requirements as
the degree of unsymmetric and density increased.

Reference [17] presented a factorization methotldbanbines a column pre-
ordering strategy with a right-looking unsymmetnaultifrontal factorization
method. This method first analyzes the matrix tteeine whether the nonzero
pattern of the matrix is symmetric or unsymmet@ance the nonzero pattern of
the matrix is determined, the method chooses otieeothree following strategies
to pre-order the rows and columns: unsymmetricy-2-band symmetric. Then
based on a supernodal elimination tree, the fadban of the matrix is broken
down into the factorization of a sequence of ddrm@al matrices. The proposed
method was compared against other algorithms amddsults showed that the

proposed method is superior to other methods omda vange of matrices [17].

! The degree of structural symmetry is the ratithefnumber of matched off-diagonal entries to
the total number of off-diagonal entries. An eragy(i #j) is called matched if bot; anda; is
nonzero.

7



However, [17] did not show if the performance ofltifitontal method was related
to the degree of sparsity of the matrices.

The application of multifrontal methods to powerstgyn problems was
presented in [20]-[22]. In reference [20], the fe@f the study was to develop an
automatic code-differentiation tool for power-flosolutions. A multifrontal-
method-based package, UMFPACK [23], was used irsthey of the solution of
sparse linear equations, and the study showecdeifsrmance was superior to a
linear solver from the power-flow program PFLOW J2Kowever, [20] did not
provide any information on what optimal orderingheme was used, or the
number of fill-ins yielded in UMFPACK and the sohfeom PFLOW.

The multifrontal method was also applied in refeeef21] as a sparse linear
solver for power flow problems. However, the foafs[21] was to promote
FPGA technology as a hardware implementation farssp linear solver, rather
than the software solution using a multifrontal hoet. Reference [21] compared
the performance of UMFPACK with two other packagesd claimed that
UMFPACK gave the best results. However, no detilsut these packages were
presented in the paper, such as the type of optmikdring scheme used or the
number of fill-ins yielded by each package, or #taicture of the code or a
comparison of the data structures used.

Reference [22] presented the application of UMFPARS] in power system
dynamic simulations. In [22], UMFPACK was used tolve discretized-
differential and linear algebraic equations thatuscin power-system dynamic
simulations. The study showed that multifrontal Imoet achieved much higher

8



computational efficiency as compared to other spdisear solvers, such as
GPLU [27], CHOLMOD [25] and a sparse LU factorizatiroutine whose kernel
was from LAPACK [26]. However, reference [22] didtrshow if these solvers
were using the same optimal ordering scheme, ondih@bers of fill-ins generated

by each solver are same or close.

2.3 Fundamental Principles of Multifrontal Methods

For those somewhat familiar with multifrontal metiso this section provides
a quick review of the approach. For those new tdtifrantal methods, this
section provides an overview of the algorithm,adtricing some of the terms that
will be defined in the subsequent subsections.

The multifrontal method is a direct method for S@ution of sparse matrix
equations that processes operations needed inritmgular factorization in a
sequence of small dense frontal matrices based®mprecedence relationships
imposed by an elimination tree and an optimal oandgrsuch as the minimum
degree [70]. Each node of the elimination tree @spnts a small dense frontal
matrix. Each frontal matrix holds one or more pivotvs and columns. The
frontal matrices are processed from leaf to rookeyoig the precedence
relationships implied by the elimination tree. A&ica node of the elimination tree,
the factorization kernel is processed in the follmysequence. First, the original
entries corresponding to rows and columns in mairiare assembled into the
current frontal matrix. If there are any prior cdgition blocks from the
descendants of the current node, the contributiookb are assembled into the

current frontal matrix by an assembly step. Aftee aissembly step, one or more
9



steps of LU factorization are performed within tharent frontal matrix and a
contribution block (a Schur complement) is compufBais contribution block is
placed on a stack and is used in subsequent stegsninating the parent of the
current node in the elimination tree.

In the following subsections, the key definitiorsed in describing the many
variants of the multifrontal method are introducétliey are the elimination tree,
the frontal matrix, the update matrix, the extedd-aperation and the supernode

partition.

2.3.1. Elimination Tree Structure

The elimination tree plays an important role inrspanatrix factorization and
is familiar to power-system engineers experienced the application of sparsity
methods to the linear matrix problem. It determities processing sequence of
the sparse matrix factorization. In the symbolictdaization phase, once the
factor matrix structure is obtained, the eliminatibee can be formed. The
notation T[j] is used to represent a set of nodes that contaiale] and its
descendants in the elimination tree. In other wof¢i$ contains nodg and the
set of nodes in the subtree rooted at jode

To illustrate this, consider a symmetric positivefinite irreducible matrixA
and its factor matrix. as shown in Fig. 2.1. Each™in Fig. 2.1represents an
original nonzero entry in matrix A, and each “xpresents a fill-in in the factor
matrix L. The elimination tree corresponding to thatrix A is shown in Fig. 2.2.

The notation T[2] when applied to Fig. 2.1, repreésehe set of T[2]={1,2}, and

10



T[6] corresponds to the set of T[6]={3,4,5,6}. Thietailed definition of the

elimination tree and other examples can be fourj@4h

1(a -« o«
2l e Db o«
3 cC - .
4 e d .

A=5 e o o .
6 o o f .
7l o o . g .
8l e o . h
9 . . . i
1l(a
2l b
3 Cc
4 e d

L=5 e
6 o o f
7| o o e X (@
8.. e X
9 e X e X e |

Fig. 2.1 An example sparse matrix and its loweamigular factor
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Fig. 2.2 Elimination tree for matri&

2.3.2. Frontal Matrices and Update Matrices

The subtree update matrix of nodis defined to be the matrix that contains

the outer-product of nonzero contributions from tlescendants of node For
sparse matriA and its factor matrix, the subtree update matrix at ngd=mn be

represented as

(2.1)

I
|
—
-
—
=~
—
i
—
~—

kOT[ ]~ 1

where

{iyiy-i} =i >j|l, 20} (2.2)

and where it is assumed that there rabelow-diagonal nonzero elements in

columnj of L.
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The frontal matrix of nodgis defined to be the matrix

a,; &, " g
= qf +U. (2.3)
N

Constructing this frontal matrix represents a @astalty (more execution time
and more storage) for the multifrontal method whempared with the traditional
LU factorization since no counterpart matrix is cee with the traditional LU
factorization. TheF, matrix is a composite of the original elementscalumn

and row ] of matrix A and the elements from the update matrices of the

descendants of nogeBoth Uj and F; are of dimensionr(+ 1), which equals the
number of nonzeros in colunjrof the factor matrist. OnceF;is formed, all the
necessary modifications have been made to thecfitsmn/row of F; and all the

nonzero contributions from the descendants of ndugve been assembled into

F, .ThereforeF, is ready to be factored.

F;j can be factored into the following form:

| 1 01, 1. I
F< — ) N RN Jhe
N (o UJ(O | 24)

The vector(l, ;! Ji } contains the nonzero entries in colujvof factor

i1

matrix L. The matrixJ, , referred to as the update matrix from njde
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U=-21%|(hy = ly) (2.5)

KL |
iy K

After F,is factored as in (2.4)), keeps the structure and update information
from nodej and its descendants. In other words, is ready to be used to

assemble the frontal matrix for the parent of njode

2.3.3. Extend-add Operation and Formation of Frontal Matri

By definition of (2.3), the frontal matrix consisté two parts. The first term
F, is formed directly from matriA. The second patﬁj is the subtree update
matrix at nodg, which is obtained by accumulating the outer-patduatrices
from the descendants of nogle The process of accumulation ﬁfj can be
represented by using the so-called “extend-add’tadjme [6]. The extend-add
operation can be explained using the following eplam

Let H be anh by h matrix withh < n, andG be ag by g matrix withg < n.
Each row/column oH and G corresponds to a row/column of a giverby n

matrix M. Leti, <i, <---<i, be the subscripts ¢4 in M, and j, < j,<---<], be
those ofG in M. Let k,k,, k;,...,k be the union of the two subscript sets. The

matrix H andG can be extended to conform to the subscrip{lsek, k..., K}

by introducing a number of zero rows and columnid endG. Here, we definéd
+G to be the-by-t (t < h+g) matrix formed by adding the two extended matrices

of H andG. And the operatort" is referred to as matrix extend-add operator.
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For example, let

H = G= (2.6)
P q y z

and let {1,2} and {1,3} be the subscript sets oftmaH andG, respectively. Then

by definition,H+ G is

m n O w 0 X
Ht*G=|p q O|*|0 O O
0 0O 0 z
m+w n X
L 2.7)
y 0 z

By using the extend-add formulatiof, in (2.3) can be rewritten in terms of

update matrices as

& &, v 8y,

FU_tLtU (2.8)

where subscripts,,..., ¢ correspond to the descendants immediately rooted at
nodej in the elimination tree, antjlcj U, represent the corresponding update

matrices contributed by these descendants. Herelefiae the nodes that are

immediately rooted under noglen the elimination tree to be the children of node
J. For example, for node 6, node 3, 4 and 5 aresatleélscendants but only node 4
and 5 are its children. Note that the update médtam a child of nodg includes

the relevant elimination information from all desdants in the subtree rooted at
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this child node. Also note that matrices ,...,U_ may not be conformable, and

the purpose of the extend-add operation is to ek@dinmatrices to make them
conformable and perform the matrix accumulation.isTkexpansion to get
conformable matrices represents work not neededh whe traditional LU

factorization.

2.3.4. Example Multifrontal Method Process

To illustrate the procedure of the multifrontal hed, consider the
factorization step of node 6. Before eliminatingla®, node 3, 4 and 5 should be
eliminated andJ,andUs are needed to build the frontal matky. It is easy to
see thafl[3]={3} and T[5]={5}, so the elimination steps on node 3 and @&ddo

not need contribution blocks from other nodes. &if@]={3,4}, U,is given by

the update matriks, which is

|4 34 |4 39 l 43
U3 - _[|gj 34 | gt 39) ) _E 93j(|34 |39) (29)

Based on (2.3F4 is formed as

a44 a46 O _
F,=|la, 0 O0(+U,
I EMBED Equation.DSMT4 0 00
a,, 0
=la, 0 0|TU,
O 0 O

(2.10)
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a44_|4434 a 46 - 45 39
= a 0 0

_|93] 34 o 4 95 39

After the first row and column oF,are eliminated, the update mattil is

given by,

U =(_|64|46 _leJ 49 j
4
_|94| 46 . 9! 39 n gL 49

:_CMJ("‘G |49)—(|0j(0 | 5) (2.11)

|94 93

SinceT[5]={5}, Fsis formulated as

85 86 57 g

a, 0 0 0
F, = _
la, 0 0 0 (2.12)

a, 0 0 0

and the update matrlys is given by

_Iesl 56 . 64 57 4 Js 59
U5 = _|75I56 . 7!5 57 4 7|s 59
_|95I 56 = 94 57 4 st 59

(2.13)

By using the extend-add operation defined by (F8)¢an be written in the

form:
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B O ay O
FF=l 0 0O O O F Ut Us
a, 0 0 O
0O 0 0O
8 0 &g O
_ 0 0 O 0%(_|64I46 el 40 j
8 0 0 O lod s T dbao ~lod 4o
0O 0 0 O

_|65I 56 . 64 57 4 45 59
+ _|75| 56 - 7& 57 4 7!3 59
_lgsl 56 - 95! 57 + gls 59

a66_|64| 46_|6J 56 - els 57 A ¢ 4 Ia4 49_| &5 59
— _|75| 56 = 7!& 57 0 + 7!3 59
8 0o o 0

_|94| 46 _IQEl 56 4 9!; 57 0 + 43 39"' L4 49+ |95 ]

After the first row and column ifs are eliminated, the update mattik is

(2.14)

given by

_|75| 57 -l 7L 67 4 715 68 + J5 59"' |76 69
U6 = _ISbJ 67 _|8e! 68 + st 69

(2.15)
_|95| 57 _|94 67 + gls 68 + !)3 39+ |94 49+ Ls 59" |96 69

Or Ueg can be represented in terms of outer-product updadetributed by

nodes in set[6]={3,4,5,6},which is

18



I75 I76
= 0l(ls; O lgg)=llgs |l 67 16! 6) (2.16)
|95 |96

2.3.5. The Supernode Partition

The supernode patrtitioning, [7], [19], plays a #igant role in most variants
of the multifrontal method. Supernode partitionings also been referred to as
“supervariable” [14] and “indistinguishable nodg38]in the literature.

Generally speaking, a supernode is a group of aodlrows that share an
identical sparsity structure. Assume noklés a descendant of nodein the
elimination tree and leE[K] represent the set of column indices of the nareer
columnk in factor matrixL, and letC[j] represent the set of column indices of the
nonzeros in columpin factor matrixL. If C[j]=C[k]-{ k}, then in this case, node
andj can form a supernode. Kfis eliminated, its update matrid has nonzero
row and column indices corresponding exactly to ribazero row and column
indices of the frontal matrik;. Therefore nodels andj can be eliminated together
as a supernode{j} and the step of assemblitfy into F; has been avoided.

For the matrix in Fig. 2.1 with the given orderirfgye supernodes can be
obtained, given by:

{1,2},{3}.{4}.{5}.{6,7,8,9}
Partitioning the nodes into supernodes providesifsignt computational

advantages when integrated into multifrontal meshoBy using supernode
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partitions, all nodes in a supernode share the Saomtal matrix F; and are
updated together by update matritgsfrom the children of supernoge Once
the frontal matrix is formed, the nodes in the sopdej can be eliminated
together as a unit. The total number of frontal rmnes assembled during
factorization is thereby reduced from the numbethef nodes to the number of
the supernodes.

The supernode partitioning scheme introduced alegaires all nodes in a
supernode to have the identical sparsity structttewever sometimes the
computational gain obtained by this version of sapde partitioning is small.
Reference [19]proposed a relaxed supernode paitijoscheme. The relaxed
supernode partition allows zero entries to be thioed into the supernode. For
example, by using relaxed supernode patrtition, r®dad 4 can be grouped as a
supernode, in which case the zero erdgy will be introduced into supernode
{3,4}. Similarly, node 5, 6, 7, 8 and 9 can also forrsugpernode by introducing
zero entryagsinto the supernode.

The supernode algorithm enables the multifrontahoe to take advantage of
the repetitive structure in the matrix by procegsimore than one column/row in
each frontal matrix. Thus the “supernode multifedninethod” can fully take
advantage of the high performance computer ardhitedy using Level 3 BLAS

[18] in its innermost loops.
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2.4 Numerical Results

2.4.1. Experiment Design

In this section, the design of the experiment usecbmpare the performance
of multifrontal factorization with the tradition&lJ factorization is described and
the results are presented.

The goal of our experiment was to compare the pmdoce of the
multifrontal factorization approach from UMFPACK3Rwith a traditional LU
factorization program of our own design coded ugirg. UMFPACK is a set of
ANSI/ISO C routines for solving unsymmetric spaisear systemsix=Db, using
the unsymmetric multifrontal method. It is one dfetprominent software
packages for solving general sparse matrix prohlems

The experiment was carried out on a Dell OPTIPLEO Wwith a 3.16 GHz
Core 2 processor, 3 GB of RAM and 6MB cache. ATLI8S] was used with
UMFPACK.

The node ordering in the matrices we used for iagboses was determined
by using the AMD (approximate minimum-degree) [2Bjorithm to minimize
fill-ins. The AMD ordering was applied to the testatrices before being
processed by either UMFPACK or the traditional Lalitine we developed, so

that the two solvers yielded exactly the same nurab#ll-ins for each matrix.

21



TABLE 2.1

EXECUTION TIME FOR NUMERICAL FACTORIZATION OF POWER SYSTEM BUS ADMITTANCE MATRICES

Nonzeros | Nonzeros | Numerical Factorization Execution Time (se¢.)
. . . . UMFPACK
Size Nonzeros in A per Rowin | inLand U Gai
A Factors UMFPACK LU ain
662 2474 3.74 4436 0.00239 0.00031 0.13
1138 4054 3.56 5392 0.00362 0.00037 0.10
4578 28546 6.24 60942 0.01942 0.00959 0.49
6054 20346 3.36 35698 0.01857 0.00291 0.16
59046 200761 3.40 399848 0.18512 0.0346 0.19
TABLE 2.2
EXECUTION TIME FORNUMERICAL FACTORIZATION OF STRUCTURAL MATRICES
Numerical Factorization Execution Time
Nonzeros Nonzeros
Size | Nonzerosin A per Rowin | inLand U (sec,) UMEEQCK
A Factors UMFPACK LU
1074 12957 12.06 61209 0.01159 0.02878 2.48
3562 159910 44.89 573744 0.07012 0.45003 6.42
5489 217651 39.65 1064975 0.14645 1.08846 7.43
7102 340200 47.90 738823 0.10299 0.46234 4.49
10848 1229776 113.36 | 3922038 0.67739 7.15113 10.56
TABLE 2.3
EXECUTION TIME FORNUMERICAL FACTORIZATION OF POWER FLOW JACOBIAN MATRICES
_ NONZEros in Nonzero§ 'Nonzeros Numerical Factorization Execution Time (se¢.) | mEpACK
Size A per Rowin | inLand U Gain
A Factors UMFPACK LU
1324 9896 7.47 17592 0.0051 0.0016 0.32
2276 16216 7.12 21495 0.0075 0.0015 0.20
9156 114184 12.47 244695 0.0479 0.0650 1.36
12108 81384 6.72 141408 0.0444 0.0163 0.37
118092 800704 6.78 1419721 0.4910 0.2300 0.47
TABLE 2.4
EXECUTION TIME FORNUMERICAL FACTORIZATION OF NORMAL-FORM STATE ESTIMATION MATRICES
Nonzeros Numerical Factorization Execution Time
. Nonzeros | Nonzeros per| . UMFPACK
Size i ) in L and (sec.) .
inA Row in A Gain
U Factors UMFPACK LU
662 6480 9.79 15376 0.00390 0.00251 0.64
1138 11142 9.79 16628 0.00592 0.00210 0.35
4578 100590 21.97 258604 0.06459 0.11095 1.72
6054 50706 8.38 129020 0.06082 0.02549 0.42
59046 511858 8.67 1349936 1.24664 0.42633 0.34
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TABLE 2.5
EXECUTION TIME FOR NUMERICAL FACTORIZATION OF DYNAMIC SIMULATION JACOBIAN MATRICES

Nonzeros Numerical Factorization Execution Time
Size Nonzeros | Nonzeros perl iy and (sec.) UMFPACK
in A Row in A U Eactors Gain
UMFPACK LU
749 2926 3.91 3409 0.00206 0.00031 0.15
7984 43888 5.50 53797 0.02070 0.00382 0.18
76859 360644 4.69 471113 0.25084 0.04028 0.16

Table 2.1 through Table 2.5 show the charactesigticthe five sets of test
matrices we acquired. Each table lists the strattumformation for each set of
matrices, namely the matrix dimension, number afzepos in matriXd, number
of nonzeros per row iA and the sum of nonzeros linandU factors for each
matrix. The matrices in Table 2.1 are incident-syetria bus admittance matrices
for typical power system topologies (with typicaBy4 nonzeros per row). Note
that the 4578 node matrix has 6 nonzeros per rdvws Tatrix is a reduced
equivalent generated using the 59,046 bus systehmas many equivalent lines.
The second set of matrices is obtained from thevéisity of Florida Sparse
Matrix Collection [40], as shown in Table 2.2. Thmatrices contained in Table
2.2 are structural problem matrices which are imgiesymmetric and much
denser than power system matrices. The third setatfices, as shown in Table
2.3, contains incident-symmetric power-flow Jacobmatrices. Matrices in this
set are created from the matrices in the firsiagek typically have two times the
number of nonzeros per row as the matrices in itise get. The matrices in the
fourth set are matrices in the form &fA, which occur in the normal-form
formulation of power system state estimation probM/hile it is rare to solve the
normal-form formulation of the state estimationkdemm because of the attendant

ill-conditioning, we applied the multifrontal mettho and traditional LU
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factorization to evaluate the comparative perforoeaof the algorithms on these
denser matrices which have sparsity patterns ctearstic of power system
problems. Table 2.5 shows the last set of matricgkich are matrices
characteristic of short-term dynamic simulationstivéxception of the last set of
matrices, all the matrices in the first four sete mcident but not necessarily
numerically symmetric. Matrices in the last set lao¢h incident and numerically
asymmetric. We have blocked pivoting for all thevpo-system matrices, since
pivoting is rarely necessary when factoring masiadaracteristic of power
system problems. Pivoting is also blocked for strad problem matrices, since
all the matrices in Table 2.2 are positive definkdMFPACK is a package
designed for unsymmetric matrices; therefore, to conduct a fair comparison, in the
traditional LU factorization code we designed, thké matrices were treated as

numerically asymmetric.

2.4.2. Experiment Results and Results Analysis

For the matrices of Table 2.1, the numerical fazétion execution times for
UMFPACK and our LU routine are shown for each nxaitni Table 2.1. The ratio
of numerical factorization time of traditional LUetlhod to that of UMFPACK is
also shown in Table 2.1. This ratio shows thatiti@ahl LU factorization is
superior to UMFPACK’'s multifrontal method for mateis with the sparsity
degree and structure of power-system admittancaaesat It is interesting to note
that for the 4578 bus matrix, which has approxityaéenonzeros per row, the
UMFPACK gain decreases, suggesting that, as matrimxome denser, the

multifrontal method may become competitive.
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Results in Table 2.2 show that for relatively densatrices whose sparsity
structure is different from those of power systemtnnes and whose rows have
on the average of more than 10 nonzeros, the murtdl method becomes
superior to the traditional LU factorization. Thpeed up of the multifrontal
method over the traditional LU factorization methaaties between 2.4 to 10.6
times for these denser matrices. The result frobieTa.2 again suggests that the
multifrontal method will become competitive as nads become denser.

The results for the third and fourth set of masieee shown in Table 2.3 and
Table 2.4. For the matrices with 6 to 10 nonzemsrpw as shown in Table 2.3
and Table 2.4, traditional LU factorization is fauto be more efficient than the
multifrontal method. Comparison of the UMFPACK gain Table 2.3 and Table
2.4 to the UMFPACK gains in Table 2.1, again sutgtsat the UMFPACK gains
increase as matrices become denser. It should ted timat the 9156 node matrix
in Table 2.3 and the 4578 node matrix in Tabled&el generated from the 4578
node matrix in Table 2.1. It is not surprising thia multifrontal method is more
efficient than traditional LU factorization on tleesvo matrices, since the 9156
node matrix has approximately 12 nonzeros per movthe 4578 node matrix has
approximately 22 nonzeros per row. Table 2.5 shibwgesults for matrices with
the sparsity characteristics of those seen in gkari-dynamic-simulation
Jacobians. All the matrices in Table 2.5 have ayprately 4 to 5 nonzeros per
row, which can be considered relatively sparse.shswn in Table 2.5, the
traditional LU factorization is superior to the rifubntal method on these short-
term dynamic simulation matrices.
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2.4.3. Summary of the Results and Remarks

The UMFPACK gains in Table 2.1 to Table 2.5 aretplb vs. the number of
nonzeros per row for each matrix in Fig. 2.3. Tpist shows that UMFPACK
gain is a function of the degree of sparsity. Tigsre is also consistent with the
claims made in the literature about the performagegns obtained with
multifrontal methods but shows a well-behaved deseein multifrontal-method
gain with increasing of the level of sparsity.

The relationship between UMFPACK gain, sparsity @parsity pattern is
expected to be complex and is likely the causénefscatter in the data points in
Fig. 2.3. Expecting that UMFPACK gain is affectey the degree of sparsity
(number of nonzeros per row) as well as sparsitytepdtopology (very
approximately measured by the number of fill-ingg plotted UMFPACK gain
versus number of nonzeros per row in L and U facitolFig. 2.4.

The scatter in the data points in Fig. 2.4 is digantly less than that in Fig.
2.3, indicating that the UMFPACK gain is affecteglimth degree and pattern of
sparsity.

We wanted to compare our multifrontal gains witlos reported in the
literature. Those studies have been conducted terrdme the performance of
different variants of multifrontal methods on med&s with different
characteristics. While claims in [17], [71]have bemade that multifrontal
methods are superior to traditional LU factorizatieand we do not dispute these
claims for the matrices tested—we found that thérioeeused by these authors
are not the same ones used in our work and theréfier results are not directly
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comparable with ours. In [17], the author compatieel performance between
different multifrontal variants and supernodal Lctorization variants on
symmetric and unsymmetric matrices and concludatrttultifrontal methods are
superior to supernodal LU factorization. Howevée metric used in [17]is the
total execution time for processing of the matnxhich included optimal
ordering, and the symbolic and numeric phases doh @packagethe author did
not measure and compare the execution time fondiheerical factorization phase
alone (as is reported here) for each package. fidrereghe results obtained in
[17] are not comparable with the ones in this pajmef71], the author compared
the performance between different variants of rfroltital methods and variants
of supernodal LU factorization on unsymmetric nes. However, because most
of the matrices that occur in common power systawblpms are incident
symmetric matrices, the test in [71] is not a gowtication of the performance of
multifrontal methods relative to traditional LU fadzation on power-system

matrices.

UMFPACK gain
=
o
I

10-1 | | | | | ‘ | | ‘
1 2
10 10
Number of nonzeros per row ir

Fig. 2.3 Plot of UMFPACK gain vs. number of nonzeper row in matrix A for
each matrix
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Fig. 2.4 Plot of UMFPACK gain vs. number of nonzemmer row inL and U
factors

Therefore, with no clear evidence existing to thetary in the literature and
given the predictable behavior of the UMFPACK geatative to traditional LU
factorization on the range of matrices studied his tpaper, including power-
system type matrices, it appears clear that (atinmum) the variant of the
multifrontal method implemented by UMFPACK is nobngpetitive with
traditional LU factorization of matrices found inoramon power-system

simulation problems.

2.4.4. Conclusions

The execution time of the UMFPACK sparse multifadninethod has been
compared to that of traditional LU factorizationedsfor decades by the power
industry to solve a variety of sparse matrix eduatproblems. While it is
impossible to perform exhaustive testing, thesailt@sdemonstrate that the
multifrontal method, as implemented by UMFPACK & wompetitive in power
system applications, except for rare problems whisgematrices are abnormally

dense. The UMFPACK multifrontal method does becaronenpetitive as the
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density of the matrices increases. The crossoviet pocurs when the number of
nonzeros per row exceeds approximately 10.

We understand that the applicability of our conidasis limited in several
ways. Our results apply only to the variant of thmultifrontal algorithm
implemented by UMFPACK, one of the industry’s stamts. \We understand that
there are many variants of multifrontal methods #rat they are affected by a
host of factors pointed out by one of our reviewgéassk dependency, numerical
factorization implementation, pivoting strategyrigat of BLAS used, and block
size to name a few. We have not tested the marsilpesrariants. Also, we have
not conducted performance testing on forward arottward substitution. Further
our tests were run only on the PC architecture meed in the body of the
report: no attempt was made to perform a compar@ora vector or parallel
processor.

The results suggest that multifrontal methods matylbre an effective way to
improve the execution time for large system simoket. At minimum, before
using any multifrontal variant the programmer/eegn must compare its
performance with that of the traditional LU factaiion algorithm on matrices

that are characteristic of those to which it wel dpplied.
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CHAPTER 3.

A MODIFIED WARD EQUIVALENT FOR ERCOT SYSTEM

This chapter presents the method used for devajapibackbone equivalent
for a large-scale power system and then the methapplied to the ERCOT
system. Several prevailing network reduction teghes are first reviewed. A
brief introduction to ERCOT system is given in tlikapter. The equivalents

generated are validated using different metricsgodhising results are obtained.

3.1Literature Review on Network Equivalencing Techrmigu

Depending on the application of the equivalent, nieéwork equivalencing
technique can be generally divided into two categorstatic and dynamic
equivalencing. For dynamic reduction, the focustascapture the dynamic
characteristics of the full system, and the redutediel is intended for system
dynamic analysis, such as real-time power systamsient stability assessment
[41]. For static reduction, the reduced model i®ned for static power flow
studies, such as online contingency evaluationketdrased system analysis and
system-planning studies. Since the focus of thasithis on system planning, only
the static equivalencing technique is reviewed tredterm “network reduction”
refers only to static power system reduction.

Currently there exist several prevailing classesafivalents. One of them is
the REI (radial equivalent independent) equivalertich was first proposed in
[42] and further discussed in [43] and [44]. Thel REuivalent aggregates power

and current injections at designated external boset® a fictitious ‘REI’ node,
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and the designated group is then replaced byitdict bus in the reduced model.
The REI nodes are connected to boundary busesghrauadial network called

the REI network. The criteria for aggregating busaa be selected based on
generation and load conformity, or electrical, gapgical, ownership groupings,

etc.

REI equivalent may have some limitations. One latiain is that the fictitious
‘REI' nodes may suffer from low bus voltage magdgu To solve this problem,
solutions were proposed in [44] to improve the REuivalent. The performance
of the improved REI equivalent was compared agatistr types of equivalents
and promising results were observed.

Another limitation with REI equivalent is that tREIl equivalent is operating
point dependent: the admittances of the REI netvemekfunctions of operating
condition at which REI equivalent is constructedhefiefore, as the operating
point moves away from the base case, the accuifaitye REI equivalent will in
general deteriorate.

The REI equivalent also has the limitation thdadks the ability to preserve
low degree of sparsity of the reduced model. Du¢htoextra interconnections
introduced by REI network, an REI equivalent alwésrsds to be denser than its
Ward equivalent counterpart. This limitation desesa the computational
efficiency of the REI equivalent, and may limit &pplicability in problems where
high computational efficiency is required.

Another widely used type of equivalencing methothies Ward equivalencing
technique, which was first proposed by Ward in [48d further discussed in
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[46]-[49]. The basic idea of Ward reduction methedo eliminate the buses in
the external subsystem through Gaussian eliminatdrile keeping the internal
subsystem intact.

The classic Ward reduction method has two vers[dB$, differing in the
ways that they model bus injection at each node.firkt version of classic Ward
reduction is referred to as Ward Injection methtd.this method, the power
injection at each bus is converted to injected enrrbefore eliminating the
external buses. After the external buses are edited) current injection is
converted back to power injection at each bus.Sdoend version of classic Ward
reduction is referred to as Ward Admittance Methtyd.this method, power
injection at each bus is converted to constant tshdmittance instead of current
injection before reduction. The second versionesss|preferable than the first
version, because it may yield unrealistic admitéant the equivalent, and the
shunt-admittance modeling of bus injections mayl®appropriate for all loads.

The classic Ward equivalent also has its limitatio®@ne such lies in its
inability to accurately model the reactive powespense from the external buses.
In order to overcome this limitation, several maatif versions of classic Ward
equivalent were discussed in [47]-[52]. In [47], Vdard-PV equivalent was
proposed. In this model, all the external PQ buses eliminated while the
external PV buses are retained. However, retainingll the external PV buses
increases the size of the equivalent and thereloyedses the computational
efficiency of the equivalent. To further improvestWard equivalent, an extended
Ward equivalent for static security analysis wasppsed in [51]. In the extend
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Ward equivalent, a fictitious PV bus is attachedetxh boundary bus. This
fictitious PV bus contributes no active power itjec but provides adjustable
reactive power injection to the system. The reactpower provided by the
fictitious is zero under base case and will varyoperating point moves away
from base case.

In [53], J. Mochowski et al. proposed a reduced dARY equivalent. In this
method, all the external generator nodes are eddaamd aggregated into several
groups. After generator aggregation is done, eadupyis replaced by an
equivalent generator node using Zhukov method [bAgrefore, the number of
nodes retained is reduced. By using the Zhukov atkgtthe dynamic properties
of the system can also be maintained, which malke réeduced Ward-PV
equivalent also applicable in dynamic studies.

Other limitations of the traditional Ward equivaenake its application to the
optimal power flow problematic. It is well known ah the traditional Ward
equivalent may “smear” the injections of externahgrators over a large number
of boundary buses. For system planning studies raacket-based analysis,
modeling of fractions of generators at differentsés is not practical. To
overcome this limitation, authors in [55] proposedcombined” equivalent for
the Northeast part of the U. S. power grid. To getee such a “combined”
equivalent, the classic Ward Injection Method istfiapplied to eliminate all
external buses except those that are generatos.biken based on “electrical
distance”, external generators are “moved” to thesest retained buses. The
Ward reduction is continued to eliminate the exdkmenerator buses that have
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become vacant. With generators retained as whbée otiginal generator cost
functions can be directly applied and the equivialean be used in market
analysis. However, the internal-system power floavgl bus voltages in this
equivalent are very different from that in the argg system.

In recent years, several network reduction tectesqwere proposed for
system planning and market analysis [56]-[59]. Tirethods proposed in [57] -
[59] are based on dc power flow assumptions andepdvansfer distribution
factors (PTDF). The fundamental concept of these mwethods is to aggregate
buses while keeping the inter-zonal topology thenesaas the original (full)
system. However, the equivalents generated by timesthods contain only
equivalent lines with no MVA ratings on them, andrently no existing methods
in the literature discusses how the line limits iWddobe assigned for these
equivalent lines. Therefore, these two methods naybe applicable in market

based analysis where congestion information isiredu

3.20bjective of the Study and Requirements for Eqeingl

The objective of this study is to develop a dc lacle equivalent for the
entire Electric Reliability Council of Texas (ERCD¥ystem to be used in a
system planning tool for making policy and investindecisions that take into
account of the market structure and greenhouse(@bis) regulations. A dc
rather ac model was chosen for the equivalent lsecthe PF problem becomes
linear under dc assumptions and therefore the isalutequires much less

execution time and convergence is guaranteed. $hengtions used to justify
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using any of the various Ward equivalents in tiaddl applications are violated
when applied to developing such a backbone equitiale

First, in the traditional scenario, the internakaris geographically and
electrically localized, and the external area eceilcally remote from the internal
area. However, in the equivalent to be used in stigly, the internal area is
neither geographically nor electrically localizédso, for the external network,
most parts of it are not electrically remote frdm tnternal area.

Second, in the traditional scenario, the generatorthe external area are
either eliminated or replaced by equivalent gemesat The injections from
external generators are either modeled as smalegpief injections over a large
number of buses, or aggregated to equivalent gemsraHowever, for system
planning studies to be carried out in this papétha generators participate in the
market should be retained and each generator sheuletained as whole.

Therefore, a novel modified Ward equivalent [60htthcan meet these

requirements is implemented in this study.

3.3 Brief Introduction to Ward-Type Equivalent

In the Ward (bus elimination) approach, the powstesn under consideration
is usually separated into two parts: the studiedesy and the external system, as
shown in Fig. 3.1. The studied system can be furgegtitioned into internal
buses and boundary buses. The internal buses t@reannected with external
system through the boundary buses.

During the reduction process, the external buses camllapsed and the

branches are eliminated via partial triangulardazation of the network matrix
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and the eliminated branches are replaced by eguivvéhes between (collapsed)
boundary buses. The electrical power injected at élkternal buses is first
modeled as equivalent current injections at thendaty buses and then converted
back to power injections based on the bus voltageoandary buses. After
elimination, the internal system remains unscativade the external subsystem

is eliminated.

Boundary Buses

Internal Tie Lines Tie Lines External
Subsystem Subsystem

Study System i Systemto be equivalent

Fig. 3.1 Partitioning of the system

3.4 A Modified Ward Reduction for ERCOT System

3.4.1 Selecting Buses to Retain

The first step in conducting a network reductiomoiselect the study system.
Since the equivalent to be generated will be usecbhduct optimal generation
investment planning that taking into account of émwironmental regulations, it
is important that the system congestion informatienretained in the reduced
system.

The congestion information was obtained from ERCOT Planning and
Operation Information Databadghe database is proprietary), which includes not

only the ERCOT congestion reports from year 20002098, but also the
36



transmission planning reports for year 2010 to 20Hese data bases were used
to identify congested lines and congested path&halere retained in the model.
Another criterion for selecting retained buseshe woltage levels of the
buses. In general, high-voltage buses are morertaqt to retain since these are
the electrical nodes through which bulk power flowerefore, besides the
congested transmission lines/paths, we experimeniiidretaining different sets

of high-voltage buses using voltage level as titeraon.

3.4.2 Modeling of Special Elements

Specific elements in the system need special hamdiefore the process of
network reduction is conducted. In the ERCOT systdma elements need to be
handled are HVDC lines. Prior to the process otictidn, each HVDC line in the
system is replaced by a pair of generators condéotthe “from” and “to” bus as
shown in Fig. 3.2. If dc lines and converters assuaned to be lossless, the

following relationship can be obtained:

Pac_iom = Pac_tc (3.1)
and the outputs of the two generators are given by:

P'ac_iom = Pac_ fro (3.2)

P'ac_to = Pac_to (3.3)

wherepac_fromandpac ware the power injections at the “from” end and “esid of
the HVDC line, and botipac_from and pac 1o are at the ac side of the converters;
PLossis the power loss on the HVDC lingnd pyc_from@ndpqc oare the power flow
at the dc side of the converters.
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Fig. 3.2 Handling of HVDC lines
After the handling of special elements is completadbase case can be
obtained which will be later used for comparisonthwieduced models and

conducting network reductions.

3.4.3 Eliminating External Subsystem and Moving Genegator

After the retained buses are selected, the netwaxtldction proceeds in the
following steps. First, the Ward network reductidescribed in [45]-[48] is
applied to the entire ERCOT system to remove akreal buses. Since most of
the retained lines in the reduced model have impesasmaller than 0.01 p.u.,
equivalent lines with impedances larger than 510 pan be removed in the
equivalent without significant degradation of thedul.

In the second step, the Ward network reductiororslacted again but with a
new set of buses retained: the buses retaineceifirtt step and all the generator
buses. This model is referred to as the “reducedemwith all generators” and

will be used in the next step to determine the muat of external generators.
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The third step is to assign external generatorsreti@ined buses. To
demonstrate the procedure of moving generatorsal portion of the reduced
model with all generators is shown in Fig. 3.3.9k®wn in Fig. 3.3, generators
G1 andG2 are connected to internal system through mulialéns. For example,
G1lis connected to internal buses through transmmdgie 1-3, transmission line
1-4, or the combination of transmission line 1-21 &5, etc. It should be noted
that the actual reduced model with all generat®nmfiuch more complicated than

what is illustrated in Fig. 3.3.

G1

Fig. 3.3 Reduced generator model with all genesator

The electrical distance between two busesdB is defined as

; _ ; k=m [ 2 2
Dis,g = km{rE.'..nm( e Ve X ) (3.4)

wherem s the number of transmission lines that connebtesA andB in pathk;,
andn is the number of paths that between AudB.
Assume the transmission lines that connected geme@il to the internal

buses in Fig. 3.3 have the impedances listed ifreTah
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TABLE 3.1
IMPEDANCE OFTRANSMISSIONLINES INFIG. 3.3

Transmission VrZ + x2 (p.u.)

Line

1-2 0.01
1-3 0.02
12 0.01
2.4 0.02
2-5 0.01
3-6 0.015
4-5 0.04

Based on (3.4), the electrical distance betweerergéor G1 and internal
buses can be calculated as

Dis,, , =0.02
Dis;,., =min{0.01,0.06 = 0.0
Disg.s = min{0.05,0.0} = 0.0,
Dis,, , =0.035

From the above calculations, generdgdris electrically closest to bu&t and
should be moved to bugl Following the similar approach, all the genersitior
the system can be moved to their electrically dbbeses. After the movement of
the external generators is determined, the extg@adrators are attached to their

corresponding internal/boundary buses in the edgrivgroduced in step one.
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In the equivalent model, generators’ real poweltimemain the same as in
the full system. Since the equivalent is intendethé used with system planning
tools for dc OPF based studies, the reactive pdwats will play no role in the

solution process.

3.4.4 Moving Load

In the classical Ward equivalent, the retained-floevs are exactly the same
as the corresponding lines in the full model. Tikiachieved by breaking-up each
external generator and load into multiple fractiongh each fraction moved to a
different boundary bus. However, in the modifiedrivaquivalent used here, each
generator is moved integrally to a retained bus.m@ntain the retained-line
flows the same as those in the full model, a procedalled the “inverse power
flow” is designed to compensate the movement oegsors.

The objective of the inverse power flow prograntasmove the load in the
system so that the retained-line MW flows in thdueed system exactly match
those in the full system. It is assumed in the érse power flow” program that
the bus voltage angles in the reduced model aresttlvee as those at the
corresponding buses in the full system.

The inverse power flow program proceeds in theofwlhg steps. First, the
admittance matrix Y is constructed based on thévatgnt network model. In the
second step, the power injection at each bus inettheced system is calculated by
using the Y matrix and bus voltage angle vectorcéihe power injection at each
bus is obtained, the nodal power injection is usedetermine the amount of load

assigned to each bus based on the existing gemetieach bus. By using this
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approach, the flows on retained lines match exatibge on the corresponding
lines in the full model. And the sum of load addadeach bus in the equivalent

equals the total load in the original system.

3.4.5 Introduction to the ERCOT System

Fig. 3.4 shows the one-line diagram of the ERCOS3tesy, which contains
6072 buses, 687 generators, 7504 branches, andC&Hivies. The lines shown
in Fig. 3.4 are transmission lines whose voltagelkerange from 69 kV to 345
kV. The total generation and load for the 2011 s@mpeak case are 72826 MW

and 71204 MW, respectively, with a loss of 2.22%dlje total generation).

Fig. 3.4 One-line diagram of the full ERCOT system

3.4.6 279-Bus Equivalent of ERCOT

Following the procedure described above, a 279¢dausquivalent (shown in
Fig. 3.5) of the ERCOT system is first producedtHis equivalent, all the 230
kV-and-above buses are retained, which means 8llk¥3and-above congested

lines/paths are retained, while congested linelsgpaperating at less than 230 kV
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are ignored. In particular, this equivalent modehsists of 1279 TLs, among
which 414 lines are physical lines while the renragn 865 lines are

equivalent/fictitious TLs generated in the reductprocess.

Fig. 3.5 One-line diagram of the 279-bus reducedeho
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CHAPTER 4 .

VALIDATION OF THE REDUCED MODEL

In this chapter, the accuracy of the equivalentegated in chapter 3 is
evaluated. Metrics are developed to evaluate ttog between the equivalent and
full model under the base case and the changedrajare case. Conflicts
between accuracy and size exist when generatiniyagnts: generating a small
equivalent sacrifices accuracy; generating a large equivalent gains accuracy but
sacrifices computational efficiency. To study thelationship between the
accuracy and size of an equivalent, several eqntsilwere generated and their
accuracy was tested and compared. The performdnitee @quivalent was also

tested in terms of dc optimal power flow.

4.1 Evaluation of the Reduced Model in Terms of PowenfFSolutions

In the base case, the power flows (PFs) on théenegtdines of the equivalent
exactly match those in the full model. For changases this is not true. As the
operating point is moved away from the base cagg, the generator power
orders in the reduced models are changed, it iessecy to quantify the
difference between the full and the reduced modEhe test to examine the
changed dispatch involves decreasing the coal ggoerby increasing amounts
and then picking up the decrease with increaseswer orders to the natural-gas
units. This test is simulates, in an approximatg,wiae potential generation-mix
changes under environmental regulations. It isljikbat under CQ@ cap-and-

trade schemes that coal-fired generation will béuced at times when GO
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emissions threaten the cap and the system willréqusire a concomitant increase
in gas fired generation. In this subsection, th8-Bids equivalent generated in
chapter 3 CHAPTER 3 is used to evaluate the pedoo®a of the equivalent.
Several metrics are used to determine the accuwfathye model for changed
cases. One is the magnitude of the retained-lm&-ferrors, i.e., difference
between line flows (in MW) calculated using thel fahd the reduced equivalent
models. The second one is the error of these lavesfin percentage based on the

corresponding lines’ MVA ratings. These two metiacs shown in (4.1) and (4.2).

Errori - ‘F:hfI full _ Pfl reduced

(4.1)

‘Pf full _ pfreduced

(LimMVA)i

Error, % = (4.2)

where Pf, ™" and Pf"*"** represent the PFs on retained lirfeom the full model

and the reduced model, respectively; the variabl€Lim,,,);is the MVA rating of
the retained line.

Another metric used is the average error in thaimet-line flows in MW,
which is calculated by (4.3).

ZN:|Pf- ful _ pfreduced
Error,,, ==

Avg N

r

(4.3)

whereN; is the number of retained lines.
Generators in ERCOT are summarized in terms of fyeés in Table 4.1

(based on the 2011 summer peak case). It is showmeiTable 4.1 that the coal
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generation contributes 27.4% and the natural gasrgégon contributes 62.5% to

the total MW generation in the ERCOT.

TABLE 4.1.
GENERATORINFORMATION INERCOTSYSTEM
Gen Fuel Type Num. of Generation (MW)
Gens
Coal 41 19,961.3
Distillate Fuel Qil 2 0
(Diesel, FO1, FO2, FO4)
Hydro 27 0
Natural Gas 477 45,535.0
Nuclear 4 5,131.0
Wind 107 1552.9
Wood or Wood Waste 2 50.0
Waste Heat 2 29.0
Other/Unknown 25 567.6
TOTAL 687 72826.8

The aforementioned test is conducted using thewviatlg steps. First, the coal
generation is decreased by 1.0%, which is 199.6NIWén, to compensate the
decrease in coal generation, the natural gas gemneia increased by 199.6MW,
which corresponds to 0.44% of the total generabbmatural gas. After the
generation of coal and natural gas are changedjdhmower flow is solved for
both the full and reduced model. Then the line #am the retained transmission
lines in the equivalent are compared against threedbow in the full model.

Taking the MW flow on the retained lines in thel flodel as the reference,
errors in retained-line flows are calculated witieit absolute values plotted in
Fig. 4.1 versus retain branch/line ID’s whose valuere assigned arbitrarily, but
contiguously. These errors, in percentage of tmesponding lines’ MVA ratings,

are shown in Fig. 4.2.
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Fig. 4.1 Retained line flow errors in MW
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Fig. 4.2 Retained-line flow errors in percentage

From Fig. 4.1 and Fig. 4.2, it can be seen thagmthe coal generation is
decreased by 1%, the largest error in the retainediows is around 4.6 MW, or

0.36% of the corresponding line rating. Most of éneors are smaller than 2.5
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MW with only a few lying between 2.5 MW and 4 MW, or between 0.15% and
0.35% of the line rating.

For this 279-bus equivalent, the average error in the retained-line flows is 0.45
MW for a 1% decrease in coal. As we further decrease the coal generation (while
increasing the gas generation) the average errors on the retained-line flows are

depicted in Fig. 4.3.

(]

Average error (MW)

1% 2% 3% 4%

Decrease in coal generation

Fig. 4.3 Average errors (MW) in retained-line flows vs. decrease (%) in coal
generation

As Fig. 4.3 shows, a 4% decrease in the coal generation will result in an
average error of 1.8MW in the retained-line flows.

Intuition suggests that the accuracy of an equivalent is related to its size: the
more buses the equivalent retains, the more accurate the equivalent is; however,
increasing the size of the equivalent will increase the computational burden.

Balancing these conflicting criteria requires engineering judgment. To study the
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relationship between size and accuracy, two laggeivalents were generated for
the ERCOT system:
* 424 bus model: retain all 138 kV and above congelstes/paths plus 230
kV and above buses.
» 1036 bus model: retain all 138 kV and above comgebhes/paths, all the
230 kV and above buses, and all the generator buses
The schematics of the two equivalents are showfign4.4 (a) and (b). The
red and yellow lines in these figures represenivadgent lines while other colors

represent physical lines.

(a) 424-bus equivalent
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(b) 1036-bus equivalent
Fig. 4.4 Schematics of ERCOT equivalents

The same sets of tests described above are coddusieg these two
equivalents and the average errors on the retdinediows are plotted versus

coal reduction as shown in Fig. 4.5.
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Fig. 4.5 Average errors (MW) in line flows for ERC@quivalents
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As shown in Fig. 4.5, for the 1036-bus equivalevthien coal generation is
reduced by 4%, the average error in the retainezlflows is very small, 0.8 MW.
And for the 424-bus and 279-bus equivalents, thisrencreases to 1.3 MW and
1.8 MW, respectively, still well within the rangé acceptability. This pattern of
increasing error with reduction in number of regainbuses is consistent with
intuition and is used as a sanity check. Furtheemtiie effectiveness of the
proposed network reduction scheme is validate@rnms of the line-flow metrics
associated with power flow solutions under chamjsgatches.

In OPF studies, a metric that takes into accourtimam line-flow ratings,
which are more critical to LMP calculations, is smportant criterion. This is

addressed in the next section.

4.2 Evaluation of the Reduced Model in Terms of Optifalver Flow Solutions

Ultimately, the equivalents generated are to bed useOPF studies. Two
metrics useful in comparing the accuracy of thédad equivalent models’ OPF
solutions are the total operating cost differereeof) and average difference in
the LMP’s, both of which include the effects of stmained lines/paths.

In addition to the network data, generator costctimms were needed and
obtained to perform an OPF solution. Since theadent will also be used in
optimal generation investment studies in which ré&-load data are used, it is
important to use the real load data rather thanntioeleled data in the OPF
solution comparison. Therefore, the load in theafeentioned ERCOT database
is scaled based on the hourly load data obtaireed ERCOT Hourly Load Data

Archives[61]. Solutions from OPF executions using botheqQaivalent dc model
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and the full dc model were obtained and the twaitsms were compared. One
important metric, and the impetus for creating guialent, is the OPF execution
time. For the 424 bus equivalent, the dc OPF caaceabout 6 times faster than
when using the full model. The total operating spand average LMPs from the
two dc OPF solutions for the 424-bus and full medet listed in the second and
third columns of Table 4.2, while the correspondengr metrics are shown in the
fourth and fifth columns. The test was conductedMatpower [62]with the
Mosek [63] default LP solver.
TABLE 4.2

COMPARISONBETWEEN THE DCOPFSOLUTIONS OF THE FULL AND 424-BuUs-
EQUIVALENT ERCOTMODELS

424-bus |Errors| | |Errors| | Standard
Full Model Equivalent (MW) (%) Deviation
q (MW)
Convergence Y Y NA NA NA
Total Cost | ) 363111 | 1,360,559  2552|  0.19%  NA
($/Hour)
Average LMP 0 »
($/MWh) 25.6163 25.6337 0.4621 1.8% 1.952
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TABLE 4.3

COMPARISON OF THEGENERATORDISPATCHBETWEEN THEFULL AND 424-Bus-
EQUIVALENT MODELSBASED ON A DCOPFSOLUTIONS

Fuel Type Equivalent (MW Ful(ll\/lsv)\//sitem l(El\;l:/?/r)Sl |E(22)o)rs|
nuclear 5131 5131 0.0 0.0%
coal 19576 19577 1.0 0.005%
natural gas 26041 25952 89.0 0.342%
wind 9380 9468 88.0 0.9499
Distillate Fuel Qil
(Diesel,FO1,FO2,FO4) 2 2 0.0 | 0.000%
hydro 0 0 0.0 0.000%
waste heat 14 14 0.0 0.000%
wood or wood waste 50 50 0.0 0.000%
unknown 568 568 0.0 0.000%

From Table 4.2, it can be seen that the error & ttital operating costs
between the two models is 0.19% of the total opegatost. The average LMPs
differed by 0.0174 $/MWh, which corresponds to emreof 0.068%.

Another metric used to compare the dc OPF solutadrnthe full model and
424-bus equivalent is the generator dispatchesiblytype. Generator dispatches
and differences (errors) in dispatches are showialiote 4.3.

It can be seen from Table 4.3 that except for mhyms and wind generators,
all the other fuel types have essentially the samt& dispatch in the full and
equivalent models. The error in dispatch for theura gas generators is 0.342%
of the total natural gas generation. The erromhim wind generator dispatches is
0.949% of the total wind generation, values welltmm the bound of
acceptability.

To sum up, the simulation results shown in thigieacsupport the conclusion

that the 424-bus equivalent is acceptable for dE €tRdies.
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4.3 Evaluation of the Reduced Model in Terms of Accyratthe dc Power Flow

Formulation

The previous two subsections have quantified thergretween the dc PF
and dc OPF solutions of the full and equivalent ERGnodels. However, dc PF
models are inherently approximate and their acoesaare system and case
dependent [64]. Before applying the dc equivalensimulations like a system
planning study, it is important to quantify thefdiences between the power flow
solutions for the dc reduced model and the acriddel. In this subsection, the
focus is on examining the accuracy of the dc Phitations for the equivalent
model. In order to improve the accuracy of the de€ fBrmulations for the
equivalent, this subsection also examines the enfte of loss compensation on

the accuracy of the dc power flow model.

4.3.1 Review of Classic dc Power Flow Model
The derivation of dc power flow formulation staftem the ac power flow
equations. For the transmission line model showRig 4.6, the power flow at

busi is calculated as

P= Re{\7i ljij*}
=re{ynqi@g + iy yoe -yog )]} (4.4)
=0,Y ~ g Vvycos§ - pyyvsig

where g, =8 -6 , and g, is the voltage angle difference across the branch.
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Fig. 4.6 Atypical transmission line model connegtbus and bug

In a classic dc power flow model, the following @sptions are made:
» Branch resistanceis negligible, and the system is assumed to lossdss

system.

=0 sothat ,P=vv s} ¥ (4.5)

i
» All bus voltage magnitudes are assumed to be ttose.u.
v=lv, =1 sothat ;P st ¥ (4.6)
* The voltage angle differenég across the branches is very small:
g, =0,sing =g -8 sothat g ¥ =6(-6 ¥ (4.7)

Given the above assumptions, the loss in the @igie system is neglected

and therefore this model is a state-independenemod

4.3.2 Evaluation of the Accuracy of Classic dc Power Fidadel

An ac PF solution is first solved for the full ERT@ystem under the base
case. Based on the formulations of the classicateep-flow model, a dc model
for the full ERCOT system is obtained. Automatiageation control (AGC), LTC
transformer control and phase shifter control hHasen disabled when solving the
dc PF for the full mode. Once the dc base casétaireed, the modified Ward

equivalencing technique is applied to the entire€CBER system to generate a 424-
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bus dc equivalent. Power flows on the retainedslime the equivalent are
compared with those on the corresponding linehénftll ac model to measure
the errors between dc equivalent and ac full model.

Following the test described in [64], the followicgteria are applied when
determining the branch-flow errors between thegigwvalent and ac full model:

» Alllines that have no MVA rating are neglected.

» All branches that are 100kV and below are negledtad assumed that the
power flow violations on transmission lines thad 400kV and below can
be corrected through long-term system planning.

» All lines that are loaded under 40% of the MVA mngtiare neglected.
Because the equivalent will be used in system janstudies where
congested lines play a significant role, lines theg more likely to be
congested and can substantially affect the dispatchpricing are of more
interest.

Metrics defined in (4.1) and (4.2) are used to gfyathe difference (errors)
between the branch MW-flows in the dc equivalent @t full (unreduced)
model. Taking the MW flow on the retained linestire full ac model as the
reference, errors in retained-line MW flows betwede full ac model and
reduced dc model are plotted in Fig. 4.7 versuametl branch ID. These errors,

in percentage of the corresponding lines’ MVA rgsinare shown in Fig. 4.8.
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As shown in Fig. 4.7 and Fig. 4.8, the maximum Mbeoccurs in branch
PFs is about 210 MW, or 50% of the corresponding’si MVA rating. These
large branch MW-flow errors are found to occur be lines that are located near
the system slack bus. This observation is expestade all the losses are
neglected in the classic dc power-flow model. Wité absence of losses in the dc

model, the reduction in total generation must benpensated by reduced
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generation at the slack bus, a reduction that emorbe considerable for large
systems. Therefore, the branch flows near the dhack are radically changed
because of this reduced generation.

From Fig. 4.7 and Fig. 4.8, it can be seen thatbalf of the MW errors are
above 50 MW, or 5% of the line MVA ratings. Usirigetmetric described in (4.3),
the average MW error in branch flows is calculatede 29.9 MW, which is a
relative large error.

The above observances indicate that even in the ¢, the errors between
the dc equivalent and the full ac model is consiier. As the operating point of
the reduced model moves away, this error is exfddcténcrease. The large error
with the classic dc power-flow model is not accefgaTo reduce this error, we
examined another type of dc power-flow model: dew@oeflow model with loss

compensation.

4.3.3 Review of dc Power Flow Model with Zonal Loss Comga&tion and
Evaluation of its Accuracy
In this model, the network-modeling assumptionsduse the same as those
used in the classic dc power-flow model. The défere between the two models
lies in the fact that loss is compensated in thisleh but neglected in the classic
model. Loss compensation is done by applying @fit multiplier to the load in
each zone in the system. With the modeling of tssés in the model, the dc

power flow model with zonal loss compensation stade-dependent model.
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The multiplier 4, used for the load in zonas calculated as:

Z I:)Loss

A =1+ (4.8)
Z I:)Load

is the total load in zonie

oad

where )" P, is the total loss in zorieand ) P,

Following the same criteria described in the prasicubsection, errors in
branch MW-flow on the retained lines between thduoed dc model and full ac
model are plotted in Fig. 4.9. The errors in petage of the corresponding lines’

MVA rating are shown in Fig. 4.10.
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Fig. 4.9 and Fig. 4.10 show that most of the ereseswell below 15 MW, or
2.5% of the corresponding line’s MVA rating. Onlyfew errors range from 15
MW to 33 MW, or 2% to 4% in terms of correspondiimges’ MVA rating. The
maximum error occurs in dc power-flow model witlsdacompensation is around
34 MW, or 4% of MVA rating of the correspondingd which is much smaller
than the maximum line-flow error in classic dc powigow model. Not
unexpectedly, this large error occurs on a linecwhias a large MVAR flow in
the ac model.

The average error in the dc power-flow model wibtha loss compensation is
calculated to be 6.0 MW, which is around 1/5 of &verage error in the classic dc

power-flow model.
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4.3.4 Conclusions

The above results show that both the maximum emdraverage error in the
dc power flow model with zonal loss compensatioa mruch smaller than the
ones in the classic model, which suggests thatdth@ower-flow model with
zonal loss compensation is superior to the clagsipower-flow model. The dc
power flow model with zonal loss compensation taikés account the losses in
system, which is a state-dependent model. Giveohzed ac solution, the dc
power-flow model with zonal loss compensation ysetdasonable accuracy. For
classic dc power flow model, even though it isesiatdependent and is easy to
construct, the result show that using this modell&rge-scale power system,
such as the ERCOT system, can yield significardrsnin branch flow. Therefore,
the dc PF model with zonal loss compensation isehdo be implemented in the

following optimal generation investment study.
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CHAPTERS.

APPLICATION OF THE EQUIVALENT IN SYSTEM PLANNING

In this chapter, the 279-bus equivalent is use8uperOPF Planning Tool to
determine optimal generation planning in the ERG®3tem. A brief introduction
to the structure and formulation of the SuperOP&Rihg Tool is presented.
Modeling of the data and description of the cagespaovided. The results are

analyzed and conclusions are drawn.

5.1Introduction to the SuperOPF Planning Tool

The SuperOPF Investment Planning Tool, develope@dmell, is a package
whose major function is to optimize generation stugent and retirement while
maintaining system reliability and accounting farieus system constraints such
as generation building limits and environmentaltations.

Using the 279-bus ERCOT equivalent yields largeceten-time savings
when used in the SuperOPF environment. On a sfdteeeart PC, it takes the
SuperOPF less than 15 minutes of execution timb Wie 279-bus equivalent,
while solving the same problem with the full ERC@ibdel takes more than 24

hours.
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The formulation of the optimal generation investingroblem in the
SuperOPF is presented as shown in (5.1). The detiimation about the
SuperOPF is of less interest in this report andefioee not presented. Detail
information regarding the explanation of the foratidn, as well as structure and

application of the SuperOPF planning tool can b@iakd in [5] and [28].

(z Hk(Bjk _(C.F + a]'k ¢) ﬁ))

max (5.1)
SN e REIC R TP

subject to

Pl —R =R

pijk 2 aimin(gj()+ ki B FS)

Ky > 1;
Z Ly = Z Z Pik
J | J
DC network constraint

where the following notation is used:
aj: emission cost vector at noga hourk, $/tonne

Bjx: benefit function for demand response

c"i: cost of fuel, operations and maintenance per MWh
c'i: annualized cost of new investment

c'i: cost of taxes and insurance per MW

€: emissions vector for generation tyipgonnes/MWh

i generator index

Hx: number of hours that system is at load prd€ile

ljj: capacity investment

j: node index
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k: representative hour index

Kij: max investment in fuel typeat nodg

Li: net load

pik: aggregate real power output from generatorat nodej during
representative how

p%: existing generator capacity

R;: capacity requirement

™™ minimum generation for typie

5.2Data Preparation

The SuperOPF optimizes generation investment aridlemeent across
multiple load scenarios. In this study, twelve eliéint load scenarios are modeled,
each of which corresponds to a different hour typeng a year. Load is scaled in
each representative hour type and the load scHditgrs are calculated based on
the load profile obtained from tHERCOT Hourly Load Data Archivg61]. Each
season consists of four types of hours: peak, mgégium and low. Since the
load profile in spring and fall are very similaprgng and fall are combined
together as one season referred to as “Fall & §pimthe model. The summer
representative hours make up the greatest portfothe year: May through
September. The winter hours comprise three moridlegember, January and
February, with the remaining three months fallimgoi the “Fall & Spring”
category. The frequency of each representative tygp# and the scaling of load
in each representative hour type are shown in %iy.and Fig. 5.2. In order to

account for reliability, a 10% reserve requirementadded to the system. To
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represent unit availability, generator contingencies are included in the model. This
is done by de-rating a generator’s maximum output capacity in each season, with

each generation type de-rated by a different percentage [65].

0.18

0.16

0.14

0.12 4

m Peak

0.1 |

= High
0.08 -

= Medium
0.06 -

0.04 " Low

0.02 4

Summer Fall&Spring Winter

Fig. 5.1Relative Frequency of Representative Hour Types

100%
90%
80%

70%
60%
50%
40%
30%

H Peak

H High

B Medium

N Low

20%

10%
0%

Summer Fall&Spring Winter

Fig. 5.2 Scaling of the load in each representative hour type
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One of the important features of the SuperOPFsiability to study the effects
of environmental regulations on optimal generatrorestment. In that regard, the
term “emissions price” is used in this paper terdb an emissions tax or the
permit-purchasing price in a cap-and-trade program.

For investment in new generators, five fuel typkgemerators are considered:
coal, natural gas, solar, wind and nuclear. Tosgacity addition limit for each
type of generator is calculated based on the Iistodata and the estimation of
the growth rate of each fuel type. The total cagaaddition limit for each fuel
type is listed in Table 5.1.

The SuperOPF takes into account generation margiasl, maintenance
costs, capital cost for building new plants andyag charges. Capital recovery
and fix cost for existing and new generators wdsgioed from [5] as shown in
Table 5.2. It should be noted that the capital vecp for solar declines from $
590,000 to $390,000 in 2032, since it is expeched the building cost for solar
units will decrease in the future. To model DOEK&Ilear loan guaranty program,
capital cost for nuclear generators is reduced.[B6hg run response to price
(a.k.a., demand elasticity) is assumed to be -64. [The growth of load is
calculated based on the data obtained fEERCOT Hourly Load Data Archives

[61].
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TABLE 5.1
ToTAL Two-DECADE CAPACITY-ADDITION LIMIT BY FUEL TYPE BY 2032

Fuel Type Total capacity addition limjt
by 2032 (MW)
Coal 10,000
Natural Gas 33,000
Nuclear 5,000
Wind 16,000
Solar 9,700
TABLE 5.2

CAPITAL RECOVERY AND TOTAL Fix CoSTS FORDIFFERENTTYPE OFGENERATORS

Fuel Type Capital Recovery Annual Total Fix
($/MW/Year) Costs($/MW)
Coal 497,201 35,255
Natural Gas 181,824 20,661
Nuclear 470,226 95,571
Wind 392,322 20,661
Solar 520,000 (in 2012 and 2022) | 20,661
390,000 (in 2032)

5.3 Description of the Cases

To assess the response of long-term generatiorstmeat to the future
environment, an environment that is uncertain, issiédre conducted using six
possible 30-year futures and predictions of ger@mrahvestment are made. Each
future (case) consists of three simulation yea@d:22 2022 and 2032, an interval
which is based on the assumption that each investoyele takes ten years. For
all the cases, the first cycle of generation investt starts in year 2012 and ends
in 2022. The simulation year 2012 is assumed t@ lyg@neration as built today.

The cases studied in this report are describedbldmnk. The first case is
referred to as the base case. In the base casenvi@nmental regulation or

subsides for renewable energy is considered.
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In the second case, a €@missions price is added to represent the cap-and-
trade auctions for CO This cap-and-trade auction for €@ similar to that
proposed by the Kerry-Lieberman Bill. This casedterred to as the cap-and-
trade (C&T) case. In the C&T case, escalation of @fixes is included, with the
CO, price starting at 36.94 $/ton in 2022 and esaajato 60.18 $/ton in year
2032. Besides modeling GQemissions prices, subsides for wind and solar
generation are included. An incentive of 22 $/MW fdnd and solar generation
is added to model the Federal Renewable Electrtiibguction Tax Credit [69].

Similar to the C&T case, the third case also inekithe same incentives for
wind and solar generation. The incentives for wvand solar used in the third case
are the same as those used in the K-L case. An [E&posed rule aimed at
regulating CQ emissions from power plants is included in thedttgase, a rule
that is expected to be finalized later in 2012 sThile requires all new fossil-fuel-
fired generation of 25 MW or more must emit no midran 1000 Ibs of COper
MWh. Since coal-fired plants cannot meet this staddthe standard effectively
prohibits the construction of new coal plants. Efere, in the third case, no new
coal-fired plants can be built in 2022 and 2032 Titird case is referred to as the
EAP case.

All of the three cases are simulated with two ddfd sets of gas prices,
yielding six futures in total. The first set of gasces is referred to as the high gas
price set, which is 2.5 $/MMBTU in 2012, 7 $/MMBTbh 2022 and 14
$/MMBTU in 2032,. The gas price of 2.5 $/MMBTU mde@ in 2012 is based
on the assumption that the reserve of shale gisge enough to keep the price
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suppressed for 10 years. The shale gas is expaxtbd depleted in 2022 and
therefore the gas price increases to7 $/MMBTU m g¢hme year. Then in 2032,
the gas price converges to the world price which4iss/MMBTU. The gas price

of 14 $/MMBTU may seem large, but the gas price imabe neighborhood of 15

$/MMBTU in 2005.

The second set of gas price is referred to as lasvgyice set, which is 2.5
$/MMBTU in 2012, 4.77 $/MMBTU in 2022 and 5.86 $/MBMU in 2032. This
set of gas prices is estimated by the EIA [68].

Based on the different sets of gas prices used,c#ses studied can be
categorized into two groups. The cases that arevitmthe high gas price set are
referred to as high-gas-price cases (HG) and gdiyilbe cases that run with low-
gas-price set (LG) are referred to as low gas pdases. The summary of
modeling of each case and the two sets of nataslpgices are shown in Table

5.3 and Table 5.4.

TABLE 5.3
SUMMARY OF THE MODELING OF THECASES
Base Cases C&T Cases EPA Cases
CO2 emissions price X J x
EPA Regulation X X J
Incentives for wind and solarx N N
TABLE 5.4
SUMMARY OF THE TWO SETS OFNATURAL GAS PRICES
2012 2022 2032
($/MMBTU) ($/MMBTU) ($/MMBTU)
High Gas Prices 2.50 7 14
Low Gas Prices 2.50 4.77 5.86
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5.4Results for Each Case

In this subsection, the effects that the six fudufeases) have on the
investment and retirement of generation in the ERG®stem are studied and
analyzed. The retirements and additions for the fuel types—coal, natural gas,
nuclear, wind and solar—considered in the investratrdy are shown in Fig. 5.3

to Fig. 5.7.

5.4.1 Natural Gas

Fig. 5.3 (a) and (b) show the retirements and amditfor natural gas units.
As shown in Fig. 5.3 (a), the C&T HG case has #rgdst capacity of natural gas
retirement among all the cases, which is aroun® BN in 2022. This is the
result of the high gas price (7 $/MMBTU) and g&#issions penalties modeled
in the C&T HG case, since together they increaseofierational costs for natural
gas units. Natural gas units are only built in @&T LG case in 2032 which is
about 17 GW, as shown in Fig. 5.3 (b). In 2022h@ C&T LG case, because of
the wind and solar incentives, wind and solar anét lo compensate for the
retirement in natural gas and to serve the assugrmsith in demand. Therefore
no natural gas unit is built in 2022. In 2032, las batural gas price continues to
increase, building new natural gas units becomesemeconomical than
dispatching existing natural gas units because|ewiew gas natural units are
expensive to build, they are relatively inexpendiweperate. In 2032, wind and
solar reach their building limits (which can be séem Fig. 5.5 and Fig. 5.6),

and the imposition of COemissions prices forces about 16 GW of coal tweret
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by year 2032 (11.6 GW in 2022 and 4.4 GW in 2032), which is shown in Fig. 5.4
Therefore about 17 GW of natural gas is built in 2032 in the C&T LG case.

In the three HG cases, the high gas prices increase the operating costs and
decrease the competitiveness of the natural gas units. Therefore no new natural
gas unit is built in any of the HG case. For the base and EPA LG cases, where
CO3 emissions prices are not imposed, it is cheaper to dispatch existing coal units

than building natural gas units. Therefore no natural gas unit is built in the base

LG or the EPA LG case.
Natural Gas Retirements Natural Gas Additions
2022 2032 18.0 -
0.0 16.0 -
-2.0
14.0 -
-4.0 m Base HG mBase HG
12.0 -

-6.0 # Base LG #Base LG
= -8.0 mcaTHG |2 1907 m C&T HG
O O 80 -

-10.0 - = C&T LG : #C&T LG
-12.0 - mEPA HG 6.0 - mEPA HG
-14.0 - #EPA LG 4.0 - = EPA LG
-16.0 - 20 -
-18.0 - 0.0 |
-200 —m——— 2022 2032

(a) Natural gas retirements (b) Natural gas additions

Fig. 5.3 Retirements and additions for natural gas units
5.4.2 Coal

The retirements for coal are shown in Fig. 5.4 It can be seen from Fig. 5.4
that the C&T LG case has the largest capacity of coal retirement, which is 11.5

GW in 2022 and 4.5 GW in 2032. Comparing the C&T LG case with the other
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two LG cases, the imposition of G@missions penalties increases the operating
cost for coal unit therefore more coal units are decommissioned in the C&T LG
case. Similar reasoning maybe used to explain wbreroal is decommissioned
in the C&T LG case than that in the base HG and HRAcase.

Comparing the C&T LG case with the C&T HG caseaah be seen that only
about 0.5 GW of coal is retired in 2022 in the CHG case, which is less than
5% of the capacity of coal retired in 2022 in th& TCLG case. This is because
the high natural gas price modeled in the C&T HGecacreases the operating
costs for natural gas units and results in the adggpng of more coal units.
Therefore much less coal is decommissioned in &€ BG case than that in the
C&T LG case. No coal unit is built in any case, dese coal units are expensive
to build. To replace retired coal, wind and solaitsiare built in each case. Since
more coal is retired in the C&T LG case, naturad gaits are built in addition to

the building of wind and solar units.
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Coal Retirements
2022 2032
0.0 ~
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-12.0
-14.0

Fig. 5.4 Retirements and additions for coal units
5.4.3 Wind

The additions for wind generation are shown in Fig. 5.5. Since wind is cheap
to operate, no wind unit is retired in any of the scenarios studied. In all the six
scenarios, when the wind additions from both decades of the study are added,
wind reaches its building limit by 2032. From Fig. 5.5 it can be noticed that the
two C&T cases and the two EPA cases add the same wind capacity in 2022 and
2032, which is the result of the wind and solar incentives modeled in these four
cases. In 2022, no wind unit is built in the base LG case while 1.3 GW is built in
the base HG case. This is because more natural gas generation is dispatched in the
base LG case since the natural gas price is lower in this case. Therefore no wind

unit needs to be built in the base LG case in 2022.
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Fig. 5.5 Additions for wind units

5.4.4 Solar

The additions for solar generation in each year are depicted in Fig. 5.6. Except
for the base LG case, solar reaches its maximum building limit in all of the other
five cases. In the base LG case, natural gas prices are much lower than that in the
base HG case in 2032; therefore more natural gas generation is dispatched and
less solar is built in the LG base case than in the base HG case during the second
decade of the study. Since no incentives are modeled in the base LG case, less
solar is built in the base LG case than in either of the two-C&T or in either of the
two-EPA cases. Meanwhile, for the two base cases and the two EPA cases, solar
units are only built in the second decade of the study. This is the result of the
projected reduction in the capital cost of solar and the corresponding decline in

the capital recovery for solar in the second decade of study as shown in Table 5.2.
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Solar Additions
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Fig. 5.6 Additions for solar units
5.4.5 Nuclear

The additions for nuclear are shown in Fig. 5.7. Since nuclear is cheap to
operate, no nuclear unit is decommissioned in any case. As shown in Fig. 5.7,
nuclear is only built in the HG cases, which is because more natural gas
generation is dispatched in the LG cases and no nuclear unit needs to be built in
the LG cases. Among the three HG cases, the C&T case has the largest addition of
nuclear capacity. This is expected since the imposition of a CO, emissions prices
and the positing of high gas price decreases the dispatch of coal and natural gas
generation in the C&T HG case. As solar and wind reach their building limits in

2032, nuclear units need be built to serve the demand.
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Fig. 5.7 Retirements and additions for nuclear units

5.4.6 Wholesale Prices, Total Energy Generated and TffalEmissions in the

System

Fig. 5.8 to Fig. 5.9 show the total energy generated and average wholesale
prices for each case. By 2032, as shown in Fig. 5.8 the three LG cases have
higher total energy generated than the three HG cases. This result is consistent
with the results for wholesale prices; as the wholesale prices in the HG cases are
all higher than those in the LG cases by 2032, which can be seen in Fig. 5.9, long-
term price response would cause demand to decrease in the HG cases. Among the
three LG cases, the EPA case has the largest total energy generated by 2032, with
the base case coming second and C&T case following next. This is also consistent
with the results for wholesale prices. With CO; emission prices modeled, the C&T

case has the highest wholesale prices among all the LG cases. The EPA LG case
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has the lowest wholesale prices among the threeds@s, which is the result of
the solar and wind incentives modeled in this case.

The similar pattern can be also found in the tihi€ecases: the C&T HG case
has the lowest energy generated and highest wielpsaes. It is interesting to
note that the wholesale prices and the energy geetein 2032 are very close in
the base HG case and EPA HG case. In year 2033t of these two cases,
wind and solar reach their building limits and ttegpacity of nuclear built is
similar. Since no coal or natural gas units ardt lowiretired in 2032 in these two
cases, the generation mix in the two cases is ganjlar. This is why the

wholesale prices and energy generated in thesedaes are very close.
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Fig. 5.8 Total energy generated in each case
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Fig. 5.9 Average wholesale prices for each case

The total CQ emissions in the system for each case are degicted. 5.10.
Among all the six cases, the two C&T cases havdaWwest total CQemissions,
which is the result of the G@missions penalties modeled in these two cases. The
CO,emissions in the C&T HG case are higher than th&@&T LG case, which
is because of the higher natural gas price modeléde C&T HG case shifting
power dispatch from future gas to existing coale Total CQ emissions in the
EPA LG case is lower than that in the LG base caébés is the result of the
incentives for wind and solar modeled in the EPA t#&%e, The EPA regulation
has no affects in the EPA LG case since the lowrahgas price prevents coal
from being built.

Comparing the HG base case with the EPA HG casetotial CQ emissions

in the HG base case are higher in year 2022 buterga to the same level as that
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in the EPA HG case in year 2032. In year 2022, maonel is built in the EPA HG
case, which decreases the £#nissions in the EPA HG case. However, in year
2032, wind and solar reach their building limitdath cases and similar capacity
of nuclear is built in the two cases. Since no awahatural gas unit is built or
retired in 2032, the generation mix in the two baseses are very similar.

Therefore, the total C£emissions in the two base cases are close.

250.0
200.0 p—— -
- e Base HG
g 150.0 e e» Base LG
% c C&T HG
g — — C&T LG
2 1000 =X - ==
N ~ e EPA HG
N
3 LS ~ e e» EPA LG
50.0 \—~
0.0 . .
2012 2022 2032

Fig. 5.10 Total C@emissions in the system
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CHAPTER 6 .

CONCLUSIONS AND FUTRUE WORKS

6.1 Conclusions

In this thesis, two possible solutions to improkie execution time of large-

scale power system simulations are proposed amdistisd. The first strategy is

to implement a relatively new factorization methodspeed up the solution of the

sparse linear matrix equations. The other one isig® a small dc backbone

equivalent of the large-scale power system but wi&asonable accuracy. The

major conclusions are drawn as follows:

The performance of the multifrontal method is coregaagainst the
traditional LU factorization on different types ofatrices characteristic of
power-system simulations, as well as the matridesacteristic of some
specialties outside the power system area. The aosgm results
demonstrate that the multifrontal method is supet@othe traditional LU
factorization on relative denser matrices but hasr performance on very
sparse matrices that occur in power-system sinaugtiThe result suggests
that the implementation of multifrontal methods nrayt be an effective
way to improve the execution time of large powesteyn simulations and
power system engineers should evaluate the perfarenaf the multifrontal
method before using it in their applications.

A backbone equivalent for ERCOT system is generaséug the modified
Ward network reduction technique. In the equivalatitgenerators in the

original ERCOT system are retained integrally amel tetained-line flows
80



in the reduced model exactly match those in thienfiwldel under the base
case.

Under changed generation cases, tests are condtwtefuantify the
differences (error) in retained-line flows betweke reduced model and the
full model. To study the relationship between tlcewsacy and size of the
equivalent, equivalents with different sizes areegated and the errors in
retained-line flow are studied. The results showt tthe discrepancy
between the reduced model and full model decreasesmore buses are
retained in the equivalent.

The accuracy of the equivalent is validated indb®PF based test. For the
424-bus equivalent, the dc OPF converges abounéstifaster than when
using the full model. The errors in total cost, rage LMP and generation
dispatch by fuel type in the reduced model are utaled. The results
demonstrate that the error in the equivalent igpiable for OPF studies.
The accuracy of the dc power flow model used foCER equivalents is
validated. Two different types of dc power flow netglare studied, and the
differences in the retained-line flows betweenrdg@uced dc model and the
full ac model using the two models are quantifitde results show that the
dc power flow model with zonal loss compensatiosuperior to classic dc
power flow model for large-scale system.

The 279-bus model is used in optimal generatiorestment planning
study. Six possible 30-year-window futures and jatezhs are modeled to

study the future generation investment and retirgna@der the impact of
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different policies. The execution time for optingéneration investment
planning is greatly reduced by using the 279-budeho

» For fossil-fuel generation, new natural gas is dnlilt in the C&T LG case,
while the retirement of natural gas unit occurglirthe six scenarios. Coal
units are not constructed in any of the scenafibg. retirement of coal is
accelerated by possible @@missions regulations, production tax credits
and the low natural gas prices.

* Investment in renewable sources is encouraged &y pas prices, CO
emissions regulations and the federal production d@dits. In all the
scenarios, wind reaches its building limit by yef32 (by adding the
capacity additions in 2022 and 2032) and no exgstund unit is retired.
For solar, except for the base LG case, solar emaith maximum building
limit in all of the other five cases. The buildin§nuclear units only occurs
in the three HG cases, with the C&T HG case havirggmost capacity
addition.

» Across all six scenarios, the three HG cases hayleeh electricity prices
and lower total energy generation than the cormdipg LG cases. The
total system C@emissions are lowest with the C&T LG case in wHmh
gas price, cap-and-trade for g€missions and the production tax credits
are modeled. The base LG case has the highese@@sions, since it is

modeled with low natural gas prices and withoutiemmental regulations.

6.2 Future Works
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In this thesis, two possible strategies are intceduto improve the execution
time for large system simulations. In additionhe work discussed in this thesis,
the following work is suggested for future:

* For multifrontal methods, the results have showat this not efficient on
very sparse matrices occurring in most of the posystem simulations.
However, for some rare cases, power system engimeay also encounter
abnormally dense matrices, such as the 4578 nodiéxraed in the test
which is an equivalent of a 60,000 node eastemréonnection system. In
such circumstances, multifrontal methods may betantial tool to speed
up the large system simulations. Therefore, moséinig can be done to
compare the performance between multifrontal mettatt the traditional
LU factorization on matrices for a wider range gpkcations. The
UMFPACK gain can be plotted versus the number oizeoos per row ih
and U factors to yield a more accurate prediction of pegformance of
multifrontal method. This plot can be used as armsfce for engineers to
check if the multifrontal methods can speed uprthgplications.

* The results show that UMFPACK gain is affected oy tlegree of sparsity
(number of nonzeros per row) as well as sparsityepdtopology (very
approximately measured by the number of fill-ifsjtrue studies can be
conducted to explore how the sparsity pattern tffdoe performance of a
factorization algorithm.

* In the modified Ward equivalencing technique, tlemerators are moved

based on electrical distance. More tests can btorpsed to study the
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impact of the movement of generators on the acgushdhe equivalent.

Furthermore, new criteria can be proposed to mbeegenerators in the
system integrally.

In the optimal generation investment study, besithes fuel prices and
environmental policies studied in this thesis, ithpact of other factors on
future generation mix, such as the impact of buikrgy storage and the
intermittency in generation caused by high penematf renewable energy,
also requires studying. Therefore, more scenaaasbe modeled to predict

the impact of different factors on the future gexien in the system.
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