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#### Abstract

What can classical chaos do to quantum systems is a fundamental issue highly relevant to a number of branches in physics. The field of quantum chaos has been active for three decades, where the focus was on non-relativistic quantum systems described by the Schrödinger equation. By developing an efficient method to solve the Dirac equation in the setting where relativistic particles can tunnel between two symmetric cavities through a potential barrier, chaotic cavities are found to suppress the spread in the tunneling rate. Tunneling rate for any given energy assumes a wide range that increases with the energy for integrable classical dynamics. However, for chaotic underlying dynamics, the spread is greatly reduced. A remarkable feature, which is a consequence of Klein tunneling, arise only in relativistc quantum systems that substantial tunneling exists even for particle energy approaching zero. Similar results are found in graphene tunneling devices, implying high relevance of relativistic quantum chaos to the development of such devices.

Wave propagation through random media occurs in many physical systems, where interesting phenomena such as branched, fracal-like wave patterns can arise. The generic origin of these wave structures is currently a matter of active debate. It is of fundamental interest to develop a minimal, paradigmatic model that can generate robust branched wave structures. In so doing, a general observation in all situations where branched structures emerge is non-Gaussian statistics of wave intensity with an algebraic tail in the probability density function. Thus, a universal algebraic wave-intensity distribution becomes the criterion for the validity of any minimal model of branched wave patterns.

Coexistence of competing species in spatially extended ecosystems is key to biodiversity in nature. Understanding the dynamical mechanisms of coexistence is a fundamental problem of continuous interest not only in evolutionary biology but also in nonlinear science. A continuous model is proposed for cyclically competing species and the effect of the interplay between the interaction range and mobility on coexistence is investigated. A transition from coexistence to extinction is uncovered with a non-monotonic behavior in the coexistence probability and switches between spiral and plane-wave patterns arise. Strong mobility can either promote or hamper coexistence, while absent in lattice-based models, can be explained in terms of nonlinear partial differential equations.
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1. (a) A closed quantum system of arbitrary shape in two dimensions, (b) the corresponding opened system, and (c) symmetric double-well used in resonant tunneling computations
2. Level-spacing statistics for eigenenergies of the ring domain.Inset (a) shows spectral staircase $N(E)$ as a function of $E^{2}$. The dashed lines represent the linear relationship between $N(E)$ and $E^{2}$. Horizontal axes are linear mappings of $E^{2}$ to the range $[0, N]$, where $N$ is the total number of eigenstates. Panel (b) is the cumulative distribution of thenearest-neighbor spacing $F_{S}(S)$ as a function of spectral spacings $S_{n}=E_{n+1}^{2}-E_{n}^{2}$. Panel (c) represents the density distribution $f_{S}(S)$ of $F_{S}(S)$ in (b). In both middle and bottom row, green dash-dotted, red solid, and cyan dashed lines denote theoretical distribution curves for Poisson, GOE, and GUE statistics, respectively. The results of the ring are obtained through a polar coordinate version of our numerical method to preserve the perfect circular symmetry
3. Level-spacing statistics for eigenenergies of the chaotic bow-tie domain. Figure legends are the same as in Fig. 5.
4. Level-spacing statistics for eigenenergies of the chaotic Africa domain. Figure legends are the same as in Fig. 5.
5. Spectral rigidity $\Delta_{3}(L)$ for the three domains in Figs. 5-7. Lines with different styles denote theoretical expectations of spectral rigidity for the respective statistics.
6. Examples of eigenstates of the Dirac equation for a bow-tie chaotic billiard. The maximum height (vertical distance from tip to base) is set to 1 , and the distance between two tips is 2 . Panels (a) and (b) are for $E=12.6756$, and (c) and (d) are for $E=23.1622$. Panels (a) and (c) show the $\phi$ components, while (b) and (d) show the $\chi$ components.
7. Examples of eigenstates of the Dirac equation for the chaotic "Africa" billiard. The domain is confined within a rectangular box $x \in[-0.99,1.35]$ and $y \in$ [ $-1.22,0.92]$. Panels (a) and (b) are for $E=9.8060$, and (c) and (d) are for $E=19.4444$. Panels (a) and (c) show the $\phi$ components, while (b) and (d) show the $\chi$ components.
8. Generalized method for obtaining the tunneling rate. (a) Pick any eigenstate $\psi_{n}$. Renormalizing the wave function localized to the left of the potential barrier yields a new wave function $\psi(t=0)$.(b) Time evolution of probability for particle to be observed in the left part of the billiard, $P_{L}(t)$. Tunneling rate is defined as $R \equiv$ $\pi \Delta P / \Delta T$.
9. Tunneling rates and LDS patterns for massless Dirac fermion in integrable and chaotic double-well systems, where $\phi$ and $\chi$ are two components of the Dirac spinor. A unit system $\hbar=c=1$ has been used in our calculations. The barrier height $V_{0}$ is about 60 under such unit system. For the rectangle double-well, the width and the height are set to 2 and 1 , respectively. The bow-tie chaotic shape is obtained by cutting the rectangle with three arcs such that the cut parts are all 0.3 measured on both sides of the baseline and central vertical line of the rectangle. The theoretical ratio of the left well width to the barrier width should be $24: 1$ for the rectangle, however, this ratio may vary after discretization.
10. Tunneling rates and LDS patterns in integrable and chaotic graphene double-well systems, where $A$ and $B$ denote the two distinct types of atoms a graphene unit cell. Tight-binding model is used in calculation for graphene systems. The barrier height is fixed at $V_{0} \sim 0.67 t$ (with $t$ denoting the nearest-neighbor hopping integral). After converting to the $\hbar=c=1$ unit system, the geometric measures and the barrier potential are the same as the single Dirac fermion system.
11. Schematic diagram for one-dimension tunneling.
12. (a) Static effective refractive index and (b,c) stable periodic light ray orbits. In (a), the refractive index is truncated to unity for $\rho>\rho_{\max }=1.74 a$, and the parameters are $n_{0}=18.65$ and $a=15 \mu \mathrm{~m}$. In (b), the periodic orbit has the period $2 \pi$ and radius $a$. In (c), the periodic orbit has the period $4 \pi$. The labels $\mathrm{x}, \mathrm{y}$ and the subsequent occurrences are position parameters.
13. Scattering trajectories from two pairs of nearby initial conditions. The dash-dotted circles mark the outer boundary of the static refractive index potential, and the (green) triangles and (red) circles mark the incoming and outgoing positions of light ray at the boundary, respectively. All incident photons are sent from the $-x$ to $+x$ direction and the impact parameter is $b \equiv|y|$. The upper two panels (a: $\left.b=1.50002 a, t_{\text {enter }}=0.774 T\right)$ and $\left(\mathrm{b}: b=1.50003 a, t_{\text {enter }}=0.774 T\right)$ show two nearby incident positions with similar outgoing photon trajectories, while the bottom two panels ( $\left.\mathrm{c}: b=1.35995 a, t_{\text {enter }}=0.854 T\right)$ and $\left(\mathrm{d}: b=1.35996 a, t_{\text {enter }}=\right.$ $0.854 T$ ) show two nearby incident rays with drastically different outgoing trajectories, indicating a sensitive dependence on initial conditions. The parameters are $a=15 \mu m, \omega=6 c / a$, and $\xi=0.2$.
14. (a) Delay-time function $t_{\text {delay }}(b)[\bmod (T)]$ and $(b)$ angle function $\theta(b)[\bmod (2 \pi)]$ for $\xi=0.2$.
15. (a) Phase-space structure on a Poincaré surface of section for $\xi=0.2$. There are both KAM islands and chaotic regions, indicating nonhyperbolic transient chaos. The data points are sampled at $t=m T$ for $m \in \mathbb{N}$. (b) Fraction of light rays remaining in the interaction region as a function of time. We see that the decay is mostly algebraic, except for the initial small-time interval where the decay is exponential as demonstrated by the plot in the inset.
16. Time-independent effective-index distribution for (a) three separated potentials $d=$ $(2.5 / \sqrt{3}) r_{\max }$, and (b) three overlapping potentials $d=(1.5 / \sqrt{3}) r_{\max }$. Sensitive dependence of light ray trajectories on initial conditions are shown in (c-e). The dash-dotted circles, (green) triangles and (red) circles have the same meaning as in Fig.17. For the non-overlapping potential case (a), we show two trajectories in (c). The trajectory marked by the solid lines is for $b=2.92724527$, and the one marked by dashed line is for a slightly different $b$ value (increased by $10^{-8}$ ). In (d) $b=2.69012$, and (e) $b=2.69013$, two distinct trajectories from two close impact parameters for the overlapping potential case (b) are shown.
17. For the non-overlapping refractive-index potential case $\left(d=(2.5 / \sqrt{3}) r_{\max }\right),(\mathrm{a}, \mathrm{b})$ scattering functions and (c) exponential light-ray decay law. For the overlapping case $\left(d=(1.5 / \sqrt{3}) r_{\max }\right),(\mathrm{d}, \mathrm{e})$ scattering functions and (f) algebraic light-ray decay law.
18. Phase-space structure for the non-overlapping (a,b) and overlapping (c,d) potential cases. The points are sampled when the direction of velocity (represented by $\theta_{v}$ ) forms $\pi / 2$ angle with respect to the polar angle $\phi$. This angle can be adjusted so that the resulting phase-space diagram looks similar but with each KAM island rotated.
19. For a rectangular optical medium of size $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ with $N=300$ spatially localized, Gaussian-shaped scatterers, typical spatial distributions of the magnetic field strength $|H|$ of the scattered waves. In each case, an external polarized, monochromatic, Gaussian wave of width $w=1 \mu \mathrm{~m}$ and unit intensity is sent from the top of the region. For panels (a) and (b), the refractive-index variations are negative: $\Delta n_{i}=-0.5$. The variation is positive for panel (c): $\Delta n_{i}=0.5$. For panel (d), $\Delta n_{i}$ is randomly selected from the range $[-0.5,0.5]$. Other parameters are the same for all panels: $n_{0}=1, \lambda=1 \mu \mathrm{~m}$, and $\sigma=0.22$. We observe signatures of branched, fractal-like wave patterns in all cases.
20. Positions of scatterers (marked by red circles) on top of various wave paths. Intensive wave branches tend to go through various boundaries of scatterers instead of passing through the various smooth valleys in between. Red arrow marks the position where interference fringes are observed.
21. Emergence of localization of light as the number of disorders is increased to $N=$ 2000. Other parameters are the same as in Fig.23.
22. Approximations of (a) $n^{2}$ and (b) $\nabla n / n$ as functions of the distance from center of the scatter. Blue solid lines represent the refractive-index profiles of the Gaussianshaped scatterer and the red dashed lines are the polynomial approximations. The typical parameters shown here are $n_{0}=2, \Delta n=0.5, \sigma=0.2 \mu \mathrm{~m}, \alpha=1$, and $\beta=2 / 3$.
23. Integration domain $D\left(\mathbf{r}^{\prime}\right)$ of a single scatterer located at the origin with a truncated radius $r_{b}$. The incident beam is from $-x$ direction and the scattered field $H_{j}^{s}$ is evaluated at far field $\mathbf{r}$.
24. Angular distributions of the scattering field $H^{s}(r=$ const., $\phi$ ) for two different scatterer-wavelength ratios $\left(r_{b} / \lambda\right)$. Assuming $r_{b}=r_{b}^{\prime}$, we compute the angular functions $\Phi_{1}$ and $\Phi_{2}$ corresponding to scattered fields of order $r^{-1 / 2}$ under two cases: (a) $r_{b} / \lambda=0.3$ and (b) $r_{b} / \lambda=3$. The inset of (b) shows the oscillating behavior for $\phi>0.5$.
25. Forward ( $+x$ ) scattering fields. Panels (a) and (c) show the magnitude of forward scattering fields of order $r^{-1 / 2}$ from the source term $f_{1}$ in Eq. (5.4), while panels (b) and (d) show the field magnitude of order $r^{-3 / 2}$ from the source term $f_{2}$, which are much smaller at far field. The total field magnitude $\left|H_{1}\right|$ and $\left|H_{2}\right|$ from two source terms are shown in (e) and (f), respectively. The incident wave (of wavelength $\lambda=$ $1 \mu \mathrm{~m})$ is sent in the $+x$ direction on a scatterer located at the origin. The parameters characterizing the refractive-index function of the scatterer are $\sigma=0.22 \mu \mathrm{~m}$ and $\Delta n=-0.5$.
26. Multiple scattering from two scatterers, labeled as $i$ and $j$ and separated by distance $\left|\mathbf{r}_{i j}\right|$. In the case of well-separated scatterers, the final scattering field can be interpreted as a cumulative scattering process by multiple scatterers, with each individual scattering event being analogous to the scattering of a single disorder.
27. (a) Distribution of 300 random scatterers in a $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ uniform medium.
(b) Branched wave magnitude from FDFD simulation. The incident wave is uniform with width $\lambda$ and sent in the $+y$ direction, where $\lambda=1 \mu \mathrm{~m}, n_{0}=1, \Delta n=$ $-0.5, \sigma=0.22 \mu \mathrm{~m}$. (c) Numerically obtained scaling law of the high intensity distribution (blue circles) and the theoretical prediction (solid line $\sim I^{-3}$ ). Slight deviation from the predicted pow-law scaling is observed at extreme high intensities due to the violation of sparse scatterer assumption in theory.
28. (a) Distribution of 50 random scatterers in a $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ uniform medium. (b) Branched wave magnitude from FDFD simulation. The incident wave is uniform with width $\lambda$ and sent in the $+y$ direction, where $\lambda=1 \mu \mathrm{~m}, n_{0}=1, \Delta n=$ $-0.5, \sigma=0.23 \mu \mathrm{~m}$. (c) Numerically obtained scaling law of the high intensity distribution (blue circles) and the theoretical prediction (solid line $\sim I^{-3}$ ).
29. Coexistence probability $p_{\text {coex }}$ as a function of the radius $R$ of interaction range in the absence of individual mobility for $N=3000, L=1$, where $p_{\text {coex }}$ is defined to be the ratio of the number of the survival cases to the total number (200) of independent simulation realizations. The probability is calculated after a transient time $T \propto N$ from random initial configurations with the same densities of three species. The inset shows the dependence of $R_{T}, R_{\text {Min }}$ and $R_{\text {Max }}$ on the population size $N$.
30. For $N=10000$ and $R=4.25$, pattern transition between plane waves and spiral waves (top row), (a) the corresponding time series of species density $\rho_{a}$, (b) average species density $\left\langle\rho_{a}\right\rangle,\left\langle\rho_{b}\right\rangle,\left\langle\rho_{c}\right\rangle$, typical patterns about the transition point (two left panels, bottom row), and plane wave traveling along diagonal directions (two right panels, bottom row). Red (gray), blue (dark gray), and green (light gray) represent species $A, B$, and $C$, respectively. The rapid oscillations in the density are due to the fact that, in the spiral-wave phase, the curved boundaries between different species generate relatively large interaction areas so that many more individuals can interact with others in a random manner. The average species density $\langle\rho\rangle$ is taken by down-sampling the original time series and the average values are taken over 100 time steps.
31. The effect of the size of the square cell on the coexistence probability $p_{\text {coex }}$ with respect to the rescaled selection range $R_{L}$. We compute coexistence curves for five different combinations of the cell size $L$ and the total population $N$. The nonmonotonic behavior of $p_{\text {coex }} \sim R_{L}$ is independent of the cell size, as indicated by the collapse of the three curves into a single one for $N=2500,3000,6000$. The peaks for $N=1500$ and 2000 are lower, due to a relatively stronger stochastic effect for smaller values of $N$.
32. Spatial patterns at physical selection range $r=0.0913$ for (a) cell size $L^{2}=2$ and (b) $L^{2}=1 / 2$, and at $r=0.0365$ for (c) cell size $L^{2}=5 / 6$ and (d) $L^{2}=$ 2. For all these patterns, the density $N / L^{2}$ of individuals is fixed to be 3000 . In (a), the rescaled selection range $R_{L}=3.82$, which corresponds to the $R_{\text {Max }}$ in Fig. 35. Spiral waves and plane waves can switch between each other at this $R_{L}$. In (b), species go extinct for smaller cell size than (a), because $R_{L}=6.66$, is in the extinction region. In (c), $R_{L}=2.10$, close to $R_{\text {Min }}$ in Fig. 35; while in (d), by increasing $L, R_{L}$ decreases to 1.71 , which is outside of the pattern switch region (the peak), so that pattern switch never occurs. The color (grayscale) scheme is the same as in Fig. 34.
33. For $N=3000$, coexistence probability $p_{\text {coex }}$ as a function of the individual mobility $M$ for different values of interaction range $R$. (a) For $R=R_{M i n}=2.5$, a proper value of $M$ can considerably enhance the coexistence probability $p_{\text {coex }}$. (b) In other region of $R$, as is $M$ increased, coexistence is always inhibited.
34. Comparison of the coexistence curves for $M=0$ and $M=3.3 \times 10^{-4}(u=s)$, where the population size is $N=3000$. When mobility is present, in the region between two dashed lines, mobility promotes coexistence. Other parameters are the same as in Fig. 33.
35. Pattern transition from a plane to a spiral wave as predicted by the theoretical PDE models. Red (gray), green (light gray), and blue (dark gray) represent species $A, B$, and $C$, respectively.
36. For $N=10000$, dependence of spatial correlation $C_{A A}$ (a) and correlation length $L_{\text {corr }}$ (b) on the interaction range $R$ from both stochastic simulation $(R=2.5)$ and the PDE model ( $D=0.00045 R^{2}$ ), where $C_{A A}$ as a function of $R$ is obtained from Eqs. (6.3) and (6.4). Here, we select a spatial position $\mathbf{r}$ and calculate $C_{A A}$ as a function of $\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|$ according to Eq. (6.3). We then count all $C_{A A}$ 's with the same $\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|$ and calculate an average of them, which yield $C_{A A}$ as a function of the normalized distance $R$
37. Coexistence probability $p_{\text {coex }}$ as a function of normalized interaction radius $R$ in model (6.6) in the absence of individual mobility. Other parameters are the same as in Fig. 33
38. For model (6.6) with $N=3000$ and $L=1$, (a) spatial patterns and the corresponding time series of species density $\rho_{a}$ and (b) time series of the overlapping distance $D_{o}$ in the interaction range. The color (grayscale) scheme for spiral and plane waves is the same as in Fig. 34 .
39. Basin structures of mobile individuals with cyclic competition on lattice for different values of mobility by using the characterizations of final state and convergence time. Panels (a-e) are the basins obtained by using the final state for $M=5 \times 10^{-5}$, $1 \times 10^{-4}, 3 \times 10^{-4}, 1 \times 10^{-3}$ and $5 \times 10^{-3}$, respectively. Panels ( $\mathrm{f}-\mathrm{j}$ ) are the basins obtained by using the convergence time. The mobility values in ( $\mathrm{f}-\mathrm{j}$ ) are the same as those in (a-e), respectively. Panels ( $a^{\prime}-j^{\prime}$ ) are the basins obtained by the PDEs under the same set of mobility values as in ( $\mathrm{a}-\mathrm{j}$ ). The final state is represented by one of the four colors at each point from stochastic simulations using 30 random realizations of the cyclic competition dynamics, under the same initial condition, on a given $100 \times 100$ square lattice. Blue, yellow and red denote the three single-species states composed of species $A, B$ and $C$, respectively. Green denotes coexistence of species in the steady state. For each realization, the simulation consists of $5000 \times N$ time steps. We have checked that $5000 \times N$ time steps are sufficient long for the system reaching a steady state.
40. Dependence of extinction probability on the intraspecific competition rate $p$ and mobility $M$, where regions I and II denote coexistence and extinction behaviors, respectively. Simulation results are obtained by averaging over 50 random initial configurations on a lattice of size $100 \times 100$. The boundary between regions I and II are obtained by the PDE model Eq. (7.9). We select four sets of parameter combinations to explore the basin structures.
41. Basins of mobile individuals with inter-species and intraspecific competitions on lattices for $(\mathrm{a}, \mathrm{b}) M=1 \times 10^{-3}$ and $p=0.1,(\mathrm{c}, \mathrm{d}) M=1 \times 10^{-3}$ and $p=0.2$, (e,f) $M=5 \times 10^{-5}$ and $p=0.1$, and (g,h) $M=1 \times 10^{-3}$ and $p=0.8$. Panels (a), (c), (e), and (g) are obtained by the final-state criterion, and panels (b), (d), (f) and (h) are calculated according to the convergence time. Other simulation parameters are the same as for Fig. 44.
42. Schematic illustration of continuous-space model. Three subpopulations, A, B and C represented by red, yellow and blue, respectively, dominate each other in a cyclic manner. (a) An individual belonging to A randomly selects an individual $B$ within its selection range R , where B is next to A in the cyclic competing loop. (b) The A individual kills the B individual and at the same time replicates itself. If within the interaction range, an individual cannot find any inferior individual, nothing happens.
43. Basins of cyclically competing subpopulations on continuous geographical space for (a,b) the interaction radius $R=0.045,(\mathrm{c}, \mathrm{d}) R=0.07$ and (e,f) $R=0.1$. Panels (a), (c) and (e) are obtained according to the final-state criterion while panels (b), (d) and (f) are calculated according to the convergence-time criterion. The number of individuals is fixed at 3000 and size of the square cell is $1 \times 1$. Each point in the phase space is obtained by 100 different realizations. The initial positions of individuals in the geographical space are random.
44. Illustration of inter-patch migration in a two-patch ecosystem with open boundary conditions. There is a periodic migration between two patches: at each time step $n T_{m}(n=1,2, \ldots)$, one randomly selected individual migrates from patch A to patch B and vice versa. The the migration (target) region can be of any size and at any location in the patch. If the target area contains several sites, we randomly pick one site. If there are more than two patches, each migration individual first randomly chooses a patch and then occupies a target site, regardless of the original individual at the site. The individual with inter-patch migration leaves its site empty in the original patch.
45. Emergence of target waves and pattern synchronization in a two-patch system with initially mixed populations for $M=0.7 \times 10^{-4}$ and $T_{m}=1$. Each patch has size $300 \times 300$ and target is at center. The initial densities of species in the first patch are $\rho_{a}=0.6$ and $\rho_{b}=\rho_{c}=0.2$, and in the second patch are $\rho_{b}=0.6$ and $\rho_{a}=\rho_{c}=0.2$. Red, blue and yellow colors represent the three species $a, b$ and $c$, respectively, and empty sites are denoted by gray.
46. (a) Phase synchronization and (b) time-delayed synchronization among target waves patterns in a three-patch system for small and large migration-target area, respectively. The parameters are $M=0.8 \times 10^{-4}$ and $T_{m}=1$. (c) Time-delayed synchronization for a two-patch $\left(M=0.6 \times 10^{-4}\right)$ and (d) a four-patch $\left(M=1.2 \times 10^{-4}\right.$ and $T_{m}=1$ ) system, where the evolutions of densities of species whose distances from the central target site are less than $L / 2$ are displayed. The target radii for synchronization and lag synchronization are 15 and 40, respectively and $L=300$.
47. In a three-patch system, dependence of the order parameter $\eta$ on $M$ and $T_{m}$. The radius of migration target is 10 , centered at the lattice. Three phases are identified in the parameter space: (I) spiral waves, (II) target-wave region in which there is a synchronization subregion, and (III) extinction region defined by the criterion that in any patch at any time, the number of individuals in a species is less than three. The size of each patch is $300 \times 300$ and initially there is a single species in each patch. The inset at the upper-right corner is the dependence of $n_{r}$ on $T_{m}$ in the synchronization regime for $M=10^{-5}$. The curve is the theoretical results from Eq. (8.3).
48. For a three-patch $(A, B, C)$ system, (a) mean value and standard deviation of order parameter $\eta$ and (b) the number of rings $n_{r}$ as a function of the radius of target region. Parameters are $L=300, M=0.8 \times 10^{-4}$ and $T_{m}=1$. Data points are obtained from 20 independent realizations, where $\eta=\left(\eta_{A B}+\eta_{A C}+\eta_{B C}\right) / 3$ and the bars represent the standard deviations. There are three distinct dynamical behaviors: synchronization in region I, lag synchronization in region II, and disorder in other regions.
49. In a two-patch system, outbreak of biodiversity from random, rare mutations in a single species world for $M=0.7 \times 10^{-4}$ and $T_{m}=2$. Each lattice size is $200 \times 200$ with a central target region, and the mutation probability for each individual is $10^{-7}$ at each time step. The quantity $\rho_{\text {min }}$ is defined as the density of the least frequent species in a patch, averaged over the two patches. Synchronized target waves are associated with the outbreak of biodiversity.
50. Spatial patterns in RPS game for $M=5.0 \times 10^{-5}$. Panels (b) and (e) are obtained from random distribution of three species initially. In panels (a), (c), (d), and (f), the system starts from specific seed distributions of three species. $L=512$ for all panels. 140
51. In panel (a), extinction probability $P_{e x t}$ as a function of mobility $M$. Seed distribution of species for producing (b) two-armed spiral, (c) one pair antispiral, (d) multi-armed spirals with arbitrary numbers of arms and (e) antispirals with arbitrary numbers of pairs.
52. Multi-armed spirals with one, two, three and four arms by stochastic simulations (top panels) and by solving PDEs (bottom panels). The parameters are $M=5.0 \times$ $10^{-5}$ and $L=512$.
53. Antispirals with one, two, three and four pairs by stochastic simulations (top panels) and by solving PDEs (bottom panels). The parameters are the same as in Fig. 56. .
54. The spatial entropy varying with time at $D=5.0 \times 10^{-5}$ for multiple armed spirals and antispirals obtained from PDE method, single armed and three armed spirals in (a), two armed and four armed spirals in (b), two armed and three pairs antispirals in (c), four armed and four pairs antispirals in (d). The pattern formations are shown in bottom panels of Fig. 56 and Fig. 57 respectively. $L=512$ for all panels.
55. The spatial entropy evolves with Monte Carlo (MC) time at $M=4.0 \times 10^{-5}$ for two armed spirals in panel (a) and single pair antispirals in panel (b). It is notable that both two armed spirals and one pair antispirals become single armed spirals in the end, and patterns in panel (a) and panel (b) obtained at time of $1.45 \times 10^{5}$ and $2.15 \times 10^{5}$ respectively. $L=512$ for all panels
56. The shadow and gray region indicate emerging stably of one- and two-armed spirals respectively in panel (a), and show appearing stably of one- and two-pairs antispirals respectively in panel (a). Results are obtained from 100 different independent realizations, $L=512$.
57. (Color online.) Theoretical tunneling rates compared with numerics for onedimensional massless Dirac fermion. Two theoretical curves are plotted: $\Delta E$ from computing the energy spacings between symmetric/antisymmetric eigenstate pairs for the whole double-well system, and $\pi \gamma$ from the self-energy method. Inset shows zoom-in view for $E / V_{0} \in[0.3,0.5]$ where the $\gamma$ curve overlaps with $\gamma(k \gg \delta)$ curve. 169
58. (Color online.) Theoretical rate $\gamma$ for two-dimensional rings. $n$ denotes the angular quantum number, and $k_{i}$ are the $i^{t h}$ energy level for all $n$. The eigenstates of the inner ring are found numerically, while the Green's function values for the outer part are calculated analytically using Eq. (A.25). The radii and potential are $R_{1}=5$, $R_{2}=10$, and $V_{0}=5$.
59. (Color online.) Tunneling rates and LDSs for classical systems.

## 1. INTRODUCTION

### 1.1. Dirac equation and relativistic quantum tunneling

Dirac equation, the fundamental equation of relativistic quantum mechanics, has recently attracted a tremendous amount of attention from a much broader community than that in high-energy and elementary-particle physics, due to its high relevance to graphene systems [1-8] and topological insulators [9, 10]. In the fields where the Dirac equation has traditionally been studied, the solutions are usually obtained by some perturbative approach. However, to the best of our knowledge, a general method for completely solving the Dirac equation in a closed system of arbitrary geometry does not exist at the present. The development of such a method is thus of fundamental interest.

A number of areas in physics can benefit enormously from an efficient method for solving the Dirac equation. The most relevant area is graphene physics. Graphene ribbons exhibit a linear energy-momentum relation near any of the Dirac points in the energy-band diagram, which is a characteristic of relativistic quantum motion of massless fermions. In the presence of short-range potentials, two Dirac points are coupled together. It is thus of basic interest to investigate the behavior of pure Dirac fermions to distinguish them from those due to the coupling of two relativistic particles. In a recent work [11], a method was developed to study the effect of Dirac fermions in graphene employing the transfer-matrix technique, which addresses the transport properties of a graphene ribbon with periodic boundary conditions in the transverse direction. However, most existing works on quantum transport properties of graphene systems were carried out in, for example, the tight-binding Hamiltonian framework derived from the non-relativistic Schrödinger equation [8].

Another area in physics, where complete solutions of the Dirac equation is of paramount importance, is relativistic quantum nonlinear dynamics and chaos [12-15]. In particular, in the last three decades, quantum chaos, an interdisciplinary field focusing on the quantum manifestations of classical chaos, has received a great deal of attention in the physics community [16-20]. Indeed, the quantization of chaotic Hamiltonian systems and the signatures of classical chaos in quantum regimes are fundamental to physics and have direct applications in condensed matter physics, atomic
physics, nuclear physics, optics, acoustics, and quantum computing. Issues that have been pursued include energy-level statistics, statistical properties of wave functions, quantum chaotic scattering, electronic transport in quantum dots, localization, and the effect of magnetic field. However, existing works on quantum chaos are concerned almost exclusively with non-relativistic quantum mechanical systems described by the Schrödinger equation, where the dependence of the particle energy on the momentum is quadratic. A natural question is whether phenomena in non-relativistic quantum chaos can occur in relativistic quantum systems described by the Dirac equation, where the energy-momentum relation is linear. To address this question requires complete solutions of the Dirac equation in systems of arbitrary geometrical domains, especially those that allow for chaos in the classical limit.

Interest in graphene physics and devices calls for an efficient method to solve the Dirac equation in arbitrarily shaped domains. In chapter 2, I develop a numerical framework for obtaining complete eigen-solutions of massless fermions in general two-dimensional confining geometries. The key ingredients of our method are a proper handling of the boundary conditions and an efficient discretization scheme that casts the original equation in a matrix representation. The method is validated by (1) comparing the numerical solutions to analytic results for a geometrically simple confinement, and (2) verifying that the calculated energy level-spacing statistics of integrable and chaotic geometries agree with the known results. An application example, the calculation of the relativistic quantum tunneling rate of massless Dirac fermions between a pair of symmetric cavities, is presented. The method can be reduced to one and extended to three dimensions straightforwardly.

To understand the effect of chaos in the classical limit on quantum behaviors has been a field of interest and active pursuit [40]. This field, named quantum chaos, finds applications in many fields in physics such as condensed matter physics, atomic physics, nuclear physics, optics, and acoustics. Previous works on quantum chaos focused almost exclusively on non-relativistic quantum systems. A fundamental question is whether phenomena in non-relativistic quantum chaos can occur in relativistic quantum systems described by the Dirac equation. This field of relativistic quantum


Fig. 1. (a) A closed quantum system of arbitrary shape in two dimensions, (b) the corresponding opened system, and (c) symmetric double-well used in resonant tunneling computations.
chaos [41] is of particular importance because of the relevance of the Dirac equation to graphene systems [42].

Recently, the remarkable phenomenon of chaos-regularized quantum tunneling has been uncovered [39], where classical chaos can suppress, significantly, the spread in the tunneling rate commonly seen in systems whose classical dynamics are regular. For example, consider the system in Fig.1, which consists of two symmetrical cavities connected by a one-dimensional potential barrier along the line of symmetry. When the classical dynamics in each cavity is integrable, for sufficiently large energy the tunneling rate can assume many values in a wide interval. Choosing the geometry of the cavity such that the classical dynamics become chaotic can greatly enhance and regularize quantum tunneling. Heuristically, this can be understood, as follows. When the potential barrier is infinite, each cavity is a closed system with an infinite set of eigenenergies and eigenstates. Many eigenstates are concentrated on classical periodic orbits, forming quantum scars [19]. For classically integrable cavity, some stable or marginally stable periodic orbits can persist when the potential barrier becomes finite so that each cavity system is effectively an open quantum system. Many surviving eigenstates correspond to classical periodic orbits whose trajectories do not encounter the potential barrier, generating extremely low tunneling rate even when the energy is comparable with or larger than the height of the potential barrier. The eigenstates corresponding to classical orbits that interact with the potential barrier, however, can lead to relatively strong tunneling. In a small energy
interval the quantum tunneling rate can thus spared over a wide range. However, when the classical dynamics is chaotic, isolated orbits that do not interact with the potential barrier are far less likely and, consequently, the states associated with low tunneling rates disappear, effectively suppressing the spread in the tunneling rate.

In chapter 3, I solve the Dirac equation in two spatial dimensions in the setting of resonant tunneling, where the system consists of two symmetric cavities connected by a finite potential barrier. The shape of the cavities can be chosen to yield both regular and chaotic dynamics in the classical limit. We find that certain pointer states about classical periodic orbits can exist, which suppress quantum tunneling, and the effect becomes less severe as the underlying classical dynamics in the cavity is chaotic, leading to regularization of tunneling dynamics even in the relativistic quantum regime. Similar phenomena have been observed in graphene. A physical theory is developed to explain the phenomenon based on the spectrum of complex eigenenergies of the non-Hermitian Hamiltonian describing the effectively open cavity system.

### 1.2. Chaotic scattering and complex branched wave structure in optical media

Metamaterials are artificially designed, engineered and fabricated structures possessing special (unconventional) properties that may not be readily available from natural materials. The last decade has witnessed an explosive growth of research on metamaterials in terms of both fundamental physics and potential applications. A primary research interest in metamaterials lies in their electromagnetic and optical properties. In this regard, negative refractive-index materials [48-53], also referred to as left-handed media, are one of the most extensively investigated types of metamaterials. First conceived theoretically by Veselago [54] in 1968, this extraordinary material with both negative effective permittivity and permeability exhibited a remarkable potential for a variety of applications. For example, superlens [55] made of this doubly negative metamaterials [56] can overcome the diffraction limit for conventional lenses and make subwavelength imaging possible. Another important application is invisible materials, where special cloak was realized in recent experiments for electromagnetic wave at optical frequencies [57,58].

Quite recently, a link between optics in metamaterial and celestial mechanics was proposed [59], making it possible to investigate an array of gravitational phenomena predicted by Einstein's general relativity using optical analogies in the laboratory. For example, in general relativity, light can be trapped in some specific region in the space where a massive gravitational body exists, but such a trapping can be realized using metamaterials, generating an artificial "black hole" in the laboratory [59]. From this analogy, insights into the design of novel optical cavities and photon traps can be gained, with applications in areas such as micro-cavity lasers.

We first study the light-ray dynamics in a class of inhomogeneous, isotropic optical metamaterials in the presence of a periodic, external electromagnetic perturbation. The driving, analogous to, e.g., a third-body perturbation in classical mechanics, provides a way to break the stable periodic orbits of light ray in the corresponding static material, making complex dynamics possible. Indeed, Ref. [59] predicted the appearance of chaotic dynamics in this class of systems. We then study a class of time-independent metamaterial systems with overlapping or non-overlapping refractiveindex distributions. For both time-dependent and time-independent systems, we find that transient chaotic dynamics (or chaotic scattering dynamics) [60-64] of light rays are common. This means that, two incident light rays differing only slightly in initial conditions can exit the metamaterial system in drastically different states [65]. Besides providing direct evidence for transient chaos, we shall establish through computations the dynamical nature of the process, hyperbolic or nonhyperbolic (to be explained below). Due to the analogy between metamaterial optics and gravitational physics, our results suggest that transient chaos can be quite common in gravitational systems obeying Einstein's general relativity. In addition, since ray dynamics can be experimentally observed and investigated in optical metamaterials, our results reinforce the idea that chaotic dynamics in relativistic gravitational systems can be visualized and studied in laboratory experiments [66].

In chapter 4, I investigate the dynamics of light rays in two classes of optical metamaterial systems: (1) time-dependent system with a volcano-shaped, inhomogeneous and isotropic refractiveindex distribution, subject to external electromagnetic perturbations, and (2) time-independent sys-
tem that consists of three overlapping or non-overlapping refractive-index distributions. Utilizing a mechanical-optical analogy and coordinate transformation, the wave-propagation problem governed by the Maxwell's equations can be modeled by a set of ordinary differential equations for light rays. We find that transient chaotic dynamics, hyperbolic or nonhyperbolic, are common in optical metamaterial systems. Due to the analogy between light-ray dynamics in metamaterials and the motion of light and matter as described by general relativity, our results reinforce the recent idea that chaos in gravitational systems can be observed and studied in laboratory experiments.

When waves propagate through random media, extreme events and complex structures such as rogue waves and branched, fractal-like wave patterns can form. There has been a substantial amount of interest in complex wave phenomena due to their occurrences in a host of physical systems. For example, in oceanography, rogue waves are an issue of great concern. In the past fifteen years or so there had been experimental and theoretical studies of rogue waves arising from long-range acoustic wave propagation through ocean's sound channel [77,78], as well as large-scale experiments on directional ocean waves to probe the physical and dynamical origin of these extreme waves [79]. Extreme events and complex wave patterns have also been identified in many other physical situations such as light propagation in doped fibers [80, 81], acoustic turbulence in superfluid helium [82], resonances in nonlinear optical cavities [83], linear light-wave propagation in multi-mode glass fiber [84], and electronic transport in semiconductor two-dimensional electron gas (2DEG) systems [85]. Despite previous efforts, an accepted, relatively complete understanding of complex extreme waves at the level of fundamental physics is still lacking.

To illustrate the extent to which complex branched wave patterns are presently understood, we choose electronic transport in 2DEG systems as an example. In Ref. [85], electron flows from a quantum point contact were reported to exhibit a striking, branched or fractal-like behavior with highly non-uniform amplitude distribution in the physical space. The observed separate, narrow strands of greatly enhanced electron wave intensities were argued to be caused by random background potentials and quantum coherent phase interference among the electron wave functions.

Subsequently a theory was proposed [86] to predict the statistical distribution of the intensities of branched electron flows in the presence of weak, correlated Gaussian random potentials.

The generic origin of wave branching behavior is a matter of active debate [87]. A tacit assumption in most previous investigations is nonlinearity in the underlying medium. In particular, it had been believed that the existence of many uncorrelated, spatially randomly distributed wave elements is key to the occurrence of these exotic wave patterns. These elements can be, for example, solitons in nonlinear systems. However, quite recently, it was demonstrated experimentally in a microwave system [88] and in a multi-mode optical fiber [84] that branched wave patterns can occur even in the absence of nonlinearity. In fact, in the latter case, granularity of light speckles at the fiber exit and inhomogeneity in the spatial clustering of the speckle patterns are speculated to be the two ingredients that trigger complex wave patterns. These recent works thus demonstrate that nonlinearity is not absolutely essential for the emergence of these extreme waves. A question of significant theoretical and experimental interest concerns thus about a minimal, physical model that can generate robust branched wave patterns, so that their generic and physical origin may be elucidated. The main task of chapter 5 is to answer this question. A related issue concerns the statistical properties of these waves. In this regard, a general observation in all contexts where branched wave structures arise is the non-Gaussian statistics of the wave amplitude. Typically there is a long tail in the probability density function, which characterizes the extreme intensity of the waves. An essential requirement for a valid minimal model of branched wave patterns is thus that is should generate the universally observed long-tail distribution in the wave intensity.

### 1.3. Complex pattern formation in cyclic competition games

The coexistence of competing species in spatially extended ecosystems is key to biodiversity in nature. Understanding the dynamical mechanisms of and identifying factors promoting coexistence are a fundamental problem of continuous interest not only in evolutionary biology but also in nonlinear science [113-117]. Species coexistence has been investigated in a variety of systems, such as in microbes, [118-121], ant colonies [122, 123], parasites and hosts [124, 125], predator-prey
dynamics [126] and interference competition [127] etc. Existing models are mostly macroscopic in the sense that they focus on the dynamical evolutions of species populations [113,114]. For any given species, its population is merely a coarse-grained average quantity that is not capable of reflecting the possibly complicated interactions among its own individuals and with those from other competing species. To gain a deeper and more comprehensive understanding of the dynamics of coexistence, microscopic models that describe the competitions among species at the level of individual interactions of the stochastic nature are necessary [115, 128-136]. In this regard, a class of microscopic models is proposed in chapter 6 based on cyclic, non-hierarchical competitions [e.g., as described by the classical "rock-paper-scissor" (RPS) game] on spatial lattices. Such competitions have been observed in several real ecosystems [120, 137-139]. The fundamental importance of RPS-like competition in sustaining biodiversity for limited resources in nature has been emphasized through experimental investigations $[118,119]$. Theoretical and computational studies of the RPS model have revealed that, due to the presence of stochasticity, local interaction and dispersal can ensure the coexistence of species. More recently, individual mobility as a common feature in ecosystems has been incorporated into spatial games to better model competition dynamics of species and the organization of spatial patterns [130,132-134].

In chapter 6 , I propose a model for cyclically competing species on continuous space and investigate the effect of the interplay between the interaction range and mobility on coexistence. A transition from coexistence to extinction is uncovered with a strikingly non-monotonic behavior in the coexistence probability. About the minimum in the probability, switches between spiral and plane-wave patterns arise. A strong mobility can either promote or hamper coexistence, depending on the radius of the interaction range. These phenomena are absent in any lattice-based model, and we demonstrate that they can be explained in terms of nonlinear partial differential equations. Our continuous-space model is more physical and we expect the findings to generate experimental interest.

Species coexistence is essential to biodiversity, and it is a fundamental issue in ecological sci-
ence. Ecosystems consisting of three species subject to cyclic competitions have become a paradigm to address the coexistence problem. Early works based on population models provided useful insights into the dynamics of coexistence at a macroscopic level, but these models often tended to predict that coexistence is structurally unstable. To resolve this dilemma, microscopic models based on stochastic interactions at the individual level have been introduced. In this regard, the classical game of rock-paper-scissors (RPS) has been used to mimic cyclic competitions at the microscopic level of interactions. In fact, the past several years have witnessed a growing interest in this direction, addressing the role of factors in coexistence such as species mobility, virus spreading, and intraspecific competitions, etc. Inspired by these works, here we address the species coexistence problem in the framework of RPS competitions on spatially extended ecosystems from a global standpoint, i.e., we are interested in how the basins of coexistence and extinction depend on factors such as species mobility, interaction range, and rate of intraspecific competition. An obstacle that needs to be overcome is to find a suitable representation of the phase space to compute the basin structure in a meaningful way, as the underlying dynamical system is spatiotemporal and extremely high dimensional. We find the simplex representation $S_{2}$ in the three-dimensional space of population densities effective. We then use two characterizing methods, namely, final state and the inverse of the convergence time toward the final state, to map out the structures of the coexistence and extinction basins by using direct simulations of the microscopic interaction model. In particular, basins calculated according to the final states can identify boundaries among coexistence and extinction basins, whereas the points within a basin are indistinguishable. The basins depicted by the convergence time to reach the final state provide additional information about the intrinsic difference inside each extinction basin. The coexistence basin can emerge at the central area of $S_{2}$ surrounded by three rotationally entangled extinction basins. The convergence time within each extinction basin increases universally along the spiral toward the center point. The area of coexistence basin in the phase space measures the robustness of species coexistence and the convergence time within extinction basins quantifies the degree of extinction. To provide credence for the validity of the basin structures, we derive theoret-
ical models based on partial differential equations, which yields results that agree well with those from microscopic models. Our results provide insights into the species coexistence problem at a global level.

Microscopic models based on evolutionary games on spatially extended scales have recently been developed to address the fundamental issue of species coexistence. In this pursuit almost all existing works focus on the relevant dynamical behaviors originated from a single but physically reasonable initial condition. To gain comprehensive and global insights into the dynamics of coexistence, In chapter 7, I explore the basins of coexistence and extinction and investigate how they evolve as a basic parameter of the system is varied. My model is cyclic competitions among three species as described by the classical rock-paper-scissors games, and I consider both discrete lattice and continuous space, incorporating species mobility and intraspecific competitions. The results reveal that, for all cases considered, a basin of coexistence always emerges and persists in a substantial part of the parameter space, indicating that coexistence is a robust phenomenon. Factors such as intraspecific competition can in fact promote coexistence by facilitating the emergence of the coexistence basin. In addition, I find that the extinction basins can exhibit quite complex structures in terms of the convergence time toward the final state for different initial conditions. I have also developed models based on partial differential equations, which yield basin structures that are in good agreement with those from microscopic stochastic simulations. To understand the origin and emergence of the observed complicated basin structures is challenging at the present, due to the extremely high dimensional nature of the underlying dynamical system.

In chapter 8, we investigate intra- and inter-patch migrations in stochastic games of cyclic competition and find that, in contrast to the understanding in the current literature, the interplay between the migrations at the local and global scales can lead to robust species coexistence in the remarkable form of target-wave patterns in the absence of any external control. Even in a single-species system, target waves can arise from rare mutations, leading to an outbreak of biodiversity. A surprising phenomenon is that the target waves in different patches can exhibit synchronization and time-delayed
synchronization, the latter potentially enabling prediction of future evolutionary dynamics. A physical theory is derived to explain these phenomena.

Formation of self-organized pattern is a fundamental aspect of physical and biological systems out of equilibrium. Spiral waves are quite common in a variety of excitable systems and population dynamics, such as Belousov-Zhabotinsky reaction [142, 143], the cardiac tissue [144], inset population dynamics [145] and cyclically competing populations with mobility [189]. Spiral waves play significant roles in the dynamics of excitable systems, e.g., in heart disease, such as arrhythmia and fibrillation, which lead to death [144, 190, 191]. Spiral waves are important in population dynamics as well. In particular, biodiversity in cyclically competing populations with stochastic interactions can be maintained and stabilized by entangled moving spiral waves [189, 192]. The coexistence of two or more spirals may form multi-armed spiral and antispiral waves. These interesting joint spirals have been extensively studied in excitable systems theoretically and experimentally [193-198]. However, in the population dynamics in the presence stochastic processes, multi-armed spirals and multi-pairs antispirals among entangled spirals is rarely studied and far from being well understood. There are two important open questions associated with these waves: Are they able to be generated through stochastic interactions and how is their stability? One of the purpose of this thesis is to address these questions in the framework of cyclic competing games with mobile individuals.

In chapter 9 , we study the formation of multi-armed spirals and multi-pairs antispirals in spatial rock-paper-scissors game with mobile individuals. We discover a set of seed distributions of species, which is able to produce multi-armed spirals and multi-pairs antispirals with arbitrary numbers of arms and pairs based on stochastic processes. The joint spiral waves are also predicted by a theoretical model based on partial differential equations associated with specific initial conditions. The spatial entropy of patterns is introduced to differentiate the multi-armed spirals and multi-pairs antispirals. For the given mobility, the spatial entropy of multi-armed spirals is higher than that of single armed spirals. The stability of the waves are explored with respect to individual mobility. Particularly, we find that both two armed spirals and one pair antispirals transform to the single armed
spirals. Both multi-armed spirals and multi-pairs antispirals are relatively stable for intermediate mobility. The joint spirals with lower numbers of arms and pairs are relatively more stable than those with higher numbers of arms and pairs. Our work provides quantitative insight into pattern formation through stochastic interactions in the absence of excitable media.

## 2. COMPLETE SOLUTION OF DIRAC EQUATIONS FOR MASSLESS FERMIONS IN CONFINED GEOMETRIES

### 2.1. Previous work

In this chapter, we develop a general and efficient method to solve the Dirac equation for massless fermions in a two-dimensional closed system. An obstacle to obtaining a complete solution of the Dirac equation, which includes both eigenvalues and eigenfunctions, is the proper handling of the boundary conditions. We shall develop an efficient discretization scheme and a physically meaningful approach to treating the boundary conditions, based on converting the Dirac equation into a set of matrix equations. In our method, the physical symmetries of the system are well preserved. To validate our method, we consider three types of representative geometric confinements, which include domains that generate both integrable and chaotic motions in the classical limit, and calculate the complete spectrum of eigenvalues and the associated eigenvector set. In particular, in the case of integrable geometries for which analytic predictions of the eigenvalues and eigenvectors are available, we obtain excellent agreement between the numerical and analytic results. For more general geometries including classically chaotic systems, the properties of our calculated eigenvalue spectrum, such as the energy level-spacing statistics, agree well with the known results for different symmetry classes [21]. In fact, our method is capable of finding eigenstates of Dirac fermions under arbitrarily electrical potential profiles. Our matrix formulation can be applied directly to onedimensional systems and, by a straightforward extension of the Dirac spinor to four components and by a proper revision in the discretization and boundary constraints, the method can be extended to solving the Dirac equation in three dimensions as well. To demonstrate our method in applications, we investigate the relativistic quantum tunneling dynamics of a Dirac fermion between two symmetric cavities connected by a potential barrier, and observe the phenomenon of chaos-regularized tunneling that has been identified recently in non-relativistic quantum tunneling systems.

We remark that in the earlier work of Berry and Mondragon on neutrino billiards [21], eigenvalues were computed using the boundary-integral method. However, the Green's function utilized in


Fig. 2. Schematic picture of closed Dirac system with arbitrary geometry and zero outgoing flux boundary condition $\mathbf{j} \cdot \mathbf{n}=0$. This boundary condition is equivalent to $\chi / \phi=i \exp \left(i \theta_{\mathbf{n}}\right)$ with $\theta_{\mathbf{n}}$ being the argument of the surface normal $\mathbf{n}$.
the boundary integral is the one associated with open systems. They showed that the higher-order correction terms of Green's function due to boundaries do not contribute to the energy spectrum. However, for a complete solution set, where not only eigenvalues but also eigenfunctions are of interest, it is necessary to obtain the Green's function for the closed system, which is not feasible for arbitrary shaped domains and not necessarily smooth boundaries under the framework of boundary integrals. Consequently, one still needs an appropriate discretization scheme to solve the closed-system Dirac equation, either by numerically evaluating the Green's function or by solving the eigenvalue problem directly.

In Sec. 2.2, we detail our method for obtaining complete solutions of the Dirac equation in two-dimensional closed systems, focusing on proper handling of boundary conditions and on the articulation of discretization scheme. In Sec. 2.3, we test our algorithm using an idealized domain for which analytic solutions of the Dirac equation can be written down, and obtain further validation by calculating the energy level-spacing statistics for three different types of closed geometries. In Sec. 2.4 , we briefly demonstrate the power of our method in addressing the problem of chaos regularized relativistic quantum tunneling. In Sec. 2.6, we present conclusions and a discussion.

### 2.2. Method

### 2.2.1. Background

A subtle and challenging issue in solving the Dirac equation is the proper treatment of the boundary conditions [22]. Due to the finite domain and the first-order nature of the Dirac equation, a naive treatment of the boundary conditions will lead to trivial or even non-physical solutions. One example is the relativistic particle in a one-dimensional box. By simply letting the whole spinor go to zero at the walls of the box, only a trivial (all-zero) solution of the eigenfunctions are obtained. To overcome this difficulty, many self-adjoint extensions of the boundary conditions in both Dirac and Weyl representations have been proposed [23]. For example, in $(1+1)$ dimensions, one family of boundary conditions is to force either the large or the small component of the spinor to be zero at the walls of the box. Some variances of these boundary conditions also exist [24, 25], e.g., by as-
suming that the large component vanishes at one boundary and the small component vanishes at the other, or by assuming that both components differ by factors $\pm i$. Some of these boundary conditions also preserve the physical symmetries, such as $P$ and $C P T$ symmetries. However, these types of conditions are not all appropriate in $(2+1)$ dimensions, because the walls of the box are impenetrable. Physically, this means that the relativistic current $\mathbf{j}=c \psi^{\dagger} \boldsymbol{\sigma} \psi$ normal to the boundaries must vanish. The vanishing current condition has been used in the bag model [26-28] of quark confinement, which solves the Dirac equation with a Lorentz scalar potential. It was assumed that the rest mass of the particle $m(\mathbf{r})$ is a position-dependent parameter. One could then solve this infinite-well problem for the particle of varying mass, letting the mass go to infinity outside the box in order to take into account the Klein paradox. A similar method was adopted by Berry et al. [21] for studying random-matrix theory and energy level-spacing statistics for relativistic neutrino billiards.

We consider a two-dimensional closed system within which a relativistic, massless fermion is confined, as shown schematically in Fig. 2. The system is governed by the Dirac equation in $(2+1)$ dimensions:

$$
\begin{equation*}
i \hbar \partial_{t} \psi(t)=\hat{H} \psi(t) \tag{2.1}
\end{equation*}
$$

where the general form of the Hamiltonian is given by

$$
\begin{equation*}
\hat{H}=c(\boldsymbol{\alpha} \cdot \mathbf{p})+\beta m c^{2} \tag{2.2}
\end{equation*}
$$

and $\psi$ is a two-component Dirac spinor. Assuming stationary solution $\psi(t)=\psi \exp (-i E t / \hbar)$, we obtain the steady-state Dirac equation

$$
\begin{equation*}
\hat{H} \psi=E \psi \tag{2.3}
\end{equation*}
$$

In two dimensions, $\boldsymbol{\alpha}=\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}\right)$ and $\beta=\sigma_{z}$ are choices satisfying all anticommutation/commutation relations of Dirac/Lorentz algebra [29].

To obtain the proper boundary conditions, two methods can be employed: we either replace the $m c^{2} \sigma_{z}$ term with a potential $U(\mathbf{r}) \sigma_{z}$ in the Hamiltonian and let $U(\mathbf{r})$ go to infinity outside the domain, or use the vanishing current condition $\mathbf{j} \cdot \mathbf{n}=0$, where $\mathbf{n}$ is the boundary surface normal,
as shown in Fig. 2. The latter method yields

$$
\operatorname{Re}\left(e^{i \theta_{\mathbf{n}}} \phi / \chi\right)=0
$$

where $\phi$ and $\chi$ are the components of the Dirac spinor, $\psi=(\phi, \chi)^{T}$, and $\theta_{\mathbf{n}}$ is the argument of the surface normal $\boldsymbol{n}$. The boundary condition can then be written as [21]

$$
\begin{equation*}
\chi / \phi=i \exp \left(i \theta_{\mathbf{n}}\right) \tag{2.4}
\end{equation*}
$$

When an external electric potential energy $V$ is present, $E$ is replaced by $E-V$. For massless fermion, we can then write the Dirac equation as

$$
\begin{equation*}
[v(\boldsymbol{\sigma} \cdot \mathbf{p})+V] \psi=E \psi \tag{2.5}
\end{equation*}
$$

where we replace $c$ by $v$ for more generalized cases or, for instance, in graphene, by the Fermi velocity $v_{F} \sim 10^{6} \mathrm{~m} / \mathrm{s}$.

### 2.2.2. Discretization scheme and elimination of fermion doubling effect

To numerically solve the Dirac equation, it is necessary to develop an efficient and physically meaningful discretization scheme. Unlike the standard discretization of second order differential equations such as the Schrödinger equation, discretization for the massless Dirac equation is a much harder problem. An important issue is that the usual finite difference methods fail because they introduce the so-called fermion-doubling effect, even for open or periodic boundaries. Fermion doubling is also a problem for lattice QCD computations [26-28].

To explain the fermion-doubling phenomenon, we take the one-dimensional Dirac equation

$$
\begin{equation*}
i \hbar \partial_{t} \psi=i \hbar v \sigma_{x} \partial_{x} \psi \tag{2.6}
\end{equation*}
$$

as an example. Using the usual lattice grid $x=n \Delta$ and the central difference approximation

$$
\partial_{x} \psi(n)=(\psi(n+1)-\psi(n-1)) /(2 \Delta)
$$

the Fourier transformed equation is

$$
\begin{equation*}
i \hbar \partial_{t} \tilde{\psi}=\left[\hbar v \sigma_{x} \sin \left(p_{x} \Delta\right) / \Delta\right] \tilde{\psi}=\tilde{H} \tilde{\psi} \tag{2.7}
\end{equation*}
$$

We see that the energy is given by

$$
\begin{equation*}
|E|=\left|\hbar v \sigma_{x} \sin \left(p_{x} \Delta\right) / \Delta\right| \tag{2.8}
\end{equation*}
$$

In the first Brillouin zone $(\mathrm{BZ})$ where $p \in[-\pi / \Delta, \pi / \Delta]$, the energy expression means that there are more than one point satisfying the linear energy-momentum relation, implying fermion doubling. Previous works $[30,31]$ provided a solution to eliminate this effect.

Figure 3 shows our proposed discretization method, which consists of two steps. Firstly, we discretize the whole domain using a two-dimensional lattice. The Dirac spinors are evaluated at lattice points $(m, n)$. Secondly, we evaluate the Dirac equation at the center of each unit cell, $\left(m+\frac{1}{2}, n+\frac{1}{2}\right)$. In the Hamiltonian, the derivatives of the Dirac spinor are approximated by

$$
\begin{aligned}
& \partial_{x} \psi_{m+\frac{1}{2}, n+\frac{1}{2}}=\frac{\psi_{m+1, n+1}+\psi_{m+1, n}-\psi_{m, n+1}-\psi_{m, n}}{2 \Delta} \\
& \partial_{y} \psi_{m+\frac{1}{2}, n+\frac{1}{2}}=\frac{\psi_{m+1, n+1}+\psi_{m, n+1}-\psi_{m+1, n}-\psi_{m, n}}{2 \Delta}
\end{aligned}
$$

The spinors at the unit cell centers are approximated as the average of the four spinor values from the neighboring lattice points, i.e.,

$$
\begin{equation*}
\psi_{m+\frac{1}{2}, n+\frac{1}{2}}=\frac{1}{4}\left(\psi_{m+1, n+1}+\psi_{m, n+1}+\psi_{m+1, n}+\psi_{m, n}\right) \tag{2.9}
\end{equation*}
$$

Using this numerical scheme, the phenomenon of fermion doubling can be eliminated.

### 2.2.3. Incorporation of boundary conditions and matrix representation of Dirac equation

It is worth noting that in closed systems, such as rectangles and billiards, the number of Dirac equations at unit cell centers (denoted as $M$ ) is less than the number of total spinors at lattice points (denoted as $N$ ), i.e., $M<N$. The difference needs to be accounted for by the boundary conditions. To explain how boundary conditions are incorporated in our solution procedure, we write the Dirac equation in matrix form. In particular, we let $\Psi=\left(\psi_{1}, \psi_{2}, \ldots, \psi_{N}\right)^{T}$ be the column vector containing all spinor values on the lattice, where $\Psi$ actually has $2 N$ components. Let $D_{x} /(2 \Delta)$, $D_{y} /(2 \Delta)$ and $A / 4$ be the matrix form of the operators $\partial_{x}, \partial_{y}$, and the averaging operator in Eq. (2.9), respectively. These matrices are all of dimension $M \times N$. In matrix form, Eq. (2.5) becomes

$$
\begin{equation*}
\left[-\frac{2 i \hbar v}{\Delta}\left(D_{x} \otimes \sigma_{x}+D_{y} \otimes \sigma_{y}\right)+V A \otimes \mathbf{1}_{2}\right] \Psi=E A \otimes \mathbf{1}_{2} \Psi \tag{2.10}
\end{equation*}
$$



Fig. 3. Proposed discretization scheme to eliminate any fermion-doubling effect. A two-dimensional domain, which exhibits chaos in the classical limit, is illustrated to show the discretized lattice. Red filled circles and blue open circles spaced by $\Delta$ represent the boundary and inner lattice points, respectively, where the Dirac spinor values are sampled. The actual Dirac equations are evaluated at black cross points, the centers of unit cells.

Since we have $2 M$ equations, we need $2 N-2 M$ boundary conditions that can be written as

$$
\begin{equation*}
B \Psi=0 \tag{2.11}
\end{equation*}
$$

where $B$ is a $(2 N-2 M) \times 2 N$ matrix. Realizing that not all spinors are independent, we permute the spinor vector by

$$
\Psi^{\prime}=P \Psi=\left[\begin{array}{c}
\Psi_{D}  \tag{2.12}\\
\Psi_{B}
\end{array}\right]
$$

where $\Psi_{D}$ are independent Dirac spinors and $\Psi_{B}$ are spinors at the boundary that can be expressed by other components in $\Psi_{D}$, and $P$ is an orthogonal permutation matrix. Defining

$$
H^{\prime}=\left[-\frac{2 i \hbar v}{\Delta}\left(D_{x} \otimes \sigma_{x}+D_{y} \otimes \sigma_{y}\right)+V A \otimes \mathbf{1}_{2}\right] P^{T}
$$

$A^{\prime}=A \otimes \mathbf{1}_{2} P^{T}$, and $B^{\prime}=B P^{T}$, we obtain

$$
\begin{equation*}
H^{\prime} \Psi^{\prime}=E A^{\prime} \Psi^{\prime}, \quad B^{\prime} \Psi^{\prime}=0 \tag{2.13}
\end{equation*}
$$

Utilizing the boundary conditions, $\Psi_{B}$ can be explicitly expressed by $\Psi_{D}$. Let $B^{\prime}=\left[B_{1}, B_{2}\right]$, where $B_{2}$ is a square matrix. We write

$$
\Psi_{B}=-B_{2}^{-1} B_{1} \Psi_{D}
$$

Letting $H^{\prime}=\left[H_{1}, H_{2}\right]$ and $A^{\prime}=\left[A_{1}, A_{2}\right]$, where $H_{2}$ and $A_{2}$ are square matrices, and substituting $\Psi_{B}$ into $H^{\prime} \Psi^{\prime}=E A^{\prime} \Psi^{\prime}$, we finally obtain

$$
\begin{equation*}
H_{D} \Psi_{D}=E \Psi_{D} \tag{2.14}
\end{equation*}
$$

where

$$
H_{D}=\left(A_{1}-A_{2} B_{2}^{-1} B_{1}\right)^{-1}\left(H_{1}-H_{2} B_{2}^{-1} B_{1}\right)
$$

One issue with the newly defined Hamiltonian $H_{D}$ is that it is not Hermitian in general. This nonhermitian characteristic is caused by the finite domain and lattice approximation of the original smooth boundaries. However, the eigenvalues of $H_{D}$ are all real. To overcome this difficulty, we introduce

$$
\begin{equation*}
H=\left(H_{D}+H_{D}^{\dagger}\right) / 2 \tag{2.15}
\end{equation*}
$$



Fig. 4. Comparison of numerical and analytical results of eigenenergies and eigenstates for the ring cavity. The lowest 80 positive eigenenergy levels and two examples of the eigenstates from numerics (blue square, or above the energy spectrum) and theory (red cross, or below the energy spectrum) are compared. The convenient unit convention $\hbar=v=1$ was used in the numerical computation. the Hamiltonian for a new physical system, where the difficulties associated with non-smooth boundaries due to lattice discretization are overcome. For small values of $\Delta$, the energy spectra of the two systems are identical, and the eigenstates of the two systems are very close to each other especially at low energies, where the discretized system mimics the Dirac equation perfectly.

### 2.3. Results

### 2.3.1. Solutions in analyzable geometry

To validate our method, we first choose a simple geometry, for which the eigenvalues and eigenstates of the Dirac equation can be calculated analytically, and compare directly the numerical results


Fig. 5. Level-spacing statistics for eigenenergies of the ring domain.Inset (a) shows spectral staircase $N(E)$ as a function of $E^{2}$. The dashed lines represent the linear relationship between $N(E)$ and $E^{2}$. Horizontal axes are linear mappings of $E^{2}$ to the range $[0, N]$, where $N$ is the total number of eigenstates. Panel (b) is the cumulative distribution of thenearest-neighbor spacing $F_{S}(S)$ as a function of spectral spacings $S_{n}=E_{n+1}^{2}-E_{n}^{2}$. Panel (c) represents the density distribution $f_{S}(S)$ of $F_{S}(S)$ in (b). In both middle and bottom row, green dash-dotted, red solid, and cyan dashed lines denote theoretical distribution curves for Poisson, GOE, and GUE statistics, respectively. The results of the ring are obtained through a polar coordinate version of our numerical method to preserve the perfect circular symmetry.
with the analytic ones. Even for very simple geometry, due to the entanglement of the two Cartesian coordinates in the Dirac equation, the problem is not analytically solvable except for certain special types of boundary conditions for which the variables can be separated. One particular class of solvable systems are those with circular boundaries, whose general solutions are

$$
\psi_{n}=N_{n} e^{i n \theta}\left[\begin{array}{c}
Z_{n}(k r)  \tag{2.16}\\
\operatorname{sgn}(E-V) i e^{i \theta} Z_{n+1}(k r)
\end{array}\right], n=0, \pm 1, \ldots
$$

where $k=|E-V| /(\hbar v)$, and $N_{n}$ is a normalization constant. For rings, $Z_{n}(x)$, the radial function of the spinor components, is a linear combination of the first- and second-kind Bessel functions, $J_{n}(x)$ and $Y_{n}(x)$. However, for circles, $Z_{n}(x)=J_{n}(x)$ because of the divergence of $Y_{n}(x)$ at the origin. For our analytical calculation, we considere a ring with inner and outer radii of $R_{1}=0.5$ and $R_{2}=1$, respectively. The electrical potential is set to zero, $V=0$, for simplicity. Analytically, one can arrive at the above general solution with potential having a staircase-like profile in the radial direction but constant in the angular direction. However, one can solve the case with arbitrary potential numerically, even when the ring is not full. Setting the potential to be zero, we can find the energy levels for each angular mode through the inner and outer boundary conditions, $E_{m}^{(n)}=$ $\hbar v k_{m}^{(n)}$, where $k_{m}^{(n)}$ is obtained by solving

$$
\begin{equation*}
\frac{\left[J_{n+1}\left(k R_{1}\right)+J_{n}\left(k R_{1}\right)\right]\left[Y_{n+1}\left(k R_{2}\right)-Y_{n}\left(k R_{2}\right)\right]}{\left[J_{n+1}\left(k R_{2}\right)-J_{n}\left(k R_{2}\right)\right]\left[Y_{n+1}\left(k R_{1}\right)+Y_{n}\left(k R_{1}\right)\right]}=1 . \tag{2.17}
\end{equation*}
$$

The eigenstates can be calculated after the normalization constants $N_{m}^{(n)}$ are computed. Results of these analytical calculations as compared with those from numerics are shown in Fig. 4. Almost no discrepancy can be observed. As indirect evidence, the analytical energy spectrum gives statistical results (to be discussed below) identical to numerical results, as shown in Figs. 5-7 (first column) and in Fig. 8.

### 2.3.2. Relativistic quantum energy-level statistics and eigenstates in two-dimensional geome-

 triesWe validate our proposed numerical method by calculating the energy level-spacing statistics [13, 14, 18, 32-38] for relativistic quantum billiards. Figures 5-7 show results of level-spacing statis-


Fig. 6. Level-spacing statistics for eigenenergies of the chaotic bow-tie domain. Figure legends are the same as in Fig. 5.


Fig. 7. Level-spacing statistics for eigenenergies of the chaotic Africa domain. Figure legends are the same as in Fig. 5.
tics for three representative geometric domains: a relativistically integrable ring, a chaotic billiard with one geometric symmetry about the central vertical line, and the so-called Africa shaped billiard [21] without any geometrical symmetry, respectively. In relativistic quantum systems, we have a linear relation between energy level and the square root of spectral staircase $N(E), E \propto \sqrt{N(E)}$, where $N(E)$ denotes the number of eigenstates between zero and energy $E$. To confirm that the numerical results preserve the physical properties of the system, we investigate the nearest-neighbor fluctuations of the energy spectra. For relativistically integrable quantum systems, for example, circles or rings governed by the Dirac equation, the level spacing statistics should be Poisson. For non-integrable systems, if the system preserves geometric symmetry of some kind (such as a stadium billiard), the nearest energy-level spacing statistics fall between those of Poisson and GOE (Gaussian orthogonal ensemble). In the fully chaotic case, e.g., the chaotic billiard in Figs. 6 and 7, the GOE statistics apply. However, if no geometric symmetry is present in the system, e.g., the African billiard, the level-spacing statistics should be those given by GUE (Gaussian unitary ensemble) according to the result of Berry and Mondragon [21].

Besides the linear statistics, we also consider an informative least-squares statistic of the energy spectra, the spectral rigidity of the third type, $\Delta_{3}[13,14,32-38]$, as a function of energy range $L$, where $[0, L]$ denotes the range of energy levels under consideration. Figure 8 shows the $\Delta_{3}$ statistics for the three domains we considered, as well as theoretical expectation curves for Poisson, GOE, and GUE statistics, where an excellent agreement is obtained for all cases.

Representative eigenstates for non-integrable billiards are shown in Fig. 9 for the bow-tie chaotic billiard and in Fig. 10 for the chaotic "Africa" billiard. These are in fact examples of relativistic quantum scars from the Dirac equation. We note that quantum scars have been observed in graphene systems [12] in the regime where the energy-momentum relation is linear, but they are still solutions of the Schrödinger equation obtained by the tight-binding method. The scars shown in Figs. 9 and 10 are obtained by solving the Dirac equation which, to our knowledge, have not been reported previously.


Fig. 8. Spectral rigidity $\Delta_{3}(L)$ for the three domains in Figs. 5-7. Lines with different styles denote theoretical expectations of spectral rigidity for the respective statistics.


Fig. 9. Examples of eigenstates of the Dirac equation for a bow-tie chaotic billiard. The maximum height (vertical distance from tip to base) is set to 1 , and the distance between two tips is 2 . Panels (a) and (b) are for $E=12.6756$, and (c) and (d) are for $E=23.1622$. Panels (a) and (c) show the $\phi$ components, while (b) and (d) show the $\chi$ components.


Fig. 10. Examples of eigenstates of the Dirac equation for the chaotic "Africa" billiard. The domain is confined within a rectangular box $x \in[-0.99,1.35]$ and $y \in[-1.22,0.92]$. Panels (a) and (b) are for $E=9.8060$, and (c) and (d) are for $E=19.4444$. Panels (a) and (c) show the $\phi$ components, while (b) and (d) show the $\chi$ components.

### 2.4. Application: relativistic quantum tunneling

To demonstrate the power of our method for solving the Dirac equation in arbitrary twodimensional closed systems, we address the problem of relativistic quantum tunneling in classically chaotic systems. A recent work considered the setting of two symmetric cavities (potential wells) connected by a finite potential barrier in the plane, through which a particle can tunnel [39]. It was showed that for non-relativistic quantum systems governed by the Schrödinger equation, classical chaos can regularize quantum tunneling rate. In particular, for integrable systems, when the particle energy is sufficiently large, the quantum tunneling rate can have values spread in a range that increases with the energy. However, when the system is classically chaotic, the spread in the tunneling rate can be reduced significantly. Equipped with our method for solving the Dirac equation, we set out to test whether the same phenomenon can occur in the relativistic quantum regime.

For non-relativistic quantum tunneling, due to the geometric symmetry in the double-well systems, the eigenstates are either symmetric or antisymmetric about the central barrier. A symmetric/antisymmetric pair means that, on one side of the double well, the eigenfunctions completely overlap, while on the other side, the eigenfunctions differ by the factor of -1 . In nonrelativistic quantum mechanics, tunneling rate is thus defined as the energy splitting $\Delta E$ between the symmetric and antisymmetric eigenstate pairs. This can be understood as follows. Suppose we have symmetric and antisymmetric eigenstate pairs $\psi_{S}$ and $\psi_{A}$. Define a new state $\psi(t)=\psi_{S} e^{-i E_{S} t / \hbar}+\psi_{A} e^{-i E_{A} t / \hbar}$. At time $t=0, \psi(0)=\psi_{S}+\psi_{A}$ describes a state in which the particle can be found only on one side of the double-well. We let this state evolve and find that at time $t_{0}=\pi \hbar / \Delta E$, where $\Delta E=\left|E_{S}-E_{A}\right|, \psi\left(t_{0}\right) \propto \psi_{S}-\psi_{A}$, meaning that the particle has tunneled to the other side of the well. However, for Dirac fermion systems, there is no clear criterion to separate symmetric/antisymmetric pairs from other mixed states. Paraphrasing it, a symmetric state cannot necessarily be paired with a corresponding antisymmetric state. Moreover, for massless Dirac fermions, because of the violation of the time-reversal symmetry [21], the reflection symmetry is also broken. As a result, the eigenstate itself does not have to be symmetric or antisymmetric.


Fig. 11. Generalized method for obtaining the tunneling rate. (a) Pick any eigenstate $\psi_{n}$. Renormalizing the wave function localized to the left of the potential barrier yields a new wave function $\psi(t=0)$. (b) Time evolution of probability for particle to be observed in the left part of the billiard, $P_{L}(t)$. Tunneling rate is defined as $R \equiv \pi \Delta P / \Delta T$.

In such situations, a new and more general definition of the tunneling rate in relativistic quantum systems is needed.

Our idea is the following. For arbitrary symmetric double-well system, we pick a random linear combination of eigenstates denoted as $\psi=\sum_{n} a_{n} \psi_{n}(\boldsymbol{r})$, where it is not necessary to run $n$ over all eigenstates. This is feasible because our method allows the eigenstates to be solved for any closed geometry. Figure 11(a) shows an example where only one eigenstate is selected. We then keep only the left side of $\psi$, and set the right side and the barrier part of $\psi$ to zero. We re-normalize this state and denote it as $\bar{\psi}=\sum_{n} \bar{a}_{n} \psi_{n}^{L}(\boldsymbol{r})$, where $\bar{a}_{n}$ 's are the renormalized coefficients, and $\psi_{n}^{L}(\boldsymbol{r})=$ $\psi_{n}(\boldsymbol{r})$ for $\boldsymbol{r}$ at the left well, and $\psi_{n}^{L}(\boldsymbol{r})=0$ otherwise. Next, we let this state $\bar{\psi}$ evolve with time. It is necessary to express it in terms of linear combination of all eigenstates, $\bar{\psi}=\sum_{m} b_{m} \psi_{m}(\boldsymbol{r})$,
where the summing index $m$ runs through all eigenstates. The coefficients $b_{m}$ can then be calculated as

$$
\begin{align*}
b_{m} & =\int_{D} \psi_{m}^{*} \bar{\psi} d \boldsymbol{r}=\int_{L} \psi_{m}^{*} \sum_{n} \bar{a}_{n} \psi_{n}^{L} d \boldsymbol{r} \\
& =\sum_{n} \bar{a}_{n} \int_{L} \psi_{m}^{*} \psi_{n} d \boldsymbol{r} \tag{2.18}
\end{align*}
$$

where $D$ and $L$ are the integration domains of the whole double well and of the left well, respectively. The time evolution of the state $\bar{\psi}$ is then given by $\bar{\psi}(t)=\sum_{m} b_{m} \psi_{m} e^{-i E_{m} t / \hbar}$. Because the particle state is initially confined within the left well, to characterize the tunneling process of this state, we calculate the probability that the particle is found in the left well with respect to time, $P_{L}(t)=$ $\int_{L}|\bar{\psi}(t)|^{2} d \boldsymbol{r}$. An example of the probability evolution is plotted in Fig. 11(b). The tunneling rate $R$ is found at the time when $P_{L}(t)$ reaches minimum for the first time, i.e., $R \equiv \pi \Delta P / \Delta T$, as shown in Fig. 11(b). This definition is more general because, for non-relativistic quantum tunneling, where symmetric/antisymmetric eigenstate pairs exist, it reduces to $\Delta E$.

Using our definition of the tunneling rate and employing the method for efficiently solving the Dirac equation developed in this chapter, we have verified that classical chaos can indeed regularize tunneling even for relativistic quantum systems.

### 2.5. Boundary conditions in graphene systems

Because of the high relevance of our method for solving the Dirac equation to experimental graphene systems, it is insightful to examine such systems with the kind of boundary conditions treated in Ref. [22]. As explored there, graphene lattice terminated in an arbitrary orientation usually possesses complicated boundary conditions, as can be seen from Eqs. (3.8) and (3.9) in Ref. [22]. In the summation form in Eq. (3.10), only the terms with $\left|\lambda_{ \pm}\right|=1$ form the four-component spinor in the Dirac equation, and the rest of them describe how the boundary modes decay from the edge. By such an analysis, the authors of Ref. [22] found that, for most orientations, the boundary condition should be zigzag-like. The staggered boundary potential in graphene mimics the infinitemass confinement for Dirac particles, leading to a boundary condition that sits on an extreme point
opposite from the zigzag one. Consequently, the boundary conditions for confined Dirac particles and for the terminated graphene lattice are somewhat different.

From the point of view of symmetry, graphene system in the absence of magnetic field preserves the time-reversal symmetry, which is the starting point of Ref. [22]. The staggered lattice potential breaks the pseudo-spin symmetry of the sublattice, which resembles the symplectic symmetry of a spin system but preserves the true time-reversal symmetry. A unique characteristic of graphene systems is the occurrence of pseudo-spins. However, the Dirac equation describes the behavior of a single relativistic quantum particle, for which the phenomenon of pseudo-spins does not exist. As a result, for relativistic quantum systems described by the Dirac equation, the mass term (not necessarily infinite) breaks the true time reversal symmetry. This difference can be revealed, for example, by the statistics of the energy-level spacing in the corresponding classes of classically chaotic billiards, where the graphene billiard exhibits GOE (Gaussian Orthogonal Ensemble) statistics, while the Dirac billiard has the GUE (Gaussian Unitary Ensemble) statistics.

Reference [22] studies the boundary conditions of a continuous Dirac-like equation for the pseudo-particles of graphene systems, as imposed by the discrete-lattice structure of graphene. A complete description of graphene incorporating boundaries needs four-component spinors due to the presence of a pseudo-spin for A and B atoms in a unit cell, and also a pseudo-spin for the two non-degenerate valleys. The method we have developed to solve the 2 D Dirac equation with twocomponent spinors thus describes the relativistic quantum motion of the graphene pseudo-particles in the absence of inter-valley scatterings. Since the boundaries of graphene flakes will in general mix quantum dynamics associated with the two valleys, the two-component Dirac equation cannot provide a complete description of such situations. Our point is that, for the first time in the literature we have developed an efficient method to solve the Dirac equation in an arbitrary shaped billiard, and the method can be used to provide deep understanding of phenomena such as scars and pointer states in quantum dots made of materials with linear energy-momentum dispersion relation such as graphene. While in general systems described by the Dirac equation are not identical to
experimentally widely investigated quantum-dot systems, locally the dispersion relation is the same. Our method can thus be used to probe such quantum-dot systems and gain deeper insights through investigation of the Dirac billiards for the low energy states, despite the differences in the boundary conditions between the Dirac and experimental graphene systems.

### 2.6. Conclusion

To obtain solutions of the Dirac equation in arbitrary two-dimensional geometries, which include complete sets of both eigenvalues and eigenfunctions, is essential for studying and exploring relativistic quantum behaviors and phenomena in graphene systems. To our knowledge, prior to the present work, no such methods existed in the literature. We have developed a general method to address this outstanding issue. The innovative aspects of our method are a proper incorporation of the boundary conditions and an efficient discretization scheme to represent the Dirac equation in matrix form. For a classically integrable system in a circular domain for which analytic solutions of the Dirac equation are available, our method yields results that are in excellent agreement with the analytic ones. For general geometries, including those whose dynamics are chaotic in the classical limit, our method yields the correct statistics of the solutions, such as the energy level-spacing distributions.

We anticipate that our method or its variants will become a basic tool to address a host of problems arising in the study of relativistic quantum mechanics in condensed matter devices. As a concrete example, we have outlined how the method can be applied in the context of resonant tunneling to calculate the relativistic quantum tunneling rate of massless Dirac fermions between a pair of symmetric but in an arbitrary domain.

We have focused our effort on planar system mainly because graphene is two-dimensional. However, our method can be reduced straightforwardly to one-dimensional systems. Extension to threedimensional systems is also feasible. Particularly, in three dimensions the Dirac spinor consists of at least four components and the Dirac tensors $\alpha$ and $\beta$ should be modified accordingly. One can still use the zero outgoing current flux and a similar lattice discretization, where now the Dirac equation
needs to be evaluated at the centers of unit lattice cubes.

## 3. EFFECT OF CHAOS ON RELATIVISTIC QUANTUM TUNNELING

In this chapter, we address the question of whether chaos can regularize tunneling in relativistic quantum systems. To be concrete, we study the motion of massless Dirac fermions in the setting of resonant tunneling to facilitate comparison with the non-relativistic quantum case. To solve the Dirac equation in a confined geometry is extremely challenging, particularly due to the difficulty to incorporate zero-flux boundary conditions. We overcome this difficulty by developing a numerical scheme based on constructing a physically meaningful, Hermitian Hamiltonian. Our extensive computations reveal unequivocally the existence of surviving eigenstates that lead to extremely low tunneling rates. As for the non-relativistic quantum case, making the cavities classically chaotic can greatly regularize the quantum tunneling dynamics. To explore the practical implications, we consider resonant tunneling devices made entirely of graphene [42], and calculate the tunneling rate for different energy values. We obtain qualitatively similar results as for massless Dirac fermions. One unique feature for both the Dirac and graphene systems, which finds no counterpart in nonrelativistic quantum tunneling devices, is the high tunneling rate in the regime where the particle energy is smaller than the height of the potential barrier. This is a manifestation of the Kleintunneling phenomenon [5, 43, 44]. To explain the numerical findings, we develop a theory based on the concept of self energies and the complex energy spectrum of the non-Hermitian Hamiltonian for the "open" cavity.

### 3.1. Generalizing tunneling rates for the relativistic particles

Consider the situation where a relativistic Dirac fermion is confined within a two-dimensional double-well system in which two symmetric cavities are weakly coupled by an electrical-potential barrier placed in between. The system is governed by the Dirac equation $i \hbar \partial_{t} \psi(t)=\hat{H} \psi(t)$, where the general form of Hamiltonian is given by $\hat{H}=c(\boldsymbol{\alpha} \cdot \boldsymbol{p})+\beta m c^{2}$, and $\psi$ is a two-component Dirac spinor. Assuming stationary solution $\psi(t)=\psi \exp (-i E t / \hbar)$, we obtain the steady-state Dirac equation $\hat{H} \psi=E \psi$. In two dimensions, $\boldsymbol{\alpha}=\boldsymbol{\sigma}=\left(\sigma_{x}, \sigma_{y}\right)$ and $\beta=\sigma_{z}$ are choices satisfying all anticommutation/commutation relations in Dirac/Lorentz algebra [29]. There are two
major challenges in numerically solving the Dirac equation: (i) a proper treatment of boundary conditions and (ii) a efficient and physically meaningful discretization scheme. Firstly, for boundary conditions, we can either replace the $m c^{2} \sigma_{z}$ term by a potential $U(\boldsymbol{r}) \sigma_{z}$ in the Hamiltonian and let $U(\boldsymbol{r})$ go to infinity outside the domain, or use the vanishing current condition $\boldsymbol{j} \cdot \boldsymbol{n}=0$, where $\boldsymbol{n}$ is the boundary surface normal. We obtain $\operatorname{Re}\left(e^{i \theta} \phi / \chi\right)=0$, where $\phi$ and $\chi$ are the components of Dirac spinor, $\psi=(\phi, \chi)^{T}$, and $\theta$ is the argument of the surface normal $\boldsymbol{n}$. It was demonstrated [21] that the condition is $\chi / \phi=i \exp (i \theta)$. When an external potential $V$ is present, such as the barrier in our tunneling problem, $E$ is replaced by $E-V$. Secondly, for a massless fermion, we can write the Dirac equation as

$$
\begin{equation*}
[v(\boldsymbol{\sigma} \cdot \boldsymbol{p})+V] \psi=E \psi \tag{3.1}
\end{equation*}
$$

where we have replaced $c$ by $v$ for more generalize cases (e.g., in graphene, the Fermi velocity is $v_{F} \sim 10^{6} \mathrm{~m} / \mathrm{s}$ ). Regarding discretization, the difficulty issue is fermion doubling [30,31]. We have developed and validated an efficient discretization scheme, incorporating proper boundary conditions, for solving the Dirac equation in arbitrary geometrical confinements in $(2+1)$ dimensions. Different from the k-p models (with different flavors of 6-band or 8-band Luttinger-Kohn model), a simple lattice grid is used to discretize the two-dimensional closed space. However, in solving massless Dirac fermion systems, a necessary ingredient designed to eliminate the fermion doubling problem is to evaluate the Dirac equations and the Dirac spinors at two different sets of square lattice points. Specifically, if one evaluates the Dirac spinors at locations $(i, j)$, the Dirac equations have to be evaluated at $(i+1 / 2, j+1 / 2)$, otherwise one ends up with two fermions in the first Brillouin zone, which conflicts with the original single fermion Dirac equation.

For non-relativistic quantum tunneling, due to geometric symmetry in the double-well systems, the eigenstates are either symmetric or antisymmetric about the central barrier. In this case, the tunneling rate is simply proportional to the energy splitting $\Delta E$ between the pairing symmetric and antisymmetric eigenstates [39]. However, for relativistic quantum tunneling, only in one spatial dimension can the symmetric and antisymmetric eigenstate pairs be defined. In fact, for both Dirac
fermion in $(2+1)$ dimensions and graphene systems, the symmetric and antisymmetric eigenstates are not necessarily in pair. A more general, physically meaningful definition of the tunneling rate is thus needed. Our approach is the following. For an arbitrary symmetric double-well system, first we choose a random linear combination of eigenstates, denoted as $\psi=\sum_{n} a_{n} \psi_{n}(\boldsymbol{r})$. We then set values of $\psi$ on the right side and barrier region to be zero and renormalize it. The new state is denoted as $\bar{\psi}=\sum_{n} \bar{a}_{n} \psi_{n}^{L}(\boldsymbol{r})$, where $\bar{a}_{n}$ 's are the renormalized coefficients, $\psi_{n}^{L}(\boldsymbol{r})=\psi_{n}(\boldsymbol{r})$ for $\boldsymbol{r}$ in the left well, and $\psi_{n}^{L}(\boldsymbol{r})=0$ otherwise. Next, we let this state $\bar{\psi}$ evolve with time and express it in terms of the linear combination of all eigenstates: $\bar{\psi}=\sum_{m} b_{m} \psi_{m}(\boldsymbol{r})$, where the index $m$ runs through all eigenstates. The coefficient $b_{m}$ can be calculated as $b_{m}=\int_{D} \psi_{m}^{*} \bar{\psi} d \boldsymbol{r}=$ $\int_{L} \psi_{m}^{*} \sum_{n} \bar{a}_{n} \psi_{n}^{L} d \boldsymbol{r}=\sum_{n} \bar{a}_{n} \int_{L} \psi_{m}^{*} \psi_{n} d \boldsymbol{r}$, where $D$ and $L$ denote the integration domains of the whole double well and the left well, respectively. The time evolution of the state $\bar{\psi}$ is then given by $\bar{\psi}(t)=\sum_{m} b_{m} \psi_{m} e^{-i E_{m} t / \hbar}$. Because the particle state is initially confined within the left well, to characterize the tunneling process of this state, we calculate the probability that the particle may be found in the left well with respect to time, $P_{L}(t)=\int_{L}|\bar{\psi}(t)|^{2} d \boldsymbol{r}$. The tunneling rate $R$ can be determined when $P_{L}(t)$ reaches minimum for the first time, i.e., $R \equiv \pi \Delta P / \Delta T$, where $\Delta P$ is the probability difference between the initial value and the first minimum of $P_{L}(t)$, and $\Delta T$ is the time it takes to reach the minimum. This definition is general because for non-relativistic quantum tunneling where symmetric/antisymmetric eigenstate pairs do exist, it reduces to $\Delta E$.

### 3.2. Numerical evidence

We now present numerical evidence for the effect of chaos on relativistic quantum tunneling. Figure 12 shows the generalized tunneling rate $R$ versus the normalized energy $E / V_{0}$ for massless Dirac fermion in the double-well barrier system for two types of geometry: one classically integrable and another chaotic. For the integrable geometry, we observe the existence of states with extremely low tunneling rates, as indicated by the arrow in Fig. 12(a). These correspond to states localized nearly entirely in the left or right side of the potential barrier, which "survive" the tunneling process between the two sides, as indicated by the accompanying pattern of local density of states (LDS). We


Fig. 12. Tunneling rates and LDS patterns for massless Dirac fermion in integrable and chaotic double-well systems, where $\phi$ and $\chi$ are two components of the Dirac spinor. A unit system $\hbar=$ $c=1$ has been used in our calculations. The barrier height $V_{0}$ is about 60 under such unit system. For the rectangle double-well, the width and the height are set to 2 and 1, respectively. The bow-tie chaotic shape is obtained by cutting the rectangle with three arcs such that the cut parts are all 0.3 measured on both sides of the baseline and central vertical line of the rectangle. The theoretical ratio of the left well width to the barrier width should be $24: 1$ for the rectangle, however, this ratio may vary after discretization.
note that, in non-relativistic quantum transport, these are effectively quantum pointer states $[45,46]$. In relativistic quantum systems, we observe that both components of the underlying Dirac spinor exhibit a heavy concentration of the probability in orbits along which particles travel vertically back and forth on either side, parallel to the barrier. For the chaotic geometry, while signatures of pointer states can still be found, they are weak as compared with those in the integrable counterpart, as shown in Fig. 12(b) and the accompanying LDS pattern. Analogous behaviors occur when the entire cavity is made of graphene, as shown in Fig. 13. Thus, in both Dirac fermion and graphene systems, we observe that classical chaos can greatly suppress the spread in the quantum tunneling rate, as in non-relativistic quantum systems [39].

A common phenomenon between Dirac-fermion and graphene tunneling systems is that, for small energies, pointer states are far less likely than in non-relativistic quantum systems. Consequently, in both systems, the tunneling rate can be quite large even in the small energy regime, as shown in Figs. 12 and 13. This is the direct consequence of Klein tunneling [5, 43, 44], which finds no counterpart in non-relativistic quantum mechanics where the tunneling rate tends to zero as the energy is decreased to zero [39]. Although both systems show almost identical relativistic behaviors at low energies, and both prove chaos regularization to be universal phenomenon across quantum systems, one should not confuse one system with the other. The difference between the two systems lies in the number of massless (quasi-)particles. It is clear that the system described by Eq.(3.1) contain a single massless Dirac fermion. On the other hand, for a graphene system in the low energy limit, the two electron states at different atoms (commonly called $A$ and $B$ ) in a unit cell can be think of as the two states of a massless quasi-particle's pseudo-spin. However, there are actually two of these massless particles close to the two distinct Dirac points. In presence of a spatially short-range potential, the coupling between the two Dirac points becomes apparent.


Fig. 13. Tunneling rates and LDS patterns in integrable and chaotic graphene double-well systems, where $A$ and $B$ denote the two distinct types of atoms a graphene unit cell. Tight-binding model is used in calculation for graphene systems. The barrier height is fixed at $V_{0} \sim 0.67 t$ (with $t$ denoting the nearest-neighbor hopping integral). After converting to the $\hbar=c=1$ unit system, the geometric measures and the barrier potential are the same as the single Dirac fermion system.

### 3.3. Analytical theory

### 3.3.1. The self-energy approach

To understand the effect of chaos on relativistic quantum tunneling, we develop a theory based on the self-energy concept widely employed in the study of quantum transport [15,47]. The basic observation is that pointer states generally result in low tunneling rate. Thus, when pointer states are present, the coupling between the two wells is weak. The tunneling rate can thus be approximated as the escaping rate of Dirac fermions between two nearly closed, weakly coupled wells. Let the left well be denoted by superscript (1), and the barrier together with the right well denoted by superscript (2). The Dirac equations for the whole double-well system can be written in terms of the Hamiltonians $H_{1}$ and $H_{2}$ for the separated closed wells as

$$
\left[\begin{array}{ll}
H_{1} & V_{12}  \tag{3.2}\\
V_{21} & H_{2}
\end{array}\right]\left[\begin{array}{l}
\psi^{(1)} \\
\psi^{(2)}
\end{array}\right]=E\left[\begin{array}{l}
\psi^{(1)} \\
\psi^{(2)}
\end{array}\right]
$$

where $V_{i j}$ are the coupling matrices. Note that, if the left well were itself closed, the corresponding equation is $H_{1} \psi^{(1)}=E_{1} \psi^{(1)}$, which becomes $\left(H_{1}+\Sigma^{R}\right) \psi^{(1)}=E \psi^{(1)}$ when weak coupling to the right well is taken into account, where $\Sigma^{R}=V_{12} G^{R} V_{21}$ is the self energy due to the barrier and the right well, and $G^{R}=\left(E+i \eta-H_{2}\right)^{-1}$ is the retarded Green's function. For each eigenstate in the left well, the energy shift can be obtained through first-order perturbation theory as $\left\langle\Sigma^{R}\right\rangle=\left\langle\psi^{(1)}\right| \Sigma^{R}\left|\psi^{(1)}\right\rangle$, which is typically complex. The real part of this shift changes the oscillating frequency of the corresponding eigenstate, while the imaginary part, denoted by $-\gamma$, introduces a decay factor $\exp \left(-c_{0} \gamma t / \hbar\right)$ in the time evolution of the probability, which describes the escaping rate of the Dirac fermions from the left to the right well. Note that, since the whole system is closed, $\gamma$ only describes the transient behavior associated with particle's tunneling from left to right, with any recurring behavior neglected. If we let the right well extend to infinity so that there is no reflection, the system is equivalent to a single left well coupled with an semi-infinite lead through a potential barrier, and $\gamma$ will be the tunneling rate for the single left-well system.


Fig. 14. Schematic diagram for one-dimension tunneling.

### 3.3.2. One dimensional model

To gain insights and also to validate that our proposed quantity $\gamma$ is indeed proportional to the tunneling rate, we consider a one-dimensional system for which the Dirac equation can be solved and the self-energy and consequently $\gamma$ can then be calculated analytically through the Green's function, as shown in Fig. 14. Specifically, the one-dimensional Dirac equation is $\left(-i \hbar v \sigma_{x} \partial_{x}\right) \psi=(E-V) \psi$. Since the potential is zero in the left well (of width $L_{x}$ ), the solution is

$$
\psi_{n}^{(1)}(x)=\frac{1}{\sqrt{L_{x}}} \exp \left(i \frac{\pi}{4}\right)\left[\begin{array}{c}
\cos \left(k_{n} x-\frac{\pi}{4}\right) \\
i \sin \left(k_{n} x-\frac{\pi}{4}\right)
\end{array}\right]
$$

where $k_{n}=(n+1 / 2) \pi / L_{x}$. For the right part, the barrier has width $W$ and $V=V_{0}$, and the right well has width $L$ and $V=0$. We obtain the solution

$$
\psi_{n}^{(2)}(x)=\left\{\begin{array}{lll}
A_{1} e^{i \kappa_{n} x} u_{+}+A_{2} e^{-i \kappa_{n} x} u_{-}, & \text {barrier } \\
A_{3} e^{i k_{n} x} u_{+}+A_{4} e^{-i k_{n} x} u_{-}, & \text {right-well, }
\end{array}\right.
$$

where $k_{n}=E /(\hbar v)=\left[V_{0} W /(\hbar v)+(m+1 / 2) \pi\right] /(L+W), \kappa_{n}=k_{n}-V_{0} /(\hbar v), u_{+}=(1,1)^{T}$ and $u_{-}=(1,-1)^{T}$ are bases for the spinor, and the coefficients $A_{i}$ are determined by the boundary conditions. Note that this is a combined solution for both $E<V_{0}$ and $E>V_{0}$. To calculate the self energy $\left\langle\Sigma^{R}\right\rangle$, we discretize the space and introduce the Green's function $G^{R}\left(x_{i}, x_{j}\right)$. The self energy can be expressed as [47]

$$
\left\langle\Sigma^{R}\right\rangle=\psi_{n}^{(1) \dagger}\left(L_{x}-a\right) V_{12} G^{R}\left(L_{x}+a, L_{x}+a\right) V_{21} \psi_{n}^{(1)}\left(L_{x}-a\right)
$$

where $x=L_{x}$ is the junction between the left well and the barrier, and the coupling components are $V_{12}=V_{21}^{\dagger}=-i \hbar v \sigma_{x}$. The Green's function can be calculated explicitly in the limit $L \rightarrow \infty$. After a substantial amount of algebra we obtain the following expression for the tunneling rate:

$$
\gamma=-\frac{(\hbar v)^{2}}{2 \pi L_{x}}[\cos (2 k a) \operatorname{Im}(C)-\sin (2 k a) \operatorname{Im}(S)]-\frac{\hbar v \eta}{2 \pi L_{x} E}
$$

where the quantities $S$ and $C$ are given by

$$
\begin{aligned}
S & =\int_{0}^{\infty} d k \frac{\sin (2 \kappa a)}{E+i \eta-\hbar v k} \\
C & =\int_{0}^{\infty} d k \frac{\cos (2 \kappa a)}{E+i \eta-\hbar v k}
\end{aligned}
$$

The integrals can be evaluated explicitly and we finally obtain $\gamma \approx \hbar v /\left(2 L_{x}\right)$. In one spatial dimension the standard tunneling rate $\Delta E$ can also be analytically calculated through symmetry considerations. We obtain $\Delta E \approx \hbar v \pi /\left(2 L_{x}\right)$ and consequently, $\gamma \approx \Delta E / \pi$. These analytic predictions have been verified numerically.

### 3.3.3. Two dimensional tunneling

For tunneling systems in two spatial dimensions, even when the geometry is regular it is not possible to calculate the tunneling rate analytically, due to the entanglement of the two Cartesian coordinates in the Dirac equation. The problem is solvable only for certain special types of boundary conditions for which the variables can be separated. One particular class of such systems is tunneling between two concentric ring regions, where the first cavity is given by $R_{1}<r<R_{2}$, the potential barrier is located in the region $R_{2}<r<R_{3}$, and the second cavity is in the region $R_{3}<r<$ $R_{4}$. When all four radii are large, this ring-shaped double-well tunneling system is topologically equivalent to a rectangular double-well with periodic boundary condition in one direction. We have solved the Dirac equation, calculated the Green's function and the self energy, and finally obtained a close-form expression for the tunneling rate $\gamma$, which involves various eigenstates that can be evaluated numerically. A representative behavior of $\gamma$ as a function of the energy is shown in Fig. 15, which is qualitatively similar to that in the rectangular double-well system. Of particular importance to the aim of this chapter are pointer states with extraordinarily low tunneling rates, which are the causes of the tunneling spread.

### 3.4. Summary

In summary, we have established the phenomenon of chaos-regularized tunneling in the relativistic quantum regime for both Dirac fermion and graphene tunneling systems. While tunneling in non-relativistic quantum mechanics has been well studied, there are two major challenges in investigating the phenomenon in relativistic quantum systems: solution of the Dirac equation in general two-dimensional spatial geometry and physically meaningful definition of the tunneling rate. We have overcome these difficulties and developed numerical methods and analytic theory to reveal


Fig. 15. Theoretical tunneling rate $\gamma$ for Dirac fermion in the two-dimensional ring system as described in the text. The eigenstates associated with the inner and outer ring regions are calculated numerically by solving the Dirac equation with proper boundary conditions. The parameters are $R_{1}=5, R_{2}=10$, and $V_{0}=5$. The dimensions for the outer part are $R_{3}=10.2$, and $R_{4}-R_{3}=3\left(R_{2}-R_{1}\right)$.
the generic features of relativistic quantum tunneling. While we focus on resonant tunneling, the methodology developed here can be extended to other relativistic quantum transport systems, such as various electronic transport devices made of graphene.

## 4. TRANSIENT CHAOS IN OPTICAL METAMATERIALS

### 4.1. Background

Optical metamaterials, also referred to as negative refractive-index materials, are artificially designed materials with unconventional properties that natural materials do not typically possess. Although the concept of metamaterials was proposed theoretically in 1968, explosive growth in research occurred only about a decade ago, where now the area has become one of the most active, interdisciplinary fields. Significant applications include superlens overcoming the optical diffraction limit and electromagnetically invisible materials. Quite recently, a correspondence of light-ray dynamics in optical metamaterials to general gravitational systems was suggested and signatures of chaos were revealed, opening the avenue to explore fundamental phenomena in gravitational physics that otherwise would not have been possible to be tested in laboratory experiments. In this chapter, we further probe chaos in metamaterial systems. In particular, through systematic computations of light-ray trajectories in two classes of systems, one time-dependent and another time-independent, we establish the existence of transient chaotic dynamics, both hyperbolic and nonhyperbolic, in these systems. In light of the analogy between metamaterial optics and gravitational physics, our results suggest that transient chaos can be quite common in gravitational systems obeying Einstein's general relativity.

In Sec. 4.2, we describe the equations of motion governing the dynamical behavior of light rays in optical metamaterials. In Sec. 4.3, we demonstrate transient chaos in metamaterial systems with time-dependent refractive index. In Sec. 4.4, we present evidence of transient chaos in timeindependent systems. A brief conclusion is offered in Sec. 4.5

### 4.2. Equations of motion

In general relativity, the geometry of the space is described by the four-dimensional space-time metric $g_{\mu \nu}(\mathbf{x}, t)$. The propagation of light rays in this empty but curved spacetime, which follows the natural geodesic lines, is governed by the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left[g_{00}(\mathbf{x}, t) \dot{t}^{2}-g_{i j}(\mathbf{x}, t) \dot{x}^{i} \dot{x}^{j}\right] \tag{4.1}
\end{equation*}
$$

Here, the Einstein summation convention is used for spatial coordinate indices $i$ and $j$, and $c=1$ is used. To relate the light propagation in curved space to that in the composite material, one needs to perform coordinate transformations [67] to Maxwell's equations. For isotropic media, an effective refraction index can be defined as $n=\sqrt{g / g_{00}}$, where $g=g_{i i}(i=1,2,3)$. Here we consider media with centro-symmetric effective refractive index $n$, and light-ray trajectory in the system can be further confined to the plane $\mathbf{r}=(x, y)$ due to the nature of planar motions of light rays in a centrally symmetric potential, as an orthogonal transformation always exists which brings the $z$-axis to be perpendicular to the plane of motion.

We now demonstrate that, after an appropriate coordinate transformation, the Lagrangian becomes

$$
\begin{equation*}
\mathcal{L}=\frac{1}{2}\left[\dot{t}^{2}-n^{2}(\rho, t)\left(\dot{\rho}^{2}+\rho^{2} \dot{\phi}^{2}\right)\right] \tag{4.2}
\end{equation*}
$$

where $\rho=|\mathbf{r}|, \phi$ denotes the azimuthal angle, and the derivatives are with respect to the proper time $\tau$. In particular, the key to the optical-mechanical analogy is the invariance of the Maxwell's equations under coordinate transformations. It was demonstrated [67] that the general covariant form of the free-space Maxwell's equations

$$
\begin{aligned}
F_{\mu \nu, \lambda}+F_{\lambda \mu, \nu}+F_{\nu \lambda, \mu} & =0 \\
F_{, \nu}^{\mu \nu} & =\mu_{0} J^{\mu}
\end{aligned}
$$

is equivalent to the constitutive equations

$$
\begin{aligned}
\mathbf{D} & =\varepsilon_{0} \varepsilon \mathbf{E}+c^{-1} \mathbf{w} \times \mathbf{H} \\
\mathbf{B} & =\mu_{0} \mu \mathbf{H}-c^{-1} \mathbf{w} \times \mathbf{E}
\end{aligned}
$$

Here, the optical medium has the permittivity and permeability tensors $\varepsilon=\mu=\sqrt{-g} g^{i j} / g_{00}$, where $g=\operatorname{det}\left(g_{\mu \nu}\right)$ and $w_{i}=g_{0 i} / g_{00}$. Consider now light-ray motion in a special curved spacetime metric $g_{\mu \nu}$ with the line element

$$
\begin{equation*}
d s^{2}=g_{00} d t^{2}-g_{i i} d x^{i} d x^{i} \tag{4.3}
\end{equation*}
$$

We can perform the coordinate transformation $x^{i}=h_{i} x^{i}$ (no summation) that relates it to the Minkowski space, where $h_{i}=\sqrt{g_{i i}}$ denote the Lamé coefficients of the transformation. To take into account the effect of the time-dilation factor $\sqrt{g_{00}}$, we use the normalized field quantities $E^{\prime i}=$ $\sqrt{g_{00}} E^{i}$ and $H^{\prime i}=\sqrt{g_{00}} H^{i}$, which are observable in experiments. The material properties in this case can be written as

$$
\begin{equation*}
\varepsilon_{i j}=\mu_{i j}=h_{1} h_{2} h_{3} \delta_{i j} /\left(h_{i} \sqrt{g_{00}}\right) \tag{4.4}
\end{equation*}
$$

For centrally symmetric space-time metric the line element can be expressed using the spherical coordinates as

$$
\begin{equation*}
d s^{2}=g_{00} d t^{2}-g_{\rho \rho}\left(d \rho^{2}+\rho^{2} d \Omega^{2}\right) \tag{4.5}
\end{equation*}
$$

By defining an effective refractive index $n=\sqrt{g_{\rho \rho} / g_{00}}$, we arrive at the transformed Lagrangian (4.2). This particular refractive index could be realized experimentally using pure dielectric materials that are non-dissipative and non-dispersive.

By reversing such coordinate transformation, the light-ray motion in the material in flat spacetime (as the case in a laboratory) is equivalent to that in empty but curved space-time, which can be studied by using the Euler-Lagrangian equations. We obtain

$$
\begin{align*}
\rho^{\prime} & =v \\
v^{\prime} & =\left[v^{2}+\gamma(\rho, t)\left(\rho^{2}+v^{2}\right)\right] / \rho  \tag{4.6}\\
t^{\prime} & =n(\rho, t)\left(\rho^{2}+v^{2}\right)^{1 / 2}
\end{align*}
$$

where $\gamma(\rho, t)=1+\rho \partial_{\rho} \ln n(\rho, t)$, and all derivatives marked by prime are with respect to the azimuthal angle $\phi$, e.g., $\rho^{\prime} \equiv d \rho / d \phi$. For static media [i.e., $\partial_{t} n(\rho, t)=0$ ], a recent stability analysis [59] provided a sufficient condition for having stable orbits inside the potential: $d \gamma(\rho) / d \rho \leq 0$, leading to a well-behaved refractive-index function

$$
\begin{equation*}
n(\rho) \sim \exp \left[\int d \rho \gamma(\rho) / \rho\right] / \rho \tag{4.7}
\end{equation*}
$$

A convenient case is given by the condition

$$
n(\rho)=n_{0}(\rho / a) \exp (-2 \rho / a)
$$

where $a$ is the radius of the circular orbit, and $n_{0}$ is a constant characterizing the maximum refractive index $n_{\max }=n_{0} /(2 e)$. Figure 16 presents a schematic illustration of the static effective refraction index with an outer boundary $\rho_{\max }$, outside which the refractive index $n_{s}(\rho)$ is truncated to unity. There are many periodic light-ray orbits [Figs. 16(b) and 16(c)] within the interaction region $\rho<$ $\rho_{\max }$ in this static system, making it a high quality optical cavity. However, in the presence of a timedependent, external electromagnetic source, light-ray trajectories inside the cavity become more complicated. The time-dependent refractive index can be denoted as $n(\rho, t)=n(\rho)+\Delta n(t)$, where $\Delta n(t)=\xi n_{\max } \sin (\omega t), \xi$ and $\omega$ are the intensity and the angular frequency of the perturbation, respectively. A possible experimental realization of this perturbation could be adding a small timevarying magnetic field perpendicular to the plane of the thin material plate. For linearly polarized light with magnetic component perpendicular to the material plane, this arrangement causes a small varying term in the effective permeability, and thus perturbs the refractive index in the desired way.

### 4.3. Transient chaos in systems with time-dependent refractive index

Two parameters characterizing the initial conditions of the ray dynamics are the impact parameter $b$ and the time $t_{\text {enter }}$ at which the light ray enters the interaction region defined as $\rho<\rho_{\text {max }}$. The parameter $t_{\text {enter }}$ is necessary to completely determine the trajectories of light rays because the refractive index is time-dependent. The initial time $t_{\text {enter }}$ can affect the light-ray trajectories inside the interaction region even though two beams of light are launched toward the interaction region with the same impact parameter. The two initial conditions can be conveniently defined as follows. The center of the potential is set at the origin in the plane. The light rays are sent from far field ( $\rho>\rho_{\max }$ ) in the $x$ direction toward the center of the interaction region. The impact parameter is then $b \equiv|y|$. The time $t_{\text {enter }}$ then marks the instant when the light ray reaches the circular outer boundary. Since the external perturbation $\Delta n(t)$ has the period $T=2 \pi / \omega$, it is convenient to use $t_{\text {enter }}[\bmod (\mathrm{T})]$ as the entering time. Figures $17(\mathrm{a})$ and $17(\mathrm{~b})$ show two parallel but closely separated incoming light-ray trajectories entering the interaction region at the same time, where the resulting trajectories inside the interaction region are also close. However, for another pair of nearby incident


Fig. 16. (a) Static effective refractive index and (b,c) stable periodic light ray orbits. In (a), the refractive index is truncated to unity for $\rho>\rho_{\max }=1.74 a$, and the parameters are $n_{0}=18.65$ and $a=15 \mu \mathrm{~m}$. In (b), the periodic orbit has the period $2 \pi$ and radius $a$. In (c), the periodic orbit has the period $4 \pi$. The labels $\mathrm{x}, \mathrm{y}$ and the subsequent occurrences are position parameters.
beams entering simultaneously, the trajectories are completely different, as shown in Figs. 17(c) and 17(d). The light-ray trajectories can thus be highly sensitive to the initial conditions, suggesting the emergence of transient chaos.

We now explore the dynamics of light rays in terms of the scattering functions, which are some quantities characterizing the rays after the interaction versus the impact parameter. In this regard, it is necessary to compensate the influence of the entering time $t_{\text {enter }}$ on the light trajectory, which can be quite significant if incident light rays are launched, e.g., from a line segment perpendicular to the incident direction. To achieve this, we send the light rays from an arc of radius $\rho_{\max }$ such that the wave front of the incident light beam coincides with the outer boundary of the refractive index potential if the time-dependent term $\Delta n(t)$ were not present. In such an arrangement, the incident light rays with different impact parameters enter the interaction region at the same time, and so the scattering function can be obtained with respect to a single input variable, i.e., the impact parameter. The light rays stay in the region for a certain amount of time $t_{\text {delay }}$ and then leave the interaction region. The output variables, the angle $\theta(b)[\bmod (2 \pi)]$ and delay time $t_{\text {delay }}(b)[\bmod (T)]$, are then plotted as functions of impact parameter $b$, as shown in Figure 18. These plots are characteristic of transient chaos in open Hamiltonian systems [60].

There are two types of transient chaos in open Hamiltonian systems: hyperbolic [68] and nonhyperbolic $[69,70]$. Of particular relevance to our work are the rigorous results on nonhyperbolic chaotic dynamics in soft-wall billiards [71-73]. In hyperbolic systems, all periodic orbits are unstable and the decay of particles from the interaction region is exponential [68]. In contrast, in nonhyperbolic dynamics, there are Kolmogorov-Arnold-Moser (KAM) tori and nonattracting chaotic sets coexisting in the phase space, and the particle decay is algebraic [69,70]. To determine the nature of transient chaos of optical rays in metamaterials, we compute and analyze the phasespace structure. In particular, without the time-dependent perturbation, there are two stable periodic orbits in the phase space, as shown in Figs. 16(b) and 16(c). In fact, if the refractive index $n(\rho)=n_{0}(\rho / a) e^{-2 \rho / a}$ were not truncated for $\rho>\rho_{\max }$, it can be less than unity. In that case,


Fig. 17. Scattering trajectories from two pairs of nearby initial conditions. The dash-dotted circles mark the outer boundary of the static refractive index potential, and the (green) triangles and (red) circles mark the incoming and outgoing positions of light ray at the boundary, respectively. All incident photons are sent from the $-x$ to $+x$ direction and the impact parameter is $b \equiv|y|$. The upper two panels (a: $\left.b=1.50002 a, t_{\text {enter }}=0.774 T\right)$ and $\left(\mathrm{b}: b=1.50003 a, t_{\text {enter }}=0.774 T\right)$ show two nearby incident positions with similar outgoing photon trajectories, while the bottom two panels $\left(\mathrm{c}: b=1.35995 a, t_{\text {enter }}=0.854 T\right)$ and $\left(\mathrm{d}: b=1.35996 a, t_{\text {enter }}=0.854 T\right)$ show two nearby incident rays with drastically different outgoing trajectories, indicating a sensitive dependence on initial conditions. The parameters are $a=15 \mu m, \omega=6 c / a$, and $\xi=0.2$.


Fig. 18. (a) Delay-time function $t_{\text {delay }}(b)[\bmod (T)]$ and (b) angle function $\theta(b)[\bmod (2 \pi)]$ for $\xi=$ 0.2 .
more periodic orbits of periods of multiples of $2 \pi$ can exist, e.g., the third possible periodic orbit has period $6 \pi$. Physical reality requires, however, $n_{s}(\rho)>1$ so that the truncation is necessary. Besides the periodic orbits of periods $2 \pi$ and $4 \pi$, there are an infinite number of quasiperiodic orbits in the interaction region. When the time-dependent perturbation is turned on, unstable periodic orbits are created, some of these quasiperiodic orbits survive, forming KAM tori, and nonattracting chaotic sets arise through the typical mechanism of homoclinic/heteroclinic intersections between the stable and the unstable manifolds of the unstable periodic orbits. As the intensity $\xi$ of the perturbation is increased, the regions containing the KAM tori shrink and the chaotic regions become more extensive in the phase space. A typical phase-space structure is shown in Fig. 19(a), where we observe both KAM tori and chaotic regions surrounding the central KAM island. Transient chaos is thus nonhyperbolic in this case. We note that, an analogous class of systems in classical mechanics exists, namely soft-wall billiards with repulsive potentials, for which certain rigorous results on chaotic dynamics are available [71-73].


Fig. 19. (a) Phase-space structure on a Poincaré surface of section for $\xi=0.2$. There are both KAM islands and chaotic regions, indicating nonhyperbolic transient chaos. The data points are sampled at $t=m T$ for $m \in \mathbb{N}$. (b) Fraction of light rays remaining in the interaction region as a function of time. We see that the decay is mostly algebraic, except for the initial small-time interval where the decay is exponential as demonstrated by the plot in the inset.

That the transient chaotic dynamics is nonhyperbolic can be further verified by examining the decay law of light rays. In particular, we define $R(t)$ to be the fraction of a large number of light rays (or photons in the short wavelength limit) still remaining in the interaction region $\rho<\rho_{\max }$ at time $t$. Because of the time-dependent nature of the refractive index, we launch a large number of incident light rays successively and uniformly distributed in one period $T$ of the external perturbation $\Delta n(t)$. The decay law of the light rays is shown in Fig. 19(b), where we see that $R(t)$ decreases exponentially for small $t$ but algebraically for most of the time interval considered. We have, for $t<8.7, R(t) \sim e^{-\alpha t}$ where $\alpha \approx 2.3$, and for $t \geq 8.7, R(t) \sim t^{-\beta}$ where $\beta \approx 1.4$.

### 4.4. Transient chaos in systems with time-independent refractive index

To demonstrate the generality of transient chaos in optical-metamaterial systems, we now consider a class of systems in which the refractive index is time-independent. In contrast to the timedependent case where chaos has been uncovered previously [59], there has been no study of chaos in time-independent metamaterial systems. Our system consists of three equally spaced, static, volcano-shaped refractive index potentials, as shown in Figs.20(a) and 20(b). The Lagrangian of the system is of the same form as Eq.(4.2) except that now the refractive index is constant. Moreover, due to the loss of the central symmetry in the potential, an additional dynamical variable $\theta_{v}$, the velocity angle with respect to the $+x$ direction, is needed to describe the dynamics. We obtain

$$
\begin{align*}
\dot{x} & =\cos \theta_{v} / n(x, y)  \tag{4.8}\\
\dot{y} & =\sin \theta_{v} / n(x, y) \\
\dot{\theta_{v}} & =\left(d \hat{\mathbf{v}} / d \theta_{v}\right) \cdot \nabla n / n^{2}
\end{align*}
$$

where $\hat{\mathbf{v}}$ is the unit vector in the velocity direction, and the derivatives are with respect to any affine parameter. In this system, the characteristics of transient chaos can be quite different in terms of whether the three refractive index potentials overlap. Figures 20(a) and 20(b) show two different configurations of the potentials. In Fig.20(a) where the potentials are spatially separated, there are stable periodic orbits in each potential region and unstable orbits circling the three potentials. In the overlapping case [Fig.20(b)], some of the stable orbits are destroyed, giving rise to complicated
trajectories. In this case, light ray trajectories can bounce back and forth between the original stable orbits within a single potential region and the unstable orbits that connect the three potentials, forming new unstable periodic orbits.

For the time-independent case, two convenient dynamical variables characterizing the transient dynamics are the impact parameter and the angle of incident light ray. To be concrete, we focus on scattering functions and the decay law with respect to variation in the impact parameter. An example of sensitive dependence of the trajectories on initial conditions is shown in the bottom panels of Fig. 20. In the non-overlapping potential case, the stable orbits inside each potential region cannot be reached by the trajectories starting from outside, i.e., the stable and unstable orbits are well separated. Figure 20(c) shows two distinct trajectories from two extremely closed initial impact parameters. For the overlapping case, Figs. 20(d) and 20(e) show two different trajectories from two nearby impact parameters. One can still see that the light ray encircles around the original stable orbits within the single potential region but finally leaves, due to the fact that the overlapping regions break the original stable orbits and connect them to the regions outside.

Typical scattering functions, where the incident angle of the light rays is fixed to be along the $+x$ direction, and the associated light-ray decay law are shown in Fig.21. We observe typical features of transient chaos. As shown in Fig.21(c), the decay law is exponential in this case, indicating the hyperbolic nature of the transient chaotic dynamics. The physical reason is that, since the potentials are non-overlapping, the stable and unstable periodic orbits are well separated in the phase space. Since decay law is meaningfully defined by light rays from outside the interaction region in all directions with random impact parameters, the KAM islands surrounding the stable periodic orbits are isolated from the regions outside and so are inaccessible to these rays, as shown in Figs. 22(a) and 22(b). For the overlapping-potential case, the dynamics is nonhyperbolic, as demonstrated by the phase-space structures shown in Figs. 22(c) and 22(d). In this case, three potentials penetrate into each other so that the originally inaccessible KAM islands are now accessible to light rays initiated afar from the interaction region, leading to an algebraic decay law, as shown in Fig.21(f).


Fig. 20. Time-independent effective-index distribution for (a) three separated potentials $d=$ $(2.5 / \sqrt{3}) r_{\text {max }}$, and (b) three overlapping potentials $d=(1.5 / \sqrt{3}) r_{\text {max }}$. Sensitive dependence of light ray trajectories on initial conditions are shown in (c-e). The dash-dotted circles, (green) triangles and (red) circles have the same meaning as in Fig.17. For the non-overlapping potential case (a), we show two trajectories in (c). The trajectory marked by the solid lines is for $b=2.92724527$, and the one marked by dashed line is for a slightly different $b$ value (increased by $10^{-8}$ ). In (d) $b=2.69012$, and (e) $b=2.69013$, two distinct trajectories from two close impact parameters for the overlapping potential case (b) are shown.


Fig. 21. For the non-overlapping refractive-index potential case $\left(d=(2.5 / \sqrt{3}) r_{\max }\right)$, $(\mathbf{a}, \mathrm{b})$ scattering functions and (c) exponential light-ray decay law. For the overlapping case ( $d=$ $\left.(1.5 / \sqrt{3}) r_{\max }\right)$, (d,e) scattering functions and (f) algebraic light-ray decay law.


Fig. 22. Phase-space structure for the non-overlapping ( $\mathrm{a}, \mathrm{b}$ ) and overlapping ( $\mathrm{c}, \mathrm{d}$ ) potential cases. The points are sampled when the direction of velocity (represented by $\theta_{v}$ ) forms $\pi / 2$ angle with respect to the polar angle $\phi$. This angle can be adjusted so that the resulting phase-space diagram looks similar but with each KAM island rotated.

There is then a crossover from exponential to algebraic decay as a system parameter changes so that the refractive-index potentials begin to overlap with each other, a known phenomenon in chaotic scattering in potential systems [74,75].

### 4.5. Conclusion

We have demonstrated transient chaotic dynamics of light rays in optical metamaterials under time-dependent perturbations, which can be realized by an external electromagnetic field. The transient dynamics is typically nonhyperbolic in this case. We have also demonstrated that, even without the external time-dependent perturbations, transient chaos can arise from a class of static refractive-
index potential configurations. To our knowledge, chaos in optical metamaterial systems with static refractive index has not been observed previously. A rigorous mathematical understanding of the chaotic dynamics in optical metamaterials is not available at the present, but insights can be obtained from previous mathematical works on chaos in soft-wall billiards [71-73]. Based on the recently established connection between optical metamaterial and in relativistic gravitational systems [59], our results reinforce the idea that complex chaotic dynamics in the latter can potentially be observed and tested in laboratory experiments using optical metamaterials.

## 5. EMERGENCE OF SCALING ASSOCIATED WITH COMPLEX BRANCHED WAVE STRUCTURES IN OPTICAL MEDIUM

Branched wave structures, an unconventional wave propagation pattern, can arise in random media. Experimental evidence has accumulated, revealing the occurrence of these waves in systems ranging from microwave and optical systems to solid-state devices. Experiments have also established the universal feature that the wave-intensity statistics deviate from Gaussian and typically possess a long-tail distribution, implying the existence of spatially localized regions with extraordinarily high intensity concentration ("hot" spots). Despite previous efforts, the origin of branched wave pattern is currently an issue of debate. We here propose a "minimal" model of wave propagation and scattering in optical media, taking into account the essential physics for generating robust branched flows: (1) a finite-size medium for linear wave propagation and (2) random scatterers whose refractive indices deviate continuously from that of the background medium. We find, through extensive numerical simulations and a detailed theoretical analysis, that branched wave pattern can emerge as a general phenomenon in wide parameter regime in between the weak-scattering limit and Anderson localization. The basic physical mechanisms to form branched waves are breakup of waves by a single scatterer and constructive interference of broken waves from multiple scatterers. Despite simplicity of our model, analysis of the scattering field naturally yields an algebraic (power-law) statistic in the high wave-intensity distribution, indicating that our model is able to capture the generic physical origin of these special wave patterns. The insights so obtained can be used to better understand the origin of complex extreme wave patterns, whose occurrences can have significant impact on the performance of the underlying physical systems or devices.

### 5.1. Method

In this chapter, we focus on wave propagation in two-dimensional optical medium and propose a class of models for branched wave patterns which contain two basic physical elements: (1) a uniform medium of finite size and (2) spatially localized scatterers randomly distributed in the medium, the refractive indices of which deviate from that of the background medium. The deviations can occur in
both ways which, in the case of negative deviation, may correspond to scatterers that are effectively negative-indexed, or metamaterials. The second element is required for generating dynamics beyond simple linear wave propagation. We shall demonstrate that such a minimal model can generate robust branched wave patterns, regardless of the detailed distribution of the refractive-index deviations associated with the random scatterers. We will derive theoretically that the model can naturally yield an algebraic (or power-law), long-tail type of distribution of the wave intensities.

More specifically, the model, approach, and findings of our study can be described, as follows. We consider the setting where a polarized monochromatic light propagates in a dielectric optical medium with random structural imperfections characterized by random refractive-index disorders (scatterers) of size comparable to the wavelength. Our numerical scheme employs the standard finite-difference frequency-domain (FDFD) method [89-92] to calculate the intensity of scattered field through multiple scatterers. In the weak scattering limit, i.e., when the wavelength $\lambda$ is much smaller than the mean free path $l$, we obtain striking branching flow structures of propagating light, similar to those observed in the 2DEG and microwave transport experiments. As the spatial density of the scatterers is increased, the intensity patterns exhibit more pronounced fractal-like behavior, where branches of extraordinarily high intensities tend to enhance themselves when forking into narrower and even smaller paths. Anderson localization of light is also observed as the mean free path approaches the strong scattering limit $(l \sim \lambda)$. Our extensive numerical computation also confirms that the branched structure can result from the caustics of the flow rather than the valleys of the random scatterers. We find that branched waves generically arise in the regime between weak scattering and strong localization of light waves.

In order to obtain a comprehensive understanding of the occurrence of branched waves in optical media and also to uncover their statistics, we develop a detailed analytic theory. Utilizing the Green's function method, we treat the scattering of two-dimensional polarized light wave off a single scatterer and obtain a theoretical explanation for the reason why the wavelength needs to be comparable to the size of the scatterer in order for noticeable large fluctuations of branching strands to
be observed. In contrast to the existing theory [86] which deals with stretches and folds in classical ray dynamics in a concrete and somewhat abstract manner, our theory enables us to visualize the branching flow structures of the scattered light intensities in different angular directions. Based on the results from scattering off a single scatterer, we next extend our treatment to multiple scatterers. In this case, coherent backscattering and recurrent multiple scattering become important, and they together contribute dominantly to the formation of extremely large amplitude events. This unstable branch stretching and accumulation process is highly sensitive to the scatterers' spatial distribution and thus is critical to the formation of fractal-like wave patterns. Because of the large intensity fluctuations caused by wave interference and the complexity of random-scatterer configuration, it is essential to focus on the statistical distribution function of light intensities. We have succeeded in deriving a formula for the distribution function of high intensities, which follows an algebraic (power-law) scaling law in the weak-scattering limit. This means that, associated with the branched waves, there are points in the space at which exceedingly large intensities can arise, the "hot" spots, in contrast to situations governed by Gaussian type of intensity distributions [93-96]. Note that the algebraic distribution was previously observed in electronic transport in 2DEG systems [86]. In the optical media, however, away from the weak-scattering limit (e.g., $\lambda / l \sim 0.35$ ), our theory predicts a small deviation from the algebraic scaling law, but the overall distribution is still markedly long-tailed.

A brief account of some of the above results has been published [97]. The purpose here is to provide a comprehensive treatment with a detailed theoretical analysis and extensive numerical results. The chapter is organized as follows. In Sec. 5.2, we describe our model and present extensive numerical evidence of branched wave patterns in optical media with negative- and positiveindex disorders, and a mixture of both. In Sec. 5.3, we develop a detailed analytic theory based on electromagnetic wave scattering to uncover the physical origin underlying the emergence of branched wave structures. The theory allows us to predict the significant statistical behaviors of these complex wave patterns, which are verified numerically. Conclusions and discussions are presented
in Sec. 5.4.

### 5.2. Numerical results

We consider a polarized, monochromatic, Gaussian light beam propagating in a dielectric medium of refractive index $n_{0}$, where the medium has embedded within itself $N$ random scatterers. The spatial distribution function of the refractive index for the whole system can be written as

$$
\begin{equation*}
n(\mathbf{r})=n_{0}+\sum_{i=1}^{N} \Delta n_{i} \exp \left[-\left|\mathbf{r}-\mathbf{r}_{i}\right|^{2} /\left(2 \sigma^{2}\right)\right] \tag{5.1}
\end{equation*}
$$

where $\Delta n_{i}$ is the magnitude of the refractive index of the $i$ th scatterer relative to that of the medium, and $\mathbf{r}=(x, y)$ is a two-dimensional vector. Each scatterer is characterized by a Gaussian-shaped refractive index profile, whose effective radius is $\sigma$. To simulate the scattering of electromagnetic waves, we use the standard FDFD method [92]. The wavelength is chosen to be $\lambda=1 \mu \mathrm{~m}$ so that the scattering strength ratio is $\lambda / l \sim 0.35$.

Figures 23(a-d) show, for a rectangular medium of size $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ and $N=300$, four typical cases of the distribution of the scattering field strength, where the scatterers have negative refractiveindex variations ( $\Delta n_{i}<0$ ) for panels ( $\mathrm{a}, \mathrm{b}$ ), and positive variation $\left(\Delta n_{i}>0\right)$ for panel (c), and a mixed distribution of negative and positive variations for panel (d). Signatures of branched wave patterns, especially a fractal-like branching structure, are apparent in all cases. Numerically, we observe that the shape of the refractive-index distribution associated with the random scatterers does not have a significant effect on the emergence and the statistical properties of the branched wave structures. However, in order to preserve high numerical accuracy and reduce artificial reflection effect, we have chosen some smoothly varied shape, such as the Gaussian shape. As will be derived analytically, in order to observe sharp, narrow, branch-like flows, the sizes of the scatterers should be comparable to the wavelength $\lambda$. Note that, the wave patterns for the negative and positive variation cases exhibit somewhat different branched forking structures. This is largely due to the fact that higher refractive-index regions attract light rays while lower refractive-index regions repel them. In the short-wavelength limit, the negative-indexed scatterers are equivalent to repulsive potential hills, while the positive ones are effectively attractive potential wells for light rays. In both cases, chaos


Fig. 23. For a rectangular optical medium of size $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ with $N=300$ spatially localized, Gaussian-shaped scatterers, typical spatial distributions of the magnetic field strength $|H|$ of the scattered waves. In each case, an external polarized, monochromatic, Gaussian wave of width $w=$ $1 \mu \mathrm{~m}$ and unit intensity is sent from the top of the region. For panels (a) and (b), the refractive-index variations are negative: $\Delta n_{i}=-0.5$. The variation is positive for panel (c): $\Delta n_{i}=0.5$. For panel (d), $\Delta n_{i}$ is randomly selected from the range $[-0.5,0.5]$. Other parameters are the same for all panels: $n_{0}=1, \lambda=1 \mu \mathrm{~m}$, and $\sigma=0.22$. We observe signatures of branched, fractal-like wave patterns in all cases.


Fig. 24. Positions of scatterers (marked by red circles) on top of various wave paths. Intensive wave branches tend to go through various boundaries of scatterers instead of passing through the various smooth valleys in between. Red arrow marks the position where interference fringes are observed. can arise in the zero wavelength limit.

Figure 24 shows the positions of the random scatterers superimposed on top of the branched wave pattern. A feature typical of the observed fractal-like wave patterns is that the wave branches tend to pass along the sides of the scatterers instead of going through the smooth valleys among the scatterers. This feature appears to be shared by electronic branched wave patterns in 2DEG systems [85, 86], where it was suggested that the wave branches may result from caustics in the corresponding classical regime. As for 2DEG systems, we also observe fringe patterns (e.g., marked by a red arrow in Fig.24), which are separated in space by about $\lambda / 2$. It is known that coherent backscattering [98] of light by disorders is responsible for the formation of these fringe patterns.


Fig. 25. Emergence of localization of light as the number of disorders is increased to $N=2000$. Other parameters are the same as in Fig.23.

More specifically, light backscattered by the disorders (in Fig. 24, close to the arrow along the propagating direction of light) tends to interfere with the forward propagating light, giving rise to the fringes separated by half-wavelength.

To gain more physical insights, we increase the scattering strength ratio to some value close to the Ioffe-Regel criterion defined by $k l<1$ so that localization of light is anticipated $[99,100]$. For $\lambda / l \sim 1$, with a small imaginary part added to the dielectric constant of the scatterer to model possible absorption effects, we observe extremely localized light-wave pattern, as shown in Fig. 25. The simulation is performed for media of the same size as in Fig. 23, but for clarity we show only the upper part of the region because most light in the strong localized state concentrates within this region. As the number of scatterers is increased, the probability of light paths connected by them to form cycles increases as well. Due to the time reversal symmetry of light propagation, paths having the same cycles but propagating in the opposite direction interfere constructively with the original circle paths, giving rise to strongly localized concentration of light intensities. In fact, as strongscattering regime is approached, the system exhibits a transition similar to that typically seen in an electronic system, which is transformed from a conducting to an insulating (localized) state.

### 5.3. Emergence of branched waves and their scaling behavior: theory

The problem setting is wave propagation in a two-dimensional optical medium with randomly positioned scattering centers. The material is assumed to be isotropic and linear, it is neither dispersive nor dissipative, and there is no source (free charge or current). For disorders with centrosymmetric refractive index distribution, the propagating direction of light wave with linear polarization is confined within a two-dimensional plane [97]. To be concrete, we focus on the TE mode, for which the magnetic field strength is given by $\mathbf{H}=H \mathbf{e}_{z}$. The Maxwell's equations for $\mathbf{H}$ lead to

$$
\begin{equation*}
\nabla \times\left(\frac{1}{\varepsilon} \nabla \times \mathbf{H}\right)=k^{2} \mu \mathbf{H} \tag{5.2}
\end{equation*}
$$

where $k=\omega / c$ is the vacuum wave vector, $\varepsilon$ and $\mu$ are the relative permittivity and permeability, respectively. The refractive index is $n_{0}=\sqrt{\varepsilon \mu}$. For polarized light, Eq. (5.2) becomes the following Helmholtz equation for the scalar field $H$ :

$$
\begin{equation*}
\left(\nabla^{2}+k^{2} n^{2}\right) H=\frac{\nabla n}{n} \cdot \nabla H \tag{5.3}
\end{equation*}
$$

The goal of our theoretical analysis is to calculate the scattering field and its statistical distribution throughout the medium. Our approach is to first analyze the field from a single scatterer and then extend the result to multiple scatterers to obtain the statistical properties of the resulted wave intensity. We assume that the random scatterers are far away from each other as compared with their sizes, which can be ensured if they are sparsely distributed in the medium. The shape of the random scatterers will also be taken into account in the analysis.

### 5.3.1. Scattering wave field from a single scatterer

Consider a single scatterer located at the origin. Without loss of generality, we set $n_{0}=1$. For the single-scatterer system we use approximated Gaussian shaped disorders as in our numerical computation, but analysis indicates that the shape of the disorder does not have a significant impact on the statistical properties of the wave intensity distribution.

To proceed, we decompose the magnetic field $H$ into an incident and a scattering part, i.e., $H=H^{i}+H^{s}$. The incident field is a plane wave $H^{i}=e^{i k x}$, whereas the scattering part is the
response of the small scatterer to the incident plane wave. If $n_{0}$ were not unity, the plane wave should be $e^{i k n_{0} x}$ instead. For field far away from the scatterer, i.e., $r \gg \sigma$, Eq. (5.3) becomes

$$
\begin{equation*}
\left(\nabla^{2}+k^{2}\right) H^{s}(\mathbf{r})=f_{1}+f_{2}+f_{3} \tag{5.4}
\end{equation*}
$$

where

$$
\begin{aligned}
& f_{1}(\mathbf{r})=-\left(\nabla^{2}+k^{2} n^{2}\right) H^{i} \\
& f_{2}(\mathbf{r})=\nabla H^{i} \cdot \nabla n / n \\
& f_{3}(\mathbf{r})=\nabla H^{s} \cdot \nabla n / n .
\end{aligned}
$$

At far field where $H^{i} \gg H^{s}$ is satisfied, only $f_{1}$ and $f_{2}$ contribute to the lowest-order approximation. In particular, to the lowest order, both $f_{1}$ and $f_{2}$ contain the $r^{-1 / 2}$ term at far field of $H^{s}$, whereas $f_{3}$ has the $r^{-1}$ term. It is thus reasonable to consider contributions from $f_{1}$ and $f_{2}$ only. Higher-order corrections due to the source term $f_{3}$ can be obtained by using recursive iterations, but their contributions to the wave field are insignificant and thus will not be included in our analysis. The Green's function associated with Eq. (5.4) is

$$
\left(\nabla^{2}+k^{2}\right) G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=-\delta\left(\mathbf{r}-\mathbf{r}^{\prime}\right)
$$

The standard solution to the Green's function in two dimensions is given by

$$
G\left(\mathbf{r}, \mathbf{r}^{\prime}\right)=\frac{i}{4} h_{0}^{(1)}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)
$$

where $h_{0}^{(1)}=J_{0}+i Y_{0}$ is the Hankel function of the first kind. The scattering field can then be written as the summation of two convolution operations:

$$
H^{s}(\mathbf{r})_{r \gg \sigma} \approx \sum_{j=1,2}\left(G * f_{j}\right)(\mathbf{r}),
$$

where $H_{j}^{s}(\mathbf{r})=\left(G * f_{j}\right)(\mathbf{r}),(j=1,2)$. Physically, the two scattering fields $H_{1}^{s}$ and $H_{2}^{s}$ result from the inhomogeneity $n(\mathbf{r})$ in the refractive-index profile and its spatial variations $\nabla n(\mathbf{r})$, respectively, as shown in Fig. 26.


Fig. 26. Approximations of (a) $n^{2}$ and (b) $\nabla n / n$ as functions of the distance from center of the scatter. Blue solid lines represent the refractive-index profiles of the Gaussian-shaped scatterer and the red dashed lines are the polynomial approximations. The typical parameters shown here are $n_{0}=2, \Delta n=0.5, \sigma=0.2 \mu \mathrm{~m}, \alpha=1$, and $\beta=2 / 3$.


Fig. 27. Integration domain $D\left(\mathbf{r}^{\prime}\right)$ of a single scatterer located at the origin with a truncated radius $r_{b}$. The incident beam is from $-x$ direction and the scattered field $H_{j}^{s}$ is evaluated at far field $\mathbf{r}$.

The scattering fields due to $f_{1}$ and $f_{2}$ can be calculated separately. For example, in order to obtain $H_{1}^{s}$ analytically, we approximate the refractive index of the scatterer as

$$
n^{2}(\mathbf{r}) \approx\left\{\begin{array}{cc}
(1+\Delta n)^{2}-\Delta n(1+\Delta n)\left(\frac{r}{\alpha \sigma}\right)^{2}, & r \leq r_{b}  \tag{5.5}\\
1, & r>r_{b}
\end{array}\right.
$$

where

$$
r_{b}=\alpha \sigma \sqrt{\frac{\Delta n+2}{\Delta n+1}}
$$

is the truncated boundary of the scatterer, and $\alpha$ is the parameter that controls the width of variation in $n^{2}$, as shown in Fig. 26(a). This form of the refractive index function with a finite domain of disorder profile allows us to evaluate analytically the scattering field at far field by integrating the convolution, which requires the asymptotic form of the Hankel function at far field:

$$
h_{0}^{(1)}\left(x \gg \frac{1}{4}\right) \sim\left(\frac{\pi x}{2}\right)^{-1 / 2} \exp \left(i\left[x-\frac{\pi}{4}\right]\right)
$$

The integration is confined within the shaded area in Fig. 27, i.e., $D\left(\mathbf{r}^{\prime}\right):\left|\mathbf{r}^{\prime}\right|<r_{b}$. The conditions to ensure the validity of the far-field approximation $x=k\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \gg 1 / 4$ can be estimated, as follows. For $\Delta n=-0.5, \lambda=1 \mu \mathrm{~m}, \sigma=0.22$, and $\alpha=1$, we have $r_{b} \approx 0.38 \mu \mathrm{~m}$, and $r>$ $2\left[10 \cdot(1 / 4) / k+r_{b}\right] \approx 1.56 \mu \mathrm{~m}$. This means that, in a $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ medium, we can have up to 1000 disorders while still maintaining the sparsity condition, provided that the disorders are arranged on a lattice. Since, in our simulation, the disorders are randomly placed in the medium, the acceptable maximum number of disorders is considerably less. Using the asymptotic form of the Hankel function, the field $H_{1}^{s}(\mathbf{r})$ becomes

$$
\begin{aligned}
H_{1}^{s}(\mathbf{r})_{r \gg r_{b}}= & \iint_{D\left(\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime} G\left(\mathbf{r}, \mathbf{r}^{\prime}\right) f_{1}\left(\mathbf{r}^{\prime}\right) \\
= & \iint_{D\left(\mathbf{r}^{\prime}\right)} d \mathbf{r}^{\prime} \frac{i}{4} h_{0}^{(1)}\left(k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|\right)\left(-\nabla^{\prime 2}-k^{2} n^{2}\right) e^{i k x^{\prime}} \\
\approx & \frac{i}{4} \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4}} k^{3 / 2} \\
& \cdot \Delta n\left[\frac{(\Delta n+1)}{\sigma^{2}} I_{1}^{(2)}-(\Delta n+2) I_{1}^{(0)}\right]
\end{aligned}
$$

where the integrals $I_{1}^{(\ell)}(\mathbf{r})$ of orders $\ell=0,2$ are of the following form:

$$
I_{1}^{(\ell)}(\mathbf{r})=\iint_{\left|\mathbf{r}^{\prime}\right|<r_{b}} d \mathbf{r}^{\prime} r^{\prime \ell} \frac{e^{i k\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|+x^{\prime}\right)}}{\sqrt{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}
$$

Similarly, for $H_{2}^{s}(\mathbf{r})$ resulting from the source term $f_{2}$, we expand $\nabla n / n$ as

$$
\frac{\nabla n}{n} \approx\left\{\begin{array}{cc}
\frac{\Delta n}{1+\Delta n}\left(1-\frac{\beta r^{2}}{2 \sigma^{2}}\right)\left(-\frac{\mathbf{r}}{\sigma^{2}}\right), & r \leq r_{b}^{\prime}  \tag{5.6}\\
0, & r>r_{b}^{\prime}
\end{array}\right.
$$

where

$$
r_{b}^{\prime}=\sigma \sqrt{\frac{2}{\beta}}
$$

An approximate form of $\nabla n / n$ is shown in Fig. 26(b), where we use matched values of $\alpha$ and $\beta$ so that the boundaries are identical for both integration domains, i.e., $r_{b}=r_{b}^{\prime}$. Under these approximations, $H_{2}^{s}$ can be written as

$$
\begin{aligned}
H_{2}^{s}(\mathbf{r})_{r \gg r_{b}^{\prime}} \approx & -\frac{1}{4} \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4}} k^{1 / 2} \\
& \cdot \frac{\Delta n}{(1+\Delta n) \sigma^{2}}\left[\frac{\beta}{2 \sigma^{2}} I_{2}^{(2)}-I_{2}^{(0)}\right]
\end{aligned}
$$

where the integrals $I_{2}^{(\ell)}$ for orders $\ell=0,2$ are defined to be

$$
I_{2}^{(\ell)}(\mathbf{r})=\iint_{\left|\mathbf{r}^{\prime}\right|<r_{b}^{\prime}} d \mathbf{r}^{\prime} r^{\prime \ell} x^{\prime} \frac{e^{i k\left(\left|\mathbf{r}-\mathbf{r}^{\prime}\right|+x^{\prime}\right)}}{\sqrt{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}
$$

To calculate $I_{j}^{(\ell)}$, s, we use polar coordinates, as depicted in Fig. 27. In the region $r \gg r_{b}$, the approximations

$$
\left|\mathbf{r}-\mathbf{r}^{\prime}\right| \approx r-\hat{\mathbf{r}} \cdot \mathbf{r}^{\prime}=r-r^{\prime} \cos \left(\phi-\phi^{\prime}\right)
$$

and

$$
\frac{1}{\sqrt{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}} \approx r^{-1 / 2}\left[1+\frac{1}{2} \frac{r^{\prime}}{r} \cos \left(\phi-\phi^{\prime}\right)\right]
$$

hold, where $\hat{\mathbf{r}}$ is the unit vector in the direction of $\mathbf{r}^{\prime}, \phi$ and $\phi^{\prime}$ (cf. Fig. 27) are the polar angles of $\mathbf{r}$ and $\mathbf{r}^{\prime}$, respectively. It can be shown that all the integrals involved in the two scattering fields have the general form

$$
\begin{align*}
I_{\tau \mu \nu}(r, \phi) & =\int_{0}^{R} d r^{\prime} \int_{0}^{2 \pi} d \phi^{\prime} r^{\prime \tau} \cos ^{\mu} \phi^{\prime} \cos ^{\nu}\left(\phi-\phi^{\prime}\right)  \tag{5.7}\\
& \cdot \exp \left(i k r^{\prime}\left[\cos \phi^{\prime}-\cos \left(\phi-\phi^{\prime}\right)\right]\right)
\end{align*}
$$

where $R$ denotes $r_{b}$ or $r_{b}^{\prime}$, and $\tau, \mu, \nu \in \mathbb{N}$. More specifically, $I_{j}^{(\ell)}$ can be expressed using $I_{\tau \mu \nu}$ 's,

$$
\begin{align*}
& I_{1}^{(0)}=e^{i k r}\left[r^{-1 / 2} I_{100}+\frac{1}{2} r^{-3 / 2} I_{201}\right], \\
& I_{1}^{(2)}=e^{i k r}\left[r^{-1 / 2} I_{300}+\frac{1}{2} r^{-3 / 2} I_{401}\right],  \tag{5.8}\\
& I_{2}^{(0)}=e^{i k r}\left[r^{-1 / 2} I_{210}+\frac{1}{2} r^{-3 / 2} I_{311}\right], \\
& I_{2}^{(2)}=e^{i k r}\left[r^{-1 / 2} I_{410}+\frac{1}{2} r^{-3 / 2} I_{511}\right] .
\end{align*}
$$

A key step in obtaining the scattering field is then to integrate $I_{\tau \mu \nu}(r, \phi)$. Take $I_{201}$ for example.
We first integrate the $\phi^{\prime}$ part by expressing the exponent as

$$
\cos \phi^{\prime}-\cos \left(\phi-\phi^{\prime}\right)=\sqrt{2-2 \cos \phi} \sin \left(\theta-\phi^{\prime}\right)
$$

where

$$
\sin \theta \equiv \frac{1-\cos \phi}{\sqrt{2-2 \cos \phi}}, \text { and } \cos \theta \equiv \frac{\sin \phi}{\sqrt{2-2 \cos \phi}}
$$

The integral $I_{201}$ then becomes

$$
\begin{aligned}
I_{201}(r, \phi)= & \int_{0}^{r_{b}} d r^{\prime} r^{\prime 2} \int_{0}^{2 \pi} d \phi^{\prime} \cos \left(\phi-\phi^{\prime}\right) \\
& \cdot \exp \left[i k r^{\prime} \sqrt{2-2 \cos \phi} \sin \left(\theta-\phi^{\prime}\right)\right] \\
= & 2 \pi i \sin (\phi-\theta) \\
& \cdot \int_{0}^{r_{b}} d r^{\prime} r^{\prime 2} J_{0}^{\prime}\left(k r^{\prime} \sqrt{2-2 \cos \phi}\right) \\
= & -2 \pi i \sin (\phi-\theta) \frac{r_{b}^{2} J_{2}\left(k r_{b} \sqrt{2-2 \cos \phi}\right)}{k \sqrt{2-2 \cos \phi}} \\
= & -\pi i k^{-1} r_{b}^{2} J_{2}\left(k r_{b} \sqrt{2-2 \cos \phi}\right)
\end{aligned}
$$

where in the last step, we have used $\sin (\phi-\theta)=\sqrt{2-2 \cos \phi} / 2$. All the integrals are Bessel functions, or more generally, hypergeometric functions. After evaluating all $I_{\tau \mu \nu}$ integrals, we obtain the final scattering fields as

$$
\begin{align*}
& H_{1}^{s}(r, \phi)_{r \gg r_{b}}=a_{11} \frac{e^{i k r}}{r^{1 / 2}} \Phi_{1}(\phi)+a_{12} \frac{e^{i k r}}{r^{3 / 2}} \Psi_{1}(\phi), \\
& H_{2}^{s}(r, \phi)_{r \gg r_{b}}=a_{21} \frac{e^{i k r}}{r^{1 / 2}} \Phi_{2}(\phi)+a_{22} \frac{e^{i k r}}{r^{3 / 2}} \Psi_{2}(\phi), \tag{5.9}
\end{align*}
$$

where the angular functions are

$$
\begin{align*}
& \Phi_{1}(\phi)=\frac{J_{2}\left(k r_{b} \sqrt{2-2 \cos \phi}\right)}{2-2 \cos \phi} \\
& \Psi_{1}(\phi)=\frac{J_{3}\left(k r_{b} \sqrt{2-2 \cos \phi}\right)}{\sqrt{2-2 \cos \phi}}  \tag{5.10}\\
& \Phi_{2}(\phi)=\frac{J_{3}\left(k r_{b}^{\prime} \sqrt{2-2 \cos \phi}\right)}{\sqrt{2-2 \cos \phi}} \\
& \Psi_{2}(\phi)=\frac{J_{4}\left(k r_{b}^{\prime} \sqrt{2-2 \cos \phi}\right)}{2-2 \cos \phi}
\end{align*}
$$

and the coefficients $a_{i j}$ 's are given by

$$
\begin{align*}
& a_{11}=-4 \pi k^{-1 / 2}\left(\frac{i}{4} \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4}}\right) \frac{\Delta n(\Delta n+1) r_{b}^{2}}{\sigma^{2}}, \\
& a_{12}=\pi i k^{-1 / 2}\left(\frac{i}{4} \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4}}\right) \frac{\Delta n(\Delta n+1) r_{b}^{3}}{\sigma^{2}}  \tag{5.11}\\
& a_{21}=2 \pi k^{-3 / 2}\left(\frac{i}{4} \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4}}\right) \frac{\Delta n r_{b}^{\prime}}{(\Delta n+1) \sigma^{2}} \\
& a_{22}=-\pi i k^{-3 / 2}\left(\frac{i}{4} \sqrt{\frac{2}{\pi}} e^{-i \frac{\pi}{4}}\right) \frac{\Delta n r_{b}^{\prime 2}}{(\Delta n+1) \sigma^{2}}
\end{align*}
$$

By considering only the lowest order $r^{-1 / 2}$, we can write the scattering field in the form

$$
\begin{equation*}
H^{s}(r, \phi)_{r \gg r_{b}, r_{b}^{\prime}}=\frac{e^{i k r}}{r^{1 / 2}} \Phi(\phi) \tag{5.12}
\end{equation*}
$$

where $\Phi(\phi)=a_{11} \Phi_{1}(\phi)+a_{21} \Phi_{2}(\phi)$. While Eq.(5.12) is derived under the assumption $n_{0}=1$, the cases where $n_{0}$ is not unity can be treated by using the simple substitutions $k \rightarrow k n_{0}$ and $\Delta n \rightarrow \Delta n / n_{0}$.

Figures 28(a) and 28(b) show the behavior of the angular part $\Phi(\phi)$ for two distinct cases, corresponding to extreme cases of small and large scatterer-wavelength ratios, respectively. When the ratio $r_{b} / \lambda$ is small [Fig. 28(a)], the scattering field is nearly uniform in all directions from the scatterer. In contrast, as the size of the scatterer is increased so that $r_{b} / \lambda$ becomes large, the energy associated with the incident wave concentrates mostly in the incident direction, leaving oscillating fields of small amplitude in other directions, as shown in Fig. 28(b). The inset of Fig. 28(b) indicates the oscillatory behavior of the scattering field, which represents the branched but somewhat weak wave flow patterns in different directions. An optimal ratio $r_{b} / \lambda$ can be found in between the


Fig. 28. Angular distributions of the scattering field $H^{s}(r=$ const., $\phi)$ for two different scattererwavelength ratios $\left(r_{b} / \lambda\right)$. Assuming $r_{b}=r_{b}^{\prime}$, we compute the angular functions $\Phi_{1}$ and $\Phi_{2}$ corresponding to scattered fields of order $r^{-1 / 2}$ under two cases: (a) $r_{b} / \lambda=0.3$ and (b) $r_{b} / \lambda=3$. The inset of (b) shows the oscillating behavior for $\phi>0.5$.
two cases shown in Fig. 28, implying that the branched structure emerges only when the size of the scatterer is comparable to the incident wavelength.

The scattering field structure calculated directly from Eq. (5.9) is shown in Fig. 29. In the forward $(+x)$ direction, the strength of the scattering field decreases with the radius and the field is composed of a series of magnified flows radiating in all directions. This faithfully reproduces the typical behavior of the scattering field obtained from direct FDFD simulation where the main wave branches fork into smaller ones when encountering refractive index disorders. Note that in Figs. 29(e) and 29(f), both the $r^{-1 / 2}$ and $r^{-3 / 2}$ terms have been taken into account, but the $r^{-3 / 2}$ term is significantly weaker than the $r^{-1 / 2}$ term in magnitude [as evidenced in Figs. 29 (a-d)], providing further validation of Eq. (5.12).

Our expression for the scattering field of a single scatterer provides qualitative explanation as to why a highly non-uniform structure associated with the field can arise. In particular, the analytic
result explains, instead of a uniform spread of the scattering field in all directions, it tends to form a branched structure with hot spots. In the presence of multiple scatterers, each scattering event gives rise to a few dominant branches that spread out to far field. Some of the remaining scatterers are located within the large branches while most other scatterers are located outside any large branched structure. These latter group of scatterers are essentially not affected by the scattering field. Second-stage scattering will also induce some large branches, which can possibly "meet" with the branches from the first-stage scattering and generate constructive interference. Highly localized structure of the field can result from such interference. The probabilities of destructive and constructive interferences are approximately the same. However, since the higher-level scattering fields are necessarily weaker than the ancestor wave branches, the already generated intense branches cannot be eliminated, especially for the branches near the center direction of the propagation. This provides a plausible explanation as to why in most cases the strongest branch in our simulation either is along the center direction or titles slightly to one side. The former is due to equal probabilities that the random scatterers appear on both sides of the main propagation direction, and the latter is caused by the asymmetric distribution of the refractive index of the scatterer on both sides. This branch-accumulation process is extremely sensitive to the disorders' spatial distribution, leading to the emergence of branched wave patterns.

### 5.3.2. Multiple disorders

Based on the results from a single scatterer, we now analyze the scattering field due to multiple random scatterers. Although a general analysis of coherent scattering of light in random medium has been available for many years (see, for example, Ref. [98]), our focus here is on the emergence and statistical properties of branched waves. To make analysis feasible, we assume that all scatterers have the same size and are relatively far from each other: $r_{i j} \gg r_{b}$, as shown in Fig. 30, where $r_{i j}$ is the distance between scatterers $i$ and $j$, and $r_{b}$ is the size of each scatterer. The scatterers can then be regarded as weakly correlated, rendering applicable our analysis leading to Eq.(5.12) of the scattering field from a single scatterer. Let $i$ denote the primary scatterer and consider another scat-
terer, denoted by $j$. Waves scattered from $i$ can undergo a secondary scattering process off scatterer $j$. Let the original incident wave direction be $+x$ and the direction from $i$ to $j$ be $+x^{\prime}$. The primary scattering field is the incident wave of secondary scattering off scatterer $j$. The transformation from frame $\left(x^{\prime}, y^{\prime}\right)$ to frame $(x, y)$ is

$$
\mathbf{r}=\mathbf{R}\left(\phi_{j}\right) \mathbf{r}^{\prime}+\mathbf{r}_{i j},
$$

where $\mathbf{R}\left(\phi_{j}\right)=\left(\begin{array}{cc}\cos \phi_{j} & -\sin \phi_{j} \\ \sin \phi_{j} & \cos \phi_{j}\end{array}\right)$ is the rotation operator. According to Eq. (5.12), we write the scattering field from scatterer $i$ in the vicinity of scatterer $j$ as

$$
\begin{aligned}
\frac{e^{i k\left|\mathbf{R r}^{\prime}+\mathbf{r}_{i j}\right|}}{\sqrt{\left|\mathbf{R r}^{\prime}+\mathbf{r}_{i j}\right|}} \Phi(\phi) & \approx \frac{e^{i k r_{i j}} e^{i k r^{\prime} \cos \phi^{\prime}}}{\sqrt{r_{i j}+r^{\prime} \cos \phi^{\prime}}} \Phi\left(\phi_{j}\right) \\
& \approx \frac{e^{i k r_{i j}}}{\sqrt{r_{i j}}} \Phi\left(\phi_{j}\right) e^{i k x^{\prime}}
\end{aligned}
$$

Since the $e^{i k x^{\prime}}$ term is now the incident plane wave for the secondary scattering process, to the lowest order $r^{-1 / 2}$, the scattering fields from the first and second stages differ by only a fixed pattern factor. To define this factor properly, we consider three scatterers (denoted by $i, j, \ell$ ) through which the light passes successively, forming a multiple scattering process. The cumulative factor can then be defined as

$$
q_{i, j, \ell}=\frac{e^{i k\left|\mathbf{r}_{\mathbf{j}}-\mathbf{r}_{\mathbf{i}}\right|}}{\sqrt{\left|\mathbf{r}_{\mathbf{j}}-\mathbf{r}_{\mathbf{i}}\right|}} \Phi\left[\arccos \left(\mathbf{e}_{i j} \cdot \mathbf{e}_{j \ell}\right)\right]
$$

where $\mathbf{e}_{i j}$ is the unit vector in the direction of $\mathbf{r}_{j}-\mathbf{r}_{i}$.
Let the subscript 0 denote infinity where the incident wave is originated, and assume that the incident wave beam is first scattered by only one scatterer, labeled by 1 . Treating the field point $j$ as another scatterer, we obtain the total field from all possible scattering paths,

$$
\begin{equation*}
q_{0,1, j}+\sum_{i} q_{0,1, i} q_{1, i, j}+\sum_{i, \ell} q_{0,1, i} q_{1, i, \ell} q_{i, \ell, j}+\ldots \tag{5.13}
\end{equation*}
$$

If the scatterers are randomly distributed, the summation over the same scattering level will not cause order-of-magnitude changes in the scattering field, due to the fact that complex variables of similar magnitude but of random phases will cancel each other, generating a complex number close to the origin in the complex plane. In order to obtain an analytic expression for the total scattering
field so that its statistical properties can be analyzed, we need to make approximations on each $q_{i, j, \ell}$ term. Specifically, we write

$$
q_{i, j, \ell} \approx q(\rho, \varphi)=\rho^{-1 / 2} \exp (i k \rho) \Phi(\varphi)
$$

where $\rho$ is the distance between each pair of scatterers and $\varphi$ is the angle determined by the relative positions of the three consecutive scatterers. Under this approximation, the sum of the first $m$ terms in Eq. (5.13) becomes

$$
S_{m}=q+q^{2}+q^{3}+\cdots+q^{m}
$$

Letting $q=a e^{i \theta}$, where $a \geq 0$, we get the sum of the geometric series $S_{\infty}=a e^{i \theta} /\left(1-a e^{i \theta}\right)$. Similar to geometric series of real numbers, $a \in[0,1)$ is the condition that guarantees the convergence of the sum. In our case, this condition is satisfied because we assume weakly correlated scatterers so that $a \rightarrow 0$. The total intensity of the scattering field is then

$$
I(\rho, \varphi)=\left|S_{\infty}\right|^{2}=\left|\frac{a e^{i \theta}}{1-a e^{i \theta}}\right|^{2}
$$

Under the assumption that $a \rightarrow 0$, the intensity can be written as

$$
\begin{aligned}
I & =\left|\frac{a e^{i \theta}-a^{2}}{1-2 a \cos \theta+a^{2}}\right|^{2} \\
& \approx \frac{a^{2}}{1-4 a \cos \theta} \approx a^{2}+4 a^{3} \cos \theta
\end{aligned}
$$

To the lowest order, the intensity can be expressed in the following simple form:

$$
\begin{equation*}
I=\frac{|\Phi(\varphi)|^{2}}{\rho} \tag{5.14}
\end{equation*}
$$

which is similar to that in the case of a single scatterer. This is reasonable because, under the assumption of weakly correlated scatterers, contributions from higher-level scattering processes are negligibly small.

### 5.3.3. Scaling laws for intensity distribution

The probability distribution of the intensity of the scattering field can be obtained if the distributions of the position parameters $\rho$ and $\varphi$ are available. To be concrete, denote $f_{\rho, \varphi}(\rho, \varphi)$ as the
joint probability density function (PDF) of random variables $\rho$ and $\varphi$. The expression $I=I(\rho, \varphi)$ alone is not sufficient to derive the PDF of the intensity. What is needed is an auxiliary function $J=J(\rho, \varphi)$. We have

$$
\begin{equation*}
f_{I}(I)=\int f_{I, J}(I, J) d J=\int \frac{f_{\rho, \varphi}(\rho(I, J), \varphi(I, J))}{\left|\operatorname{det}\left(\frac{\partial(I, J)}{\partial(\rho, \varphi)}\right)\right|} d J \tag{5.15}
\end{equation*}
$$

where $\frac{\partial(I, J)}{\partial(\rho, \varphi)}$ is the Jacobian matrix associated with the corresponding transformation. The joint PDF of the variables in the polar coordinate is proportional to the unit area of the two-dimensional plane, $f_{\rho, \varphi} \sim \rho$, and a proper choice for $J(\rho, \varphi)$ is $J=\varphi$. We then obtain the following algebraic scaling law of the PDF with respect to the intensity of the scattering field:

$$
\begin{equation*}
f_{I}(I) \propto I^{-\gamma} \tag{5.16}
\end{equation*}
$$

where $\gamma=3$ for our minimal model.

To verify the algebraic scaling law, we carry out extensive FDFD computations for different realizations of random scatterers of different densities, which are uniformly distributed within a $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ rectangular dielectric medium, as shown in Figs. 31 and 32 for two cases. From these results (and many other cases as well), we observe branched wave patterns and the associated algebraic scaling law for the high intensity distribution of the large branches, as predicted by our theory. Especially, when the random scatterers are weakly correlated, the algebraic (or power-law) scaling behavior is quite robust, implying the existence of "hot" branches with extremely high local intensities. As the density of the random scatterers is decreased, this hallmark of branched waves tends to be somewhat weakened because, when the scatterers are further apart, the intensity of the wave scattered from one scatterer may already have weakened significantly before reaching the next scatterer, making it less probable for fields from different levels of scattering to interfere constructively.

### 5.3.4. Effect of shape of random scatterer

Our theoretical analysis and numerical simulations indicate that the shape of the random scatterer has little effect on the scaling law associated with the intensity of the branched wave patterns. The
shape, however, can affect the weight of each of the $r^{n}$ term as well as the weights of the $H_{1}^{s}$ and $H_{2}^{s}$ terms in, for example, the scattering fields in Fig. 29. Because the total scattering field is the sum of all terms, a change in the shape of the scatterer can induce a change in the pattern of the scattering fields. But if the scatterers are sparse in the medium, the effect can still be quite small. Additional insights can be obtained by examining the process leading to the scattering intensity given by Eq. (5.14). When we perform the integration to obtain the PDF of intensity, the polar angle $\phi$ part only contributes to the normalization constant while the exponent value -3 remains unchanged. This treatment is valid for the lowest-order approximation of intensity, in which the scatterer shape can only affect the angular $\phi$ part and therefore will not affect the field intensity distribution. When high-order terms are included, the polar angle may become important, in which case the shape of the scatter can affect the algebraic scaling exponent in the branched wave intensity distribution.

### 5.4. Conclusions and discussions

Branched structures are an extreme type of wave phenomena that were historically documented in oceanography. Recent experimental efforts have demonstrated, however, that they can occur in a wide variety of physical systems such as two-dimensional electron gas, superfluid Helium, microwave systems, optical fibers, and optical cavities. Despite the intense efforts, the physical origin of branched waves remains to be elusive and an actively debated issue. For example, earlier it had been thought that nonlinearity, or weak nonlinearity, should be a necessary condition for branched waves, but very recent experiments demonstrated that even linear medium can generate these waves $[84,88]$. It seems from all previous works, though, that random wave scattering is a necessary condition for the emergence of branched waves. In many experiments, significant deviations of the light intensity from the Gaussian distribution were observed. In fact, a characteristic feature of branched waves is the "long-tail" distribution in their intensities, leading to localized regions in the space with significantly higher intensity than those in the rest. A paradigmatic model that contains absolutely the minimal physical ingredients necessary for branched waves is needed to understand the origin of these exotic waves.

We have proposed a minimal model to explain the emergence of branched waves. Our model contains two essential ingredients: (1) a finite medium for linear wave propagation, and (2) random scatterers in the medium whose physical properties deviate from those of the background medium. To facilitate computation and theoretical analysis, we have considered wave systems in two dimensions. For numerical simulations we assume a generic form of the refractive-index distribution function for each scatterer. For analytic treatment, we have used an approximate form of the index function. In both cases, robust branched wave patterns in a wide range of system parameters with algebraic (power-law) tails in the distribution of the wave intensity have been observed or predicted, indicating that branched waves are a general phenomenon, regardless of the difference in the physical properties of the random scatterers. Our analysis suggests that the origin of branched waves can be attributed to two basic phenomena: (1) break-up of wave by a single scatterer, and (2) constructive interference of "broken waves" by multiple scatterers randomly located in the space. Note that these two phenomena are fairly "elementary" in wave physics, and we believe that they explain why branched waves should be a universal phenomenon in all kinds of wave systems. Although our computations and analysis are for optical waves, the physical insights should be applicable to many other wave systems in various areas of science and engineering.

We mention that, in electromagnetics, coherent multiple scattering of light through random media was studied extensively in the past [98,101,102], although these studies were not directly pointed at the phenomenon of branched wave structures. A related phenomenon is Anderson localization of light in random media. In particular, a basic theory in the scattering of electromagnetic waves in random media is the scaling theory of localization [103], where the scattering strength, characterized by the ratio of wavelength $\lambda$ and the math free path $l$, increases as $l$ decreases. In the classical limit where $\lambda / l \ll 1$, phase correlation is weak so that the approximation of self-avoiding multiple scattering can be used. However, in the strong scattering limit, constructive and destructive wave interferences become dominant. In this case, one has $\lambda \sim l$, and the phenomenon of light localization emerges, similar to the phenomenon of Anderson localization in condensed matter physics [104].

In fact, Anderson localization of light was theoretically predicted $[99,100]$ and experimentally confirmed [105-108].

The study of complex wave patterns in optical media and their underlying physical mechanism can have broader applications. For example, structural disorders are inherent to the fabrication process of many optical devices such as photonic crystals [109, 110], and the occurrence of extremely high intensity wave branches can be detrimental to the device operation due to the random nature of the waves. Even worse, the existence of hot spots of excessive intensities associated with the branched wave structures can cause irreversible damage to the device. On the other hand, since the random, spatially localized disorders that we treat in this chapter can have positive or negative refractive constants, our work may be relevant to the extremely active field of optical metamaterials [111, 112] and devices. From a different perspective, the possibility that branched waves with hot spots can be induced in realistic optical media implies potential applications in defense, where defeating adversarial systems using electromagnetic waves is of significant interest. Suppose an adversarial system that contains some optical media poses a threat. Inducing branched waves in the media may cause desirable damages to the intended operation of the system.

A final remark is that, the algebraic scaling exponent $\gamma=3$ in the intensity distribution of branched waves is obtained for Gaussian type of refractive-index distribution function or its approximation for random scatterers. Deviation from the Gaussian shape can cause the scaling exponent to be different. Thus, in general we do not anticipate to obtain the exponent value of 3 associated with branched waves. However, the algebraic scaling relation or the long-tail behavior is generic for branched waves arising in different fields.


Fig. 29. Forward ( $+x$ ) scattering fields. Panels (a) and (c) show the magnitude of forward scattering fields of order $r^{-1 / 2}$ from the source term $f_{1}$ in Eq. (5.4), while panels (b) and (d) show the field magnitude of order $r^{-3 / 2}$ from the source term $f_{2}$, which are much smaller at far field. The total field magnitude $\left|H_{1}\right|$ and $\left|H_{2}\right|$ from two source terms are shown in (e) and (f), respectively. The incident wave (of wavelength $\lambda=1 \mu \mathrm{~m}$ ) is sent in the $+x$ direction on a scatterer located at the origin. The parameters characterizing the refractive-index function of the scatterer are $\sigma=0.22 \mu \mathrm{~m}$ and $\Delta n=-0.5$.


Fig. 30. Multiple scattering from two scatterers, labeled as $i$ and $j$ and separated by distance $\left|\mathbf{r}_{i j}\right|$. In the case of well-separated scatterers, the final scattering field can be interpreted as a cumulative scattering process by multiple scatterers, with each individual scattering event being analogous to the scattering of a single disorder.


Fig. 31. (a) Distribution of 300 random scatterers in a $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ uniform medium. (b) Branched wave magnitude from FDFD simulation. The incident wave is uniform with width $\lambda$ and sent in the $+y$ direction, where $\lambda=1 \mu \mathrm{~m}, n_{0}=1, \Delta n=-0.5, \sigma=0.22 \mu \mathrm{~m}$. (c) Numerically obtained scaling law of the high intensity distribution (blue circles) and the theoretical prediction (solid line $\sim I^{-3}$ ). Slight deviation from the predicted pow-law scaling is observed at extreme high intensities due to the violation of sparse scatterer assumption in theory.


Fig. 32. (a) Distribution of 50 random scatterers in a $35 \mu \mathrm{~m} \times 70 \mu \mathrm{~m}$ uniform medium. (b) Branched wave magnitude from FDFD simulation. The incident wave is uniform with width $\lambda$ and sent in the $+y$ direction, where $\lambda=1 \mu \mathrm{~m}, n_{0}=1, \Delta n=-0.5, \sigma=0.23 \mu \mathrm{~m}$. (c) Numerically obtained scaling law of the high intensity distribution (blue circles) and the theoretical prediction (solid line $\sim I^{-3}$ ).

## 6. CYCLIC COMPETITION OF MOBILE SPECIES ON CONTINUOUS SPACE: PATTERN FORMATION AND COEXISTENCE

### 6.1. Background

All existing microscopic models of the competition dynamics of dispersing species assume lattices as the underlying spatial structure on which movements of individuals and their interactions with neighboring individuals occur. While there were efforts to investigate the effect of shortcuts among non-adjacent sites on the competition dynamics [140, 141], in these models the space is still discrete. Considering that, in realistic ecosystems, the physical space that supports the dynamics is continuous, it is of interest to ask what might happen to RPS dynamics and species coexistence in a continuous space. The purposes of this chapter is to study this issue. In particular, we construct a continuous-space RPS model for mobile species and address one fundamental question: what is the role of species-interaction range in coexistence? This issue has not been investigated in previous discrete-space models, as the interaction range was usually limited to neighboring individuals. In our continuous-space model, the interaction range becomes a physical parameter that can be adjusted. Since, in discrete-space models, mobility is the single most important parameter whose effect on species coexistence has been the focus of most previous works, our continuous-space model allows us to explore the fundamental interplay between two parameters, i.e., mobility and interaction range, with respect to coexistence/extinction.

Our main results are the following. (1) When the interaction scale in the continuous space is increased, the probability of coexistence exhibits a non-monotonic behavior with one local minimum and one local maximum, regardless of the size of the continuous space. Close to the minimum, a switching behavior in the spatial patterns occurs between spiral and plane waves, as a result of the collision of spirals and stochastic effects. (2) Contrary to the basic result from the discretespace models that high mobility induces extinction, we find that the role of mobility as to whether it promotes or prevents coexistence depends on the range of spatial interaction. To substantiate these findings, we have derived a theoretical model based on nonlinear partial differential equations
(PDEs) to analyze some of the results obtained from direct simulations of RPS dynamics. The PDE model can successfully reproduce the dependence of the spiral wavelength on the interaction range as well as the switch from plane waves to spiral waves. However, the model cannot reproduce the non-monotonic coexistence probability due to the absence of intrinsic stochastic effect. Our continuous-space RPS model enriches greatly the possibilities to explore and predict the dynamics of cyclically interacting species in a physically more realistic way, facilitating experimental research on species competitions and biodiversity.

In Sec. 6.2, we describe the RPS model on continuous space and investigate species coexistence with respect to interaction range, pattern formation, and individual mobility. In Sec. 6.3, a PDE model is proposed to explain the results produced by stochastic model and an explanation for the transition between spiral- and plane-wave patterns in terms of examining the wavelength. In Sec. 6.4, we study an alternative model for specie coexistence by separating competition and reproduction in the RPS game. Conclusions are presented in Sec. 6.5.

### 6.2. Competition dynamics on continuous space

### 6.2.1. Model description

We consider three cyclically competing subpopulations (referred to as A, B and C) on a square cell of linear size $L=1$ under periodic boundary conditions. The species compete with each other for limited resources according to the following general rules:

$$
\begin{align*}
& A B \xrightarrow{u} A A, \\
& B C \xrightarrow{u} B B,  \tag{6.1}\\
& C A \xrightarrow{u} C C,
\end{align*}
$$

which occur only if the distance between two individuals is less than $r$, the interaction radius. At each simulation step, a randomly chosen individual $i$ from one species eliminates, within its interaction range, one individual $j$ from the next species in the cycle at rate $u$. At the same time, $i$ reproduces at the position of $j$. In this sense, competition and reproduction occurs simultaneously and the two processes are combined. Mobility is incorporated into the dynamics such that individu-
als can move to a random position within the same range of radius $r$, and this occurs at rate $s$. The probabilities of competition and movements are normalized by $(u+s)$, i.e., their probabilities are $u /(u+s)$ and $s /(u+s)$, respectively. In the absence of mobility, the probability of competition is 1 , regardless of the value of $u$. Individuals from all three species are represented by points in the plane at different locations. Initially the plane is randomly populated with individuals from all three species. To make an unbiased comparison for different population sizes, we normalize the radius $r$ by the average distance between individuals: $R=r \sqrt{N}$, with $N$ being the total population size.

### 6.2.2. Species coexistence and pattern formation

We first study the case where mobility is absent and focus on the effect of interaction range on the coexistence probability $p_{\text {coex }}$. The results are shown in Fig. 33. We find that, when the radius $R$ is close to zero, the system reaches a trivial, static coexistence state where the average distance between individuals is greater than the interaction range, so effectively there are no interactions among most individuals and no death/birth can occur, in contrast to what can happen in a dynamic equilibrium. As $R$ exceeds the critical value $R_{T} \approx 1.0$, the system experiences an abrupt transition to a dynamical coexistence state in which all species survive in the form of certain spatial patterns. When $R$ is increased from $R_{T}, p_{\text {coex }}$ exhibits a non-monotonic behavior, reaching a local minimum at $R_{\text {Min }}$ and a local maximum at $R_{M a x}>R_{\text {Min }}$. This is counterintuitive because one may expect a monotonic decrease in $p_{\text {coex }}$ based on the existent result in the literature that local interactions ensure coexistence while it is lost at larger scales $[118,119]$. However, our results demonstrate a nontrivial transition in $p_{\text {coex }}$ from small to large values with an optimal degree of coexistence occurring for $R=R_{\text {Max }}$. We observe further that coexistence is ruled out for large interaction range, which is consistent with the results from E.coli experiment $[118,119]$.

For $R \lesssim R_{\text {Max }}$, the underlying spatial pattern switches between spiral and plane waves in time, as shown in Fig. 34 (top row). Both types of patterns are relatively stable to generate coexistence but, due to the stochastic effect, intermittent switches between the patterns occur. The evolutions of species densities ( $\rho_{a}, \rho_{b}$, or $\rho_{c}$ ) associated with the two types of patterns are also quite different.


Fig. 33. Coexistence probability $p_{\text {coex }}$ as a function of the radius $R$ of interaction range in the absence of individual mobility for $N=3000, L=1$, where $p_{\text {coex }}$ is defined to be the ratio of the number of the survival cases to the total number (200) of independent simulation realizations. The probability is calculated after a transient time $T \propto N$ from random initial configurations with the same densities of three species. The inset shows the dependence of $R_{T}, R_{\text {Min }}$ and $R_{\text {Max }}$ on the population size $N$.

In particular, in the spiral-wave phase each density exhibits relatively high frequency oscillations as compared to the plane-wave phase [Fig. 34(a)]. Figure 34(b) shows the average densities of the three species over a time window. Typical patterns occurring near the switching points are also shown in Fig. 34 (bottom row, left two panels). The transition from plane to spiral wave patterns occurs due to the stochasticity-induced penetration of individuals of one species into the domain of neighboring species and exclusion of individuals of the next species in the cyclic loop. At the mixing point, due to the cyclic competition, three species twist and form spiral waves, breaking the plane wave. On the other hand, the transition from spiral to plane wave can be ascribed to the collision of two large local spiral waves. After they collide and vanish, the outgoing wavefront becomes approximately straight, decreasing significantly the curvature of the wave. Thus, when the wavelength of spiral waves is proper, stochastic effects intrinsic to the underlying dynamical system can trigger the transition. In general, the probability of finding the switch between spiral and plane waves is related with the probability of species coexistence. There are two major directions along which the plane wave can travel: axial and diagonal directions, as shown in Fig. 34 (bottom row, right two panels), due to the symmetry in both orthogonal axes. It is noteworthy that spiral waves are quite common in excitable media and population dynamics [142-146], and traveling waves have been found in a number of cyclic populations [147]. However, the switch between the two types of waves is rarely studied, especially in stochastic systems. In this regard, our work provides quantitative insight into this issue.

Since the nontrivial relations between the normalized selection range $R$ and the coexistence probability $P_{\text {coex }}$ and the pattern switch are for the special case of $L=1$, it is of interest to justify the validity of such results in general cases. We take into account the effect of the size of the square lattice on the coexistence curve by defining a rescaled selection range $R_{L} \equiv(r / d-1) / L+1$, where $r \in[0, L]$ is the physical or original selection range, and $d=L / \sqrt{N}$ is the average distance between two neighboring individuals when individuals are uniformly distributed on the square cell initially. For $L=1$, we have $R_{L}(L=1)=r \sqrt{N}=R$ so that the rescaled selection range $R_{L}$ reduces to


Fig. 34. For $N=10000$ and $R=4.25$, pattern transition between plane waves and spiral waves (top row), (a) the corresponding time series of species density $\rho_{a}$, (b) average species density $\left\langle\rho_{a}\right\rangle$, $\left\langle\rho_{b}\right\rangle,\left\langle\rho_{c}\right\rangle$, typical patterns about the transition point (two left panels, bottom row), and plane wave traveling along diagonal directions (two right panels, bottom row). Red (gray), blue (dark gray), and green (light gray) represent species $A, B$, and $C$, respectively. The rapid oscillations in the density are due to the fact that, in the spiral-wave phase, the curved boundaries between different species generate relatively large interaction areas so that many more individuals can interact with others in a random manner. The average species density $\langle\rho\rangle$ is taken by down-sampling the original time series and the average values are taken over 100 time steps.
the normalized selection range $R$ shown in Figure 33. The interpretation of $R_{L}$ is understood as follows. The average distance $d$ between neighboring individuals is the first critical distance above which the system experiences an abrupt transition from static to dynamical coexistence, thus we set $d$ to be the unit of the selection range. The scale factor $1 / L$ is used to normalize the size of the square cell. The rescaled selection range $R_{L}$ can ensure $R_{L}=R=1$ when $r=d$. Figure 35 shows the effect of the cell size associated with different population $N$ on the coexistence probability $p_{\text {coex }}$. We can see that $p_{\text {coex }}$ does not depend on the size of the square lattice except for small populations, e.g., $N=1500$ and $N=2000$, where the stochastic effect becomes more prominent, suppressing coexistence because of the spatial non-uniformity, leading to lower peak values of $p_{\text {coex }}$. In contrast, for $N>2000$, the curves of $p_{\text {coex }} \sim R_{L}$ collapse into a single one, regardless of the size of the square cell, indicating that the size $L$ has little effect on coexistence.

Although the cell size $L$ with respect to the rescaled selection range $R_{L}$ has little effect on the coexistence behavior and the spatial pattern, it is of interest to explore how the cell size $L$ influences the pattern switch for fixed physical selection range $r$. We have thus carried out simulations by fixing the density of individuals and choosing some typical values of $r$. As shown in Fig. 36(a), $r$ is chosen to be at the peak of the coexistence probability $P_{\text {coex }}$ for $L^{2}=2$. The switch between spiral and plane waves is found to be quite common under this condition [Fig. 36(a)]. However, for the same value of $r$, when $L^{2}$ is reduced to $1 / 2$, the pattern switches no longer occur and two species become extinct [Fig. 36(a)]. This phenomenon can be explained by taking the relationship between $L$ and $R_{L}$ into account. For fixed values of $r$ and species densities, according to the definition of the rescaled selection range $R_{L}$, we have $R_{L} \sim 1 / L$. If $L$ is reduced, $R_{L}$ is enhanced, resulting in a change in $R_{L}$ from that associated with the local maximum of $P_{c o e x}$ to that in the extinction region, as shown in Fig. 35. Further insights can be obtained by examining the wavelength, which is determined exclusively by $r$, irrespective of the value of $L$. When $L$ is reduced for fixed $r$, the wavelength becomes relatively larger as compared to $L$ and exceeds the cell size, leading to extinction. We have also examined the values of $r$ about the local minimum value of $P_{\text {coex }}$. As
shown in Fig. 36(c), for $L^{2}=5 / 6$, there are switches between the two kinds of patterns. However, when $L^{2}$ is increased to 2 , switches can never occur [Fig. 36(d)] because $R_{L}$ due to the increase of $L$ is changed to the left side of the local minimum, which is outside of the pattern switch region. We have also studied the size effect on the spatial patterns for other values of $r$. The effect can be explicitly predicted in terms of the change in the rescaled selection range $R_{L}$. All these imply that the cell size has a great influence on the spatial pattern for a fixed physical selection range. The spatial patterns are thus determined by the rescaled selection range $R_{L}$ with respect to different cell sizes.

### 6.2.3. Role of individual mobility

We next investigate the role of individual mobility. A macroscopic mobility can be defined by rescaling the mobile rate $s$ of individuals using the system population $N$ according to $M \equiv$ $s / N[132,133]$. We find that mobility can either promote or hamper coexistence, depending on the interaction radius $R$, in contrast to previous results [132] that large mobility typically leads to extinction. For $R \approx R_{M i n}$, the coexistence probability $p_{c o e x}$ can be enhanced by mobility, as shown in Fig. 37(a). We see that there exists an optimal value of mobility $M$ at which $p_{\text {coex }}$ is considerably larger than that without mobility, suggesting a positive role of mobility on continuous plane in promoting coexistence. However, in other regions of $R$ values, $p_{\text {coex }}$ can be reduced by increasing $M$, as shown in Fig. 37(b). These results reveal a more complicated role of mobility in ecosystems than previously thought: species movements to gain essential life-sustaining resources can either facilitate or jeopardize coexistence. Species movements are somewhat equivalent to the expansion of interaction range in the sense that individuals outside the range of a certain individual can be reached when the individuals are mobile. We can thus rescale the value of $R$ by the mobility and the resulting curve in Fig. 33 would shift to the left by a small amount so that the value of $p_{\text {coex }}$ at $R_{\text {Min }}$ is augmented. This phenomenon is illustrated in Fig. 38. We can see that not only at $R \approx R_{\text {Min }}$ (as evidenced in Fig. 37), but also within a relatively large region of the selection range around $R \approx R_{\text {Min }}$ can mobility promote biodiversity. In the meantime, the negative role of


Fig. 35. The effect of the size of the square cell on the coexistence probability $p_{\text {coex }}$ with respect to the rescaled selection range $R_{L}$. We compute coexistence curves for five different combinations of the cell size $L$ and the total population $N$. The non-monotonic behavior of $p_{\text {coex }} \sim R_{L}$ is independent of the cell size, as indicated by the collapse of the three curves into a single one for $N=2500,3000,6000$. The peaks for $N=1500$ and 2000 are lower, due to a relatively stronger stochastic effect for smaller values of $N$.


Fig. 36. Spatial patterns at physical selection range $r=0.0913$ for (a) cell size $L^{2}=2$ and (b) $L^{2}=1 / 2$, and at $r=0.0365$ for (c) cell size $L^{2}=5 / 6$ and (d) $L^{2}=2$. For all these patterns, the density $N / L^{2}$ of individuals is fixed to be 3000 . In (a), the rescaled selection range $R_{L}=3.82$, which corresponds to the $R_{M a x}$ in Fig. 35. Spiral waves and plane waves can switch between each other at this $R_{L}$. In (b), species go extinct for smaller cell size than (a), because $R_{L}=6.66$, is in the extinction region. In (c), $R_{L}=2.10$, close to $R_{\text {Min }}$ in Fig. 35; while in (d), by increasing $L$, $R_{L}$ decreases to 1.71 , which is outside of the pattern switch region (the peak), so that pattern switch never occurs. The color (grayscale) scheme is the same as in Fig. 34.


Fig. 37. For $N=3000$, coexistence probability $p_{\text {coex }}$ as a function of the individual mobility $M$ for different values of interaction range $R$. (a) For $R=R_{\text {Min }}=2.5$, a proper value of $M$ can considerably enhance the coexistence probability $p_{\text {coex }}$. (b) In other region of $R$, as is $M$ increased, coexistence is always inhibited.


Fig. 38. Comparison of the coexistence curves for $M=0$ and $M=3.3 \times 10^{-4}(u=s)$, where the population size is $N=3000$. When mobility is present, in the region between two dashed lines, mobility promotes coexistence. Other parameters are the same as in Fig. 33.
mobility in biodiversity can also be seen in other regions of Fig. 38 around the peak of $p_{\text {coex }}$.

### 6.3. PDE model and explanation for the coexistence-extinction transition

### 6.3.1. Derivation of PDE model

We now derive a set of partial differential equations based on the complex Ginsburg-Landau equation (CGLE) to explain our numerical findings. The starting point is to decompose the reaction $A B \longrightarrow A A$ as $A B \longrightarrow A \oslash+A \oslash \longrightarrow A A$, where $\oslash$ denotes an empty position. The two reactions occur simultaneously within the range of radius $R$. Let $a(\boldsymbol{r}, t), b(\boldsymbol{r}, t)$ and $c(\boldsymbol{r}, t)$ denote the densities at position $\boldsymbol{r}$ and time $t$ for the three subpopulations, respectively. We obtain the
following PDEs:

$$
\begin{align*}
\partial_{t} a(\boldsymbol{r}, t)= & D \Delta[a(\boldsymbol{r}, t)+c(\boldsymbol{r}, t)]+[1-\rho(\boldsymbol{r}, t)] \frac{1}{S_{R}} \cdot \\
& \int_{G_{r}} d \boldsymbol{r}^{\prime} a\left(\boldsymbol{r}^{\prime}, t\right)-a(\boldsymbol{r}, t) \frac{1}{S_{R}} \int_{G_{r}} d \boldsymbol{r}^{\prime} c\left(\boldsymbol{r}^{\prime}, t\right), \\
\partial_{t} b(\boldsymbol{r}, t)= & D \Delta[b(\boldsymbol{r}, t)+a(\boldsymbol{r}, t)]+[1-\rho(\boldsymbol{r}, t)] \frac{1}{S_{R}} . \\
& \int_{G_{r}} d \boldsymbol{r}^{\prime} b\left(\boldsymbol{r}^{\prime}, t\right)-b(\boldsymbol{r}, t) \frac{1}{S_{R}} \int_{G_{r}} d \boldsymbol{r}^{\prime} a\left(\boldsymbol{r}^{\prime}, t\right), \\
\partial_{t} c(\boldsymbol{r}, t)= & D \Delta[c(\boldsymbol{r}, t)+b(\boldsymbol{r}, t)]+[1-\rho(\boldsymbol{r}, t)] \frac{1}{S_{R}} . \\
& \int_{G_{r}} d \boldsymbol{r}^{\prime} c\left(\boldsymbol{r}^{\prime}, t\right)-c(\boldsymbol{r}, t) \frac{1}{S_{R}} \int_{G_{r}} d \boldsymbol{r}^{\prime} b\left(\boldsymbol{r}^{\prime}, t\right), \tag{6.2}
\end{align*}
$$

where $D$ is a diffusion constant induced by the finite interaction range, $G_{r}$ specifies the circular interaction domain of radius $R$ centered at $\boldsymbol{r}, \rho(\boldsymbol{r}, t)$ is the total species density and $S_{R}$ is the area of the interaction domain $G_{r}$. We use the average density within the interaction range to approximate the density at the center. To explain the construction of the PDE model, we consider the density of one species, say $a(\boldsymbol{r}, t)$. Firstly, the increment in $a(\boldsymbol{r}, t)$ with time at position $\boldsymbol{r}$, $\partial_{t} a(\boldsymbol{r}, t)$, is proportional to the probability of empty space density $1-\rho(\boldsymbol{r}, t)$ and the average density of its own species within its interaction range $\left(1 / S_{R}\right) \int_{G_{\boldsymbol{r}}} d \boldsymbol{r}^{\prime} a\left(\boldsymbol{r}^{\prime}, t\right)$, according to the reaction rule $A \oslash \longrightarrow A A$. Secondly, the decrement of the density of species $A$ with respect to time, $-\partial_{t} a(\boldsymbol{r}, t)$, is proportional to the density of itself $a(\boldsymbol{r}, t)$ and its prior species in the cycle within the interaction range $\left(1 / S_{R}\right) \int_{G_{r}} d \boldsymbol{r}^{\prime} c\left(\boldsymbol{r}^{\prime}, t\right)$, according to the reaction rule $C A \longrightarrow C \oslash$. However, to incorporate the long-range interaction parameterized by selection range $R$, diffusions of both A and C should be taken into account, which are characterized by two diffusion terms $D \Delta[a(\boldsymbol{r}, t)+c(\boldsymbol{r}, t)]$. The diffusion term on the right-hand side of the first equation in Eq. (6.2) thus characterizes the copying of an individual from prior specie to the neighborhood of an individual from next species; while other terms in the equation correspond to the competition and reproduction. Although mobility


Fig. 39. Pattern transition from a plane to a spiral wave as predicted by the theoretical PDE models.
Red (gray), green (light gray), and blue (dark gray) represent species $A, B$, and $C$, respectively.
in the stochastic model is not explicit, a finite interaction range plays the same role in individual mobility as the diffusion term in the PDE model.

We solve Eq. (6.2) numerically by discretizing the unit space into a $K \times K$ square lattice so that solving three partial differential equations is equivalent to solving $3 K^{2}$ ordinary differential equations. In particular, let $a\left(r_{1}, r_{2}, t\right), b\left(r_{1}, r_{2}, t\right)$, and $c\left(r_{1}, r_{2}, t\right)$ denote the species densities at site $\left(r_{1}, r_{2}\right),\left(r_{1}, r_{2},=1, \ldots, K\right)$ and at time $t$ for $A, B, C$, respectively, where $r_{1}, r_{2}$ are the coordinates of the two spatial dimensions. The terms containing the diffusion operator $\Delta$ can be approximated by using the finite-difference method:

$$
\begin{aligned}
\Delta a\left(r_{1}, r_{2}\right) & \approx\left[a\left(r_{1}-1, r_{2}\right)+a\left(r_{1}+1, r_{2}\right)+a\left(r_{1}, r_{2}-1\right)\right. \\
& \left.+a\left(r_{1}, r_{2}+1\right)-4 a\left(r_{1}, r_{2}\right)\right] /(\delta r)^{2}
\end{aligned}
$$

subject to periodic boundary conditions. Here $\delta r=L / K$ denotes the grid size. The integration term

$$
\frac{1}{S_{R}} \int_{G_{\boldsymbol{r}}} d \boldsymbol{r}^{\prime} a\left(\boldsymbol{r}^{\prime}, t\right)
$$

is thus replaced by the sum

$$
\frac{1}{N_{R}} \sum_{m, n, a(m, n, t) \in G\left(r_{1}, r_{2}\right)} a(m, n, t)
$$

where $G\left(r_{1}, r_{2}\right)$ represents the circular interaction range with radius $R$ centered at site $\left(r_{1}, r_{2}\right)$, and $N_{R}$ is number of sites inside $G\left(r_{1}, r_{2}\right)$. The whole system is then transformed to a set of coupled


Fig. 40. For $N=10000$, dependence of spatial correlation $C_{A A}$ (a) and correlation length $L_{\text {corr }}$ (b) on the interaction range $R$ from both stochastic simulation ( $R=2.5$ ) and the PDE model ( $D=0.00045 R^{2}$ ), where $C_{A A}$ as a function of $R$ is obtained from Eqs. (6.3) and (6.4). Here, we select a spatial position $\mathbf{r}$ and calculate $C_{A A}$ as a function of $\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|$ according to Eq. (6.3). We then count all $C_{A A}$ 's with the same $\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|$ and calculate an average of them, which yield $C_{A A}$ as a function of the normalized distance $R$.
ordinary differential equations and can be solved using any standard numerical integration method. To incorporate stochasticity intrinsic to the evolutionary dynamics in the game framework, we add a small noise term in the PDEs, which results in switchings from plane to spiral waves [Fig. 39]. However, the imposed stochastic terms is incapable of producing the non-monotonic dependence of the coexistence probability on the interaction radius because the intrinsic stochasticity, which is essential to the evolution of the ecosystem, cannot be described exactly by an extra term that is independent of the system dynamics.

### 6.3.2. Wavelength and spatial correlation

Assessing the wavelength of the spiral waves is key to understanding the transition from coexistence to extinction as the interaction radius $R$ is increased. The wavelength can be determined by
the method in Ref. [133]. Specifically, the spatial correlation function of one of the species, say A, between locations $\boldsymbol{r}$ and $\boldsymbol{r}^{\prime}$ can be defined as

$$
\begin{equation*}
C_{A A}\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right)=\left\langle a(\boldsymbol{r}, t) a\left(\boldsymbol{r}^{\prime}, t\right)\right\rangle-\langle a(\boldsymbol{r}, t)\rangle\left\langle a\left(\boldsymbol{r}^{\prime}, t\right)\right\rangle, \tag{6.3}
\end{equation*}
$$

where $\langle\ldots\rangle$ denotes the time average after the system has reached a steady state. The final spatial correlation $C_{A A}$ is given by the average of all correlation values that have the same spatial length,

$$
\begin{equation*}
C_{A A}(l)=\frac{1}{N_{\boldsymbol{r}, \boldsymbol{r}^{\prime}}} \sum_{\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|=l} C_{A A}\left(\left|\boldsymbol{r}-\boldsymbol{r}^{\prime}\right|\right) \tag{6.4}
\end{equation*}
$$

To compare results from different simulation settings, we multiply the length $l$ by $\sqrt{N}$ to yield $R$. The wavelength is proportional to the critical spatial correlation: $C_{A A}\left(L_{\text {corr }}\right) \equiv C_{A A}(0) / e[133]$. The results of wavelength calculation from the stochastic simulation and the PDE model are displayed in Fig. 40. For the spatial correlation function [Fig. 40(a)], the results from both approaches agree well with each other for large values of $R$, validating our PDE model. Furthermore, we observe from Fig. 40(b) that $L_{\text {corr }}$ is approximately a linearly increasing function of $R$, suggesting the relation $D \sim R^{2}$.

The coexistence-extinction transition in Fig. 33 can then be understood based on the spatial patterns associated with the correlation between the wavelength and the interaction radius, as follows. For $R=R_{M a x}$, we have numerically found that species coexist through two anti-spiral waves whose wavelength approaches the size of the entire square region. The anti-spiral waves are relatively stable, leading to the local maximum in $p_{\text {coex }}$. As $R$ is increased from $R_{\text {Max }}$, due to the linear correlation, the wavelength will exceed the size of the square and extinction becomes more likely, as reflected by the sharp decrease in $p_{\text {coex }}$. For $R \lesssim R_{\text {Max }}$, the wavelength is decreased together with an increase in the number of spirals. In this case, collisions of spirals begin to occur, leading to transitions between the spiral and plane waves, which suppress coexistence. This effect leads to a local minimum in $p_{\text {coex }}$ at $R_{\text {Min }}$ on the left hand side of $R_{\text {Max }}$. However, for smaller values of $R$, the spatial region is shared by a number of spiral waves of small wavelength. The collision among some of them will be accompanied by the generation of some new small spirals, which will
not affect the dynamical equilibrium of the system. As a result, the coexistence probability is large. This phenomenon is consistent with previous results from discrete-lattice models in the literature that small interaction scales ensure species coexistence. In fact, when the wavelength of spirals is small compared to the size of the spatial region, plane waves are unlikely to arise [148].

### 6.4. Alternative model: separating reproduction from competition

We consider a more general scenario by separating competition and reproduction in the model in Section 6.2. We aim to examine whether the non-monotonic behavior in the coexistent probability and the switchings of spatial patterns hold for this more realistic interaction. In this new model, three subpopulations interact with each other on a square cell of linear size $L$ as follows:

$$
\begin{align*}
& A B \longrightarrow A \oslash, \quad A \oslash \longrightarrow A A \\
& B C \longrightarrow B \oslash, \quad B \oslash \longrightarrow B B  \tag{6.5}\\
& C A \longrightarrow C \oslash, \quad C \oslash \longrightarrow C C
\end{align*}
$$

where $\oslash$ stands for empty site. As before, the competition and reproduction occur only in a circular region of radius $r$. At each simulation step, a randomly selected individual $i$ kills one individual $j$ from next species. At the same time, $i$ leaves its offspring at a random location within the interaction range. Initially, the cell is randomly occupied by three species whose densities are approximately identical. The main difference between this model and the model (6.1) lies in the locations of the offsprings. Specifically, in model (6.1), the offspring of an individual replaces another individual from the next species in the cycle; whereas in the model (6.6), the place of birth is random.

Stochastic simulations are carried out for different values of the interaction radius $R$, as shown in Fig. 41. The coexistence probability $p_{\text {coex }}$ exhibits a non-monotonic behavior with respect to $R$ with a peak at about $R=4$, analogous to the result from model (6.1). This implies that the nonmonotonic dependence of species coexistence on interaction range is an intrinsic feature of cyclic competition dynamics on continuous space, regardless of the place of the birth of descendants. Spatial patterns and time series of the species densities are displayed in Fig. 42(a). We observe


Fig. 41. Coexistence probability $p_{c o e x}$ as a function of normalized interaction radius $R$ in model (6.6) in the absence of individual mobility. Other parameters are the same as in Fig. 33.
switchings between spiral and plane waves, where the time series of the former exhibit fluctuations with higher frequency than the latter.

Since the birth locations of offsprings are random, we study the spatial distribution of species associated with two types of wave patterns. Since the resources within the square cell are limited and fixed, the spatial distribution of species indicates resources utilization. For example, if individuals are uniformly distributed on the space, resources are fully used and the competitions among species are relatively mild. In contrast, if species disperse inhomogeneously on the space, some areas with high species densities are faced with severe competition due to the shortage of resources. To characterize the resource utilization, we investigate the overlap in the interaction ranges among individuals, which can be simply measured by the distance among individuals. To be concrete, we


Fig. 42. For model (6.6) with $N=3000$ and $L=1$, (a) spatial patterns and the corresponding time series of species density $\rho_{a}$ and (b) time series of the overlapping distance $D_{o}$ in the interaction range. The color (grayscale) scheme for spiral and plane waves is the same as in Fig. 34.
define the overlapping distance between individuals $i$ and $j$ as

$$
D_{i j}= \begin{cases}2 r-d_{i j}, & \text { if } d_{i j}<2 r  \tag{6.6}\\ 0, & \text { otherwise }\end{cases}
$$

where $d_{i j}$ is the distance between $i$ and $j$. Then the total overlapping distance is

$$
\begin{equation*}
D_{o}=\sum_{i, j=1, i \neq j}^{N} D_{i j} \tag{6.7}
\end{equation*}
$$

The lower the value of $D_{o}$, the more the resources are utilized. The time series of $D_{o}$ corresponding to $p_{\text {coex }}$ for spiral waves and plane waves are shown in Fig 42(b). We find that plane waves tend to benefit more from the utilization of resources that spiral waves. This is due to the fact that the boundaries among species associated with plane waves are shorter than those with spiral waves. Since competition and reproduction occur near the boundaries among different species, the spiral waves with longer boundaries can induce more spatial heterogeneity caused by reproduction at random locations.

### 6.5. Conclusion

In conclusion, we have generalized cyclic-competition dynamics to continuous space and addressed a key issue: the interplay between interaction range and species mobility and its role in coexistence. Model predictions in both the small and large limits of the interaction range are consistent with those from the E.coli experiments. In the intermediate interaction range, our study predicts a non-monotonic behavior in the coexistence probability, which is independent of the size of the square cell, the populations size and the relationship between competition and reproduction. Near the local minimum of the probability, a transition between spiral and plane wave patterns arises, where coexistence can be greatly enhanced through a proper choice of the mobility. When the reproduction process is separated from the competition, the plane waves of species organization benefits more from the utilization of resources than the spiral waves. We have derived a general PDE model with results that agree with those from direct stochastic simulations of the competition dynamics. Our work provides a more comprehensive and physical understanding of the dynamics of cyclically competing populations with respect to the fundamental issue of coexistence.

## 7 . BASINS OF COEXISTENCE AND EXTINCTION IN SPATIALLY EXTENDED ECOSYSTEMS OF CYCLICALLY COMPETING SPECIES

### 7.1. The rock-paper-scissors game

Species diversity is ubiquitous in nature. Uncovering the factors that support biodiversity is a fundamental problem in interdisciplinary science. Essential to biodiversity is species coexistence, a problem that has been investigated experimentally, computationally and theoretically [114, 117, 149-155]. In this regard, empirical observations from experimental studies suggested non-hierarchical, cyclic competitions among species as an important mechanism for species coexistence, the essential features of which can be captured by the childhood game "rock-paper-scissors" (RPS) [115]. In a RPS game, three strategies form a cyclic loop and any strategy can defeat the one next to it in the loop. Indeed, cyclic competitions of the RPS nature have been found in different contexts in ecosystems and in laboratory experiments as well. Typical examples include colicinogenic microbes' competition [120], mating strategies of side-blotched lizards in California [139], and competition among mutant strains of yeast [138] and coral reef invertebrates [137]. In computational and theoretical exploration of species coexistence, the RPS game has been a paradigm [156], where it was found that the incorporation of spatial structure is absolutely necessary to model the competition dynamics in real ecosystems $[118,156]$. This is due to the fact that, for well-mixed populations under global interactions, macroscopic population models based on ordinary differential equations (ODEs) predicted that species coexistence is unstable in the RPS game [114]. That is, stochastic effects and small external perturbation can typically destroy species coexistence, in contrast to empirical observations. Computational studies have shown that, when spatial structure is introduced into the RPS game, species coexistence can become stable and robust, which is consistent with experimental observations [118, 119, 157]. For example, in both simulations and E. coli experiments [118], it was found that local interactions and dispersal enable coexistence of all three species in the RPS game while coexistence is lost when the ecological processes take place over large scale so that the spatial structure is effectively averaged out. Notice that, two features appear
in the RPS game model when spatial structures are taken into account: (1) the underlying dynamics becomes spatiotemporal as the RPS competitions now occur in space, (2) the model becomes microscopic as competitions must now be treated at the level of species individuals, in contrast to the macroscopic population models described by ODEs.

Spatially extended RPS game models thus provide a powerful, microscopic paradigm to address various fundamental issues associated with species coexistence in realistic ecosystems. For example, when competitions are deemed to occur on space, the issue of species mobility becomes important $[158,159]$. Indeed, mobile behaviors ranging from bacteria run to animal migration play an important role in species coexistence. In the work of Reichenbach et al. [158, 159], a critical mobility value has been identified, below which species stably coexist in the form of moving spiral waves on spatially extended scales, whereas above the critical mobility, the wavelength of the spiral waves exceeds the size of the underlying spatial structure, resulting in extinction of two species with only one surviving species $[158,159]$. The formation of moving spiral waves induced by stochastic interactions at a microscopic level is a surprising finding, since these waves arise mostly in models based on partial differential equations (PDEs). This finding has stimulated a series of subsequent works. For example, in Refs. [132, 134], instability of the spatial patterns and the effect of noise were investigated. In Ref. [160], it was found that breaking the conservation law was crucial for the formation of spiral waves. In Ref. [161], a zero-one behavior was revealed in that the weakest species has the highest survival probability. The effect of zero-sum and non-zero sum in the payoff matrix in the RPS game was investigated in Refs. [162] and [163], respectively. It was reported in Ref. [164] that intraspecific epidemic spreading can promote species coexistence, whereas interspecies epidemic spreading tends to suppress species coexistence. In Ref. [165], it was reported that intraspecific competition can effectively promote biodiversity. The RPS game has also been extended to more than three species in Ref. [166] and to spatial small-world networks in the presence of shortcuts [140, 141]. In a fairly recent work [167], entropy production has been used to characterize non-equilibrium behavior in the RPS game.

In a recent Rapid Communication [136], we proposed to explore the concept of attraction basin in spatially extended PRS game dynamics. This was motivated by the consideration that basin structure provides a more comprehensive characterization of the non-equilibrium dynamics in the RPS game. In contrast to most previous works where computations and analysis were carried out with respect to a single initial configuration with identical species densities, basin structure obtained from all possible initial densities of species can yield a "global" picture of the coexistence dynamics. In Ref. [163], the authors studied the fixation probability in the deterministic RPS game, which depends on the initial densities of three species, with respect to both zero-sum and non-zero sum assumptions in finite populations. A graphical representation analogous to the method in [136] is exploited to characterize the fixation probability. This issue, however, is somewhat different from species coexistence in mobile populations. In nonlinear dynamics, the basins of attraction and the boundaries among different basins are a fundamental problem [168]. In our work, the basin structures were investigated for RPS game dynamics of mobile individuals. The purpose of this chapter is to provide a more extensive treatment of the problem of basins in spatially extended RPS game models. In particular, we propose a different method to explore basins by resorting to the convergence time for different initial configurations. This time can not only distinguish the boundaries among extinction and coexistence basins, but also reveal the intrinsic difference within each extinction basin. Such a difference cannot be detected using the final-state characterization method [136]. Going beyond the model in Ref. [136] that treated only mobile populations with cyclic competition on lattice, here we consider two additional types of model extension: (i) mobile populations with intraspecific competitions, and (ii) populations dispersing on a continuous geographical space with adjustable interaction ranges. Results of basins are obtained from both microscopic, stochastic simulations and models based on PDEs, and a good agreement between the two types of results is demonstrated with respect to the structures of coexistence and extinction basins. We note that the area of the coexistence basin in the phase space provides a meaningful measure of biodiversity, which is unable to be quantified when identical initial densities are used as in most previous works. In all cases considered
in this chapter, the extinction basins show a universal rotational structure toward the central point in the phase space. The investigation of basins leads to quantitative insights into the evolutionary dynamics in spatial RPS game under various conditions.

In Sec. 7.2, we describe the spatial RPS model with mobile individuals and two methods for computing attraction basins. In Sec. 7.3 and 7.4, we apply the basin characterizations to RPS games with intraspecific competitions on lattice and games on continuous geographical space, respectively. Conclusions are presented in Sec. 7.5.

### 7.2. Basins of coexistence and extinction

### 7.2.1. Model of RPS games in spatially extended ecosystems

The cyclic-competition model with mobile individuals was originally proposed in Ref. [150, 158], where each site of a square lattice with periodic boundary condition can be occupied by an individual from one of the three species or left empty so that the system has a finite carrying capacity. Interactions and dispersing behaviors among neighboring sites are described by the following set of rules:

$$
\begin{array}{ll}
A B \xrightarrow{\sigma} A \varnothing, & B C \xrightarrow{\sigma} B \varnothing, \\
A \varnothing \xrightarrow{\mu} A A, & B \varnothing \xrightarrow{\sigma} C \varnothing \\
A, & C \varnothing \xrightarrow{\mu} C C,  \tag{7.3}\\
A \square \xrightarrow{\epsilon} \square A, & B \square \xrightarrow{\epsilon} \square B, \\
C \square \stackrel{\epsilon}{\longrightarrow} \square C,
\end{array}
$$

where $A, B$ and $C$ denote the three cyclically competing species, $\varnothing$ represents empty sites and $\square$ denotes any species or empty sites. Relation (1) denotes the cyclic competitions, i.e., one species preys on a less-predominant species in the cycle (e.g., $A$ can kill $B, B$ out-competes $C, C$ in turn out-competes A, leaving behind empty sites). Relations (2) represents reproduction of an individual at a neighboring empty site with rate $\mu$. Relation (3) defines migration by position exchange between two neighboring individuals or between one individual and one of its neighboring empty sites. Migration occurs at rate $\epsilon$. To be concrete, at each time step, a randomly chosen individual interacts with or moves to one of its nearest neighbors at random. For the pair of neighboring sites, cyclic competition, reproduction and migration occur at the probabilities $\sigma /(\mu+\sigma+\epsilon), \mu /(\mu+\sigma+\epsilon)$
and $\epsilon /(\mu+\sigma+\epsilon)$, respectively, so that the rates of competition, reproduction and migration are normalized. Whether the interaction can successfully occur is determined by the states of both sites. For example, if reproduction is chosen but there are no empty sites, the reaction fails. According to the theory of random walk [169], individual mobility $M$ is defined as $M=\epsilon(2 N)^{-1}$, to which the number of sites explored by one mobile individual per unit time is proportional. An actual time step is defined when each individual has interacted with others once on average. In other words, in one actual time, $N$ pairwise interactions will have occurred.

In Ref. [136], we introduced the concept of attraction basin in the RPS game. Let $n_{0}$ be the fraction of empty site. For example, we can fix $n_{0}$ to be $10 \%$ of the $N$ lattice sites. Since the initial densities of three species satisfy $n_{a}+n_{b}+n_{c}=1-n_{0}$, all possible combinations of $n_{a}, n_{b}$ and $n_{c}$ define a triangular region. The phase space at time $T=0$ can thus be represented by the simplex $S_{2}$ defined by this triangle. There are four possible final states, corresponding to three extinction states, each converging to one of the three single species, and a coexistence state. In the phase space $S_{2}$, the coordinates of a point denote a combination of the initial densities of the three species, and we can use four different colors to represent the final states. The basins can thus be defined by regions in $S_{2}$, within which initial densities converge to the same final state. Alternatively, the basins can be characterized by the convergence time $t_{c}$ for each point in $S_{2}$. Note that different initial states in the same basin cannot be distinguished by the final state, but their convergence times $t_{c}$ can be quite different. For computational convenience, we use the quantity $1 / t_{c}$ to distinguish different points in $S_{2}$.

In Ref. [158], a critical mobility $M_{c}=(4.5 \pm 0.5) \times 10^{-4}$ was derived for identical initial densities of three subpopulations. For $M<M_{c}$, species can stably coexist while for $M>M_{c}$ only one species can survival finally and coexistence is lost. We investigate basins of coexistence and extinction in the two regions separated by $M_{c}$ by varying $M$. Numerical simulations are implemented for a large time $T$ that scales with the system size $N$. To make an unbiased comparison with previous works, we assume equal reaction probabilities for reproduction and competition rates, i.e.,
$\mu=\sigma=1$. The mobility $M$ is thus the only control parameter of the system. In our simulations, square lattices with $100 \times 100$ sites are used and the simulation time is chosen to be $T=5000$ to ensure that the final state can be reached from any initial point in $S_{2}$.

### 7.2.2. Basin structure from microscopic simulations

Figures 43(a-e) show the basin structures in $S_{2}$ for different values of $M$ for both regions of $M<M_{c}$ and $M>M_{c}$. The basins for all values of $M$ exhibit rotational symmetry around the center point of $S_{2}$. For $M<M_{c}$, e.g., (a) $M=5 \times 10^{-5}$, (b) $M=1 \times 10^{-4}$, and (c) $M=3 \times 10^{-4}$, there exists a coexistence basin at the central area of $S_{2}$ and three extinction basins are rotationally entangled around the coexistence basin. As $M$ is increased, the coexistence basin shrinks toward the center point together with the expansion of the three extinction basins. This indicates that population mobility tends to inhibit coexistence for $M<M_{c}$, as the area of coexistence basin decreases by increasing $M$. In previous works that focus on identical initial densities of species (corresponding to the a single point in $S_{2}$, its center), the effect of mobility on coexistence cannot be revealed in this parameter region where species can always coexist. The basins thus provide a global picture of the coexistence problem. At the boundaries among different basins, the final state depends sensitively on the initial state and small initial perturbations can drive the system to an entire different final state. As soon as $M$ exceeds the critical value $M_{c}$, the coexistence basin vanishes, as exemplified by Fig. 43(d) for $M=1 \times 10^{-3}$. We see that, in this case, the phase space $S_{2}$ is shared exclusively by three extinction basins. The center point is where all three basins meet. At this point, the final convergence state is hard to be predicted due to the presence of stochastic effect and the sensitivity of final state to small variations in the initial densities. Further increase of $M$, e.g., (e) $M=5 \times 10^{-3}$ leads to the same structure of extinction basins as shown in Fig. 43(d) for $M=1 \times 10^{-3}$. We can expect the same basin structures for very large values of $M$, which correspond to the well-mixed and globally interacting case without the restriction of lattice links. Our finding is thus consistent with the known result that global interactions can exclude coexistence in the RPS game.


Fig. 43. Basin structures of mobile individuals with cyclic competition on lattice for different values of mobility by using the characterizations of final state and convergence time. Panels (a-e) are the basins obtained by using the final state for $M=5 \times 10^{-5}, 1 \times 10^{-4}, 3 \times 10^{-4}, 1 \times 10^{-3}$ and $5 \times 10^{-3}$, respectively. Panels ( $\mathrm{f}-\mathrm{j}$ ) are the basins obtained by using the convergence time. The mobility values in ( $\mathrm{f}-\mathrm{j}$ ) are the same as those in (a-e), respectively. Panels ( $\mathrm{a}^{\prime}-\mathrm{j}$ ') are the basins obtained by the PDEs under the same set of mobility values as in $(a-j)$. The final state is represented by one of the four colors at each point from stochastic simulations using 30 random realizations of the cyclic competition dynamics, under the same initial condition, on a given $100 \times 100$ square lattice. Blue, yellow and red denote the three single-species states composed of species $A, B$ and $C$, respectively. Green denotes coexistence of species in the steady state. For each realization, the simulation consists of $5000 \times N$ time steps. We have checked that $5000 \times N$ time steps are sufficient long for the system reaching a steady state.

Basin structures obtained by using the inverse $1 / t_{c}$ of convergence time in the phase space $S_{2}$ is shown in Figs. $43(\mathrm{f}-\mathrm{j})$, corresponding to panels (a-e), respectively. We see that $1 / t_{c}$ offers a detailed characterization of the different states within each extinction basin, where $1 / t_{c}$ decreases along the rotational structure of the basin toward the central area. An interesting behavior is that the boundaries of basins can be identified solely based on $t_{c}$ in the sense that there is sharp transition in $1 / t_{c}$ from one extinction basin to another when crossing the boundary. For the coexistence basin, since species can always coexist, $t_{c}$ in the basin tends to $\infty$ and $1 / t_{c}$ equals zero, so all points appear identical in the coexistence basin. The boundary between the coexistence and extinction basins is thus unequivocal since $t_{c}$ in the extinction basins is always finite.

### 7.2.3. Basin structure from PDE model

The PDEs can be derived by a continuous approximation for the three reactions among geographically neighboring individuals. Let $n_{a}(\mathbf{r}, t), n_{b}(\mathbf{r}, t)$ and $n_{c}(\mathbf{r}, t)$ be the densities of populations $A$, $B$ and $C$ at time $t$ and site $\mathbf{r}=\left(r_{1}, r_{2}\right)$ in the two-dimensional space, respectively. Neighbors are located at $\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}$, where $\left\{\mathbf{e}_{i}\right\}(i=1,2)$ are the base vectors of the two-dimensional lattice. We have, for the average value of an arbitrary population $a(\mathbf{r}, t)$, the following evolutionary equation:

$$
\begin{aligned}
& \partial_{t} n_{a}(\mathbf{r}, t)=\frac{1}{z} \sum_{ \pm, i=1}^{2}\left\{2 \epsilon\left[n_{a}\left(\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}, t\right)-n_{a}(\mathbf{r}, t)\right]\right. \\
+ & \mu n_{a}\left(\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}, t\right)\left[1-n_{a}(\mathbf{r}, t)-n_{b}(\mathbf{r}, t)-n_{c}(\mathbf{r}, t)\right] \\
- & \left.\sigma n_{c}\left(\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}, t\right) n_{a}(\mathbf{r}, t)\right\}
\end{aligned}
$$

where $z$ is the number of nearest neighbors of each lattice site. On the right-hand side of the equation, the first term denotes the exchange process, where the neighbors moving into a site and the individual at this site moving out to its neighbors will induce an increase and a decrease in $n_{a}(\mathbf{r})$, respectively. The second term describes the increase in $n_{a}(\mathbf{r})$ due to reproduction, and the third term characterizes the decrease in $n_{a}(\mathbf{r})$ due to competition. We set the length of the lattice to unity and, hence, the distance between two nearest neighbors is $\delta r=1 / \sqrt{N}$. For $N \rightarrow \infty$ and the lattice size fixed to
$1, \delta r \rightarrow 0$. Thus $\mathbf{r}$ can be treated as a continuous variable. Using Taylor expansion to the second order, we have

$$
\begin{aligned}
& n_{a}\left(\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}, t\right) \\
= & n_{a}(\mathbf{r}, t) \pm \delta r \partial_{i} n_{a}(\mathbf{r}, t)+\frac{1}{2} \delta r^{2} \partial_{i}^{2} n_{a}(\mathbf{r}, t)+O\left(\delta r^{2}\right)
\end{aligned}
$$

The first term on the right-hand side of the Eq. (7.4) becomes

$$
\frac{2 \epsilon}{z} \sum_{ \pm, i=1}^{2}\left[n_{a}\left(\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}, t\right)-n_{a}(\mathbf{r}, t)\right]=\frac{\epsilon}{2} \delta r^{2} \partial_{i}^{2} n_{a}(\mathbf{r}, t)
$$

By rescaling the exchange rate $\epsilon$ with system size $N$ and a fixed (diffusion) constant $M$ according to

$$
\begin{equation*}
\epsilon=2 M N \tag{7.5}
\end{equation*}
$$

we have

$$
\begin{equation*}
\frac{\epsilon}{2} \delta r^{2}=M \tag{7.6}
\end{equation*}
$$

where $\delta r=1 / \sqrt{N}$. For other terms in the Eq. (7.4), only the zeroth-order contributions to $n_{a}(\mathbf{r}, t)$ in the expansion of $n_{a}\left(\mathbf{r} \pm \delta r \cdot \mathbf{e}_{i}, t\right)$ are important in the large system-size or the $\delta r \rightarrow 0$ limit. These considerations lead to the following set of PDEs:

$$
\begin{align*}
& \partial_{t} n_{a}=M \nabla^{2} n_{a}+\mu n_{a}(1-\rho)-\sigma n_{c} n_{a} \\
& \partial_{t} n_{b}=M \nabla^{2} n_{b}+\mu n_{b}(1-\rho)-\sigma n_{a} n_{b}  \tag{7.7}\\
& \partial_{t} n_{c}=M \nabla^{2} n_{c}+\mu n_{c}(1-\rho)-\sigma n_{b} n_{c}
\end{align*}
$$

where $\rho=n_{a}(\mathbf{r}, t)+n_{b}(\mathbf{r}, t)+n_{c}(\mathbf{r}, t)$ is the local species density and $1-\rho$ denotes the density of empty sites. Basin structures in the PDE model can be obtained by numerically solving the equations for random initial species densities. Specifically, for an arbitrary density, at $t=0$, only one quantity of $n_{a}\left(r_{x}, r_{y}\right), n_{b}\left(r_{x}, r_{y}\right)$ and $n_{c}\left(r_{x}, r_{y}\right)$ is equal to one and the other two are zero, the probability of which is determined by the initial densities of $n_{a}, n_{b}$ and $n_{c}$ altogether. For the PDEs, extinction is defined when the density of any species is less than $1 / N$. The species preyed by the extinction species is the exclusive survivor. The definition takes into account the physical meaning of survival in that the number of survival species cannot be less than one.

The results of basins from the PDE model are shown in Figs. 43( $a^{\prime}-j$ ' $)$, which correspond to the stochastic simulation results in (a-j), respectively. We see that the results from the PDE model are in good agreement with simulations in terms of both the basin structures and the areas of coexistence and extinction basins for different values of individual mobility. The stochastic fluctuations in the basins obtained from the PDE model is a result of the initial randomness of species densities [ $n_{a}\left(r_{x}, r_{y}\right), n_{b}\left(r_{x}, r_{y}\right)$ and $\left.n_{c}\left(r_{x}, r_{y}\right)\right]$ used in the numerical solution of the PDEs.

Our exploration of basin structures in terms of the final convergence state, the inverse of the survival time, and the PDE model thus provides a more complete picture concerning the emergence and loss of biodiversity in the spatial RPS game in the presence of individual mobility.

### 7.3. Basins of spatial RPS dynamics with intraspecific competition

In nature, intraspecific competitions are quite common [170-173]. Individuals within the same species do compete for essential life-sustaining resources such as food, water, light, and opposite sex, etc.. Intraspecific competitions can have a significant impact on species diversity in both predator-prey-like interaction and cyclic-competition systems. Intraspecific competition is also quite common in various food chains. Here we explore the basin structure in the presence of intraspecific competitions, which can be incorporated in the game model in Sec. 7.2 as follows:

$$
\begin{equation*}
A A \xrightarrow{p} A \varnothing, \quad B B \xrightarrow{p} B \varnothing, \quad C C \xrightarrow{p} C \varnothing, \tag{7.8}
\end{equation*}
$$

where $\varnothing$ represents empty sites. Due to the competition of two neighboring individuals in the same species, one individual will die at random and leave its site empty at rate $p$. Intraspecific competition occurs with probabilities $p /(p+\mu+\sigma+\epsilon)$ and the rates of inter-species competition, reproduction and motion are normalized by $p+\mu+\sigma+\epsilon$ as well. We set the summation of intraspecific competition, interspecific competition, and reproduction rates to be 2 , i.e., $p+\sigma+\mu=2$ so that the dependence on the mobility probability $\epsilon$ is the same as compared to models in Sec. 7.2.

Using the continuous approximation, we can derive a PDE model from the four types of reactions for spatiotemporal dynamics of RPS game under intraspecific competition [165]. The model is given


Fig. 44. Dependence of extinction probability on the intraspecific competition rate $p$ and mobility $M$, where regions I and II denote coexistence and extinction behaviors, respectively. Simulation results are obtained by averaging over 50 random initial configurations on a lattice of size $100 \times 100$. The boundary between regions I and II are obtained by the PDE model Eq. (7.9). We select four sets of parameter combinations to explore the basin structures.


Fig. 45. Basins of mobile individuals with inter-species and intraspecific competitions on lattices for (a,b) $M=1 \times 10^{-3}$ and $p=0.1$, (c,d) $M=1 \times 10^{-3}$ and $p=0.2$, (e,f) $M=5 \times 10^{-5}$ and $p=0.1$, and (g,h) $M=1 \times 10^{-3}$ and $p=0.8$. Panels (a), (c), (e), and (g) are obtained by the final-state criterion, and panels (b), (d), (f) and (h) are calculated according to the convergence time. Other simulation parameters are the same as for Fig. 44.
by

$$
\begin{align*}
& \partial_{t} n_{a}=M \nabla^{2} n_{a}+\mu n_{a}(1-\rho)-\sigma n_{c} n_{a}-(p / 2) n_{a} n_{a} \\
& \partial_{t} n_{b}=M \nabla^{2} n_{b}+\mu n_{b}(1-\rho)-\sigma n_{a} n_{b}-(p / 2) n_{b} n_{b}  \tag{7.9}\\
& \partial_{t} n_{c}=M \nabla^{2} n_{c}+\mu n_{c}(1-\rho)-\sigma n_{b} n_{c}-(p / 2) n_{c} n_{c}
\end{align*}
$$

Numerical solution of the PDEs yields two dynamical regions in the parameter space, as shown in Fig. 44, where region I corresponds to coexistence and region II to extinction. In each region, we select two groups of parameter combinations $(M, p)$ to explore the basin structures. The chosen points are marked in Fig. 44. Results from direct stochastic simulations are shown in Fig. 45. For the two points in the extinction region [(a) and (c)], we observe three entangled extinction basins that meet at the center of the phase space $S_{2}$, which is similar to the basins in the absence of intraspecific competition in Sec. 7.2. In this region, intraspecific competition is not sufficient to induce the coexistence basin. In contrast, in the coexistence region [(e) and (b)], a large area of coexistence basin dominates the central area of $S_{2}$. In particular, for strong intraspecific competition (large value of $p$ ), the phase space $S_{2}$ is almost exclusively a coexistence basin and the extinction basins almost vanish [Fig. 45(g)]. Such a domination of the coexistence basin is general for large values of $p$, indicating that coexistence is strongly promoted by intraspecific competitions. The inverse of the convergence time $1 / t_{c}$ identifies the boundaries among different extinction basins and between the extinction and coexistence basin. Within each extinction basin, $1 / t_{c}$ decreases along the rotational direction of the basins toward the central area, which is similar to the situation without intraspecific competition. Another feature is that the rising of coexistence basin when $p$ exceeds the critical value 0.7 is quite sharp. That is, for $p<0.7$ in the extinction region, coexistence basin does not exist. For $p>0.7$, a vast area of coexistence basin arises and dominates the phase $S_{2}$ associated with the loss of the extinction basins. In this regard, the phase transition from extinction to coexistence at the critical value $p=0.7$ is of the first order.

### 7.4. Basins of RPS dynamics on continuous space

Most existing models based on stochastic interactions assume discrete lattices as the underlying spatial structure, on which cyclic competition, reproduction and movement occur among neighbor-


Fig. 46. Schematic illustration of continuous-space model. Three subpopulations, A, B and C represented by red, yellow and blue, respectively, dominate each other in a cyclic manner. (a) An individual belonging to A randomly selects an individual B within its selection range R , where B is next to A in the cyclic competing loop. (b) The A individual kills the B individual and at the same time replicates itself. If within the interaction range, an individual cannot find any inferior individual, nothing happens.


Fig. 47. Basins of cyclically competing subpopulations on continuous geographical space for (a,b) the interaction radius $R=0.045$, (c,d) $R=0.07$ and (e,f) $R=0.1$. Panels (a), (c) and (e) are obtained according to the final-state criterion while panels (b), (d) and (f) are calculated according to the convergence-time criterion. The number of individuals is fixed at 3000 and size of the square cell is $1 \times 1$. Each point in the phase space is obtained by 100 different realizations. The initial positions of individuals in the geographical space are random.
ing sites. In such a case, the underlying geographical space is discrete. In realistic ecosystems, the intrinsic geographical space can be continuous. In this section, we study RPS dynamics with individuals dispersing on a continuous space, which allows the effect of nonlocal interactions on species coexistence to be studied in terms of basin structures. In our model, we assume that individuals of the three species are randomly dispersed on a square cell of linear size $L=1$ under periodic boundary conditions. A competition occurs only if the geographical distance between two cyclic individuals is less than the interaction radius $R$, as schematically illustrated in Fig. 46. At each simulation step, an individual is randomly selected. For example, in Fig. 46(a), an individual belonging to species $A$ is chosen. After this, within the interaction range, the $A$ individual randomly kills an individual belonging to $B$ which is next to $A$ in the cyclic competition loop. At the same time, the $A$ individual reproduces itself at the position of the $B$ individual. If the $A$ individual cannot find any $B$ individual within the range, no interaction occurs. The rate of killing is $\sigma$. Note that the absolute value of the rate $\sigma$ only affects the evolution speed of the system but does not influence the convergence toward the final state. The radius $R$ of interaction range is thus the sole physical parameter in the model.

We calculate the basins in the simplex $S_{2}$ by using different initial densities of three species. Because of the absence of empty sites in the continuous space, the range of $S_{2}$ is unity. Basin structures for different values of $R$ obtained from stochastic simulations are shown in Fig. 47. In particular, we observe that the area of the coexistence basin is a non-monotonic function of $R$. When $R$ is increased to 0.045 , coexistence is lost, as shown in Fig. 47(a), and there is an entangled and disordered region in the central area where small deviations in the initial densities could lead to completely different final extinction states. This behavior is distinct from those in the lattice models treated in Secs. 7.2 and 7.3. Except the central region, three extinction basins exhibit a rotational symmetry around the central point, similar to the behavior in the lattice models. As $R$ reaches 0.07 [Fig. 47(c)], a small coexistence basin re-emerges at the center and the degree of rotation of the three extinction basins is reduced as compared to that in Fig. 47(a). This behavior is contrary to the existing result from
lattice models in the literature that local interactions promote coexistence while it is lost at larger interaction scale. For larger interaction range, e.g., $R=0.1$ [Fig. 47(e)], coexistence basin vanishes again and the rotational degree of extinction basins is reduced further. We have examined that for $R$ larger than 0.1 , the phase space $S_{2}$ is shared exclusively by three extinction basins. The phase-space structures obtained by the convergence-time $t_{c}$ in Figs. $47(\mathrm{~b}, \mathrm{~d}, \mathrm{f})$ are consistent with those from the final-state criterion. In particular, the characteristics of the behavior of $t_{c}$ in each extinction basin are qualitatively similar for discrete-lattice and continuous-space models. While the basin structures exhibit some small difference for small [Figs. 47(a)] and large [Figs. 47(e)] values of $R$, extinction is the exclusive outcome in these cases.

### 7.5. Conclusion

In conclusion, we have studied basins of species coexistence and extinction in three spatial RPS game models: (1) mobile species on lattice, (2) mobile species on lattice with intraspecific competition, and (3) mobile species on continuous space. Two criteria are used to characterize the basin structures in the phase space $S_{2}$ : the final state and the convergence time. We have found that for all three models, three extinction basins spirally entangle around the center point in $S_{2}$. About the center, a coexistence basin can emerge, depending on the parameters of the underlying spatiotemporal dynamical system. The boundaries among basins can be distinguished by the final convergence state and the fine structure within each single basin can be resolved by the convergence time, which exhibits a general behavior in that it increases along the spiral of the basin toward the central area, signifying a dependence of the degree of extinction (within the same basin) on initial configurations. There is a sharp transition in the convergence time at the boundary between two extinction basins, so the boundary can also be identified by this time. In the coexistence basin, the convergence time tends to infinity, separating the coexistence from extinction basins in a straightforward manner.

For each model, a set of PDEs can be derived to capture the basic features of the spatiotemporal evolutionary dynamics and we find that the PDEs can generate basin structures that are consistent with those from microscopic stochastic simulations. While our computational efforts establish a
plausible picture for the basin structures associated with the evolutionary dynamics of cyclically competing species on spatially extended scales and thereby provide deeper insights into the species coexistence problem, the dynamical origin of the emergence of the basin structure revealed in this chapter is not understood at the present. Further efforts in this direction are required.

## 8 . PATTERN FORMATION, SYNCHRONIZATION AND OUTBREAK OF BIODIVERSITY IN CYCLICALLY COMPETING GAMES

### 8.1. Background

Biodiversity is ubiquitous in nature and fundamental to evolution in ecosystems [114, 174, 175]. Evolutionary game theory $[117,176-179]$ has been used as a paradigm to address the coexistence of competing species, which is the key to sustaining biodiversity. Cyclic, non-hierarchical competitions have been observed in a plethora of real ecosystems, ranging from microbes to mating strategies of side-blotched lizards in California [120, 180-182]. To understand the role of the competitions in biodiversity, microscopic game models based on stochastic interactions on spatially extended scales using, e.g., the classical rock-paper-scissors games, have been exploited to understand the dynamics of species coexistence [120]. More recently, the role of mobility in coexistence has also been investigated [130, 183-185] with the finding that strong local mobility can cause non-local interactions, which under certain circumstances tend to hamper coexistence through the formation of moving spiral waves of population densities in the physical space [184].

In this chapter, motivated by the ubiquity of long-distance, seasonal migrations in nature, we address their effect on species coexistence. We find a striking phenomenon: long-range migration in combination with local dispersal can promote and stabilize species coexistence. In particular, we consider species movements on two distinct spatial scales: intra-patch and inter-patch migrations. The resulting microscopic model based on stochastic interactions, as will be explained, is quite different from the classical, coupled patchy models described by deterministic differential equations $[155,186]$. We will show that migrations at the distinct spatial scales can result in species coexistence in target wave patterns [187]. Associated with coexistence, synchronization and timelagged synchronization emerge among spatial patterns in different patches, stabilizing coexistence. The time-lagged synchronization can potentially be used to predict the spatiotemporal evolution of species. In addition, we find that rare mutations, in combination with long-range migrations, can induce a spontaneous outbreak of biodiversity. Our results not only provide insights into the
dynamics of global oscillations induced by long-distance interactions among cyclically competing species [188], but also have implications to the emergence and maintenance of order from randomness and disorder in natural and social systems through self-organization in the absence of any central control.

### 8.2. Model description

We consider multiple-patch systems of three subpopulations (referred to as $a, b$ and $c$ ) under both intra- and inter-patch migration. Within each patch, $a, b$ and $c$ interact with each other according to the following rules: (1) $a b \xrightarrow{u} a \varnothing, b c \xrightarrow{u} b \varnothing, c a \xrightarrow{u} c \varnothing$; (2) $a \varnothing \xrightarrow{\sigma} a a, b \varnothing \xrightarrow{\sigma} b b, c \varnothing \xrightarrow{\sigma} c c$; and (3) $a \odot \xrightarrow{\varepsilon} \odot a, b \odot \xrightarrow{\varepsilon} \odot b, c \odot \xrightarrow{\varepsilon} \odot c$, where $\varnothing$ represents empty sites and $\odot$ represents any species or empty sites. Relations (1-3) define competition, reproduction and intra-patch migration that occur at the rates $u, \sigma$ and $\varepsilon$, respectively. The occurrence probabilities are normalized by $(u+\sigma+\varepsilon)$. Since our focus is on the role of mobility, we set $u=\sigma=1$ without loss of generality. The individual mobility is defined as $M=\varepsilon(2 N)^{-1}$, which is proportional to the number of sites explored by one individual per time step [184]. Initially, individuals are randomly located over all patches, each of which is represented by a lattice of $L \times L$ sites with open boundary conditions. At each simulation step, a random pair of neighboring sites is selected for one interaction from (1$3)$ according to their probability. Whether the chosen interaction can actually occur is determined by the states of both sites. An actual time step $t$ is defined when each individual has experienced interaction once on average, i.e., in one time step $N$ pairwise interactions will have occurred. Interpatch migration is a type of long-distance species movements among different patches. In a certain period, a mutual migration takes place among patches, where one randomly selected individual migrates from one patch to a random location in the target region of another patch and vice versa (see Fig. 48). The speed of inter-patch migration is determined by the parameter $T_{m}$, the actual time between two successive mutual migrations.

## Inter-patch migration



Fig. 48. Illustration of inter-patch migration in a two-patch ecosystem with open boundary conditions. There is a periodic migration between two patches: at each time step $n T_{m}(n=1,2, \ldots)$, one randomly selected individual migrates from patch $A$ to patch $B$ and vice versa. The the migration (target) region can be of any size and at any location in the patch. If the target area contains several sites, we randomly pick one site. If there are more than two patches, each migration individual first randomly chooses a patch and then occupies a target site, regardless of the original individual at the site. The individual with inter-patch migration leaves its site empty in the original patch.

### 8.3. Results on multiple forms of synchronization

We first study an ecosystem of two patches, where a single target region is located at the center of each patch for inter-patch migration (Fig. 49). Without the migration, in each patch two species will become extinct and only one species can prevail. When inter-patch migration occurs, a predominant species can arise due to the difference in the initial densities at $t \approx 2500$, as shown in Fig. 49. After this event, species superior to the dominant one in the cyclic-competition loop appear around the target points in both patches, inducing target waves emanating from their respective target points and propagating outward. For large times, the target waves from the two patches tend to synchronize with each other at $t=25000$. When synchronization occurs, it can be maintained and there is then a strong order in the system dynamics. We have examined a three-patch systems starting from single specie on each patch and a four-patch systems when the target locations deviate from the centers of patches. e.g., at the corner of each patch. We observe synchronized target waves as well.

The area of target in each patch can have a significant influence on the pattern formation and


Fig. 49. Emergence of target waves and pattern synchronization in a two-patch system with initially mixed populations for $M=0.7 \times 10^{-4}$ and $T_{m}=1$. Each patch has size $300 \times 300$ and target is at center. The initial densities of species in the first patch are $\rho_{a}=0.6$ and $\rho_{b}=\rho_{c}=0.2$, and in the second patch are $\rho_{b}=0.6$ and $\rho_{a}=\rho_{c}=0.2$. Red, blue and yellow colors represent the three species $a, b$ and $c$, respectively, and empty sites are denoted by gray.
synchronization. As shown in Fig. 50, we observe synchronization of target waves when the target area is small. In this case, time series of densities of a particular species in the three patches exhibit a phase-synchronized behavior. For a large target area, a strikingly different type of synchronization occurs: time-delayed synchronization. In this case, the time series of species densities from the three patches exhibit the same period $T$ but there is a time lag of about $T / N_{p}$ among them, where $N_{p}$ is the number of patches [Fig. 50(b-d)]. Time series of species densities can be used to characterize the correlation and difference among target-wave patterns from different patches.

We introduce an order parameter defined by the phase difference between the species densities, as shown in Fig. 50(b). Specifically, the average period can be computed by the time interval between two neighboring peaks. Since the densities in the three patches exhibit similar oscillating behaviors, we define an average period $\langle T\rangle$ obtained from, say $\rho_{a}$ in three patches. We can then calculate the order parameter of phase synchronization between each pair of patches. For example, for $B$ and $C$, the order parameter $\eta_{B C}$ reads

$$
\begin{equation*}
\eta_{B C}=1-\frac{\left\langle\min \left(\Delta t_{B C},\langle T\rangle-\Delta t_{B C}\right)\right\rangle_{B C}}{\langle T\rangle / 2} \tag{8.1}
\end{equation*}
$$

where $\langle\cdots\rangle_{B C}$ stands for the average over all pairs of neighboring peaks in B and C and the value of $\min \left(\Delta t_{B C},\langle T\rangle-\Delta t_{B C}\right)$ is always less than $\langle T\rangle / 2$. If $\rho_{a}$ 's from B and C display a phase coherence, $\Delta t_{B C}$ tends to zero and $\eta_{B C}$ approaches unity. If the phases are incoherent, $\eta_{B C}$ tends to zero. The overall order parameter $\eta$ can be defined by the average of order parameters over all patches: $\eta=\left(\eta_{A B}+\eta_{A C}+\eta_{B C}\right) / 3$. Lag synchronization, however, needs to be characterized by all pairs of order parameters. Since the time delay for each pair is $T / 3$, for lag synchronization we have $\eta_{A B}=\eta_{A C}=\eta_{B C}=1 / 3$.

The order parameter enables us to quantify the dependence of pattern synchronization on both $M$ and $T_{m}$. As shown in Fig. 51, for $M<2 \times 10^{-5}$, target waves become unstable and break into small spiral waves (the three insets in region I). Once spiral waves have appeared, they are robust, making the appearance of target waves difficult. For large values of $T_{m}$, because of the low interpatch migration frequency, species coexistence in each patch is ruled out. Based on these results, we


Fig. 50. (a) Phase synchronization and (b) time-delayed synchronization among target waves patterns in a three-patch system for small and large migration-target area, respectively. The parameters are $M=0.8 \times 10^{-4}$ and $T_{m}=1$. (c) Time-delayed synchronization for a two-patch $\left(M=0.6 \times 10^{-4}\right)$ and (d) a four-patch $\left(M=1.2 \times 10^{-4}\right.$ and $\left.T_{m}=1\right)$ system, where the evolutions of densities of species whose distances from the central target site are less than $L / 2$ are displayed. The target radii for synchronization and lag synchronization are 15 and 40, respectively and $L=300$.
have identified three regions in the parameter space: (I) spiral-wave region, (II) target-wave region and (III) extinction region. Of interest is region II where synchronization occurs as a result of both intra- and inter-patch migration.

To gain further insights into pattern synchronization, we study the number of rings $n_{r}$ associated with the target waves when synchronization occurs. Without loss of generality, we consider two patches $A$ and $B$. In each patch, the central species $a$ is surrounded by $b$ and $b$ is surround by $c$. The average length $L_{r}$ of an arbitrary species in $A$ is

$$
\begin{equation*}
L_{r}=\mathbb{T} V=\frac{T_{m} V}{\left\langle\rho_{B}(c)\right\rangle-\left\langle\rho_{B}(b)\right\rangle}, \tag{8.2}
\end{equation*}
$$

where $V$ is the front propagation velocity of target waves and $\mathbb{T}$ is the time interval between two successful inter-patch migrations between two patches. Note that only when species $c$ moves to the migration target can a new ring be generated. Because, at each time step, the individual that executes actual migration is random, the time interval $\mathbb{T}$ for patch $A$ is determined by the average species densities $\left\langle\rho_{B}(c)\right\rangle$ and $\left\langle\rho_{B}(b)\right\rangle$ in patch $B$ from which individuals migrate, and vice versa. Given the lengths of the rings, $n_{r}$ is given by $n_{r}=L /\left(\sqrt{2} L_{r}\right)$. Since $V$ does not depend on the inter-patch migration parameter $T_{m}$, the front propagation velocity $V$ can be obtained by casting the cyclically competing game in the framework of complex Ginzburg-Landau equation (CGLE) [184]. The spreading velocity of the propagating wave fronts can be determined by linearizing the CGLE around the unstable point: $\partial_{t} z(\boldsymbol{r}, t)=M \Delta z(\boldsymbol{r}, t)+\left(c_{1}-i \omega\right) z(\boldsymbol{r}, t)+o\left(z^{2}\right)$. The spreading velocity is $=2 \sqrt{c_{1} M}$, where the coefficient is given by $c_{1}=u \sigma /[2(3 u+\sigma)]$. Due to pattern synchronization, the densities of species in patch $A$ and patch $B$ are identical: $\rho_{A}(b)=\rho_{B}(b)$ and $\rho_{A}(c)=\rho_{B}(c)$, we can then estimate the densities of species $b$ and $c$ in patch $A$ during the propagation of the central ring occupied by $a$ from zero to length $L_{r}$. The average density of $c$ reads: $\left\langle\rho_{A}(c)\right\rangle=\int_{L_{r}}^{2 L_{r}}\left[\pi\left(x+L_{r}\right)^{2}-\pi x^{2}\right] /\left(L^{2} L_{r}\right) d x=4 \pi L_{r}^{2} / L^{2}$. Analogously, the outside boundary of species $b$ to the center ranges from 0 to $L_{r}$, yielding $\left\langle\rho_{A}(b)\right\rangle=2 \pi L_{r}^{2} / L^{2}$. Inserting $\left\langle\rho_{A}(c)\right\rangle$ and $\left\langle\rho_{A}(b)\right\rangle$ into Eq. (8.2) yields

$$
\begin{equation*}
n_{r}=\frac{L}{\sqrt{2} L_{r}}=\left(\frac{2 T_{m}}{\pi L} \sqrt{\frac{u \sigma}{3 u+\sigma} M}\right)^{-1 / 3} \tag{8.3}
\end{equation*}
$$
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Fig. 51. In a three-patch system, dependence of the order parameter $\eta$ on $M$ and $T_{m}$. The radius of migration target is 10 , centered at the lattice. Three phases are identified in the parameter space: (I) spiral waves, (II) target-wave region in which there is a synchronization subregion, and (III) extinction region defined by the criterion that in any patch at any time, the number of individuals in a species is less than three. The size of each patch is $300 \times 300$ and initially there is a single species in each patch. The inset at the upper-right corner is the dependence of $n_{r}$ on $T_{m}$ in the synchronization regime for $M=10^{-5}$. The curve is the theoretical results from Eq. (8.3).


Fig. 52. For a three-patch $(A, B, C)$ system, (a) mean value and standard deviation of order parameter $\eta$ and (b) the number of rings $n_{r}$ as a function of the radius of target region. Parameters are $L=300, M=0.8 \times 10^{-4}$ and $T_{m}=1$. Data points are obtained from 20 independent realizations, where $\eta=\left(\eta_{A B}+\eta_{A C}+\eta_{B C}\right) / 3$ and the bars represent the standard deviations. There are three distinct dynamical behaviors: synchronization in region I, lag synchronization in region II, and disorder in other regions.



Fig. 53. In a two-patch system, outbreak of biodiversity from random, rare mutations in a single species world for $M=0.7 \times 10^{-4}$ and $T_{m}=2$. Each lattice size is $200 \times 200$ with a central target region, and the mutation probability for each individual is $10^{-7}$ at each time step. The quantity $\rho_{\text {min }}$ is defined as the density of the least frequent species in a patch, averaged over the two patches. Synchronized target waves are associated with the outbreak of biodiversity.

The analytical result is in good agreement with numerical simulations (inset at the upper-right corner of Fig. 51). We have also investigated the transition from synchronization to lag synchronization as the target area is increased [Fig. 52(a)]. We see that the system experiences synchronization (singlesite target), disorder, synchronization (region I), disorder and lag synchronization (region II). The number of rings $n_{r}$ is confined to a certain range when synchronization behaviors occur, as shown in Fig. 52(b).

An interesting issue is whether the combination of two types of migrations can induce a spontaneous outbreak of biodiversity from rare mutations in a single species world. To address this, we consider a two-patch system with an identical single species. We randomly reset the state of each individual with a small probability $p$ to mimic the effect of random mutations. We then examine the spatial patterns and the lowest density $\rho_{\text {min }}$ of the species in each patch, where a near-zero value indicates extinction. As shown in Fig. 53, after a relatively long transient time, a sudden change
from zero in $\rho_{\text {min }}$ occurs, signifying coexistence. Accompanying this are target wave patterns in both patches, ensuring persistence of all three species. This outbreak of biodiversity is triggered by the occasional appearance of new species in combination with the inter-patch migration. In contrast, without the inter-patch migration (effectively a single-patch environment), even though three species can occasionally appear simultaneously, the large differences among their densities will lead quickly to a predominant species, excluding the other two species, as represented by the small fluctuations of $\rho_{\min }$ about zero.

## 8.4. conclusion

In conclusion, our computations and analysis demonstrate that the interplay between intra- and inter-patch migrations in multi-patch ecosystems under cyclic competition can lead to remarkable target-wave patterns originated from stochastic interactions in the absence of any external control. These waves can form regardless of the area and the position of the migration target and the number of patches. Strikingly, depending on the area of the migration target, synchronization and lag synchronization in the target-wave patterns among different patches can occur. The synchronization state in fact stabilizes species persistence in a remarkable order, in contrast to the view that population synchronization is a cause for global population extinction, whereas lag synchronization enables prediction of the future spatiotemporal evolution of species based on current dynamical behavior. Analytic insights into the synchronization dynamics have been obtained through the theoretical framework of CGLE. We have also observed the phenomenon of outbreak of biodiversity from a single-species world through rare mutations. Our results are relevant to issues of pattern formation, control in excitable systems, and the origin of order arising from self-organization in social and natural systems.

## 9. MULTI-ARMED SPIRALS AND MULTI-PAIRS ANTISPIRALS IN SPATIAL ROCK-PAPER-SCISSORS GAMES

Non-hierarchical cyclic competitions have been observed in a number of real ecosystems, ranging from colicinogenic microbes competition to mating strategies of side-blotched lizards in California [120,137-139, 199]. The essential features of such competition can be captured by the childhood game "rock-paper-scissors" (RPS). In the game, species coexistence, as the key factor for maintaining biodiversity, has been given much attention, especially for the conditions that ensure species coexistence $[115,165,200-205]$. Both laboratory experiment and theoretical model have revealed that spatial structure by confining local interaction is necessary for stabilizing species coexistence [199]. Otherwise, stochastic effect and external perturbation can easily ruin biodiversity. Quite recently, individual mobility has been incorporated in the spatial RPS game [130, 183, 189, 192]. It has been found that individual mobility induces entangled moving spiral waves which preclude species from extinction [189]. The stochastic game has been casted into a set of partial differential equations by a continuous approximation [192]. In this thesis, we investigate the origin of multi-armed spiral waves and multi-pairs antispiral waves on the basis of the spatial RPS game with mobile individuals, which is unaddressed prior to our work. We find that the joint spiral waves can spontaneously arise due to the interaction of neighboring spirals and the type of the joint spirals is determined by the position and rotational directions of neighboring spirals. In particular, we discover a general set of seeds of species distribution, which is capable of producing multi-armed spirals with arbitrary numbers of arms and antispirals with arbitrary numbers of pairs. The diverse patterns generated from stochastic simulations are reproduced by solving a set of partial differential equations from specific initial conditions. We have also discussed the stability of the joint spiral waves with respect to individual mobility.

### 9.1. The RPS Model

We consider the spatial RPS game proposed in Ref. [189]. Nodes of a $L \times L$ square lattice with no flux boundary conditions sustain mobile individuals belonging to one of the three species, $A, B$
and $C$. Each node can either host one individual of a given species or it can be vacant. Vacant sites, denoted by $\otimes$, are also the so-called resource sites where individuals of species reproduce offspring. The dynamical process can be described as following:

$$
\begin{array}{llll}
A B \xrightarrow{1} A \otimes & , & B C \xrightarrow{1} B \otimes & , \\
A \otimes \xrightarrow{1} A A & , & B \otimes \xrightarrow{1} B B & , \\
A \otimes \xrightarrow{1} C C  \tag{9.3}\\
A \odot \xrightarrow{\gamma} \odot A & , & B \odot \xrightarrow{\gamma} \odot B & ,
\end{array} C \odot \xrightarrow{\gamma} \odot C
$$

where $\odot$ denotes any species or vacant sites. These reactions describe three processes, i.e. competition, reproduction and exchange, occurring only between neighboring nodes. In reaction (1), species $A$ eliminates species $B$ at a rate 1 , whereby the node previously hosting species $B$ becomes vacant. In the same manner species $B$ can kill species $C$, and species $C$ can kill species $A$, thus forming a closed loop. In reaction (2), individuals place an offspring to a neighboring vacant node $\otimes$ at a rate 1 . Reaction (3) defines exchange process where an individual exchanges its position with an individual belonging any specie or an empty site at a rate $\gamma$. According to the theory of random walks [206], mobility of individuals $M$ is defined as: $M=\gamma / 2 N$, where $N=L \times L$ and $M$ represents the typical area explored by one mobile individual per unit time.

We apply stochastic algorithm developed by Gillespie to simulate the system's evolution, where the occurring probabilities of reactions are determined by their rates. In our model, competition and reproduction occur with probability $1 /(\gamma+2)$, whereas exchange (moving) occurs with probability $\gamma /(\gamma+2)$. At each step, an individual is randomly selected to interact with one randomly selected neighboring site. In a Mote Carlo step, all individuals are selected once on average.

### 9.2. Multi-armed spiral patterns

A critical value $M_{c}=(4.5 \pm 0.5) \times 10^{-4}$ of mobility has been identified in Ref. [189]. Below $M_{c}$, three subpopulations can stably coexist in the form of moving spiral waves; while above $M_{c}$, the wave length of spirals exceeds the size of underlying lattice and biodiversity is lost. Here, we focus on the biodiversity region for $M<M_{c}$. In this region, by carrying out sufficient stochastic simulations from random initial distributions of species, we found there is chance to observe both


Fig. 54. Spatial patterns in RPS game for $M=5.0 \times 10^{-5}$. Panels (b) and (e) are obtained from random distribution of three species initially. In panels (a), (c), (d), and (f), the system starts from specific seed distributions of three species. $L=512$ for all panels.


Fig. 55. In panel (a), extinction probability $P_{e x t}$ as a function of mobility $M$. Seed distribution of species for producing (b) two-armed spiral, (c) one pair antispiral, (d) multi-armed spirals with arbitrary numbers of arms and (e) antispirals with arbitrary numbers of pairs.
multi-armed spirals and multi-pairs antispirals, as shown in Fig. 54(b) and (e). In Fig. 54(b), there is a two-armed spiral and an one-pair antispiral, which are zoomed in in Fig. 54(a) and (c), respectively. A one-armed spiral and a two-pairs antispiral can be found in Fig. 54(e) and their enlarged versions are displayed in Fig. 54(d) and (f), respectively. We also found that these patterns can last for relative long time and then they may disappear or transform to single armed spirals with the initial conditions of species randomly distributing on the lattice. In the multi-armed spirals, the arms rotate in the same direction with the same speed, resulting exclusively from stochastic interactions among neighboring individuals. In the antispirals, the two spirals of a pair rotate with the same speed but in reverse directions. The identical rotational speed of sub-spirals in the waves ensures their stable existence. It worth mentioning that patterns in Fig. 54 are obtained from no flux boundary conditions, and we also examine the phase transition of system from biodiversity to uniformity with no flux boundary conditions. As shown in Fig. 55(a), a critical mobility $M_{c}$ emerges at $4.5 \times 10^{-4}$, which is the same as the result of periodic boundary conditions in Ref. [189].

It is interesting to find that the multi-armed spirals and multi-pairs antispirals can arise from
some specific distribution of three subpopulations. As shown in Fig. 55(b) and Fig. 55(c), square, triangle and circle symbols stand for a small amount of three subpopulations which are placed on a lattice with no flux boundary condition. Other sites of the lattice are left empty. In the early stage, each pile of individuals expand due to reproduction. After the boundaries of different species encounter, populations begin to rotate because of the cyclic competition. Finally, after the systems reaching a non-equilibrium steady state, a two-armed spiral and a one-pair antispirals emerge. Let's see Fig. $55(\mathrm{~b})$, the six pile of species placed around a circle are in the order $\mathrm{A}, \mathrm{B}, \mathrm{C}, \mathrm{A}, \mathrm{B}$, and C . The six piles can be separated into two groups, each of which contains three species. During the evolution, each group form an arm. Due to the spatial symmetry of the two group, the wave lengthes, rotation speeds and directions of the two arms are the same, giving rise to a steady two-armed spiral (Fig. 54(a)). In contrast, to generate antispirals, we need to place an arbitrary species at the center of a circle and the other two species around the circle (Fig. 55(c)), leading to a steady one-pair antispiral (Fig. 54(c)).

By extending the simple configuration in Fig. 55(b) and (c), we discover a general route to generate multi-armed spirals with arbitrary numbers of arms and antispirals with arbitrary numbers of pairs. To articulate the method, we should define the basic cell in the initial distribution of species. As shown in Fig. 55(d), the cell of multi-armed spirals is composed of three species in the order A, B and C. The cell of antispiral contains two species except the central species. The central species can be arbitrary, but once the central species is fixed, the cell is fixed as well. For the multi-armed spirals, the number of arms is determined by the number of cells. In general, one arm can be formed by one cell, so that by adjusting the number of cells, one can obtain multi-armed spirals with any number of arms. For the antispiral, the number of cells equals the number of antispiral pairs. Onepair antispirals is different from this regulation, as shown in Fig. 55(c). Two cells with reverse orders are required to create one-pair antispirals, as shown in Fig. 55(e). Stochastic simulation results from a set of seed distribution with different numbers of cells are shown in top panels of Fig. 56 for multiarmed spirals and in top panels of Fig. 57 for multi-pairs antispirals, respectively. The patterns


Fig. 56. Multi-armed spirals with one, two, three and four arms by stochastic simulations (top panels) and by solving PDEs (bottom panels). The parameters are $M=5.0 \times 10^{-5}$ and $L=512$.
justify the generate route to producing multi-armed spirals and multi-pairs antispirals.
It is noteworthy that a large number of arms or pairs is not stable because of the stochastic effect. Although all arms or pairs can be formed, after a while, some arms or pairs will be intruded by neighboring arms or pairs and disappear. The no flux boundary conditions are also necessary to generate the waves. In contrast, for periodic boundary conditions, the joint spirals in global scale will be destroyed and break into small spirals. The symmetry of the distribution of cells sustains the stability of multi-armed spirals and multi-pairs antispirals, and better symmetry lead to more stable waves. The radii of the circle and the number of individuals in each pile do not affect the wave patterns.

### 9.3. Predictions by PDE model and the spatial entropy

The patterns generated by stochastic simulations can be predicted theoretically by a set of partial differential equations (PDEs). As derived in the works of Reichenbach et al. [189, 192], starting


Fig. 57. Antispirals with one, two, three and four pairs by stochastic simulations (top panels) and by solving PDEs (bottom panels). The parameters are the same as in Fig. 56.
from rate equations and applying the continuous approximation, we have

$$
\begin{align*}
& \partial_{t} a(\mathbf{r}, t)=D \nabla^{2} a(\mathbf{r}, t)+a(\mathbf{r}, t)(1-\rho)-c(\mathbf{r}, t) a(\mathbf{r}, t), \\
& \partial_{t} b(\mathbf{r}, t)=D \nabla^{2} b(\mathbf{r}, t)+b(\mathbf{r}, t)(1-\rho)-a(\mathbf{r}, t) b(\mathbf{r}, t),  \tag{9.4}\\
& \partial_{t} c(\mathbf{r}, t)=D \nabla^{2} c(\mathbf{r}, t)+c(\mathbf{r}, t)(1-\rho)-b(\mathbf{r}, t) c(\mathbf{r}, t),
\end{align*}
$$

where $a(\mathbf{r}, t), b(\mathbf{r}, t)$ and $a(\mathbf{r}, t)$ are the densities of species $A, B, C$ at position $\mathbf{r}$ and time $t$, $\rho=a(\mathbf{r}, t)+b(\mathbf{r}, t)+c(\mathbf{r}, t)$ is the local species density and $1-\rho$ denotes the density of empty sites. Eulerian difference method and Runge-Kutta method are applied to solve the PDEs. The initial conditions are $a(\mathbf{r})=b(\mathbf{r})=c(\mathbf{r})=0$ for all spatial coordinate $\mathbf{r}$ except the initial seed species in Fig. 55. In the coordinate of seed, one species's density is one and the others are zero. The patterns generated by numerically solving the PDEs are exhibited in the bottom rows of Fig. 56 and Fig. 57 for multi-armed spirals and multi-pairs antispirals, respectively. The theoretical patterns are in good agreement with simulation patterns. The colors in the theoretical patterns are determined by the densities of three species on all the spatial sites. For example, at an arbitrary location (r) and time $t$, the site $i$ is denoted by the color of species A with probability $a(\mathbf{r}, t)$, by B' color with probability $b(\mathbf{r}, t)$, and by C's color with probability $c(\mathbf{r}, t)$.


Fig. 58. The spatial entropy varying with time at $D=5.0 \times 10^{-5}$ for multiple armed spirals and antispirals obtained from PDE method, single armed and three armed spirals in (a), two armed and four armed spirals in (b), two armed and three pairs antispirals in (c), four armed and four pairs antispirals in (d). The pattern formations are shown in bottom panels of Fig. 56 and Fig. 57 respectively. $L=512$ for all panels.


Fig. 59. The spatial entropy evolves with Monte Carlo (MC) time at $M=4.0 \times 10^{-5}$ for two armed spirals in panel (a) and single pair antispirals in panel (b). It is notable that both two armed spirals and one pair antispirals become single armed spirals in the end, and patterns in panel (a) and panel (b) obtained at time of $1.45 \times 10^{5}$ and $2.15 \times 10^{5}$ respectively. $L=512$ for all panels.

To quantitatively investigate the emergence of multi-armed spirals and multi-pairs antispirals, we define the spatial entropy of patterns according to Shannon entropy [208]:

$$
\begin{equation*}
S=-\sum_{i=1}^{z} p_{i} \ln p_{i} \tag{9.5}
\end{equation*}
$$

where $z$ is the number of the clusters formed by individuals of the same species and $p_{i}$ is the probability of the cluster with size of $x, p_{i}=x / N$. Here, the size $x$ is the number of individuals of the same species in the cluster. Fig. 58 shows spatial entropy of multi-armed spirals and multi-pairs antispirals as function of time with PDE method. Average values of spatial entropy are 3.4, 3.7, 3.8, and 4.0 for one-armed, two-armed, three-armed, and four-armed spirals respectively, while average values of spatial entropy are 3.8 for both one-pair and two-pairs antispirals, 4.0 for both three-pair and four-pairs antispirals. One can find that the spatial entropy of single spirals is smaller than that of multi-armed spirals and multi-pairs antispirals.

Since multi-armed spirals and multi-pairs spirals are unstable at too small or large mobility, without loss of generality, we investigate the evolvement of pattern and spatial entropy at $M=4.0 \times$ $10^{-5}$ with stochastic algorithm. Fig. 59 shows the spatial entropy evolving with Monte Carlo (MC) time for two armed spirals and one pair antispirals which transform to the single armed spirals, and one can find that the two armed spirals and one pair antispirals emerge in the system at beginning, as shown in left insets of Fig. 59(a) and Fig. 59(b) respectively, while after long time evolving both two armed spirals and one pair antispirals become the single armed spirals, as shown in right insets of Fig. 59(a) and Fig. 59(b) respectively. In addition, the spatial entropy for both two armed spirals and one pair antispirals induces after the transformation.

### 9.4. Stability of spiral anti-spiral patterns

Finally, we examine the stability of spirals and antispirals with respect to the individual mobility $M$. The results are carried out from a number of independent realizations. The shadow and gray regions in Fig. 60 (a) denote one-armed spirals and two-armed spirals emerging stably in the system, respectively. There are three regions: for small values of $M$, e.g., $M<1.0 \times 10^{-5}$, both single spiral and two-armed spiral break into a number of small spirals; for large values of $M$, e.g., $M>$
$1.0 \times 10^{-3}$, biodiversity is lost and spirals disappear; for intermediate values of $M$, both spirals survive. The single spiral is more stable then the two-armed spiral and the latter can transform to the former. The similar phenomenon is also observed for multi-pairs antispirals. As shown in Fig. 60 (b), one-pair and two-pairs antispirals exist stably in the shadow and gray region respectively. There exhibit three regions and the one-pair is more stable then the two-pair, similar to the multi-armed spirals. The top panels of Fig. 60 demonstrate that at the boundaries of three regions, the two-pair antispirals reduces to single spiral.

Spatiotemporal patterns have been investigated extensively, ranging from chemical reactions on catalytic surfaces to propagating signals in aggregating microorganisms [209]. It is found that patterns in excitable media emerge primarily due to the instabilities induced by the interplay between the fast excitatory and slow recovery variables. This kind of mechanism explain well the multiarmed spirals and antispirals emerging in the Belousov- Zhabotinsky (BZ) reaction [195] as well as cardiac substrate [195], and aggregating amoeba D. discoideum [194]. However, multi-armed spirals and multi-pairs antispirals in our systems emerge because of cyclic interaction in populations of three species with the same mobility. In this chapter, we have explore the origin and stability of multi-armed spirals and multi-pairs antispirals in the spatial rock-paper-scissors game with mobile individuals. The two types of joint spirals are naturally observed by stochastic simulations. We have discovered a set of seed distributions of species, which is able to produce multi-armed spirals and multi-pairs antispirals with arbitrary numbers of arms and anti-pairs. The availability of the seed for producing the waves are justified by both stochastic simulations and a theoretical model described by a set of partial differential equations. The theoretical patterns is consistent with numerical patterns. We have also discussed the stability of multi-armed spirals and multi-pairs antispirals depending on the individual mobility. We found that in the intermediate mobility, both waves are relatively stable, whereas for low mobility, the spirals in the global scale breaks into small spirals and for high mobility, spirals disappear due to the loss of biodiversity. We have also found that large numbers of arms or anti-pairs weaken the stability of the joint spirals and the joint spirals with larger numbers


Fig. 60. The shadow and gray region indicate emerging stably of one- and two-armed spirals respectively in panel (a), and show appearing stably of one- and two-pairs antispirals respectively in panel (a). Results are obtained from 100 different independent realizations, $L=512$.
of arms or anti-pairs can transform to less numbers of arms or anti-pairs. Our work gains insight into the pattern formation through stochastic processes rather than deterministic equations.
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APPENDIX A

CALCULATION OF ONE- AND TWO-DIMENSIONAL RELATIVISTIC TUNNELING RATES

To understand the quantum tunneling in the relativistic limit and the tunneling behavior for our double-well system, we develop a theory based on the self energy concept already employed by the electron transport theory [210-212]. Noting that the coupling strength between the two wells is rather weak, we consider an equivalent system where the tunneling between left and right wells can be treated as the escaping rate of Dirac fermions between two closed but weakly coupled wells. Let the left well be denoted by superscript (1), and the barrier together with the right well denoted by superscript (2). The Dirac equations for the whole double-well system can be written in terms of the Hamiltonians for the separated closed wells,

$$
\left[\begin{array}{ll}
H_{1} & V_{12}  \tag{A.1}\\
V_{21} & H_{2}
\end{array}\right]\left[\begin{array}{l}
\psi^{(1)} \\
\psi^{(2)}
\end{array}\right]=E\left[\begin{array}{l}
\psi^{(1)} \\
\psi^{(2)}
\end{array}\right]
$$

where $V_{i j}$ are the coupling matrices. If the left well were itself closed, the equation should be

$$
\begin{equation*}
H_{1} \psi^{(1)}=E_{1} \psi^{(1)} . \tag{A.2}
\end{equation*}
$$

However, due to the weakly coupled right part to the left well, now the equation becomes

$$
\begin{equation*}
\left(H_{1}+\Sigma^{R}\right) \psi^{(1)}=E \psi^{(1)} \tag{A.3}
\end{equation*}
$$

where $\Sigma^{R}=V_{12} G^{R} V_{21}$ is the self energy for the barrier and the right well, with $G^{R}=(E+i \eta-$ $\left.H_{2}\right)^{-1}$ denoting the retarded Green's function. For each eigenstate of the left well, the energy shift can be obtained through the first order perturbation theory as

$$
\begin{equation*}
\left\langle\Sigma^{R}\right\rangle=\left\langle\psi^{(1)}\right| \Sigma^{R}\left|\psi^{(1)}\right\rangle \tag{A.4}
\end{equation*}
$$

This energy shift is typically complex. The real part of this shift changes the oscillating frequency of the corresponding eigenstate, while the imaginary part, denoted by $-\gamma$, introduces a decay factor $\exp (-C \gamma t / \hbar)$ in the time evolution of Dirac fermion probability, which describes the escaping rate of the Dirac fermions from the left well to the right part. Note that since the whole system is still closed, $\gamma$ only describes the a transient event that the particle tunnels from left to right, while ignores the recurring of the state from right to left. If we let the right well be infinite long in which case
no reflective wave is detected, the situation becomes a single left well coupled with an semi-infinite lead by a potential barrier, and $\gamma$ will then be the tunneling rate for the single left well system.

## A.1. One-dimensional solution

Let us first consider the simplest case, a one-dimensional Dirac equation. Not only for its simplicity, but the one-dimensional Dirac equation also preserves some of the important properties in the tunneling rate, e.g., the large tunneling rates for small energies. We start by solving one dimensional Dirac equation

$$
\begin{equation*}
\left(-i \hbar v \sigma_{x} \partial_{x}\right) \psi=(E-V) \psi \tag{A.5}
\end{equation*}
$$

separately for the two closed systems. For the left well of width $L_{x}, V=0$, so the solution is

$$
\psi_{n}^{(1)}(x)=\frac{1}{\sqrt{L_{x}}} \exp \left(i \frac{\pi}{4}\right)\left[\begin{array}{c}
\cos \left(k_{n} x-\frac{\pi}{4}\right)  \tag{A.6}\\
i \sin \left(k_{n} x-\frac{\pi}{4}\right)
\end{array}\right]
$$

where $k_{n}=(n+1 / 2) \pi / L_{x}$. For the right part, the barrier has width $W$ and $V=V_{0}$, and the right well has width $L$ and $V=0$. We obtain the solution

$$
\psi_{n}^{(2)}(x)=\left\{\begin{array}{l}
A_{1} e^{i \kappa_{n} x} u_{+}+A_{2} e^{-i \kappa_{n} x} u_{-}  \tag{A.7}\\
A_{3} e^{i k_{n} x} u_{+}+A_{4} e^{-i k_{n} x} u_{-}
\end{array}\right.
$$

where $k_{n}=E /(\hbar v)=\left[V_{0} W /(\hbar v)+(m+1 / 2) \pi\right] /(L+W), \kappa_{n}=k_{n}-V_{0} /(\hbar v), u_{+}=(1,1)^{T}$ and $u_{-}=(1,-1)^{T}$ are bases for the spinor, and the coefficients $A_{i}$ are determined by the boundary conditions. Note that this is a combined solution for $E<V_{0}$ and $E>V_{0}$. We are only interested in the junction between the left well and the right part where the coupling locates, and so far we have assumed $x$-coordinate to be continuous. What we need is the Green's function on a discrete lattice, having lattice points spaced by $a$, between two points along $x$-axis. We express the energy shift using the discrete lattice,

$$
\begin{equation*}
\left\langle\Sigma^{R}\right\rangle=\psi_{n}^{(1) \dagger}\left(L_{x}-a\right) V_{12} G^{R}\left(L_{x}+a, L_{x}+a\right) V_{21} \psi_{n}^{(1)}\left(L_{x}-a\right) \tag{A.8}
\end{equation*}
$$

where $x=L_{x}$ is the junction between the left well and the barrier, and the coupling $V_{12}=V_{21}^{\dagger}=$ $-i \hbar v \sigma_{x}$. Let us compute the Green's function

$$
\begin{equation*}
G^{R}\left(L_{x}+a, L_{x}+a\right)=\sum_{n} \frac{\psi_{n}^{(2)}\left(L_{x}+a\right) \psi_{n}^{(2) \dagger}\left(L_{x}+a\right)}{E+i \eta-\hbar v k_{n}} . \tag{A.9}
\end{equation*}
$$

To eliminate reflection back to the left well, we let the right well be infinite long, i.e., $L \rightarrow \infty$ so that the summation changes to integration

$$
\begin{equation*}
\sum_{k} \rightarrow \frac{L+W}{\pi} \int d k \tag{A.10}
\end{equation*}
$$

Note that $\left|A_{1}\right|^{2}=1 /[4(L+W)]$, which cancels the $L+W$ factor in Eq. (A.10). The Green's function value at $x=L_{x}+a$ becomes

$$
\begin{equation*}
G^{R} \rightarrow \frac{1}{2 \pi} \int_{0}^{\infty} \frac{I_{2}+M_{k}}{E+i \eta-\hbar v k} \tag{A.11}
\end{equation*}
$$

where $I_{2}$ is a $2 \times 2$ identity matrix and

$$
M_{k}=\left[\begin{array}{rr}
\sin (2 \kappa a) & i \cos (2 \kappa a)  \tag{A.12}\\
-i \cos (2 \kappa a) & -\sin (2 \kappa a)
\end{array}\right]
$$

The integral over $I_{2}$ diverges, but the imaginary part of the integral is finite, which eventually contributes to $\gamma$. This imaginary contribution turns out to be $-\hbar v \eta /\left(2 \pi L_{x} E\right)$. To calculate the integral for the components of $M_{k}$, we define

$$
\begin{align*}
S & =\int_{0}^{\infty} d k \frac{\sin (2 \kappa a)}{E+i \eta-\hbar v k} \\
C & =\int_{0}^{\infty} d k \frac{\cos (2 \kappa a)}{E+i \eta-\hbar v k} \tag{A.13}
\end{align*}
$$

The rate $\gamma$ can be expressed by these integrals

$$
\begin{equation*}
\gamma=-\frac{(\hbar v)^{2}}{2 \pi L_{x}}[\cos (2 k a) \operatorname{Im}(C)-\sin (2 k a) \operatorname{Im}(S)]-\frac{\hbar v \eta}{2 \pi L_{x} E} \tag{A.14}
\end{equation*}
$$

We calculate the integrals $S$ and $C$, and use $E \approx E_{1}=\hbar v k_{n}$, we obtain

$$
\begin{align*}
\gamma_{n}= & -\frac{\hbar v}{4 \pi L_{x}} \operatorname{Im}\left[2 \operatorname{Ci}\left(-2 k_{n} a-i \delta\right) \cos \left(4 k_{n} a-\frac{2 a V_{0}}{\hbar v}+i \delta\right)\right. \\
& \left.+\left[\pi+2 \operatorname{Si}\left(2 k_{n} a+i \delta\right)\right] \sin \left(4 k_{n} a-\frac{2 a V_{0}}{\hbar v}+i \delta\right)\right] \\
& -\frac{\hbar v \delta}{4 \pi a L_{x} k_{n}} \tag{A.15}
\end{align*}
$$

where $\delta=2 a \eta /(\hbar v)$, and $\mathrm{Ci}(x)$ and $\operatorname{Si}(x)$ are cosine and sine integrals defined as follows.

$$
\begin{aligned}
& \mathrm{Ci}(x)=\gamma_{0}+\ln (x)+\int_{0}^{x} \frac{\cos (t)-1}{t} d t \\
& \operatorname{Si}(x)=\int_{0}^{x} \frac{\sin (t)}{t} d t \\
& 167
\end{aligned}
$$

where $\gamma_{0}$ is Euler-Mascheroni constant. When $a$ and $\eta$ are small, $\operatorname{Im}\left[\operatorname{Ci}\left(-2 k_{n} a-i \delta\right)\right] \approx-\pi / 2[1+$ $u(\hbar v k-\eta)]$, where $u(\cdot)$ is a step function. So for $k>\eta /(\hbar v)$, we obtain a constant expression for $\gamma$,

$$
\begin{equation*}
\gamma=\frac{\hbar v}{2 L_{x}} \tag{A.16}
\end{equation*}
$$

We can also find the constant $C$ by comparing the result with that from solving the whole doublewell system directly.

Considering the symmetry of the double-well system, the solution $\psi=(\phi, \chi)^{T}$ must be divided into two types, symmetric and antisymmetric. We set the origin at the the center of the doublewell, so that for the first component $\phi$, symmetric and antisymmetric solutions require $\phi^{\prime}(0)=0$ and $\phi(0)=0$, respectively. Interestingly, the second component is symmetric when the first is antisymmetric, and vice versa. We name the symmetry type according to the first component, and compute the energy levels for $E<V_{0}$. For symmetric and antisymmetric states, the energy levels are

$$
\begin{aligned}
& E_{S}=\frac{W V_{0} / 2+\left(n_{S}+1 / 4\right) \hbar v \pi}{L_{x}+W / 2} \\
& E_{A}=\frac{W V_{0} / 2+\left(n_{A}-1 / 4\right) \hbar v \pi}{L_{x}+W / 2}
\end{aligned}
$$

where $n_{S}, n_{A} \in \mathbb{Z}$. Because these energy levels are equally spaced, the energy spacing between symmetric and antisymmetric states is

$$
\begin{equation*}
\Delta E=\frac{\hbar v \pi}{2 L_{x}+W} \tag{A.17}
\end{equation*}
$$

Comparing the $\Delta E$ with $\gamma$, and noting that $L_{x} \gg W$, we have the coefficient $C=\pi$. Figure 61 shows both $\Delta E$ and $\pi \gamma$ with the numerical simulation. The simulation and the $\Delta E$ actually describe exactly the same system. We can see that $\pi \gamma$ calculated from the equivalent system using the self-energy method agrees with $\Delta E$ quite well, which demonstrates that the tunneling rate is almost constant for all energies in one dimension.


Fig. 61. (Color online.) Theoretical tunneling rates compared with numerics for one-dimensional massless Dirac fermion. Two theoretical curves are plotted: $\Delta E$ from computing the energy spacings between symmetric/antisymmetric eigenstate pairs for the whole double-well system, and $\pi \gamma$ from the self-energy method. Inset shows zoom-in view for $E / V_{0} \in[0.3,0.5]$ where the $\gamma$ curve overlaps with $\gamma(k \gg \delta)$ curve.

## A.2. Two-dimensional solution

To validate our proposed theory analytically in two dimensions is a rather hard problem. This is largely due to the entanglement of the two Cartesian coordinates in the first order Dirac equation. The problem is solvable only for certain types of boundary conditions via separation of variables. One particular case is the circular boundary condition. Imagine a ring with a thin concentric ringshaped barrier in it, which makes it a ring double-well. When all four radii are large, this ring doublewell is equivalent topologically to a rectangular double-well with periodic boundary condition in one direction. To solve the two-dimensional Dirac equation

$$
\begin{equation*}
(-i \hbar v \boldsymbol{\sigma} \cdot \nabla) \psi=(E-V) \psi \tag{A.18}
\end{equation*}
$$

we need to use polar coordinates $(r, \theta)$. Use $\partial_{x} \pm i \partial_{y}=\exp ( \pm i \theta)\left(\partial_{r} \pm i \partial_{\theta} / r\right)$, the general solutions are of the following form

$$
\psi_{n}=e^{i n \theta}\left[\begin{array}{c}
Z_{n}(\lambda r)  \tag{A.19}\\
\operatorname{sgn}(E-V) i e^{i \theta} Z_{n+1}(\lambda r)
\end{array}\right], n= \pm 1, \pm 2, \ldots
$$

where $Z_{n}(x)=A J_{n}(x)+B Y_{n}(x)$ is the linear combination of the first and second kind Bessel functions, and $\lambda=|E-V| /(\hbar v)$.

Using the same strategy, we separate the ring double-well into two parts, the inner ring (denoted by superscript (1)) and the outer part (denoted by superscript (2)) consisting of the barrier ring and the outer ring. To be able to obtain an analytical expression for the energy levels, we use the asymptotic form of the Bessel functions for $x \gg\left|n^{2}-1 / 4\right|$,

$$
\begin{align*}
& J_{n}(x) \sim \sqrt{\frac{2}{\pi x}} \cos \left(x-\frac{n \pi}{2}-\frac{\pi}{4}\right)  \tag{A.20}\\
& Y_{n}(x) \sim \sqrt{\frac{2}{\pi x}} \sin \left(x-\frac{n \pi}{2}-\frac{\pi}{4}\right) . \tag{A.21}
\end{align*}
$$

Applying two boundary conditions at $r=R_{1}, R_{2}$ and the normalization, we have for large radii, the solution for the inner ring is

$$
\psi_{m, n}^{(1)}=N \frac{1}{\sqrt{r}} e^{i n \theta}\left[\begin{array}{c}
\sin \left(k_{m}\left(r-R_{2}\right)+3 \pi / 4\right)  \tag{A.22}\\
-i e^{i \theta} \cos \left(k_{m}\left(r-R_{2}\right)+3 \pi / 4\right)
\end{array}\right]
$$

where $k_{m}=(m+1 / 2) \pi /\left(R_{2}-R_{1}\right), m=0,1,2, \ldots$, and $N=\left(2 \pi\left(R_{2}-R_{1}\right)\right)^{-1 / 2}$. Note that the eigen-energy $\hbar v k_{m}$ doesn't depend on the angular quantum number $n$, meaning that all different angular modes are degenerate for a single energy level. This happens when we let the ring be infinite large, the radial functions take the trigonometric form, and the variation of the functions become periodic so that the energy levels are equally spaced. However, if we were to use the original radial solution, the energy levels are found through the zeros of integer order Bessel functions, and thus are spaced with a decreasing spacing. In that case, because different integer order Bessel functions differ in zeros, the eigen-energies are non-degenerate. For the outer part, the solutions combining $E<V_{0}$ and $E>V_{0}$ is

$$
\psi_{\ell, n}^{(2)}=\left\{\begin{array}{r}
\sin \left(\kappa_{\ell}\left(r-R_{2}\right)+\pi / 4\right)  \tag{A.23}\\
N \frac{1}{\sqrt{r}} e^{i n \theta}\left[\begin{array}{r}
-i e^{i \theta} \cos \left(\kappa_{\ell}\left(r-R_{2}\right)+\pi / 4\right)
\end{array}\right] \\
N \frac{1}{\sqrt{r}} e^{i n \theta}\left[\begin{array}{r}
\sin \left(k_{\ell}\left(r-R_{4}\right)+3 \pi / 4\right) \\
-i e^{i \theta} \cos \left(k_{\ell}\left(r-R_{4}\right)+3 \pi / 4\right)
\end{array}\right]
\end{array}\right.
$$

where $k_{\ell}=\left[\left(R_{3}-R_{2}\right) V_{0} /(\hbar v)+(\ell+1 / 2) \pi\right] /\left(R_{4}-R_{2}\right)$, and $\kappa_{\ell}=k_{\ell}-V_{0} /(\hbar v)$. Similar to one dimension, the Green's function at the coupling boundary $R_{2}+a$ is

$$
\begin{equation*}
\left.G^{R}\left(r, \theta ; r, \theta^{\prime}\right)\right|_{r=R_{2}+a}=\sum_{n} \sum_{\ell} \frac{\psi_{\ell, n}^{(2)}(r, \theta) \psi_{\ell, n}^{(2) \dagger}\left(r, \theta^{\prime}\right)}{E+i \eta-\hbar v k_{\ell}} \tag{A.24}
\end{equation*}
$$

Let the outer boundary be infinite, the summation over $k_{\ell}$ turns into integration, we have

$$
\begin{equation*}
G^{R} \rightarrow \sum_{n} \frac{e^{i n\left(\theta-\theta^{\prime}\right)}}{(2 \pi)^{2} R_{2}} \int_{0}^{\infty} d k \frac{M_{k}^{\prime}}{E+i \eta-\hbar v k} \tag{A.25}
\end{equation*}
$$

where

$$
M_{k}^{\prime}=\left[\begin{array}{cl}
1+\sin (2 \kappa a) & i e^{-i \theta^{\prime}} \cos (2 \kappa a)  \tag{A.26}\\
-i e^{i \theta} \cos (2 \kappa a) & e^{i\left(\theta-\theta^{\prime}\right)}[1-\sin (2 \kappa a)]
\end{array}\right]
$$

The energy shift is given by

$$
\begin{equation*}
\left\langle\Sigma^{R}\right\rangle_{m}=\int d \theta \int d \theta^{\prime} \psi_{m, j}^{(1) \dagger}(\theta) V_{12} G^{R}\left(\theta ; \theta^{\prime}\right) V_{21} \psi_{m, j}^{(1)}\left(\theta^{\prime}\right) \tag{A.27}
\end{equation*}
$$

where $\psi_{m, j}^{(1)}\left(\theta^{\prime}\right)$ is computed at $r=R_{2}-a$, and the coupling matrix for two dimensions is obtained as follows. We know

$$
\boldsymbol{\sigma} \cdot \nabla=\left[\begin{array}{cc}
0 & e^{-i \theta}  \tag{A.28}\\
e^{i \theta} & 0
\end{array}\right] \partial_{r}+\left[\begin{array}{cc}
0 & -i e^{-i \theta} \\
i e^{i \theta} & 0
\end{array}\right] \frac{\partial_{\theta}}{r}
$$

so the coupling matrix should be for $r$. We take out the integration over the coordinates $\theta$ and $\theta^{\prime}$,

$$
\begin{equation*}
\int_{0}^{2 \pi} d \theta \int_{0}^{2 \pi} d \theta^{\prime} e^{i(j-n)\left(\theta-\theta^{\prime}\right)}=(2 \pi)^{2} \delta_{j n} \tag{A.29}
\end{equation*}
$$

This Kronecker delta cancels the summation over $n$. The final expression for rate $\gamma$ is exactly the same as in one dimension, i.e., Eq. (A.14) and (A.16). The reason for the same rate $\gamma$ as in one dimension largely owes to the degeneracy of the angular modes. Because all tangent modes are degenerate for one specific energy level that depends on the radial function only, one cannot separate this system from a true one-dimensional system. Therefore the rate $\gamma$ must be the same as that in one dimension.

While the two-dimensional solution we have presented here is a special case where we have used the large $r$ asymptotic form of radial functions, the general solution for circular boundaries is not the like. As we have discussed earlier that for a certain energy level, the degenerate angular modes require infinite $R_{i}$ condition, however, for finite rings, different angular modes associate with different energy levels. Therefore, the tunneling rates for finite rings have a wide spread instead of a single straight line. In order to obtain rate $\gamma$ for finite size rings, we must solve for the eigenstates numerically. Using the general solution for finite inner ring, Eq. (A.19), the normalization of the eigenstates, and the boundary conditions $Z_{n+1}\left(k_{m} R_{i}\right) / Z_{n}\left(k_{m} R_{i}\right)= \pm 1$ at $r=R_{i}, i=1$, 2 , we can find the roots $k_{m}$ for each angular mode $n$ numerically. For the outer part, however, things get more complicated by considering the ring with potential and the outer ring, and most importantly, to eliminate reflection, we need to set $R_{4}$ to infinite. This means we need to sum over infinite terms of $k_{\ell}$ in Eq. (A.24). A workaround for the infinity is to set a threshold $k_{\max }$ for the summation, and the criteria for choosing such $k_{\max }$ is the quality of the orthogonality,

$$
\begin{equation*}
\sum_{\left\{\ell: k_{\ell}<k_{\max }\right\}, n} \psi_{\ell, n}^{(2)}(\mathbf{r}) \psi_{\ell, n}^{(2) \dagger}\left(\mathbf{r}^{\prime}\right) \approx I_{2} \delta^{2}\left(\mathbf{r}-\mathbf{r}^{\prime}\right) \tag{A.30}
\end{equation*}
$$



Fig. 62. (Color online.) Theoretical rate $\gamma$ for two-dimensional rings. $n$ denotes the angular quantum number, and $k_{i}$ are the $i^{\text {th }}$ energy level for all $n$. The eigenstates of the inner ring are found numerically, while the Green's function values for the outer part are calculated analytically using Eq. (A.25). The radii and potential are $R_{1}=5, R_{2}=10$, and $V_{0}=5$.

However, as number of eigenstates $\ell$ below $k_{\max }$ increases, the computation burden increases as $\ell^{2}$. For fast computations, we consider two approximated results for the outer part: one uses the analytical solution of Green's function in Eq. (A.25), and the other uses a relatively larger outer ring to numerically calculate the rates. The $\gamma$ values are shown in Fig. 62 and Fig. 15 for the above two schemes, respectively.

In Fig. 62, one can see that the tunneling rates of angular modes for the same energy level (e.g. $k_{0}$ and $k_{4}$ in Fig. 62) separate and scatter into a wide range, instead of clustering together as a single point, which is the case in one dimension and two-dimensional rings with all infinite radii. Figure 15
shows a complete numerically solution to the rate $\gamma$ for rings with finite radii. A true $\gamma$ should be calculated by setting the outermost boundary $R_{4}$ to infinity, however, a finite $R_{4}$ is computationally much easier to handle, and is enough to show qualitatively that there exist some points with very low tunneling rates, which are the survival states from the opening process of the originally closed left well (inner ring). One might notice that many points are concentrating at the high energy, low tunneling rate region. This is actually an artificial effect introduced by finite $R_{4}$. With a finite $R_{4}$, some fast tunneling states may appear to be slow ones due to the reflected waves. Also, the threshold $k_{\max }$ introduced for fast computation may break the orthogonality condition Eq. (A.30), which will affect high energy states even severely.

## A.3. Non-relativistic quantum tunneling

For non-relativistic integrable systems (Fig.63), one can see that different energy states may have the same tunneling rate. This is because the particle momentum can be separated into $p_{x}$ and $p_{y}$. While tunneling rates only relate to $p_{x}$, those modes with different $p_{y}$ but having the same $p_{x}$ contribute a horizontal line in the figure. When the shape becomes chaotic, these orbits are broken and mixed together, giving rise to a uniform rate of tunneling.


Fig. 63. (Color online.) Tunneling rates and LDSs for classical systems.
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