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#### Abstract

As the technology length shrinks down, achieving higher gain is becoming very difficult in deep sub-micron technologies. As the supply voltages drop, cascodes are very difficult to implement and cascade amplifiers are needed to achieve sufficient gain with required output swing. This sets the fundamental limit on the SNR and hence the maximum resolution that can be achieved by ADC. With the RSD algorithm and the range overlap, the sub ADC can tolerate large comparator offsets leaving the linearity and accuracy requirement for the DAC and residue gain stage. Typically, the multiplying DAC requires high gain wide bandwidth op-amp and the design of this high gain op-amp becomes challenging in the deep submicron technologies.

This work presents 'A 12 bit 25 MSPS 1.2 V pipelined ADC using split CLS technique' in IBM 130nm 8HP process using only CMOS devices for the application of Large Hadron Collider (LHC). CLS technique relaxes the gain requirement of op-amp and improves the signal-to-noise ratio without increase in power or input sampling capacitor with rail-to-rail swing. An op-amp sharing technique has been incorporated with split CLS technique which decreases the number of op-amps and hence the power further. Entire pipelined converter has been implemented as six 2.5 bit RSD stages and hence decreases the latency associated with the pipelined architecture - one of the main requirements for LHC along with the power requirement. Two different OTAs have been designed to use in the split-CLS technique. Bootstrap switches and pass gate switches are used in the circuit along with a low power dynamic kick-back compensated comparator.
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## 1 INTRODUCTION

The proliferation of digital computing and signal processing in electronic systems is often described as "the world is becoming digital every day". The main attraction to move towards digital arises from the fact that digital circuits are less susceptible to noise and exhibit a high degree of robustness to supply and process variations. The factor that caused digital circuits and processors to be dominant in our day-to-day lives is its scalability. This allowed digital circuits to attain higher speed, lower power dissipation and low cost with the ease of integration which favors more functionality per chip.

Still naturally occurring signals in the world are analog and in order to interface digital processors with the analog world, data acquisition and reconstruction circuits must be used. Analog-to-Digital converters (ADCs) and Digital-to-Analog converters (DACs) bridge this gap and enable us to exploit the full benefits of digital circuits as mentioned earlier. This interface between the analog and digital worlds is illustrated in the Figure 1-1.


Figure 1-1 An interface between an analog world and a digital processor

The main challenges in data converter design are decreasing supply voltage, short channel effects in MOS devices, mixed signal issues, the development of design and simulation tools, and testability [1]. In analog-todigital converters (ADCs), they need to be met at the same time as the requirements for sampling linearity; conversion rate, resolution, and power consumption are becoming tighter.

This work concentrates on low voltage issues in ADCs by searching for and developing techniques and circuit structures suitable for today's and future low voltage technologies. It focuses on reducing the effects of noise and distortion in pipelined analog to digital converters (ADCs) where the limited swing and finite operational amplifier (op-amp) gain are the main sources of distortion in the analog-to-digital data converters.

This thesis is organized as follows: Chapter 2 reviews the several analog-to-digital converter architectures. Chapter 3 discusses the system level architecture of pipelined ADC in detail and Chapter 4 presents switched capacitor circuit techniques such as Correlated Double Sampling (CDS), Correlated Level Shifting (CLS) and split Correlated Level Shifting that reduce the effects of opamp imperfections along with a proposed technique for op-amp sharing in splitCLS. Chapter 5 presents the circuit level implementation used to construct the ADC and Chapter 6 provides the simulation results of a complete 1.2 V 25 MSPS 12 bit pipelined ADC. Finally this thesis is concluded in Chapter 7.

## 2 DATA CONVERTER ARCHITECTURES

In this chapter a brief overview of Nyquist rate analog-to-digital converter is presented along with different ADC architectures. Many ADC architectures have been developed and studied over the years. Each architecture has its own benefits and drawbacks and is best suited to particular type of application depending on the desired resolution, speed, die area and power consumption. This chapter presents the widely used types and ends with a brief overview of pipelined architecture which is the topic of this thesis.

### 2.1 ADC Definition

Analog signals are inherently continuous in amplitude and time. Digital systems operate on numbers in discrete time. Thus a conversion from continuous amplitude and time to quantized amplitude and discrete time constitutes an A/D conversion. Figure 2-1 shows a simplified flow diagram of the conversion process [2].


Figure 2-1 Simplified flow diagram of analog-to-digital interface

The analog signal is initially passed through a low pass filter called an anti-aliasing filter to band limit the input signal in order to remove any undesired frequency component. It is then passed through a sampling network to produce a discrete time signal. At this point, the signal is discrete in time domain but the
amplitude is still continuous. This signal is passed through a quantizer which converts the continuous amplitude signal into a discrete amplitude representation. This is accomplished by comparing a continuous amplitude signal to a set of fixed reference levels. To end the conversion process, a digital decoder takes the discrete amplitude signal and assembles it into a digital bit sequence which is the digital representation of an input analog signal.

### 2.2 Flash Converter

Flash analog-to-digital converters, also known as parallel ADCs, are the fastest way to convert an analog signal to a digital signal. Flash ADCs are the simplest and most straight forward way to do analog-to-digital conversion. Flash ADCs are made by cascading high-speed comparators. Figure 2-2 shows a typical flash ADC block diagram. For an N -bit converter, the circuit employs $2^{\mathrm{N}}-1$ comparators. A resistive-divider with $2^{\mathrm{N}}$ resistors provides the reference voltage. The reference voltage for each comparator is one least significant bit (LSB) greater than the reference voltage for the comparator immediately below it. Each comparator produces a 1 when its analog input voltage is higher than the reference voltage applied to it. Otherwise, the comparator output is 0 . Thus, if the analog input is between $\mathrm{V}_{\mathrm{X} 4}$ and $\mathrm{V}_{\mathrm{X} 5}$, comparators $\mathrm{X}_{1}$ through $\mathrm{X}_{4}$ produce 1 's and the remaining comparators produce 0 's. The point where the code changes from ones to zeros is the point at which the input signal becomes smaller than the respective comparator reference-voltage levels. This architecture is known as
thermometer code encoding [3]. The thermometer code is then decoded to the appropriate digital output code.


Figure 2-2 Flash ADC architecture

Flash ADCs are suitable for applications requiring very large bandwidths. However, these converters consume considerable power, have relatively low resolution, and can be quite expensive [4]. This limits them to high-frequency applications that typically cannot be addressed any other way.

### 2.3 Two-step Flash

Another type of flash converter is two-step flash converter or the parallel, feed-forward ADC. The basic block diagram of two step flash ADC is shown in Figure 2-3. The conversion is done in two steps by separating the conversion process with feed forward circuitry and allocating them to two separate flash ADCs. The first converter performs a rough estimate of the input while the second converter performs a fine conversion. The advantages of this architecture are that the number of comparators is greatly reduced from that of the flash converter from $2^{\mathrm{N}}-1$ comparators to $2\left(2^{\mathrm{N} / 2}-1\right)$ comparators. For example, 8 bit flash ADC requires 255 comparators whereas two step flash ADC requires only 30 comparators. The trade-off for savings in area and power is that conversion process takes two steps instead of one clock cycle as in flash ADC, with the speed limited by the bandwidth and settling time required by the residue amplifier and summer [5]. The conversion process is as follows:

- After the input is sampled, most significant bits (MSBs) are converted by the first flash ADC.
- The result is then converted back into an analog voltage by DAC and then subtracted from the input voltage.
- The result of the subtraction, known as residue, is then multiplied by $2^{\mathrm{N} / 2}$ and input into the second ADC. The multiplication not only allows two ADCs to be identical but also increases the quantum level of the input signal to the second ADC.
- The second ADC produces the least significant bits (LSBs) through the fine Flash conversion.


Figure 2-3 Block diagram of two step flash ADC
Figure 2-4 illustrates the two step nature of this converter. The first conversion identifies the segment in which the analog voltage resides. This is known as coarse conversion of MSBs. The result of the coarse conversion is then multiplied by $2^{\mathrm{N} / 2}$ in order to scale the references to the same level as that of the
first conversion. This second conversion is known as the fine conversion and will generate the final LSBs using the same Flash approach.


Figure 2-4 Coarse and fine conversions using a two-step ADC

### 2.4 Integrating dual slope ADC

The integrating converter architecture in the Figure 2-5 [5] is a much slower conversion technique but is usually much more accurate than the flash conversion-based architectures. Sample and hold front ends are needed for accurate conversion of continuously varying input analog signal. Integrating ADC performs the conversion by integrating the input signal and correlating the integration time with a digital counter. In this integrating dual slope ADC, two integrations are performed: one on the input signal and other on a known reference signal. The input voltage in this case is assumed to be negative so that output of the inverting integrator results in positive slope during the first integration. The first integration is of fixed length dictated by the counter, in which the sample and hold signal is integrated, resulting in a variable first slope.

Once the counter overflows and is reset, the reference signal is connected to the input of the integrator. Since $V_{i n}$ was negative and the reference voltage is positive, the inverting integrator begins discharging back down to zero with a constant slope. A counter measures the amount of time for the integrator to discharge back to zero thus measuring the digital output. An example conversion process of a dual slope ADC is shown in Figure 2-6.


Figure 2-5 Block Diagram of a dual slope ADC

These ADCs are ideal for digitizing low bandwidth signals and provide high resolution analog-to-digital conversions. The longest conversion time occurs when $\mathrm{V}_{\text {in }}=\mathrm{V}_{\text {ref }}$ and the total number of clock cycles required to do the conversion is $2^{(\mathrm{N}+1)} * \mathrm{~T}_{\mathrm{clk}}$. For example, to obtain 10 -bit resolution, you would integrate for $1024\left(2^{10}\right)$ clock cycles, and then discharge for up to 1024 clock cycles (giving a maximum conversion of $2 \times 2^{10}$ cycles). For more resolution, the number of clock cycles has to be increased. This tradeoff between conversion time and resolution is inherent in this implementation.


Figure 2-6 Integration periods for two separate samples of a dual-slope ADC

### 2.5 SAR ADC

The Successive-Approximation Register (SAR) architecture can be thought of as being at the other end of the spectrum from the flash architecture. While a flash converter uses many comparators to convert in a single cycle, a SAR converter conceptually uses a single comparator over many cycles to make its conversion. SAR converters are used in applications that require medium to high resolution and low to medium frequencies.

Figure 2-7 shows a block diagram of a typical SAR converter architecture. It is made up of four blocks; a sample and hold network, a comparator, a successive approximation register which includes control logic, and a digital-toanalog converter (DAC).


Figure 2-7 Simplified N-bit SAR ADC architecture

The SAR converter uses a "binary search" algorithm to convert the input signal to a digital output word. The digital output word is determined one bit at a time beginning with the MSB and ending with the LSB. A conversion proceeds as follows; first the input signal $\mathrm{V}_{\text {in }}$ is sampled and held. Next the DAC output voltage $\mathrm{V}_{\mathrm{D} / \mathrm{A}}$ is set to the midscale of the reference voltage $\mathrm{V}_{\text {ref }}$ and then the comparator determines the polarity of $\mathrm{V}_{\mathrm{H}}-\mathrm{V}_{\mathrm{D} / \mathrm{A}}$. If $\mathrm{V}_{\mathrm{H}}>\mathrm{V}_{\mathrm{D} / \mathrm{A}}$ the MSB is set to 1 , or if $\mathrm{V}_{\mathrm{H}}<\mathrm{V}_{\mathrm{D} / \mathrm{A}}$ then the MSB is set to 0 . Once the decision has been made, the process is repeated over and over again until all of the bits have been resolved. Conversion latency is determined by the number of bits that need to be resolved. For example, a 12 bit SAR A/D converter requires 12 clock cycles before the digital output is valid.

Most SAR converters implement the DAC using charge redistribution architecture. These DACs are made up of capacitors and switches; in high-
resolution SAR converters the ratio of the smallest to largest capacitor can be quite large. This leads to a very large input capacitance as well as large silicon area. Techniques have been developed [6] to reduce the capacitor size using monotonic capacitor switching procedures. Another problem with the DAC in SAR converter is that it's settling dictates the amount of time it takes to resolve one bit. Therefore the maximum conversion rate is constrained by the speed of the DAC.

### 2.6 Oversampling ADC

Data converters may sample the input signal at the Nyquist rate or higher to prevent aliasing and thus allow complete reconstruction. The use of higher sampling rates, referred to as oversampling allows improvement in resolution but typically yields low signal bandwidth. The dynamic range of a system that uses a sampling frequency higher than the Nyquist rate is given by,

$$
\begin{equation*}
\text { SNR }_{\text {oversampled }}=2^{\mathrm{n}-1} \sqrt{3 \cdot \frac{f_{s}}{f_{\text {signal }}}} \tag{2-1}
\end{equation*}
$$

Thus oversampling the input leads to a higher SNR and hence improves the dynamic range of the system, as long as the SNR is the limiting criterion for dynamic range. This along with noise shaping is put to practice in oversampling ADCs. The ADC usually comprises of a sigma delta modulator followed by a digital decimator, as shown in the Figure $2-8$. The $\sum-\Delta$ modulator typically consists of a discrete time analog integrator, followed by a quantizer with a DAC in the feedback path. The decimator consists of a low pass filter and the down sampler. Since linearity and speed are of prime importance in the feedback loop,
often just a 1-bit quantizer (comparator) and a 1-bit DAC are used. To achieve higher resolution, higher order integration and thus more integrators may be needed. Loop stability is however a consideration in single loop higher-order system [7]. The modulator acts as a low pass filter to the signal and as a high pass filter for the quantization noise. The output of this modulator is an over-sampled representation of the signal in the digital domain, and an averaging of this digital signal leads to an accurate digital representation of an analog input. The low pass filter is a digital filter that can be built with a sharp cut-off improving the digital estimate of the analog signal. $\sum-\Delta$ modulators achieve the highest resolutions $(\geq$ 20 bits), but are conventionally limited to audio band signal frequencies due to the large oversampling ratios needed [8].


Figure 2-8 Sigma Delta ADC architecture

### 2.7 Cyclic ADC

A Cyclic converter, also known as an Algorithmic converter, is similar in operation to the successive approximation converter. However, in the case of the Cyclic ADC, the reference voltage is not altered. Instead, the error (or residue) of
the amplifier is doubled. Figure 2-9 shows a block diagram of a cyclic A/D converter. The cyclic converter consists of six main blocks: a multiplexer (mux), a sample and hold, ADC, DAC, a subtractor and a "gain of 2" amplifier.


Figure 2-9 Block diagram of a cyclic A/D Converter

The operation of the cyclic converter functions in the following manner: First, the mux is set to allow the input voltage and is then sampled by the sample-and-hold block. That value is then compared to a threshold voltage, upon which a digital decision is made, determining a bit value in the final sequence of the number sampled. A reference voltage is generated by a 1-bit digital-to-analog converter which is dictated by the digital decision previously made. At the same time, the input value is amplified by a factor two (ideally). The amplified value is then summed to a reference voltage $+/-\mathrm{V}_{\text {REF }}$, leaving a residue voltage. The residue voltage then becomes the input of the residue amplifier by switching the mux. This cycle is repeated enough times required to achieve the desired resolution, earning the device its name.

The advantage of the cyclic architecture over the SAR architecture is that it can be configured to generate multiple bits per clock cycle thereby reducing the
associated conversion time. As an example, a N-bit SAR ADC takes N clock cycles to produce the digital output whereas a N -bit cyclic ADC that produces 2 bits per clock cycle takes only N/2 clock cycles. Also, the Cyclic ADC is more area efficient than SAR ADC [9]. It should be noted that as the number of bits that are converted per clock cycle in the cyclic converter increases, the complexity of the circuitry in the ADC, DAC, and subtractor also increases.

### 2.8 Pipelined ADC

In a pipelined $A / D$ converter, quantization is distributed along a pipelined signal chain resulting in an effective architecture for high resolution high speed ADCs. The pipelined architecture is very similar to the cyclic architecture in that each stage can produce multiple bits per clock cycle. The main difference between these two architectures is that instead of looping the residue voltage around the same stage N times to resolve the N -bits, N numbers of identical stages are cascaded, resulting in an analog pipeline. Figure 2-10 shows a system level block diagram of both the cyclic and pipelined architectures.


Figure 2-10 System level block diagrams (a) Cyclic architecture (b) pipelined architecture

The bit outputs however need to be corrected in a digital pipeline to compensate for the delay in processing each sample stage wise. This leads to higher power consumption as compared to a cyclic converter. The main advantage of using a pipelined architecture over a cyclic is that for every clock cycle a digital word is being output. This leads to a higher throughput although the speed of any single conversion still has a latency of the number of stages it has to go through.

Most modern processes can provide 10-12 bit capacitor matching, and gain stages with signal-to-noise ratios (SNRs) in excess of 100dB achieving very high speeds [10]. Pipelined converters are also conducive to formation of parallel architectures achieving higher speeds. The versatility of a pipelined converter lies in the fact that 16 bit accuracy can also be achieved if the speed is compromised and digital error correction and special sampling techniques are used to mitigate the effects of process variability [11]. Having considered the versatile nature of a pipelined ADC, this work is a basic implementation of this architecture at a very low supply voltage.

## 3 SYSTEM LEVEL ARCHITECTURE OF PIPELINED ADC

In this chapter, a system level architecture of pipelined ADC is presented in detail. The chapter begins by discussing the basic architecture and the issues associated with a conventional numerical division algorithm. It then proceeds into the Redundant Signed Digit algorithm as a solution to the problems posed by the conventional numerical division algorithm, followed by switch capacitor techniques used to implement the RSD logic. A simple ' 1 ' and ' 1.5 ' bit stage is used in this chapter for explanation purposes only. The implemented ADC consists of 2.5 bit stages.

### 3.1 General Pipelined Architecture

Pipelined ADCs offer an attractive combination of speed, resolution low power consumption and small die size. As its name suggests the pipelined ADC employs several pipelined stages to achieve high speed and high resolution. Figure 3-1 shows a general block diagram of a pipelined ADC [12]. It consists of "k" low-resolution ADCs, delay logic for synchronizing the output and digital correction logic to remove redundancy.

Each stage has B+r bit resolution, where B represents effective stage resolution and r represents redundancy for the comparator offset correction algorithm. The first k-1 stages employ similar architectures and usually have the same resolution. The last stage does not have redundancy, so it is a B-bit(s) flash ADC. The total resolution N of a pipelined ADC with k stages can be expressed as,

$$
\begin{equation*}
\mathbf{N}=\sum_{\mathbf{i}=\mathbf{1}}^{\mathbf{k}} \mathbf{B}_{\mathbf{i}}+\mathbf{b}_{\mathbf{k}} \tag{3-1}
\end{equation*}
$$

where, $B_{i}$ is effective resolution of the corresponding stage for the first $k-1$ stages and $B_{k}$ is the resolution of the last stage. Two successive stages operate on nonoverlapping clock phases. Digital outputs from each stage are delayed according to the position of the stage in the pipelined ADC for synchronization. The synchronized output is then fed to the correction logic. Figure 3-2 depicts a single stage of a pipelined ADC, consisting of a sample-and hold, a sub-ADC, a DAC, a subtractor and an amplifier.


Figure 3-1 General block diagram of a pipelined ADC


Figure 3-2 A single stage of pipelined ADC

The analog input is held constant by a sample-and-hold module and at the same time it is also converted into digital form by a sub-ADC. The digital encoded number is converted back to analog value by the DAC. Then output of DAC is subtracted from output of the sample-and-hold resulting in the stage residue. Then the residue is amplified by the gain given in equation 3-2 [12] for the next stage.

$$
\begin{equation*}
\mathrm{G}_{\mathrm{i}}=2^{\mathrm{B}_{\mathrm{i}}+1-\mathrm{r}} \tag{3-2}
\end{equation*}
$$

Each stage operates concurrently, i.e., the first stage works on the most recent sample and the second stage works on a sample delayed by one time unit and so on. In principle each stage can be as low as 1-bit. But due to comparator offset errors the 1-bit stage is not used in practical implementations. This problem and its solution are discussed in next section. The output residue for a 1-bit is obtained according to equation,

$$
V_{\text {residue }}=\left\{\begin{array}{l}
2 V_{\text {in }}+V_{\text {ref }} \text { if } b=0  \tag{3-3}\\
2 V_{\text {in }}-V_{\text {ref }} \text { if } b=1
\end{array}\right.
$$

where, Vref is the reference voltage.
A residue plot for a 1-bit stage in an ideal case and with non-idealities is shown in Figure 3-3 [13]. The non-idealities may be the result of a slight gain error, other component mismatch, or an offset, either in the comparator, the switching circuitry or the amplifier. The transfer curve is off scale and such a condition leads to missing codes right in the middle of the input voltage range -a very serious error in an ADC. If one were to avoid the problem with just accurate components, all offsets would have to add up to less than one LSB. This condition
is not impossible, but is extremely stringent and would severely compromise speed and power. Algorithmic correction for most of the major issues is however possible, as with the RSD algorithm described next.


Figure 3-3 1-Bit Numerical division algorithm

### 3.2 RSD algorithm

A sophisticated digital correction algorithm, called redundant sign digit (RSD) coding, with 1 bit of redundancy $(r=1)$ in each stage is commonly used in pipeline $A / D$ converters to relax the quantization accuracy specifications in subADCs [14]. Adding a redundant bit means increasing the stage resolution by one bit minus one quantization level. Thus, the amount of redundancy is commonly
referred as 0.5 bits. By introducing redundancy in a 1-bit stage, the number of quantization levels is increased from two to three while the gain is kept at two. Furthermore, compared to the 2-bit stage, there is one quantization level less in the 1.5-bit stage.


Figure 3-4 1.5-bit Redundant Signed Digit Algorithm

Figure 3-4 shows the transfer curve for a RSD algorithm based conversion [15][16]. For offset errors in the range $\pm \mathrm{V}_{\text {ref }} / 4$, the curve is not off-scale excluding the corners of the plot. These off-scale regions of the curve can be eliminated by redefining the input voltage ranges. Intuitively, the RSD correction is based on gathering errors and correcting them after the accumulated error is
enough to determine a bit value. The modified voltage relation for the RSD algorithm is now given by,

$$
V_{\text {residue }}=\left\{\begin{array}{c}
2 V_{\text {in }}-V_{\text {ref }} \text { if } b=+1  \tag{3-4}\\
2 V_{\text {in }} \\
2 \text { if } b=0 \\
2 \text { Vin }+V_{\text {ref }} \text { if } b=-1
\end{array}\right.
$$

Such large offset tolerances allow the use of very fast high offset comparators. Since the RSD stage generates a 1.5 bit output, two digital bits are used to code the output. In the case of 2.5 bit stage, 3 digital bits would be used. Digital error correction as explained in the section 5.5 will be used to get the final output.

### 3.3 Circuit Partitioning

There are three basic blocks that make up an RSD stage: a comparator, a sample and hold/multiply by 2 block and a digital logic block that controls a reference voltage subtraction/addition circuit.

Figure 3-5 shows a block diagram [17] and it shows that the RSD stage is partitioned into two sections: a switched capacitor network block and a comparison block. The switched capacitor network block consists of a sample-and-hold network, amultiply by two block and a reference addition/subtraction block. The comparison block consists of comparators and digital logic. This block determines the digital output bits and also controls the reference voltage additions and subtractions that are performed in the switched capacitor network block.


Figure 3-5 Combined simplified block diagram of an RSD stage.

### 3.4 Switched Capacitor Network

The flip-around architecture was selected for use in the present design due to its higher feedback factor, faster speed, and precision advantages over the charge-redistribution topology [18]. Both networks correctly perform the multiply by two (multiply by 4 in the case of 2.5 bit stage which is used in this ADC design) and RSD algorithm functions.

Figure 3-6 shows the single ended version of each topology. It should be noted that all the designs in the ADC were actually implemented using fully differential circuitry for improved dynamic range and power supply rejection. The single ended version is shown here for instructive purposes only.

The following example will show that the feedback factor for the fliparound topology is higher than that of the charge-redistribution topology. The feedback factor for each topology is defined as

$$
\begin{equation*}
\beta=\frac{C_{1}}{C_{1}+C_{2}} \tag{3-5}
\end{equation*}
$$



Figure 3-6 (a) Charge-redistribution topology (b) Flip-around topology

In the charge-redistribution topology circuit, $\mathrm{C}_{1}=2 \mathrm{C}_{2} . \mathrm{C}_{2}=\mathrm{C}$ and by substituting these values into equation (3-5) we get the following equation:

$$
\begin{equation*}
\beta=\frac{C}{2 C+C} \tag{3-6}
\end{equation*}
$$

Cancelling the $C$ terms leave $\beta=1 / 3$. For the flip-around topology circuit, $\mathrm{C}_{1}=\mathrm{C}_{2}$. Letting $\mathrm{C}_{1}=\mathrm{C}$ and substituting this value into equation (3-5) yields the following equation

$$
\begin{equation*}
\beta=\frac{C}{C+C} \tag{3-7}
\end{equation*}
$$

Again, cancelling the $C$ terms give $\beta=1 / 2$. From this simple analysis it can be seen that the flip-around circuit has a higher feedback factor of $1 / 2$ compared to $1 / 3$ for the charge-redistribution topology. It is shown that a higher feedback
factor reduces the open loop DC gain and bandwidth requirements of the OTA [19].

Figure 3-7 shows the flip-around topology with its associated phases. During phase 1 (sampling phase) all of the $\Phi 1$ switches are closed and the input signal voltage is sampled on capacitors $\mathrm{C}_{1}$ and $\mathrm{C}_{2}$. On phase 2 (amplifying phase) the $\Phi 1$ switches are opened and $\Phi 2$ switches are closed. During this phase, all the charge is transferred from $\mathrm{C}_{2}$ onto $\mathrm{C}_{1}$, effectively multiplying the input signal voltage by two. At the same time the subtraction/addition of the references is also being performed through the appropriate connection of $-\mathrm{V}_{\text {ref }}, 0,+\mathrm{V}_{\text {ref }}$ to $\mathrm{C}_{2}$ as shown in Figure 3-7.

(a)

(b)

(c)

Figure 3-7 (a) Flip-around topology with switch phases shown (b) $\Phi_{1}$ (sampling phase) (c) $\Phi_{2}$ (Output phase).

The transfer function for the flip around topology circuit in Figure 3-7 is shown to be [17]

$$
\begin{equation*}
V_{\text {out }}=\left(1+\frac{\mathrm{C}_{1}}{\mathrm{C}_{2}}\right) \mathrm{V}_{\text {in }} \pm \frac{\mathrm{C}_{1}}{\mathrm{C}_{2}} \mathrm{~V}_{\text {ref }}(\text { or } 0) \tag{3-8}
\end{equation*}
$$

As explained in this section, the multiplying DAC (MDAC) is the most critical block and is the bottleneck in achieving higher accuracy at lower voltage supplies. Thus the focus in the next chapter will be on modification in the switched capacitor techniques to address the issues associated with the switched capacitor MDAC.

## EFFECT OF OP-AMP IMPERFECTIONS

Data conversion regimes can be split broadly based on the resolution and the sampling speed of the data conversion requirement. As discussed in the previous chapter moderate to high resolution and moderate to high speed data conversion is dominated by pipelined ADCs. This mainly is because of their parallel conversion of data at high speeds and capability to work as a Nyquist rate data converter. Thus a pipelined ADC is the most suitable ADC for the Large Hadron Collider application and the ADC works up to 30MSPS and churning out 12 bits at that speed.

Since this ADC is targeted for application in radiation environments, it is desirable to use a process which is robust to radiation damage. Thin oxide devices have been shown to be more robust to radiation than thicker oxide devices [20]. Thus, to be able to use thinner oxide devices, more advanced processes with lower gate lengths are used. But this entails many challenges especially for analog design such as reduced signal to noise ratio, low gain, incompatibility of trusted architectures to low supply voltages, and larger parasitics [21]. Thus, newer and clever circuits need to be designed. However, newer processes also enable higher speeds and also provide better matching between components [22].

Op-amps that are built in the newer process have characteristically higher bandwidths and low gains and signal swing. With the RSD algorithm, the subADC can tolerate large comparator offsets leaving the linearity and accuracy requirements for the DAC and residue gain stage. Typically, the MDAC requires
a high gain bandwidth op-amp. The design of this high op-amp becomes challenging in deep sub-micron technologies. Thus, circuits that can compensate for the lower gains of the ultra sub micron process are very attractive option. Opamps that are used in switch capacitor circuits can have their performance enhanced by switch capacitor techniques such as double sampling [1], correlated double sampling [23] and correlated level shifting [24]. The advantages and disadvantages of these techniques are explained in the following sections and it is shown that correlated level shifting is very suitable for the targeted application. This chapter starts with pros and cons associated with technology scaling and describe different switched capacitor techniques developed to combat those effects. It then concludes with a new proposed technique that can be used alongside the existing switched capacitor technique called split CLS

### 4.1 Scaling of the device

The scaling of devices on the surface improves speed, but it is not the only effect that it has and there are many challenges that need to be taken care of when designing at low feature sizes. A brief discussion has been given on this effect here.

- Gain - The gain of devices drop as L (length of the transistor) decreases because of lower output resistance. This makes the design of high gain amplifiers turn to multiple stages which entail large bandwidth penalties due to Miller compensation.
- Signal Swing - Since with lower feature size, the gate oxide is also thinner, the devices can tolerate only lower voltages and hence designers are faced with lower supply voltages and lower signal swing levels. This leads to bigger input sampling capacitors to reduce the noise floor to meet a given Signal to Noise Ratio (SNR) specification. This consumes more power compared to older process technologies.
- Matching - With thinner oxides, device matching has improved for a given area. This helps with the design of pipelined data converters that are dependent on capacitor matching to provide accurate conversions.
- Speed - the speed of a device often characterized by unity gain frequency (ft) is inversely proportional to the square of the minimum feature size (L). Thus, as length scales down, frequency of operation increases as a square.
- Op-amp architectures - Limited voltage supplies do not allow for traditional stacking of transistors as in cascode devices to get higher gain with required signal swing from a single stage.

From the above discussion, it becomes clear that a pipelined ADC can take advantage of the better matching and higher speed, but the design must battle low gain issues and low signal swings which lead to excessive power consumption in conventional designs. The methods presented in this chapter overcome the short-comings of low gain and signal swing while not losing on speed and matching.

### 4.2 Op-amp requirement

The gain and bandwidth requirement of the op-amps are based on the resolution and speed of the ADC. The output equation of the MDAC stage which uses the op-amp is given by equation (4-1) [25]

$$
\begin{equation*}
V_{o u t}=\left(V_{i n}-V_{d a c}\right) \frac{\beta A}{\beta A+1}\left(1-e^{-\frac{t}{\tau}}\right)\left(1+\frac{C_{s}}{C_{f}}\right), \tag{4-1}
\end{equation*}
$$

where, $\mathrm{V}_{\mathrm{in}}$ is the input voltage to the MDAC stage, $\mathrm{V}_{\mathrm{dac}}$ is the DAC reference voltage, $\beta$ is the feedback factor (determined by the gain of the switch capacitor stage set by sampling capacitor, $\mathrm{C}_{\mathrm{s}}$ and feedback capacitor, $\mathrm{C}_{\mathrm{f}}$ ), A is the open loop gain of the op-amp, t is the time for linear settling (determined by the sampling rate), $\tau$ is the time constant of the op-amp in closed loop, set by the unity gain frequency of the op-amp and the load capacitance.

In an ideal case, the op-amp has infinite gain and bandwidth, that is, A is infinite and $\tau$ is zero. But this is not the actual case as there is always a residual error in the MDAC stage, which is dependent on the gain and bandwidth of the amplifier. During design, this error is made less than that required for a particular resolution.

Using the conventional switch capacitor techniques, it can be shown that to meet the requirement of 12 bit and 25 MSPS requires the first stage amplifier to have more than 81 dB of gain and 455 MHz unity gain frequency as calculated in the section 5.3. This requirement is in addition to a requirement of 2 V of signal swing at the input and output. Radiation tolerance specifications further increase these requirements.

These requirements, though not impossible, are very tough and power hungry to design using conventional methods. However, switch capacitor techniques like correlated double sampling and correlated level shifting can greatly reduce the requirements of the amplifier making the designs feasible at lower supply voltages.

### 4.3 Correlated Double Sampling (CDS)

Correlated double sampling is one of the earliest approaches developed in the switched capacitor techniques to mitigate the imperfections. The main principle behind the operation of switched capacitor circuits is the charge transfer mechanism between capacitors. Due to the finite gain of op-amp, the inverting inputs of the op-amps do not form a perfect virtual ground, causing errors in the charge transfer between capacitors. The underlying principle of the correlated double sampling technique is to compensate for the finite gain error by using the error stored. A preliminary operation is performed during each clock interval using a set of auxiliary capacitors which are matched to the main capacitors (the input conditions for this operation are the same as those for the final desired operation). This preliminary operation provides us with a close approximation for the finite gain error, which is stored and used for correction during the final operation. This scheme requires more chip area but achieves a much higher precision [23].

The CDS architecture along with three phases of operation is given in Figure 4-1. The operation of the circuit is as follows: During the preliminary
operation called as estimation phase, the amplification is done using the capacitors $\mathrm{C}_{\mathrm{S}_{-} \mathrm{P}}$ and $\mathrm{C}_{\mathrm{F}_{-} \mathrm{P}}$. Due to finite gain of the op-amp, the inverting input will not be equal to zero and the output corresponding to this phase is given as Vo'. The voltage at the inverting node ' 1 ' of the amplifier is given by $\mathrm{V}_{2}=-\mathrm{Vo}$ ' $/ \mathrm{A}$ and is stored on the auxiliary capacitor $\mathrm{C}_{\mathrm{CDS}}$. During the second phase called as level shifting phase, amplification is performed using capacitors $\mathrm{C}_{\mathrm{S}}$ and $\mathrm{C}_{\mathrm{F}}$ with $\mathrm{C}_{\mathrm{CDS}}$ placed in series with the inverting input of the amplifier. Now the voltage at the node ' 1 ' is given by a new


Figure 4-1 Three phases of correlated double sampling
value of $\mathrm{V}_{2}$ minus old value stored in $\mathrm{C}_{\mathrm{CDS}}$. This difference is very small because of the preliminary operation and thus the error in charge transfer is significantly reduced. It can be easily shown that finite gain error is now inversely proportional
to $\mathrm{A}^{2}$ [23]. During the estimation phase, the input referred offset and low frequency input referred noise are also stored on the auxiliary capacitor and hence will be eliminated during the final phase of the operation.

### 4.4 Correlated Level Shifting (CLS )

Correlated level shifting is a very attractive switch capacitor technique that provides an effective gain more than the square of the actual gain of the amplifier,


Figure 4-2 Three phases of correlated level shifting (CLS) and the waveform at the load.
similar to CDS. It also increases the signal swing range and reduces non-linearity [24]. Similar to CDS, CLS also uses three phase clocks and feeds the error back into the MDAC stage, reducing the error. The CLS architecture and the three
phases associated with it are given in Figure 4-2. The differences in the techniques arise from where they operate: CDS feeds its error back in at the input whereas CLS operates at the output and tries to remove the signal from the active circuit.

### 4.5 Error reduction analysis

The circuit in Figure 4-2 can be analyzed to show that the output voltage at the end of the estimation phase [26] is given by equation (4-2).

$$
\begin{equation*}
\mathrm{V}_{\mathrm{o}}^{\prime}=\operatorname{Vin}\left(1+\frac{\mathrm{C}_{1}}{\mathrm{C}_{2}}\right)\left(\frac{1}{1+\frac{1}{\bar{T}}}\right) \tag{4-2}
\end{equation*}
$$

where, $T=\frac{\mathrm{A}_{(\mathrm{EST})} \cdot \mathrm{C}_{2}}{\left(\mathrm{C}_{1}+\mathrm{C}_{2}+\mathrm{C}_{\text {IN }}\right)}$ is the op-amp loop gain during the estimation phase. This first estimate (Vo') is less than the error-free output (i.e. $\mathrm{V}_{0}=\mathrm{V}_{\mathrm{IN}}\left(1+\mathrm{C}_{1} / \mathrm{C}_{2}\right)$ ) because the finite op-amp gain produces an imperfect virtual ground so $\mathrm{C}_{1}$ does not completely transfer its charge to $\mathrm{C}_{2}$. The residual voltage on $\mathrm{C}_{1}$ from the imperfect virtual ground is

$$
\begin{equation*}
V_{\mathrm{C} 1(\mathrm{EST})}=\frac{-\mathrm{V}_{0}^{\prime}}{\mathrm{A}_{\mathrm{EST}}} . \tag{4-3}
\end{equation*}
$$

Traditionally this error is reduced by making the op-amp DC gain (i.e. A) as large as possible, but notice that the error could also be reduced by making the output of the op-amp small. This is what CLS does: it removes the signal from the active circuitry by storing the first estimate of the output voltage on $\mathrm{C}_{\text {cLS }}$ and then removes that signal from the output of the op-amp in the level-shift phase (Figure 4-2). Thus the residue voltage on $\mathrm{C}_{1}$ is much smaller at the end of the
level-shift phase. If we neglect the charge lost from $\mathrm{C}_{\mathrm{CLS}}$, the voltage at the inverting node at the end of the level shifting phase is [24]:

$$
\begin{equation*}
V_{C 1(L S)}=-\frac{\left(V_{o}^{\prime \prime}-V_{o}^{\prime}\right)}{A_{L S}} \tag{4-4}
\end{equation*}
$$

where, Vo" is referred to as the second estimate. This is much smaller than (4-3), which means that the charge from $\mathrm{C}_{1}$ is closer to being completely transferred to $\mathrm{C}_{2}$. The output voltage can be found as

$$
\begin{equation*}
\mathrm{Vo}^{\prime \prime}=\operatorname{Vin}\left(1+\frac{\mathrm{C}_{1}}{\mathrm{C}_{2}}\right)\left(\frac{1}{1+\frac{1}{\text { Teq }}}\right), \tag{4-5}
\end{equation*}
$$

where the equivalent loop gain is, $\mathrm{T}_{\mathrm{EQ}}=\mathrm{T}(2+\mathrm{T}) \approx \mathrm{T}^{2}$. Equation (4-5) neglects the charge loss from $\mathrm{C}_{\mathrm{CLS}}$ and sets $\mathrm{A}_{(\mathrm{EST})}=\mathrm{A}_{(\mathrm{LS})}$. Charge transfer from $\mathrm{C}_{\mathrm{CLS}}$ to the load will reduce the equivalent gain. Recently, a technique has been developed to overcome the loop gain degradation in the level shifting phase [27].


Figure 4-3 Open loop gain Vs output voltage using CLS or CDS with a 36 dB op-amp

In CLS, the level-shift phase returns the op-amp output towards the midrail, where op-amp gain will be the largest. This is especially important when the output is close to the rails because $\mathrm{A}_{(\mathrm{EST})}$ will be very small. Figure $4-3$ shows the performance differences with and without CLS [26]. Note how the equivalent open-loop gain for CLS is shifted up by $\mathrm{A}_{(\mathrm{LS})}$ over the entire output range. The CLS equivalent loop gain is much better than the CDS equivalent loop gain, which is just the op-amp gain squared with some significant attenuation due to charge sharing.

CLS removes, almost entirely, the signal from the active circuit and returns the active circuit to its best biasing conditions. Thus this technique provides an effective gain equal to the gain of the amplifier multiplied by the best gain of the amplifier. The best gain of the amplifier is when the amplifier is in its best biasing conditions. The gain depends on the input signal level as shown in Figure 4-3. The gain is lower at the extremities as some transistors can go into the triode region.

### 4.6 Transient behavior and Speed

To show the effectiveness of this technique, a comparison between the settling of a conventional 60 dB amplifier and a 30 dB amplifier with CLS are shown in Figure 4-4 [26]. It can be seen that in CLS, there is a transient jump at the beginning of the level shifting phase. This jump depends on the output capacitance and the height of the jump depends on the relative size of output capacitance compared to CLS capacitance. Though this reduces the settling time
by $10-20 \%$ [24] compared to conventional op-amp with the same phase margin and bandwidth, the CLS still has an upper hand. This is because compared to 60dB op-amp, a 30 dB op-amp with CLS requires just half of the power and it also increases the input and output signal swing which reduces the required size of the input sampling capacitor to achieve the required SNR. This further reduces the power consumed by the op-amp. Hence CLS already starts with a settling time close to the conventional op-amp and definitely has speed advantage (5X) when its power consumption is made equal to the conventional op-amp. It must be noted here that 30 dB of gain is not difficult to obtain with normal amplifiers. But 60dB of gain may require multiple stages with bandwidth penalties and much higher power.


Figure 4-4 Transient response of a 30dB amplifier using CLS compared to conventional 60 dB op-amp

### 4.7 Split-CLS

CLS on its own can reduce the power consumption and can enable design in lower voltage supplies. But a modification to it, called "split-CLS" [28] can address the tradeoffs between "signal swing and gain" and between "slew rate and gain".

Split-CLS relies on the essential operation of CLS itself and takes it a step further. CLS operation can be intuitively thought of as having three steps: 1) sample the input, 2) provide a rough estimate, 3) subtract the rough estimate and settle to the accurate value.

Thus it becomes intuitive that the op-amp not being used to sample the input does not require high gain and bandwidth. It does need to be able to charge up the attached load capacitances during this instant. It then becomes clear that the amplifier needs to be optimized for slew rate and can be relaxed in terms of gain and bandwidth in this operation. During the fine-settling phase, the amplifier needs to fine-settle the final output which is already very close to the accurate value, thus it requires very little signal swing and slew rate and thus can be optimized for gain and bandwidth. The gain now is equal to the gain of the amplifier in both of the phases.

These two different operations can now be performed by two specialized amplifiers, hence the name "split". The estimation amplifier can be a simple folded cascode or active-load differential amplifier that has good output swing capability and slew rate. The fine-settling amplifier can be a triple-stack telescopic cascode that provides enough gain and bandwidth. It must be noted that
both the amplifiers are low specification amplifiers and the power they consume is much less compared to the power consumed by a $80 \mathrm{~dB}, 455 \mathrm{MHz}, 2 \mathrm{~V}$ signalswing amplifier that would be needed in a standard pipeline ADC. The design also does not need large capacitors for amplifier stability compensation nor does it suffer from any bandwidth or power penalties. Thus this technique enables design with robust low performance amplifiers that dissipate low amounts of power. The split-CLS architecture is shown in Figure 4-5.


Figure 4-5 Split CLS structure during the a) estimation and b) level-shifting phases.

The Split-CLS technique also has an advantage in that it removes any signal spiking behavior that may occur due to parasitic capacitances at the output of the amplifier between the estimate and level shift phase [28]. This removes reliability concerns during long space missions.

### 4.8 Proposed Op-amp Sharing in Split-CLS

The CLS operation as described above can be split into these three modes: sampling, estimation, and fine-settling. The op-amp as a block is needed only during the estimation and fine settling phases. That is, it is not needed during the sampling phase. In the split-CLS technique as explained earlier, the estimation amplifier is active only during the second phase and is idle during the sampling and fine-settling phase. In the same way, the fine-settling amplifier is idle during first two phases namely sampling and estimation phases, respectively. Thus, to use these amplifiers effectively an op-amp sharing technique is proposed which shares the two amplifiers across three stages. This greatly reduces the number of amplifiers from six (without op-amp sharing) to only two (with op-amp sharing). This technique thus enhances the advantages of the Split-CLS in terms of power and area by a large factor. The three stages along with their phases and amplifiers used are given below in Figure 4-6. Figure 4-6 shows the proposed op-amp sharing in split-CLS with the help of three 1.5 bit MDAC stages. This saves $20 \%$ more power than just CLS [29].

Memory effects are to be expected with this type of scheme. However, since the split-CLS is being used, at the end of the level shifting phase the input
voltage of the fine settling amplifier would be closer to the common mode level.Hence the charge stored on the gate capacitance of the input transistor pairs

| $\Phi 1$ | $\Phi 2$ | $\Phi 3$ | $\Phi 1$ | $\Phi 2$ | $\Phi 3$ | $\Phi 1$ |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
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Figure 4-6 Split-CLS with op-amp sharing (a) Three stages with their corresponding phases (b) Three 1.5 bit stages with op-amp sharing
will have a negligible effect. In the case of estimation amplifier, since only a rough estimate has been performed using this amplifier during estimation phase, memory effects would be minimal. For this reason, there is no need for any extra reset phase that would have been required otherwise if we wanted to deploy opamp sharing in a conventional method.

## 5 CMOS IMPLEMENTATION

This chapter focuses on the circuit level implementation of switches (bootstrapped and a normal transmission gate), two different OTAs for the estimation and fine settling phases and a comparator used in the sub-ADC block. It then concludes with the digital error correction logic and the power calculation. The design is aimed at a minimum speed of 25 MSPS at a typical supply of 1.2 V . Circuit level analysis, design and simulation results are presented for each major circuit block.

### 5.1 Switch Design

Generally the threshold voltage of MOS transistors does not scale well with the supply voltage, and it becomes a large portion of the supply voltage leading to problems when MOS transistors are used as switches at low voltages. In this thesis, very low-voltage switched capacitor operation has been achieved using a special low-voltage bootstrapped switch [30]. The basic idea of this switch is demonstrated in Figure 5-1. The signal switch is transistor MNSW while the five additional switches S1-S5 and the capacitor $\mathrm{C}_{\text {offset }}$ constitute the bootstrap circuit. The clock signal $\Phi_{2}$ switches S 3 and S 4 charging the capacitor to Vdd while switch S 5 fixes the gate voltage of MNSW to Vss to make sure that the transistor is in the off state. Clock signal $\Phi_{1}$ switches S 1 and S 2 connecting the precharged capacitor between the gate and the source of MNSW such that its gate-source voltage $\mathrm{V}_{\mathrm{GS}}$ is equal to the voltage across the capacitor. This switch configuration allows rail-to-rail signal switching since the gate-source voltage is
always constant during $\Phi_{1}$ and independent of the input signal. A transistor-level implementation of the bootstrapped switch, which is fully compatible with modern low-voltage CMOS processes, is given in Figure 5-2.


Figure 5-1 Basic switch bootstrapping circuit

Transistors MNI, MP2, MN3, MP4 and MNS correspond to the five ideal switches S1- S5 shown in Figure 5-1, respectively. Additional transistors and modified connectivity shown in Figure 5-2 were introduced to extend all switch operations from rail to rail while limiting all gate-source voltages to $\mathrm{V}_{\mathrm{DD}}$. It is evident that the worst case input signal (with respect to switch operation) is that of $\mathrm{V}_{\text {in }}=\mathrm{V}_{\mathrm{DD}}$ which is the value attributed to $\mathrm{V}_{\text {in }}$ in the following discussion. An apparent problem is that of the $n$-transistor MNl which has to switch $\mathrm{V}_{\mathrm{DD}}$. This is the same problem as that of MNSW. The gate of MN1 is tied to that of MNSW where a gate-source potential of $\mathrm{V}_{\mathrm{DD}}$ assures its high conductivity during $\Phi_{1}$. The gate potential then drops to zero during $\Phi_{2}$, to cut off both transistors.

Additional problems arise at nodes B and G as their voltages reach $2 \mathrm{~V}_{\mathrm{DD}}$ : First of all, transistor MP4 must remain OFF during $\Phi_{1}$ in order not to lose the charge stored on $\mathrm{C}_{\text {offset }}$ during $\Phi_{2}$. If the clock is used to drive it as shown in

Figure 5-1, its gate-source voltage would be $-\mathrm{V}_{\mathrm{DD}}$ and the transistor would not be able to be turned OFF. This is why its gate is connected to node G which provides a voltage of $2 \mathrm{~V}_{\mathrm{DD}}$ during $\Phi_{1}$, cutting-off the transistor, and a voltage of $\mathrm{V}_{\mathrm{SS}}$ during $\Phi_{2}$ which ensures its high conductivity. Secondly, transistor MP2 has a technological problem. Using the clock to drive it as shown in Figure 5-1, its gatesource voltage would be $-2 \mathrm{~V}_{\mathrm{DD}}$ during $\Phi_{1}$. In Figure 5-2 a solution to this problem is proposed; transistor MN6 is used to connect the gate of MP2 to node A thus keeping its gate-source voltage equal to $-\mathrm{V}_{\mathrm{DD}}$ (the voltage across $\mathrm{C}_{\text {offset }}$ during $\Phi_{1}$. During $\Phi_{2}$, transistor MP6 connects it to $\mathrm{V}_{\mathrm{DD}}$ turning it OFF .


Figure 5-2 Transistor-level implementation of the bootstrapped switch

The gate of n-transistor MN6 is tied to node G to keep it conducting as the voltage on node A rises to $\mathrm{V}_{\mathrm{DD}}$ during $\Phi_{1}$. Therefore a dependency loop is present. In order that MN6 conducts, it must have a sufficient gate-source voltage,
i.e., MP2 must then be conducting. Transistor MN6S is then necessary as a startup to force transistor MP2 to conduct. The clock is used to drive MN6S as it is assumed to conduct only when the voltage of node A is close to zero (which is the case at the beginning of $\Phi_{1}$ ). When MP2 conducts the voltage on node G rises to $2 \mathrm{~V}_{\mathrm{DD}}$ while that on node A rises to $\mathrm{V}_{\mathrm{DD}}$ thus MN6S turns OFF while MN6 remains ON .

Finally, transistor MNTS has been added in series with MN5 to prevent the gate-drain voltage of the latter from reaching $2 \mathrm{~V}_{\mathrm{DD}}$ during $\Phi_{1}$. The bulk of MNTS is however tied to $\mathrm{V}_{\text {Ss. }}$. During $\Phi_{1}$ when it is OFF, its drain-bulk diode junction voltage reaches a reverse bias voltage of $2 \mathrm{~V}_{\mathrm{DD}}$. This must be compatible with the technology limits. It should be noted that for an n-well process, the bulk of transistors MP2 and MP4 must be tied to the highest potential, i.e. node B, and not to $V_{D D}$.

Bootstrap switches are used in the critical (signal) path of the first stage in order to increase linearity. The above switch configuration is chosen since none of the terminal voltages $\left(\mathrm{Vgs}, \mathrm{Vds}, \mathrm{Vgd}\right.$ ) exceed $\mathrm{V}_{\mathrm{DD}}$ even with a rail-rail input swing [31]. The gate-bulk voltage of the input switch can go above Vdd and hence the input NMOS is replaced with triple well structure. This gives better isolation and also high linearity. Thus the switch has higher reliability and linearity. The achieved Ron value is almost flat for the entire input range and is close to 20 ohms. Since Ron is almost constant irrespective of the input voltage level, it helps in improving the linearity. The output spectrum of bootstrapped
switch is shown in Figure 5-3 and it can be clearly seen that the linearity is high equal to 94 dB higher than that of the required linearity for 12 bits.


Figure 5-3 Linearity of bootstrapped switch

### 5.2 Transmission gate

For the switches that are not as critical as the first stage signal path switches, bootstrapped switches are not required since the linearity requirement is not as stringent. However, if a NMOS transistor is used, the output voltage cannot charge to the full scale value of the input and if a PMOS transistor is used, then the output capacitor will not be able to sample any input values less than the threshold voltage of the PMOS transistor. The CMOS transmission switch solves the problem. It does this by using a NMOS and PMOS switch in parallel as shown in Figure 5-4. Therefore when the two transistors are combined the switch
resistance will remain somewhat constant across the input voltage range. Using a CMOS transmission switch for the sampling switch helps keep the


Figure 5-4 (a) Sample and hold network with CMOS transmission gate (b) ON-resistance of a CMOS transmission switch.


Figure 5-5 Linearity of transmission gate switch
on-resistance across the input range somewhat constant and allows the circuit to fully sample the complete input voltage range [5]. The linearity of the switch is given in Figure 5-5.

### 5.3 Operational Trans-conductance Amplifiers (OTAs)

As discussed earlier for split CLS with op-amp sharing, two amplifiers are required for three stages of pipelined ADC - one for the estimation phase and other for the fine settling phase.

It was discussed previously, that the estimation amplifier needs to have a higher slew rate with the relaxed specification on gain and bandwidth. On the other hand, the fine settling phase should be able to settle to the required accuracy and hence needs to have a higher gain bandwidth product. It should be noted that for the reasons previously discussed in the section 4.5 the fine-settling amplifier does not need to have a higher output swing. The following calculation shows the gain and bandwidth required for a 12 bit 25MSPS pipelined ADC.

With the 2.5 bit stage as the first stage, the required gain and bandwidth can be calculated from the maximum tolerable gain and settling error as follows [25]:

$$
\begin{align*}
& \frac{1}{1+\mathrm{A} \beta}=\frac{1}{2} * \frac{1}{2^{10}} \rightarrow \text { from gain error with half LSB accuracy }  \tag{5-1}\\
& \mathrm{e}^{-\frac{\mathrm{t}}{\tau}}=\frac{1}{2} * \frac{1}{2^{10}} \rightarrow \text { from settling error with half LSB accuracy } \tag{5-2}
\end{align*}
$$

Where, $\beta=1 / 5$ for 2.5 bit stage and $\mathrm{t}=\mathrm{T} / 3=13.33 \mathrm{~ns}$ (time available for one phase in the case of 25 MSPS ). The calculated gain and unity gain frequency comes to 81 dB and 455 MHz , respectively.

### 5.3.1 Estimation Amplifier

A folded Cascode amplifier is chosen for the estimation op-amp because of its higher slew rate capabilities and higher output swing compared to a telescopic


Figure 5-6 Estimation amplifier - Folded cascode with slew rate enhancement (I2 >I1)
cascode amplifier. The folded cascode amplifier used during the estimation phase is a PMOS input folded cascode amplifier with continuous time common mode feedback circuit to set the common mode of the differential outputs. The frequency response is given in Figure 5-7 which shows that gain achieved is 42 dB with phase margin of 82 degrees.


Figure 5-7 Frequency response of estimation amplifier


Figure 5-8 Charging and discharging current with slew rate enhancement circuit

Since the estimation amplifier needs to have a larger current drive during the transients, a slew rate enhancement technique is used with the folded cascode amplifier as shown in Figure 5-6. This auxiliary circuit will be active only during the input transients providing large amount of current and will be off consuming very little current otherwise. Since the circuit is active only during the transients,
it does not have an effect on the small signal ac response during the normal operation [32].

The large amount of charging and discharging current at the output nodes which are required to achieve higher slew rate is shown in the Figure 5-8. As expected, the current is very low during the normal operation other than the transients (essentially only the quiescent current) and hence helps in power reduction. The step response of the folded cascode with slew rate enhancement is given in Figure 5-9 and shows that slew rate is greatly enhanced for the folded cascode amplifier which is the most critical requirement during the estimation phase.


Figure 5-9 Step response of estimation amplifier with and without slew rate enhancement

### 5.3.2 Fine settling amplifier

A gain boosting amplifier is used during the fine settling phase in order to achieve the required high gain bandwidth product. A single stage amplifier with


Figure 5-10 Gain boosted telescopic OTA
low power supply has given only 40 dB of gain in the typical case. Although the gain required from this amplifier is 40 dB (i.e. the collective gain $\mathrm{A}_{\mathrm{EST}}+\mathrm{A}_{\mathrm{CLS}}>$ 80 dB ) and a single stage barely meets this, it is better to have gain greater than 100dB [28]. This will make sure that the accuracy is met across Process, Voltage and Temperature..


Figure 5-11 Frequency response of fine settling amplifier

Adding to this, since op-amp sharing has been used across the three stages, it is good to have higher gain than required to combat the memory effects. Otherwise, an additional phase should be used solely for resetting the amplifier
which will decrease the available conversion time and also adds complexity. Keeping this in mind, a gain boosting amplifier is chosen to achieve high gain without deteriorating the gain bandwidth product much [10]. The gain boosted amplifier used is given in the Figure 5-10. Thanks to the Split-CLS technique, the output swing of this amplifier does not need to be high. Care has been taken that the pole-zero doublet occurs after the Unity Gain FrequencyUGF that it doesn't affect the settling time. The gain achieved is 83 dB with the unit gain frequency of 1.2 GHz with capacitance load of 350 fF which will meet the required specifications across PVT. The frequency response of the amplifier is given in Figure 5-11.

### 5.4 Comparator

The next major block in pipelined stage is the comparator which is used in sub-ADCs. As all the stages used in the pipelined ADC are 2.5 bits, each stage will have six comparators. Thus the power consumed by a single comparator plays an important role in overall power consumption. Having said that, a dynamic comparator is preferred over a switched capacitor input comparator (preamp + latch) in terms of power consumption. Also, the switched capacitor input comparator has loaded the previous stage heavily resulting in a settling error. However, in terms of accuracy, a switched capacitor input comparator will be better than a dynamic comparator, which has a kick back noise. To reduce the error from the kick-back in a dynamic comparator, a kick-back compensated comparator is used. It is show in the Figure 5-12.

The operation of this comparator is as follows: When the clock is low the comparator is in equalization mode, disconnecting the pull-down networks from ground while equalizing the two output nodes. The two cross coupled inverters will then pull the two nodes towards Vdd-Vth. When the clock goes high the circuit goes into regenerative mode and current starts to flow through the pulldown paths. A voltage difference on the inputs will be translated to a current imbalance causing one of the output nodes to be discharged faster than the other.


Figure 5-12 Kick-back reduced comparator

When the two output nodes approach the trip-point of the two crosscoupled inverters, the voltage difference will be amplified to full swing. This
comparator architecture is very suitable for low power applications since large currents are only drawn from the power supply during the decision time of the regenerative phase. To reduce the kick-back, the comparator is designed to reduce the voltage swing at the drain and source terminals of the input transistors [33].


Figure 5-13 Differential comparator output for ramp input

The clocked transistors are placed between the cross-coupled inverter-pair and the input transistors preventing the drain and source terminals of the input transistors from being charged during the equalization phase. Feed-through from the clock still causes a pulse at the drain terminal of the input transistors, which will cause a kick-back to the inputs. The comparator output is shown in Figure 5-13 for differential inputs ramping Vin+ and Vin- ramping from 0 to 1.2 V and 1.2 V to 0 V respectively with the reference voltages Vref+ and Vref- being at 675 mV and 525 mV .

### 5.5 Digital Error correction

The output from the analog pipeline is non-binary and has redundancy included, since the RSD algorithm is being used. The processing of a particular analog sample is distributed in time by the analog pipeline. This creates a problem since all the bits need to be run through the digital correction logic at the same time. In order to synchronize all the bits, D-flip-flops are used to delay the bits from each RSD stage such that they all arrive at the digital correction logic simultaneously.

Figure 5-14 shows a block diagram of the ADC with the delay flip flops and digital correction logic. Due to the mapping of the RSD stage output bits into a standard binary code format, addition is the only operation needed to perform the digital correction and is made up of 12 full binary adders.


Figure 5-14 Top level block diagram of ADC with D-FF and digital correction logic

### 5.6 Power Calculation

The following calculation gives an idea about the overall power consumption from the analog parts of pipelined ADC. Major components that contribute to overall power consumption with their respective power consumption is given.

The total quiescent current in the gain boosted amplifier (including the two auxiliary gain boosting amplifiers) is 2.45 mA . This gives the total power contribution from the fine settling amplifier of 2.94 mW . In the same way, the quiescent current in the slew rate enhanced folded cascode amplifier is calculated to be 600 uA . Thus the total power consumed by the estimation amplifier is 720 uW . In the case of dynamic comparator, since static power consumption is
negligible, only dynamic switching power has been taken into account. The worst case dynamic power can be assumed as 10 uW for 25MSPS [33].

Also, the last 3 stages need only lower specification amplifiers and hence power consumption from the two amplifiers used for last three stages will typically be low. Considering the design time trade-off, similar amplifiers used for the first three stages have been used for the last stages too. Thus the total power consumption from amplifiers and comparators comes to [34]

$$
\begin{equation*}
\text { Power }=2.94 * 2 \mathrm{~mW}+720 * 2 \mathrm{uW}+36 * 10 \mathrm{uW}=8 \mathrm{~mW} . \tag{5-3}
\end{equation*}
$$

This gives the enough margins to accommodate the power from the other digital circuits, reference generators and clock buffers. The total power is expected to be less than 25 mW including the power from buffers and digital circuits.

## 6 SIMULATION RESULTS

After integrating all the building blocks, simulations for the designed pipeline ADC are conducted at the transistor level. A $10-\mathrm{MHz}$ input signal is sampled at 26 MHz . Simulation results show that the designed pipeline ADC achieves the SNDR of 69.7 dB , which demonstrates successful design of each individual building block. This chapter starts by showing the simulation results of a single stage ADC using split CLS that includes the output voltage signal showing $2 \mathrm{~V}_{\mathrm{P}-\mathrm{P}}$ voltage swing and its FFT spectrum. It then extends to show the simulation results of a complete 1.2 V 12 bit pipelined ADC and concludes with the measured results showing ADC's dynamic performance.

### 6.1 Single stage Split CLS

A single stage of a pipelined ADC is implemented without op-amp sharing. The first stage implemented is a 2.5 bit stage and its Cadence implementation is shown in the Figure 6-1.

### 6.1.1 FFT Spectrum

The FFT of the output spectrum with different input frequencies is measured for 2048 samples and the corresponding SNDR, SFDR and ENOB are given in the Table 6-1. Windowing has been used to avoid spectrum leakage in the case of incoherent sampling and the window used for this particular design is ‘blackman-harris’.


Figure 6-1 Single stage split CLS

Figure 6-2 shows the output spectrum when the input frequency is 5 MHz and the input signal is $250 \mathrm{mV}_{P-P}$ and the corresponding $2 \mathrm{~V}_{\mathrm{P}-\mathrm{P}}$ output signal when configured for the closed loop gain of four. The voltage at the output of the first stage is also shown in the Figure 6-2.

| Fin (MHz) | SFDR (dB) | SNDR(dB) | ENOB (bits) |
| :---: | :---: | :---: | :---: |
| 5 | 71.45 | 66.52 | 10.8 |
| 8 | 74.6 | 72.07 | 11.7 |
| 12.5 | 67.47 | 66.48 | 10.78 |

Table 6-1 Dynamic performance of a single 2.5bit stage using Split-CLS.


Figure 6-2 (a) FFT Spectrum of single stage split-CLS (b) 2VP-P differential output.

### 6.2 1.2V 12 Bit 25MSPS Pipelined ADC

A complete pipelined ADC with the proposed op-amp sharing technique is constructed with six 2.5 bit stages. The corresponding FFT output spectrum for a differential input voltage swing of $2 \mathrm{~V}_{\mathrm{P}-\mathrm{P}}$ and with input frequency of 10 MHz is shown in the Figure $6-3$. The SFDR and SNDR are found to be 73.96 dB and 69.70dB corresponding to the ENOB of 11.32 bits.


Figure 6-3 FFT Spectrum of 12 bit ADC.

### 6.3 ADC dynamic performance

The dynamic performance of the proposed ADC is measured by analyzing a Fast Fourier Transform (FFT) of the digital output codes as explained earlier. The performance of ADC is studied for different input frequencies with
differential input signal swing of $2 \mathrm{~V}_{\mathrm{P}-\mathrm{P}}$ and with power supply of 1.2 V . The SFDR, SNDR, and ENOB as a function of input frequency are shown in Figure 6-4 and Figure 6-5. The measured results are summarized in Table 6-2. The achieved specifications for the designed Pipelined ADC using the proposed technique are summarized in Table 6-3.


Figure 6-4 SNDR and SFDR for 12 Bit 25MSPS ADC up to Nyquist input frequency.


Figure 6-5 ENOB for 12 Bit 25MSPS A/D converter up to Nyquist input frequency.

| Fin (MHz) | SFDR (dB) | SNDR(dB) | ENOB (bits) |
| :---: | :---: | :---: | :---: |
| 1.169 | 74.62 | 68.5456 | 11.13 |
| 3 | 66.781 | 64.891 | 10.52 |
| 5 | 65.839 | 64.8825 | 10.52 |
| 8 | 76.17 | 69.3882 | 11.27 |
| 10 | 73.96 | 69.7018 | 11.32 |
| 12.286 | 66.971 | 65.6268 | 10.64 |

Table 6-2 Dynamic Performance of a 12bit ADC using Split-CLS with op-amp sharing

| SNDR | 69.7 dB |
| :---: | :---: |
| Power dissipation ( analog ) | 8 mW |
| Input voltage | 2 V |
| max INL/DNL | $0.75 / 0.5 \mathrm{LSB}$ |
| Technology | 130 nm IBM 8HP |
| Power Supply | 1.2 V |

Table 6-3 Achieved specifications of the pipelined A/D converter.

## 7 CONCLUSION

### 7.1 Conclusion

This thesis has presented the design of a $1.2 \mathrm{~V}, 12$-bit 25 MSPS pipelined ADC in 130nm IBM8HP process. An op-amp sharing technique has been successfully implemented with a Split-CLS technique. The targeted specifications are met with the simulations in the schematic level and it has been shown that power consumption of the ADC using correlated level shifting is low. With the proposed technique, the power consumption has been further reduced (analog power less than 8 mW ) with a lesser number of op-amps and hence further increased the effectiveness of Split CLS architecture. Thanks to the Split-CLS technique, the designed ADC has demonstrated a performance of greater than 10.5 bits of accuracy over the entire input frequency range with 2 V differential peak-peak voltage swing and with the power supply of 1.2 V . The peak ENOB of the ADC is measured to be 11.32 bits and the ADC can be clocked up to 30 MHz .

### 7.2 Future Work

The entire design has to be laid out and will be fabricated in IBM 130nm process. At the time of this documentation, the layout for the schematics has been started and will be used in the Large Hadron Collider once the chip is taped out. There are two possible areas of improvement in this design: 1) one possible improvement that could be realized for this design is on the fine settling amplifier. The bandwidth of this amplifier can be increased and as a result the speed of ADC
can be improved. The ADC is operating up to 30 MHz and with the improvement it is expected to work up to $40 \mathrm{MHz} ; 2$ ) another improvement that could be realized is to use a lower specification amplifier for last three 2.5 bit stages as they do not require the higher specification power hungry amplifiers used in the first three stages. This could result in the further reduction of power and hence result in increase of ADC's figure of merit.
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