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ABSTRACT

A unique feature, yet a challenge, in cognitive radio (CR) networks is

the user hierarchy: secondary users (SU) wishing for data transmission must

defer in the presence of active primary users (PUs), whose priority to channel

access is strictly higher. Under a common thread of characterizing and im-

proving Quality of Service (QoS) for the SUs, this dissertation is progressively

organized under two main thrusts: the first thrust focuses on SU’s throughput

by exploiting the underlying properties of the PU spectrum to perform effec-

tive scheduling algorithms; and the second thrust aims at another important

QoS performance of the SUs, namely delay, subject to the impact of PUs’

activities, and proposes enhancement and control mechanisms.

More specifically, in the first thrust, opportunistic spectrum scheduling

for SU is first considered by jointly exploiting the memory in PU’s occupancy

and channel fading. In particular, the underexplored scenario where PU oc-

cupancy presents a long temporal memory is taken into consideration. By

casting the problem as a partially observable Markov decision process, a set

of multi-tier tradeoffs are quantified and illustrated.

Next, a spectrum shaping framework is proposed by leveraging network

coding as a spectrum shaper on the PU’s traffic. Such shaping effect brings in

predictability of the primary spectrum, which is utilized by the SUs to carry

out adaptive channel sensing by prioritizing channel access order, and hence

significantly improve their throughput. On the other hand, such predictability

can make wireless channels more susceptible to jamming attacks. As a result,

caution must be taken in designing wireless systems to balance the throughput

and the jamming-resistant capability.

i



The second thrust turns attention to an equally important performance

metric, i.e., delay performance. Specifically, queueing delay analysis is con-

ducted for SUs employing random access over the PU channels. Fluid ap-

proximation is taken and Poisson driven stochastic differential equations are

applied to characterize the moments of the SUs’ steady-state queueing delay.

Then, dynamic packet generation control mechanisms are developed to meet

the given delay requirements for SUs.
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Chapter 1

INTRODUCTION

1.1 Spectrum Holes and Cognitive Radio

The traditional static spectrum allocation, where the frequency bands are

designated to license holders, often called primary users (PUs), for exclusive

use, is regarded as an obstacle for efficient utilization of the limited spectrum

resources. Unlicensed users, often named as secondary users (SUs), are expe-

riencing difficulty in finding communication opportunities, whereas the PUs,

on the other hand, barely utilize their allocated spectrum. According to one

spectrum measurement study conducted by the Shared Spectrum Company,

the overall occupancy of the radio spectrum below 3GHz is less than 35%, even

in the most crowded area near downtown Washington DC, where both govern-

ment and commercial spectrum usage is intensive [1]. In another report by the

FCC (Federal Communications Commission) Spectrum Policy Task Force [2],

it is shown that a very limited portion of spectrum, namely 5% ∼ 15%, is uti-

lized on average, leaving a large numbers of “spectrum holes” (or white space)

unused, as Figure 1.1 demonstrates (whenever the PU is idle).

idle [spectrum holes]

PU traffic

PU 1

PU 2

PU N

Figure 1.1: Flow level dynamics of primary user spectrum.
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Dynamic spectrum access (DSA) has emerged as one promising solu-

tion to the aforementioned problem. The adaptive nature of DSA enables

opportunistic access by the unlicensed users to the primary spectrum, which

significantly mitigates the “virtual scarcity” problem in the existing spectrum

management. There are three major models of DSA [3], as we briefly discuss

below:

• Dynamic Exclusive Use Model. In the first model, the spectrum

is assigned to licensed users for exclusive use only. Dynamic spectrum

allocation among licensees is utilized, by making use of the spatial and

temporal traffic characteristics of different services and dynamically al-

locating spectrum to coexisting (licensed) services accordingly. This ap-

proach is applicable to long-term commercial applications such as UMTS

and DVB-T. Spectrum trading is permitted for licensed users to sell (par-

tial) spectrum property rights to the SUs, where one main challenge lies

in the precise definition of “property rights” of the spectrum, i.e., the

“boundary” of frequency bands [4].

• Open Sharing Model. This model, also called “license-exempt

model,” indicates that no licenses exist or are required, and the spec-

trum is openly shared among peer users. The success of wireless services

operating in the unlicensed industrial, scientific, and medical (ISM) ra-

dio band (for example, WiFi) gives much confidence behind this model.

A key component of this model is “spectrum etiquette,” a minimum set

of restrictions placed by regulators to regulate the co-existence of peer

users.

2



• Hierarchical Access Model. In the third model, “hierarchy” among

users is introduced such that PUs have absolute priority over SUs and

are entitled to use the assigned spectrum whenever needed. SUs, on the

other hand, can utilize the spectrum only when the frequency bands are

unoccupied, or the interference caused to PUs is limited under certain

levels. Two approaches have been developed under this model, namely

spectrum underlay and spectrum overlay. For spectrum underlay, SUs’

data are carried by Ultra-Wide-Band (UWB) transmissions, where the

signal power is spread over a wide frequency bandwidth, thus protect-

ing PUs’ transmissions from SUs’ interference. Spectrum overlay, on the

other hand, was first envisioned by Mitola under the term “spectrum

pooling,” and then investigated by the DARPA Next Generation (XG)

program under the term “opportunistic spectrum access” [3]. Simply

put, this is one approach where SUs opportunistically access the spec-

trum by detecting white space over time and space. In this approach, no

strict constraints on the transmission power of SUs are imposed as in the

spectrum underlay strategy. A typical application is the reuse of certain

TV-bands that are not used for TV broadcast in a particular region.

Among the three models, the third one is perhaps of the most interest.

Specifically, the hierarchical user structure therein gives rise to the challenge in

designing a network that “balances” SUs’ demands, while providing Quality of

Service (QoS) performance guarantees to the PUs. Clearly, a key characteristic

of such systems is their ability to exploit knowledge of the radio environment,

and adapt their operations to it. In other words, to enable dynamic spectrum

access in those systems, SUs are required to be equipped with cognitive ca-

pability to sense the dynamics in the communication environment, and utilize

3



it appropriately. In this context, cognitive radio (CR) emerges as the driving

technology enabling such capabilities. Formally, as has been first introduced

by Mitola [5]: “A ‘Cognitive Radio’ is a radio that can change its transmitter

parameters based on interaction with the environment in which it operates.”

Since its appearance, cognitive radio systems have found potential in

many areas, including rural communications, emergency applications, military

scenarios and other delay-sensitive applications [6]. In the last decade, there

has been a wealth of interest in studying cognitive radio, such as DARPA’s

NeXt Generation project and the IEEE standards 802.22 — to name a few.

Needless to say, the optimal design of cognitive radio networks is very chal-

lenging. We highlight the major issues in the following.

• Spectrum Sensing. A first step towards opportunistic access is for

SUs to identify the spectrum holes, and this is mainly performed at

the PHY-layer. Three popular approaches for spectrum sensing include

transmitter detection, cooperative detection and interference-based de-

tection [7].

In transmitter detection, SUs detect the signals from the PU’s transmit-

ter, based on their local observations. Matched filter, energy detector

(radiometer) and cyclostationary feature detector are three main tech-

niques applied for detection. One of the main focuses here is to develop

detection algorithms that balance the tradeoffs between the probabilities

of missing detection and false alarm [1,3, 7–9].

In transmitter detection, SUs perform detection independently without

cooperation. While in a practical shadowing environment with fading,

cognitive users may receive drastically different signal strengths and thus

4



different SNRs at different locations for a given transmitted primary sig-

nal. On many occasions, such signals can be very weak and thus difficult

to detect for individual users. In the meantime, a secondary node seizing

spectrum ranges without coordinating with others can lead to harmful

interference with its surrounding neighbors, thus degrading the spectrum

usage (“Tragedy of the Commons” [10]). These considerations, among

other issues such as the hidden terminal problem, uncertainty in primary

traffic pattern, and geographical locations of PUs and SUs, have moti-

vated the development of cooperative detection, where SUs cooperate

with each other in spectrum hole detection by exchanging information

of their local observations on the spectrum. Though additional overhead

may occur, the demands on the sensing sensitivity decreases, and thus a

less sensitive detector can be employed [8].

Finally, in interference-based detection, the interference temperature

model accounts for the cumulative RF energy from multiple SU trans-

missions and sets a maximum cap on their aggregate level. Then, the

SUs can transmit over the primary spectrum as long as their overall

signal power does not exceed this limit [7, 11].

• Spectrum Tracking. As the PUs’ activities may vary rapidly in a

random manner, to make a better decision on the usage of the detected

spectrum holes, it is important for the SUs to come up with a smart

channel selection strategy that “optimally” traces the availability across

the whole spectrum. In this context, a tradeoff arises between apply-

ing the (usually) imperfect sensing results for immediate decisions on

spectrum access, and storing them for future use. Algorithms apply-

ing sequential decision making have been proposed to characterize such

5



a tradeoff (see e.g., [12, 13]). In [12], the design of the optimal sens-

ing order in a multi-channel cognitive radio network is addressed using

the framework of optimal stopping theory. The authors considered both

cases with known and unknown channel availabilities, and developed op-

timal strategies for channel selection accordingly. Similar approach was

applied in, e.g., [14], to determine the optimal sensing policy. Besides, a

partially observable Markov decision process (POMDP) was used in [13]

to model SUs’ sensing process and obtain the optimal sensing strategy.

It is noted that the accuracy in the modeling of spectrum occupancy is

crucial to the efficiency of spectrum tracking [3]. Studies and testbed

measurements (e.g., [15]) have shown that the primary spectrum exhibits

a semi-Markovian property when transiting between the idle and busy

states. Such observations have been utilized in many works (e.g., [13])

to model the underlying variation of the PU channels.

• Spectrum Sharing. In many scenarios, multiple SUs coexist in one

system. It is important for individual users to achieve high utility, sub-

ject to fairness constraints. In this context, effective spectrum sharing

becomes critical. Both centralized and distributed approaches have been

explored to address the above issues. In centralized schemes, a central

authority, such as a base station and a spectrum server, is assumed to

have perfect knowledge of spectrum holes and allocates them to the re-

questing users [16,17]. In contrast, in distributed algorithms, SUs sense

and share the spectrum locally, without the assistance from the central

authority. Interesting models based on graph coloring and game theory

have been proposed under this category (see, e.g. [10, 18, 19]).

6



In the graph-based model, the network is represented as a bidirectional

graph, where the vertices correspond to the users sharing the spec-

trum, and the undirected edges between vertices represent the inter-

ference among users. The color list of a vertex denotes the available

spectrum to the user. Then, the graph coloring problem is defined as

obtaining the optimal color (i.e., spectrum) assignment that maximizes

the utility function for the vertices (i.e., SUs). The user utility can be

constructed, e.g., based on the application layer requirements. Widely

used criteria include Max-Sum-Bandwidth (MSB), Max-Min-Bandwidth

(MMB) and Max-Proportional-Fair (MPF). While the optimal coloring

is known to be NP-hard, suboptimal approaches have been proposed in-

stead [10, 20, 21]. Models exploring local cooperation among SUs, such

as local bargaining [22], have been developed as well.

On the other hand, the game theoretical approach models the PUs and

SUs as players in a game, with varying payoff functions constructed

based on the nature of the users (namely cooperative, selfish and mali-

cious). The strategy space for the users varies according to their identity:

For SUs, it includes the selection of the licensed band to use, the deci-

sion on transmission parameters (e.g., transmission power, frequency,

bandwidth, modulation, channel coding, antenna pattern and time du-

ration) to apply, the choice of price to pay for the spectrum usage and

so on. For PUs, the strategy set may include which unused channel to

lease to SUs, how much they charge, etc. Various models under this

framework have been developed, such as the repeated spectrum shar-

ing game model [18], auction-based spectrum sharing game and belief-

assisted pricing model [23].
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1.2 Main Scope of the Dissertation

In this dissertation, we study dynamic spectrum access by SUs under the

hierarchical model with spectrum overlay, i.e., PUs have strictly higher priority

over SUs in spectrum usage, and SUs opportunistically search for the spectrum

holes for data transmission. Our main focus is on the QoS performance of the

SUs, in terms of latency and throughput. While building upon the broader

framework of spectrum tracking, our work goes beyond the existing work and

contributes in the following main aspects:

• We consider opportunistic spectrum scheduling by exploiting the tem-

poral correlation structure in both the channel fading and the PU occu-

pancy states. In particular, the PU occupancy is assumed to possess a

long temporal memory. We formulate the problem using the framework

of partially observable Markov decision process and show that the opti-

mal scheduling involves multi-tier “exploitation vs. exploration” trade-

offs. Such tradeoffs go beyond the classic “exploitation vs. exploration”

tradeoff, as a result of the intricate interactions between the channel fad-

ing and PU occupancy states. For certain special cases, we establish the

optimality of a simple greedy policy. To gain a better understanding of

the tradeoffs for the general case, we introduce a full-observation genie-

aided system, where the spectrum server collects channel fading states

from all the PU channels. Using the genie-aided system, we decompose

the multiple tiers of the tradeoffs, and examine them progressively.

• We propose a novel concept of “spectrum shaping” to investigate the

fundamental issue of characterizing the properties of the actual spec-

trum structure, and identifying smart shaping approaches that lead to
8



a better tractability in the primary spectrum to the SUs. We develop

smart sensing strategies for the SUs to effectively explore the primary

spectrum under shaping, and propose cognitive transmission schemes

where the SUs intelligently match their communication with the PUs’

spectrum hole characteristics. On the other hand, we caution that the

predictability induced by network coding makes wireless networks more

vulnerable to jamming attacks, and a careful design is needed to balance

the throughput performance and the jamming-resistant capability of the

wireless systems.

• We study the delay performance in a cognitive radio network with ran-

dom access. We take a nontraditional view via the stochastic fluid queue

theory and model the queueing dynamics for the users using Poisson

Driven Stochastic Differential Equations (PDSDE). Cognitive and dis-

tributed spectrum sensing mechanisms are developed accordingly that

minimize the queueing delay of SUs under different scenarios. Further,

dynamic packet generation control mechanisms are developed to achieve

given delay requirements for SUs.

Throughout the dissertation, we assume that spectrum detection performed

at the PHY-layer is perfect, and that the sharing of spectrum among SUs is

carried out in a contention-based manner. In the following, we provide a brief

overview of the main scope of the studies.

Consider a single SU opportunistically accessing one of multiple PU

channels in the CR network. On the one hand, the SU intends to gain maxi-

mal immediate throughput by transmitting over the channel with the “best”

conditions at the moment; while on the other hand, it is also necessary for

9



the SU to explore as many PU channels as possible at different time instants

in order to obtain better understanding of the overall system dynamics, and

therefore make informed optimal decisions for channel access in the near fu-

ture.

In Chapter 2, we study such tradeoffs between “exploitation” and “ex-

ploration” with the objective of maximizing SU’s throughput. In particular,

we take further steps beyond the existing studies by: 1) explore the utility

of both the states (as opposed to one single state in the literature) - channel

fading and PU occupancy, for opportunistic channel access; and 2) incorporate

a generic correlation structure in the PU occupancy state that features a long

temporal memory (as opposed to memoryless or short-term memory model

utilized in the literature) and develop a novel “age” model to capture such

correlation . By casting the problem as a partially observable Markov decision

process [24], we identify that a new set of “multi-tier” tradeoffs arise as a re-

sult of the intricate interactions between the PU occupancy and channel fading

states. The optimality of a simple greedy policy is established under certain

conditions. Further, by developing a genie-aided system with full observation

of the channel fading feedbacks, we decompose and examine the multiple tiers

of the tradeoffs in the original system, and recorded the impacts from channel

fading and PU occupancy on such tradeoffs under the general setting.

The hierarchical channel access structure in a CR network determines

that the SUs can transmit over PU channels only at idle instances of PUs.

Therefore, to improve throughput, it is of great benefit for SUs to capture

the spectrum access opportunities as quickly as possible. However, as illus-

trated in Figure 1.2, spectrum holes can take place in multiple dimensions,

over space, time, and frequency. In particular, the traffic pattern of the PUs

10



directly determines the temporal spectrum availability and leaves room for

SU transmissions whenever PUs do not have any packet traffic to transmit.

The random nature of PUs’ traffic, without smart processing, would lead to

stochastic and sporadic transmission patterns, which hinder a quick discovery

of spectrum holes.

PU

activity
Space

Time

Spectrum opportunity for SU

Figure 1.2: An illustration of random spatio-temporal structure of spectrum
holes.

In Chapter 3, we formulate a spectrum shaping framework for a CR

network with multiple PU channels, and propose to leverage network coding

as a “spectrum shaper” to enhance the predictability on the primary spectrum

to the SUs, thus boosting SUs’ throughput. A key observation is that when

PUs use network coding with batch operations, the busy periods on each of

the PU channels are lower-bounded by the batch size, and the idle periods are
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shaped based on the process of accumulating the packets. In other words, the

primary spectrum is “shaped” by the coding process so that the distribution

of the spectrum holes becomes more “regular” and “predictable,” comparing

to the case where classical retransmission-based retransmissions are applied.

With this observation, we propose an adaptive channel sensing scheme with

two-stage sensing, where SUs perform channel selection based on a “sensing

list” that consists of channels predicted to be idle, and adaptively update it

over time. We demonstrate that both PUs and SUs’ throughput significantly

improve, thanks to the shaping effect brought by network coding. Moreover,

contention-based spectrum access of multiple SUs was considered and we de-

veloped a two-level backoff scheme based on the adaptive sensing to exploit

the memory in network-coded transmissions and realize the throughput gains

for the SUs.

Next, we show that the predictability induced by network coding makes

wireless networks more vulnerable to jamming attacks targeting at the in-

tended transmissions. Since the entropy of the busy period of network-coded

transmission is less than that of the retransmission-based communication, a

jammer can predict the spectrum’s future status (busy or idle) more easily

and increase the performance loss to the system by adaptive channel selection.

Particularly, this jamming attack effect increases with the coding batch size,

which, on the other hand, (desirably) improves the throughput of network-

coded transmissions. This suggests that a careful design is needed to balance

the throughput performance and the jamming-resistant capability of the wire-

less systems.

In addition to throughput, an equally important QoS metric for SUs

is their delay. In Chapter 4, we study delay performance in cognitive radio
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networks. It is noted that delay has always been one of the most important

metrics in a wireless networks. It has important engineering implications, e.g.,

it can be used to characterize the number of users that can be supported under

a given delay constraint. Unfortunately, the delay performance for cognitive

radio networks is an under-explored area and not well understood in general,

due to the analytical difficulties in characterizing queue interactions between

primary and secondary networks and among SU networks. To this end, only

a limited number of results have been reported in the literature [25, 26]. In

Chapter 4, we take a step along this effort, and analyze the queueing delay for

the SUs in a CR network with multiple PU channels. We apply the stochastic

fluid queue theory and model the queueing dynamics of both PUs and SUs via

Poisson driven stochastic differential equations (PDSDE). Based on the prop-

erties of PDSDE, we obtain the moments of SUs’ queue lengths, which lead

to the average queueing delay of the SUs. We focus on the light traffic regime

that “decouples” the strong correlation across SUs due to the contention colli-

sions, and characterize SUs’ queue lengths accordingly under different system

settings. Further, packet generation control under a given delay constraint is

considered and analyzed using PDSDE.
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Chapter 2

OPPORTUNISTIC SPECTRUM SCHEDULING BY JOINTLY

EXPLOITING CHANNEL CORRELATION AND PU TRAFFIC

MEMORY

2.1 Introduction

Being equipped with the cognitive capability, the SUs can be constantly aware

of the environmental changes and adapt their operational parameters (such as

power, frequency, etc.) accordingly. In a CR network, one unique environ-

mental change is the PU’s occupancy state. In particular, as a result of the

hierarchical spectrum access structure, the transmissions of an SU are con-

strained by the stochastic nature of the PUs: An SU can access a channel

only when the PU is inactive (i.e., the PU channel is idle), and must vacate

the channel as soon as the PU is detected to return (i.e., the channel becomes

busy). Clearly, an appropriate model for such idle-busy alternations is critical

to determine the channel’s accessability by an SU.

Another commonly existing variation is channel fading. Often times

an i.i.d. flat fading model is used in abstracting fading channels, which fails

to capture the temporal channel memory observed in realistic scenarios [27].

A basic model, namely the Gilbert-Elliot (GE) model [28], has been widely

used in recent literature (see, e.g., [29–31]) as an alternative to capture the

temporal correlation in the fading process. Specifically, the GE model uses a

first-order Markov chain with two states: one representing a “good” channel

where the user experiences error-free transmissions, and the other representing

a “bad” channel with unsuccessful transmissions.
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In most of the existing works (see, e.g., [29,30,32]), only one set of the

system states – either the channel fading, or the PU occupancy – has been

taken into consideration in developing spectrum access strategies by the SU.

Furthermore, most studies rely on the assumption that the PU occupancy is

memoryless across time (such as independent and identical distributed [33]), or

has a short-term memory modeled by a first-order Markov chain (e.g., [29,32]).

Recent works, however, have suggested that the PU occupancy may exhibit a

long memory (see, e.g., [34]), for which a systematical study is lacking.

Motivated by these observations, in this work, we take steps forward,

and: 1) explore the utility of both the states - channel fading and PU oc-

cupancy, for opportunistic channel access; and 2) incorporate a generic cor-

relation structure in the PU occupancy state that features a long temporal

memory. More specifically, we consider a CR network consisting of multiple

PU channels and one SU opportunistically accessing one of the PU channels

at a time.1 A spectrum server is utilized to periodically schedule the SU to

one of the channels for transmission. We formulate the problem as a partially

observable Markov decision process [24], wherein the spectrum server makes

scheduling decisions in terms of allocating a PU channel to the SU, based on

both the channel’s PU occupancy state and fading state. Going beyond the

literature, we develop a novel “age” model to capture the long temporal cor-

relation in the PU’s occupancy state. In parallel, we model the channel fading

state using a two-state first-order Markov chain, i.e., the GE model. Detailed

formulation can be found in Section 2.2. Worth noting is that the usage of

the spectrum server is consistent with the recent FCC ruling on the use of

1As can be seen from the following sections, even for the case with a single SU, there
exist intricate tradeoffs and the study is highly nontrivial. It remains open to study the
general model with multiple SUs.
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a spectrum database in CR network operations [35]. Further, the spectrum

server facilitates spectrum management, and enhances the scalability of the

network [36].

Built upon the formulation, a main goal of this work is to understand

the impact of both sets of system states, and their temporal correlation, on

the SU’s performance. We identify that “multi-tier” tradeoffs arise as a result

of the intricate interactions between the PU occupancy and channel fading

states. Such tradeoffs go beyond the classic “exploitation vs. exploration”

tradeoff that was studied in the existing works (see, e.g., [29,30]). In the classic

tradeoff, the answer to “whether to learn a channel or not” is purely dependent

on the one system state under consideration. For instance, if channel fading is

considered, then the channel with the “best” fading state will be scheduled to

the user for “exploitation” (i.e., to obtain the maximal immediate gain), while

the channel with the “least known knowledge on fading” will be favored for

“exploration” (i.e., learning) for obtaining better understanding of the overall

system and thus improving the total system gain in the long run. In contrast,

important differences arise in our context due to the inclusion of both the

system states. On the one hand, the stochastic nature of the PU traffic can

result in termination of SU’s transmission at any time. Therefore, the SU,

hoping to maximize its immediate throughput (i.e., “exploitation”), would

favor a channel that not only has the “best” channel fading (as in the classic

setting), but is currently idle and can stay idle for as long as possible during

the current scheduling period. On the other hand, due to the hierarchical

spectrum access structure, the scheduling can only be performed among the

idle PU channels. Accordingly, the PU channel favored for “exploration” in the

classic sense (determined solely by channel fading) may no longer be preferred
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if the channel is perceived to be occupied by the PU in the near future, since

the learning results cannot be utilized for scheduling therein. Clearly, strong

coupling between channel fading and PU occupancy exists and impacts the

tradeoffs under the new setting. The scheduling process, in the presence of

such coupling, can become even more complicated when temporal correlation

in both sets of system states are included, particularly when such memory

bears a long-term correlation structure. As a result, the answer to the same

question: “whether to learn a channel or not” must now be determined by

“balancing” the two sets of interacted system states, and by understanding

the impact of the inherent memory on such a balancing. This is the main goal

of our study.

The main contributions of this chapter can be summarized as follows:

• We study opportunistic spectrum scheduling by exploiting the temporal

correlation structure in both the channel fading and the PU occupancy

states. In particular, the PU occupancy is assumed to possess a long

temporal memory. This, to the best of our knowledge, has not been

addressed systematically in the literature so far.

• We formulate the problem using the framework of partially observable

Markov decision process and show that the optimal scheduling involves

multi-tier “exploitation vs. exploration” tradeoffs. Such tradeoffs go

beyond the classic “exploitation vs. exploration” tradeoff, as a result of

the intricate interactions between the channel fading and PU occupancy

states.

• For certain special cases, we establish the optimality of a simple greedy

policy, and examine the intricacy of the fundamental tradeoffs therein.
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• To gain a better understanding of the tradeoffs for the general case,

we introduce a full-observation genie-aided system, where the spectrum

server collects channel fading states from all the PU channels. Using

the genie-aided system, we decompose the multiple tiers of the tradeoffs,

and examine them progressively.

The rest of the chapter is organized as follows. Section 2.2 introduces

the basic setting and problem formulation in detail. In Section 2.3, we identify

the fundamental tradeoffs and illustrate them by examining both the imme-

diate reward and the total reward, and establish the optimality of a simple

greedy policy for special cases. Section 2.4 further examines the tradeoffs by

developing a genie-aided system that isolates the impact of channel fading and

PU occupancy on the optimal reward. In Section 2.5, numerical results are

presented with further discussions. Finally, concluding remarks are given in

Section 2.6.

2.2 Problem Formulation

2.2.1 Basic Setting

We consider a CR network with one SU and N PUs.2 Each PU is licensed to

one of N independent channels, henceforth identified as PU channels. A PU

generates packets according to a stationary process, transmits over its channel

if there are backlogged packets, and leaves upon the completion of the trans-

missions. The PU traffic activity is assumed to be identical and independent

across channels.3 For the SU, we assume it is backlogged. Time is divided into

two timescales: mini-slots and the control slots each constituting K mini-slots,

2Each user is assumed to be a pair of transmitter and receiver.
3Our study here can be readily extended to the case with nonidentical PU channels

whilst the fundamental tradeoffs are retained therein.
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as illustrated in Fig. 2.1. The length of each mini-slot is normalized to fit the

transmission of one data packet of the PU or the SU. At the beginning of each

control slot, the spectrum server schedules the SU to the “best” PU channel

expected to yield the highest average throughput for the SU. The SU then

transmits packets in the scheduled channel, until it detects the return of a

PU.4 Upon such an event, the SU suspends transmissions until the beginning

of the next control slot, when the spectrum server re-schedules the SU to a PU

channel based on most recent observations. At the end of each mini-slot when

the SU transmitted a packet, it sends accurate feedback on the channel fading

state (of the PU channel, as seen by the SU) corresponding to that mini-slot,

to the spectrum server. The spectrum server uses this feedback (on channel

fading), the observations on PU traffic, along with the memory inherent in

these processes to perform informed scheduling decisions at the beginning of

the next control slot. We discuss the system model and the scheduling problem

formulation in more detail in the following.

Figure 2.1: A sketch of the two timescale model.

4This can be accomplished by incorporating collision detection by the SU at the mini-slot
timescale. We also assume that PU arrivals coincide with the mini-slot boundaries.
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2.2.2 Problem Formulation

The opportunistic spectrum access at hand can be viewed as a sequential

control problem, which we formulate as a partially observable Markov decision

process. In the following, we introduce and elaborate the entities involved in

the formulation.

Channel occupancy: The usage pattern on each of the PU channels

can be modeled as an ON-OFF process at the mini-slot timescale, with ON

denoting the busy state where the PU transmits data over the channel, and

OFF the idle state where the PU is absent. Channel occupancy is the idle

or busy state of the PU channels. Let ot,k(n) be a binary random variable,

denoting whether PU channel n, for n ∈ {1, . . . , N}, is idle (ot,k(n) = 0), or

not (ot,k(n) = 1), in the kth mini-slot of control slot t. The corresponding idle

probability is denoted by πo
t,k(n) � Pr(ot,k(n) = 0).

Idle/Busy age: The PU traffic is temporally correlated, i.e., the cur-

rent occupancy state on each of the channel depends on the history of the

channel occupancy. We introduce the notion of “age,” defined as follows, to

characterize the occupancy history:

The age of a PU channel is the number of consecutive mini-slots im-

mediately preceding the current mini-slot, during which the channel is in the

same occupancy state as in the current mini-slot. The age is denoted as “idle

age” if the channel is in idle state in the current mini-slot and “busy age”

otherwise. We use xt(n) to denote the age of channel n at the beginning of

control slot t.
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As noted earlier, we assume long memory in the PU occupancy. Specif-

ically, with the definition of age in place, we adopt a family of functions mono-

tonically decreasing in age, to denote the conditional probability that a channel

will be idle (or busy), given that it has been idle (or busy) for x ≥ 1 mini-slots :

PI(x) =
1

xu + CI

,

PB(x) =
1

xu + CB

, u = 1, 2, ..., (2.1)

where CI and CB are normalizing constants taking positive values. Our occu-

pancy model essentially imposes the following realistic correlation structures:

1) the occupancy memory weakens with time, i.e., the impact of past occu-

pancy events on the current occupancy state diminishes since the said event

happened; 2) the conditional probability that the PU channel is busy or idle

now, is purely a function of the length of time the channel has been in the

most recent state, and is independent of the channel occupancy history before

the time of the latest transition to the most recent state. In sight of this, the

quantities PI and PB defined in (2.1) are sufficient for capturing the temporal

correlation in the channels’ PU occupancy state.

Channel fading model: At the end of each mini-slot after transmit-

ting a packet, the SU measures the channel fading between its transmitter

and receiver on the scheduled channel, and feeds back this information to the

spectrum server. Inspired by recent works [29,30,37], we capture the memory

in the fading (of the PU channel) between the SU’s transmitter and receiver

using a two-state, first-order Markov chain, with state variations occurring

at the mini-slot timescale. The Markov chain model is i.i.d. across the PU

channels. Each state of the Markov chain corresponds to the degree of de-

codability of the data sent through the channel, where state 1 denotes full

decodability and state 0 denotes zero decodability. Note that the states can
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also be interpreted as a quantized representation of the underlying channel

fading, in the sense that state 1 corresponds to “good” channel fading, while

state 0 corresponds to “bad” fading. The probability transition matrix of this

Markov chain is given as:

P :=

⎡
⎢⎣ 1− r r

1− p p

⎤
⎥⎦ , (2.2)

where p is the conditional probability that the channel fading is good, given

that it was good in the previous mini-slot; and r is the conditional probability

that the channel fading is good, given that it was bad in the previous mini-slot.

Throughout the paper, we will focus on the case when the fading channels are

positively correlated5, i.e., p > r.

Belief of channel fading state: Denote by πs
t,k(n) the belief of channel

fading state in the kth mini-slot of control slot t on channel n. As is stan-

dard [24, 29], the fading state belief is a sufficient statistic that characterizes

the current channel fading state as perceived by the SU. Further, let ft,k(at) be

a binary random variable denoting the fading state feedback obtained at the

end of the kth mini-slot in control slot t on the scheduled channel at. Also, de-

fine TL(·), for L ∈ {0, 1, . . .}, as the Lth step belief evolution operator, taking

the form: for γ ∈ (0, 1),

TL(γ) = T(TL−1(γ)), (2.3)

with T0(γ) = γ and T(γ) = γp + (1 − γ)r. Now, the update of the fading

state belief is governed by the underlying Markov chain model, and any new

5We focus on the positively correlated case, as it has been shown to capture more
realistic scenarios than the negatively correlated model (see, e.g., [27,30] and the references
therein).
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information obtained on the channel fading, i.e.:

πs
t,k+1(n) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

p, at = n, ft,k(at) = 1,

r, at = n, ft,k(at) = 0,

T(πs
t,k(n)), at �= n.

(2.4)

Action space: This refers to the set of channels that the scheduling

decision is made from. The spectrum server selects channels only from those

that are currently idle6, and the action space At in control slot t can thus be

written as:

At = {n : ot,1(n) = 0}. (2.5)

State: At the beginning of each control slot, the spectrum server makes

the scheduling decision based on three factors: For each of the PU channels,

1) the idle/busy state at the moment; 2) the length of time the channel has

been in the current occupancy state (i.e., age); and 3) the fading state belief

value. That is, the state of each PU channel n, is represented by a three-

dimensional vector: St(n) = [ot,1(n), xt(n), π
s
t,1(n)]. Accordingly, the state of

the system at the beginning of current control slot t is described by a N × 3

matrix St:

St := [St(1); . . . ;St(N)]=

⎡
⎢⎢⎢⎢⎢⎢⎢⎣

ot,1(1) xt(1) πs
t,1(1)

ot,1(2) xt(2) πs
t,1(2)

...
...

...

ot,1(N) xt(N) πs
t,1(N)

⎤
⎥⎥⎥⎥⎥⎥⎥⎦
. (2.6)

Horizon: The horizon is the number of consecutive control slots over

which scheduling is performed. We index the control slots in a decreasing order

with control slot 1 being the end of the horizon.7 Throughout the paper, we
6This is a policy level constraint to protect the PU’s priority in spectrum access.
7For the mini-slots, we use the conventional increasing time indexing with the lower-case

letter k.
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denote the length of the horizon by m, i.e., the scheduling process begins at

control slot m.

Stationary scheduling policy: A stationary scheduling policy P estab-

lishes a stationary mapping from the current state St to an action at in each

control slot t.

Expected immediate reward: The expected immediate reward is the

reward accrued by the SU within the current control slot. Specifically, the SU

collects one unit of reward in each mini-slot, if the channel is idle and has good

channel fading (i.e., conditions that indicate successful transmission by SU).

Since the scheduled channel must be idle in the first mini-slot of the current

control slot, the expected immediate reward can be calculated as:

Rt(St, at) =
K∑
k=2

πo
t,k(at)π

s
t,k(at) + πs

t,1(at). (2.7)

Total discounted reward: Given a scheduling policy P , the total dis-

counted reward, accumulated from the current control slot t, until the horizon,

can be written as8

Vt(St;P) = Rt(St, at) + βEπs
t−1
EOt−1Vt−1 (St−1;P) , (2.8)

where β ∈ (0, 1) is the discount factor, facilitating relative weighing between

the immediate and future rewards, and the expectation is taken with respect

to fading state belief: πs
t−1 = {πs

t−1,1(1), . . . , π
s
t−1,1(N)}, and PU occupancy:

Ot−1 = {ot−1,1(1), . . . , ot−1,1(N)}.

Objective function: The objective of the scheduling problem is to max-

imize the SU’s throughput, i.e., SU’s total discounted reward. A scheduling

8In the subsequent sections, we may drop P and the tiers of expectation to simplify the
notation.
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policy P∗ is optimal if and only if the following optimality equation is satisfied:

V (St;P∗)=max
at∈At

{
Rt(St, at) + βEπs

t−1
EOt−1V (St−1;P∗)

}
. (2.9)

The function V ∗(St) := V (St;P∗) is the objective function of the scheduling

problem.

2.3 Fundamental Tradeoffs

The decision on opportunistic spectrum scheduling is made based on two sets

of system states: the PU occupancy on the channel and the channel fading per-

ceived by the SU. On the one hand, PUs may return in the middle of a control

slot and hinder further transmissions of the SU, leading to a decreased reward

for the SU. The temporal memory resident in the PU occupancy suggests that

the past history of channel’s occupancy, measured by the age, influences the

occupancy state of the channel in the future. On the other hand, the PU chan-

nels may suffer from “bad” channel fading in the middle of a control slot, even

if a PU does not return to hinder SU’s transmissions.. Similar to the PU oc-

cupancy, the historic observations on the fading process would help determine

the expected channel fading in the future. Note that by way of the channel

feedback arrangement, an observation of a PU channel fading is made only

when that channel is scheduled to the SU. Thus scheduling is inherently tied

to channel fading learning. Roughly speaking, to maximize the SU’s reward,

the spectrum server must schedule a channel such that the combination of the

perceived channel occupancy and channel fading strikes a “perfect” balance

between the immediate gains and channel learning for future gains. We discuss

this intricate tradeoff in the following.
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2.3.1 Classic “Exploitation vs. Exploration” Tradeoff

In the existing literature (e.g., [29, 30, 32, 37, 38]), focus has been cast on con-

sidering only one of the factors: either channel fading or channel occupancy,

along with the associated temporal correlation. The optimal decision is a map-

ping that best balances the tradeoff of “exploitation” and “exploration” on the

single factor being considered. The exploitation side lets the scheduler choose

the channel with the best perceived channel fading (or occupancy state) at the

moment, corresponding to immediate gains; while the exploration side tends

to favor the channel with the least learnt information so far, probing which can

contribute to the overall understanding of the channel fading (or occupancy

state) in the network, and thus better scheduling decisions in the future.

2.3.2 “Exploitation vs. Exploration” Tradeoff in Dynamics of Both Channel

Fading and PU Occupancy States

In contrast to the existing works, we examine the tradeoffs when the temporal

correlation in both the channel fading and PU occupancy are considered. While

the classic tradeoff described above apparently exists, additional tradeoffs arise

in our context due to the interactions between the two sets of system states.

In particular, the long temporal memory in the PU occupancy state adds a

new layer to the tradeoffs inherent in the problem. For instance, note that

the SU can only transmit on idle channels. To carry out exploration, the

channel being favored in the traditional sense, i.e., the one on which the least

information is available, may no longer be the preferred choice if this channel

is perceived to be unavailable (i.e., busy) for a prolonged duration in the near
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future. In other words, it may not be worth learning the channel as the SU

cannot utilize the learned knowledge in the near future.

Fig. 2.2 is a pictorial illustration of the impact from the occupancy

state on the SU’s expected reward. The history of occupancy, represented by

the idle ages xt(1) and x2(t), affects both the immediate and future rewards

of the SU. Specifically, as the idle age increases, the temporal memory in the

PU’s occupancy pushes the channel to transit to busy sooner (i.e., time point

b comes earlier than a in the figure). Therefore, the average availability on

the PU channel in the current control slot decreases, which leads to a smaller

immediate reward for the SU.

Further, note that the latest mini-slot for which the spectrum server re-

ceives channel fading feedback is also the last mini-slot before the PU returns,

i.e., time points a and b respectively for the two cases in Fig. 2.2. The duration

d1 (likewise, d2) in Fig. 2.2 is an indication of how “fresh” the channel fading

information is for the scheduling decision at the beginning of the next control

slot, i.e., t − 1. With d1 < d2, channel feedback is more fresh in the former

case, with a lower idle age xt(1). Thus, age, through its effect on the fresh-

ness of feedback, and the availability of the PU channels in the future slots,

adds another layer to the tradeoffs, thereby influencing the optimal scheduling

decision.

To better perceive the intricate tradeoffs in the system, we proceed,

in what follows, with a number of break-down results that aim at illustrating

each tier of the tradeoffs progressively.
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Figure 2.2: An illustration of the impact of age on the SU’s reward.

2.3.3 Tradeoffs Inherent in Immediate Reward

Consider the PU channel scheduled in the current control slot t. Let k0 denote

the latest mini-slot before the PU of the scheduled channel returns in the

current control slot. Clearly, k0 is a random variable, taking values in k0 ∈
{1, . . . , K}. Let pz � Pr(k0 = z). With x denoting the idle age of the

scheduled channel, k0 is distributed as follows: For K = 2:

p1 = 1− PI(x+ 1), p2 = PI(x+ 1),

and for K ≥ 3:

p1 = 1− PI(x+ 1),

pz =
z−1∏
j=1

PI(x+ j)(1− PI(x+ z)), z = 2, . . . , K − 1,

pK =
K−1∏
j=1

PI(x+ j). (2.10)

In the following lemma, we establish the structure of the distribution

of k0.
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Lemma 1. The distribution of k0 is monotonically decreasing in the idle age,

xt, for z = 2, . . . , K, and monotonically increasing in xt, for z = 1.

Proof. For K = 2, it is straightforward to establish the conclusion. We next

focus on K ≥ 3. First, it is easy to show that for z = 1, p1 is monotonically in-

creasing in x since PI(x) is monotonically decreasing. Further, note that if two

positively valued functions, f1(x) > 0 and f2(x) > 0, are both monotonically

decreasing in x, i.e., for any positive integer Δ ≥ 1,

f1(x) > f1(x+Δ), f2(x) > f2(x+Δ),

then the product of the two, f1(x)f2(x), is also a decreasing function since

f1(x)f2(x) > f1(x+Δ)f2(x+Δ).

Therefore, pK is monotonically decreasing in x.

Next, we show that pz, z = 2, . . . , K − 1 are monotonically decreasing

in x. Based on the above argument, it is sufficient to show that for any

z = 2, . . . , K − 1, the following function,

g(x) � PI(x+ z − 1)(1− PI(x+ z)),

is monotonically decreasing. We have the following simplifications: For Δ ≥ 1,

a positive integer,

g(x)

g(x+Δ)
=

PI(x+ z − 1)(1− PI(x+ z))

PI(x+Δ+ z − 1)(1− PI(x+Δ+ z))

=
(x+Δ+ z − 1)u + CI

(x+ z)u + CI

· (x+Δ+ z)u + CI

(x+Δ+ z)u + CI − 1
· (x+ z)u + CI − 1

(x+ z − 1)u + CI

� B1B2B3. (2.11)

Since x ≥ 0, CI > 0, u ≥ 1 and Δ ≥ 1, we immediately have B1 ≥ 1, B2 > 1.

Further, using the binomial theorem, we obtain

(x+ z)u =
u∑

i=0

(
u

i

)
(x+ z − 1)i ≥ (x+ z − 1)u + 1, (2.12)
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and hence B3 ≥ 1. As a result, g(x)
g(x+Δ)

> 1 and p2, . . . , pK−1 are monotonically

decreasing in x. This concludes the proof.

We next present a result that demonstrates the tradeoff inherent in the

immediate reward with respect to age.

Proposition 1. The immediate reward on the scheduled channel is monoton-

ically decreasing in the idle age.

Proof. As the system model implies, we can rewrite the immediate reward as

the following weighted sum:

Rt(St, at) =
K∑
z=1

z∑
k=1

πs
t,k(at)pz, (2.13)

where pz = Pr(k0 = z) is given by (2.10).

When K = 2, with idle age on at being xt, we have Rt(St, at) =

πs
t,1(at) + PI(xt + 1)πs

t,2(at). Apparently, it increases as xt decreases.

For K ≥ 3, denote by θz �
∑z

k=1 π
s
t,k(at), z = 1, . . . , K. It is clear that

θ1 < θ2 < · · · < θK , (2.14)

and {θz}’s are constants in the idle age xt. To emphasize the role of the

argument xt, we rewrite Rt(St, at) as Rt(xt), and pz as pz(xt).

Utilizing the result of Lemma 1, and noting that for any positive integer

Δ ≥ 1, |p1(xt)− p1(xt +Δ)| = ∑K
z=2(pz(xt)− pz(xt +Δ)), we obtain:

Rt(xt)−Rt(xt +Δ) =
K∑
z=1

θz (pz(xt)− pz(xt +Δ))

> θ1(p1(xt)− p1(xt +Δ)) + θ2

K∑
z=2

(pz(xt)− pz(xt +Δ))

> 0,
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i.e., Rt(xt) is monotonically decreasing in the idle age xt, and this establishes

the proposition.

The above result can be readily extended to the following corollary.

Corollary 1. When all PU channels have equal fading state beliefs, the imme-

diate reward is maximized by scheduling the SU to the channel with the lowest

idle age.

Next, recall that the channel fading is modeled by a positively-correlated

Markov chain. Hence, if πs
t,1(at) > πs′

t,1(at), then the inequality πs
t,k(at) >

πs′
t,k(at) holds, for all k = 2, . . . , K. We present the following proposition

without further proof.

Proposition 2. The immediate reward on the scheduled channel is monoton-

ically increasing in its fading state belief. Further, given equal idle ages across

all PU channels, the immediate reward is maximized by scheduling the SU to

the channel with the largest fading state belief value at the moment.

2.3.4 Tradeoffs Inherent in Total Reward

In this subsection, we illustrate the tradeoffs inherent in the total reward by

examining a special case with two channels N = 2 and number of mini-slots

K = 1. In particular, we show that under these conditions, a simple greedy

scheduling policy is optimal. The greedy policy is formally defined as follows:

In any control slot, the greedy decision maximizes the immediate reward,

ignoring the future rewards, i.e.,

ât = max
at∈At

{Rt(St, at)}. (2.15)
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We now formally record the result on greedy policy optimality in the following

proposition.

Proposition 3. The greedy policy is optimal with one mini-slot per control

slot and two channels in the system.

Proof. To prove the proposition, we begin with the following induction hy-

pothesis:

Induction Hypothesis: With the length of the horizon denoted bym,m ≥
2, assume that greedy policy is optimal in all the control slots t ∈ {m−1, . . . , 1}.

The proof proceeds in two steps: First, we fix a sequence of scheduling

decisions �l := {am, . . . , at+1}, and show that the expected immediate reward

in control slot t, under the greedy policy, is not dependent on the scheduling

decisions �l. Then, we provide induction based arguments to validate the in-

duction hypothesis and hence establish that the greedy policy is optimal in all

the control slots.

Let U
(�l)
t denote the expected immediate reward in slot t ∈ {m −

1, . . . , 1}, given the scheduling decisions �l. U
(�l)
t can be calculated as:

U
(�l)
t =

∑
{ot(1),ot(2)}

U
(�l)
t (ot(1), ot(2))Pr(ot(1), ot(2)), (2.16)

where ot(1) (likewise, ot(2)) is the binary indicator of whether channel 1

(or 2) is idle (ot(1) = 0) or not (ot(1) = 1) in the tth control slot, and

Pr(ot(1), ot(2)) denotes the joint probability of both channels’ availability sta-

tus (idle or busy). There exist four realizations of the vector (ot(1), ot(2)),

namely {(0, 0), (0, 1), (1, 0), (1, 1)}. In what follows, we show that the value of

U
(�l)
t (ot(1), ot(2)) calculated under each of the realizations is not dependent on
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the scheduling decisions �l, i.e., for each realization, the reward calculated is

identical when considering different scheduling decisions.

Case 1: When (ot(1), ot(2)) = (0, 0). In this case, both channels are

idle in control slot t. Let πs
t+1(n) be the fading state belief on channel n in

control slot t+1. The expected immediate reward in control slot t, under the

greedy policy, can be calculated as

U
(�l)
t (0, 0) = πs

t+1(at+1)p+ (1− πs
t+1(at+1))T(π

s
t+1(ãt+1)), (2.17)

where ãt+1 = {1, 2}\at+1. For notational convenience, we write α � πs
t+1(at+1)

and α̃ � πs
t+1(ãt+1). The reward U

(�l)
t (0, 0) can now be further expressed as

U
(�l)
t (0, 0) = pα + (1− α)T(α̃)

= pα + (1− α)(αp+ (1− α)r)

= pP1 + rP2, (2.18)

where

P1 � α + α̃− αα̃, P2 � (1− α)(1− α̃). (2.19)

That is, P1 is the probability that at least one of the channels experiences good

channel fading in the previous control slot t+1, while P2 is the probability that

both channels see bad channel fading. It is noted that these probabilities are

controlled by the underlying Markov dynamics only, and thus P1 and P2 are

not dependent on the scheduling decisions �l. Therefore, U
(�l)
t (0, 0) is unaffected

by �l.

Case 2: When (ot(1), ot(2)) = (0, 1). In this case, only channel 1 is idle

and can be scheduled. The reward U
(�l)
t (0, 1) is obtained as

U
(�l)
t (0, 1) =

⎧⎪⎨
⎪⎩

pπs
t+1(1) + r(1− πs

t+1(1)), if at+1 = 1,

T(πs
t+1(1)), if at+1 = 2.

(2.20)
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It follows from (2.3) that

U
(�l)
t (0, 1)|at+1=1 = U

(�l)
t (0, 1)|at+1=2, (2.21)

i.e., U
(�l)
t (0, 1) is not dependent on �l.

Case 3: When (ot(1), ot(2)) = (1, 0). Similar to Case 2, only channel 2

can be scheduled in this case, and we have:

U
(�l)
t (1, 0) =

⎧⎪⎨
⎪⎩

T(πs
t+1(2)), if at+1 = 1,

pπs
t+1(2) + r(1− πs

t+1(2)), if at+1 = 2.
(2.22)

Again, this indicates that

U
(�l)
t (1, 0)|at+1=1 = U

(�l)
t (1, 0)|at+1=2, (2.23)

i.e., U
(�l)
t (1, 0) is not dependent on �l.

Case 4: When (ot(1), ot(2)) = (1, 1). In this case, both channels are

busy, and it follows immediately that

U
(�l)
t (1, 1) = 0. (2.24)

Clearly, U
(�l)
t (1, 1) is not dependent on �l as well.

Next, note that Pr(ot(1), ot(2)) is a function of the ages (xt(1), xt(2))

only, which evolve independently from the scheduling decisions �l. Thereby, we

conclude that Pr(ot(1), ot(2)) is unaffected by the scheduling decisions �l, and

so is the expected immediate reward in control slot t, i.e, U
�l
t = Ut.

Now, by extension, we have that the total reward collected from control

slot t till the horizon is unaffected by �l, i.e.,

1∑
t′=t

U
�l
t′ =

1∑
t′=t

Ut′ .
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Thus, the greedy policy is optimal in control slot t + 1 as well. Since t ∈
{m − 1, . . .} is arbitrary, the greedy policy is optimal in every control slot

{m, . . . , 1} under the induction hypothesis.

Finally, as the greedy policy is trivially optimal at the horizon, i.e., t =

1, using backward induction, we validate the induction hypothesis, and arrive

at the conclusion that greedy is optimal in all control slots t ∈ {m, . . . , 1}.
This establishes the proposition.

Remarks: Note that the tradeoffs inherent in the special case consid-

ered above, i.e., K = 1, N = 2, is more intricate than those observed in related

recent works (e.g., [29,30]), where a control slot coincides with a mini-slot and

only one of the states: channel fading or PU occupancy, is considered. This is

because, despite K = 1, the question of “whether to learn a channel that may

not be available for scheduling in the near future due to channel occupancy

state” still exists. Thus the multiple layers of the tradeoffs discussed in the

preceding subsections are retained in this special case, essentially adding value

to our result on greedy optimality.

In the subsequent section, we proceed to further understand the trade-

offs in the original system by introducing a conceptual “genie-aided system.”

2.4 Multi-tier Tradeoffs: A Closer Look via A Genie-Aided System

In the previous section, we examined the interaction between various state

elements by quantifying the immediate reward, and also the total rewards

in certain special cases. In order to obtain a more complete understanding

of the inherent dynamics, we next introduce a full-observation genie-aided

system that helps decompose and characterize the various tiers of the multi-
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dimensional tradeoffs in the original system. Note that the results in the

following hold for the general setting with arbitrary values of N ≥ 2 and

K ≥ 1.

2.4.1 A Genie-Aided System

The genie-aided system is a variant of the original system with the following

modification: The spectrum server receives channel fading feedbacks from all

the channels and not only the scheduled channel. These feedbacks are col-

lected at the same times as those of the feedbacks from the scheduled channel.

Thus when the PU returns on the scheduled channel, the feedbacks from all

the channels stop at once. Note that this is a conceptual system, without

practical significance, which as we will see, is helpful in better understanding

the complicated tradeoffs inherent in the original system.

2.4.2 Impact of Channel Fading on the Tradeoffs

We first illustrate the effect of channel fading on the optimal scheduling deci-

sions in the following proposition.

Proposition 4. When the idle ages are the same across all PU channels, it

is optimal to schedule the SU to the channel with the highest fading state belief

at the moment, i.e.,

a∗t = argmax
n

{πs
t,1(n)}. (2.25)

Proof. First, from Proposition 2, the immediate reward is maximized when

scheduling the channel with the highest fading state belief at the moment.

Now, we focus on showing that the future reward does not change when the

action in the current control slot varies and therefore establishing the propo-

sition. Specifically, at the current control slot t, t ≥ 2, consider an arbitrary
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control slot in the future, t0 ∈ {t − 1, . . . , 1}. In the following, we show that

the expected immediate reward in this control slot, denoted by Ut0 , is not de-

pendent on the current action at, and thus the future reward is not dependent

on at.

Let k′0 denote the latest idle mini-slot in control slot t0 + 1 before the

PU returns. The reward Ut0 is then calculated as:

Ut0 =
K∑

k′0=1

Ut0(k
′
0)Pr(k

′
0), (2.26)

where Pr(k′0) is the distribution of k′0, identical to that of k0 as given in (2.10),

and Ut0(k
′
0) is the expected reward in control slot t0 for a given k′0.

In the genie-aided system, the spectrum server obtains the feedbacks

of the fading states from all N channels simultaneously, i.e., at the end of

mini-slot k′0. Place the channels on which good channel fading is observed at

k′0 in the set C1, and the rest in another set C0. The characterization of the

reward Ut0(k
′
0) can be further divided into the following cases.

• Case 1: C0 = ∅. This corresponds to the case where ft0+1,k′0(n) = 1, ∀n =

1, . . . , N . Let W
(case1)
t0 (n) be the expected reward in control slot t0 on

channel n in this case. We have

W
(case1)
t0 (n) = πo

t0,1
(n)

K∑
z=1

z∑
k=1

πs
t0,k

(n)pz(xt0(n)), (2.27)

where πs
t0,1

(n) = TK−k′0(p), ∀n ∈ C1. It follows that πs
t0,k

(1) = . . . =

πs
t0,k

(N), ∀k = 1, . . . , K. Further, since xt(1) = . . . = xt(N), we have

pz(xt0(1)) = . . . = pz(xt0(N)), and πo
t0,1

(1) = . . . = πo
t0,1

(N), and there-

fore, scheduling any of the idle channels in C1 achieves the same expected

reward in control slot t0, i.e.,

Ut0(k
′
0)|case1 = W

(case1)
t0 (n), ∀n ∈ C1, ot0,1(n) = 0. (2.28)
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Now, note that given equal idle ages on allN channels, the distribution of

k′0 is identical across channels. Therefore, for all n = 1, . . . , N , the values

of πs
t0,k

(n), k = 1, . . . , K, πo
t0,1

(n) and pz(xt0(n)) all stay unchanged if a

different channel at �= a′t is scheduled in the current control slot t. This

implies that Ut0(k
′
0)|case1 is unchanged, and is thus not dependent on at.

• Case 2: C1 = ∅. In this case, ft0+1,k′0(n) = 0, ∀n = 1, . . . , N . The

expected reward collected in control slot t0 on channel n, denoted by

W
(case2)
t0 (n), can be expressed the same as (2.27), where the channel

strength belief πs
t0,1

(n) = TK−k′0(r), for all n ∈ C0. Then, using the

similar reasoning as in Case 1, we obtain that scheduling any of the idle

channels in C0 achieves the same expected reward in control slot t0, i.e.,

Ut0(k
′
0)|case2 = W

(case2)
t0 (n), ∀n ∈ C0, ot0,1(n) = 0. (2.29)

Further, the expected reward achieved in this case, Ut0(k
′
0)|case2, does not

change when the action in current control slot t varies, i.e., Ut0(k
′
0)|case2

is not dependent on at.

• Case 3: C0 �= ∅, C1 �= ∅. In this case, we first show that the maximum

expected reward in control slot t0 is achieved by scheduling any of the

idle channels in the set C1, which are perceived to have better channel

fading state in the subsequent control slot t0 than the channels in set C0.
Specifically, picking any one of the channels from each of the set, n1 ∈ C1
and n0 ∈ C0, we have

W
(case3)
t0 (n1) =

K∑
z=1

z∑
k=1

πs
t0,k

(n1)pz(xt0(n1)),

W
(case3)
t0 (n0) =

K∑
z=1

z∑
k=1

πs
t0,k

(n0)pz(xt0(n0)), (2.30)
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where

πs
t0,k

(n1) = TK−k′0+k−1(p),

πs
t0,k

(n0) = TK−k′0+k−1(r). (2.31)

Based on (2.3) and the property of the positively-correlated Markov

chain, the following inequality holds: For all k = 1, . . . , K,

πs
t′0,k

(n1) = TK−k′0+k−1(p) ≥ TK−k′0+k−1(r) = πs
t0,k

(n0),

with the equality achieved when K → ∞. Further, applying similar

argument as before, we obtain

W
(case3)
t0 (n1) > W

(case3)
t0 (n0).

Now, since n1 ∈ C1 (likewise, n0 ∈ C0) is arbitrary, from the conclusion

drawn in Case 1, the maximal expected reward in control slot t under

this case is achieved by scheduling the SU to any of the idle channels in

the set C1, i.e.,

Ut0(k
′
0)|case3 = W

(case3)
t0 (n1), ∀n1 ∈ C1, ot0,1(n1) = 0. (2.32)

Next, based on the similar reasoning as in the previous cases, we know

that Ut0(k
′
0)|case3 is not dependent on at.

Finally, note that Ut0(k
′
0) can be written as:

Ut0(k
′
0) =

3∑
i=1

Ut0(k
′
0)|case iPr(Case i), (2.33)

where

Pr(Case1) =
∏
n∈C1

πs
t0+1,k′0

(n),

Pr(Case2) =
∏
n∈C0

(1− πs
t0+1,k′0

(n)),

Pr(Case3) =
∏
n∈C1

πs
t0+1,k′0

(n)
∏
n′∈C0

(1− πs
t0+1,k′0

(n′)),
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are quantities dependent on k′0 only. Based on the fact that the idle age at

the moment are identical across the channels, the probabilities Pr(Case i), i =

1, 2, 3, and the distribution Pr(k′0), are the same across the channels as well.

Thus Ut0 is not dependent on at.

Since t0 ∈ {t−1, . . . , 1} is arbitrary, by extension, we have that the total
reward collected from control slot t0 till the horizon, i.e.,

∑1
t′=t0

Ut′ , which is

the future reward of current control slot t, is unaffected by at. This concludes

the proof and establishes the proposition.

Remarks: Proposition 4 illustrates the effect of fading state belief on

the optimal decisions in the genie-aided system. With ages equalized across the

PU channels and the classic “exploitation vs. exploration” tradeoff neutralized

(by definition of the genie-aided system), we saw that, higher fading belief

favors the immediate reward and that the future reward is, in fact, unaffected

by the current decision.

In the following, we study the effect of PU occupancy and age on the

optimal decisions in the genie-aided system and, in turn, its impact on the

original system.

2.4.3 Impact of PU Occupancy on the Tradeoffs

The following proposition identifies the effect of channel occupancy state on

the optimal scheduling decisions.

Proposition 5. When the fading state beliefs are the same across all PU

channels, it is optimal to schedule the SU to the channel with the lowest idle

age at the moment, i.e.,

a∗t = argmin
n

{xt(n)}. (2.34)
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Proof. We prove the proposition by showing that scheduling the channel with

the lowest idle age favors: 1) the immediate reward Rt(St, at); and 2) the

optimal future reward V ∗
t−1(St−1). The first part can be readily shown by

appealing to Proposition 1 and Corollary 1. To show the second part, we

adopt the following induction hypothesis:

Induction Hypothesis: The optimal future reward is convex in the fading

state belief.

When channel at is scheduled in the current control slot t, the expected

future reward can be evaluated as:

V ∗
t−1(St−1)|at = πs

t,k0
(at)V

∗
t−1(p) + (1− πs

t,k0
(at))V

∗
t−1(r),

where V ∗
t−1(p) and V ∗

t−1(r) represent the future reward calculated when the

channel fading state observed in the k0th mini-slot of control slot t is good or

bad, respectively. More specifically,

V ∗
t−1(p) � V ∗

t−1

(
πs
t−1,1(at) = TK−k0(p)

)
,

V ∗
t−1(r) � V ∗

t−1

(
πs
t−1,1(at) = TK−k0(r)

)
.

Based on (2.3), we have, for γ ∈ (0, 1),

TL(γ) = (p− r)Lγ + r
1− (p− r)L

1− (p− r)
, L = 0, 1, . . . ,

and limL→∞ TL(γ) = r
1−p+r

� πs|s, where πs|s denotes the steady-state prob-

ability of perceiving good channel fading on any of the PU channels. This

indicates that, a smaller k0, associated with a higher idle age at the moment

(recall discussions in Section 2.3), results in a larger K − k0 and thus a value

of πs
t−1,1(at) closer to πs|s, in which case,

V ∗
t−1(St−1)|at→πs

t,k0
(at)V

∗
t−1(πs|s)+(1− πs

t,k0
(at))V

∗
t−1(πs|s) � V ∗

t−1(at, Eπs|s).
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On the contrary, as k0 becomes larger because of a lower idle age, the value

of πs
t−1,1(at) deviates further away from πs|s, but is closer to p (or r). Also,

πs
t,k0

(at) gets closer to πs|s. Therefore,

V ∗
t−1(St−1)|at→πs|sV ∗

t−1(p)+(1− πs|s)V ∗
t−1(r) � Eπs|sV

∗
t (at).

Fig. 2.3 is a pictorial illustration of the above reasoning.

Figure 2.3: Illustration of the belief value variation and the effect of idle age.

Now, appealing to the induction hypothesis and Jensen’s inequality [39],

we have that Eπs|sV
∗
t (at) > V ∗

t−1(at, Eπs|s), and therefore the future reward is

maximized by scheduling the channel with the lowest idle age, i.e.,

a∗t = min
at

{xt(at)} s.t. V ∗
t−1(St−1)|a∗t = max

at
{V ∗

t−1(St−1)|at}.

Finally, we proceed to verify the induction hypothesis. At t = 2, the

optimal future reward equals the optimal immediate reward at the horizon

t = 1, i.e.,

V ∗
1 (S1) = R1(S1, a

∗
1) := max

a1∈A1

{R1(S1, a1)}. (2.35)
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Since R1(S1, a1) is linear in the strength belief, using the property of convex

function [39], we have that V ∗
1 (S1) is convex in the strength beliefs, which vali-

dates the induction hypothesis. Then, using backward induction, we establish

the proposition.

Remarks: Proposition 5 explicitly illustrates the effect of the PU oc-

cupancy and age on the optimal decisions. With fading state beliefs equal-

ized and the classic “exploitation vs. exploration” tradeoff neutralized (by

definition of the genie-aided system), we saw that: 1) lower idle age on the

PU channel favors the immediate reward by allowing more idle time on the

channel; and 2) lower idle age also favors the future reward by way of better

freshness of the channel fading feedback.

Thus by studying the full-observation genie-aided system, via the re-

sults in Propositions 4 and 5, we have decomposed the tradeoffs associated with

the channel occupancy and the fading state beliefs in the original system. In-

deed, the results in Propositions 4 and 5 rigorously support the understanding

we developed earlier in Section 2.3 on the tradeoffs in the original system.

2.5 Numerical Results & Further Discussions

In this section, we evaluate and compare the optimal rewards of the original

system (denoted as V ∗
ori) and the genie-aided system (V ∗

genie). Also, the op-

timal policy in the original system is compared to a randomized scheduling

policy (with reward denoted as V ∗
random), where the spectrum server chooses

a channel, among all the idle ones, randomly and uniformly, and allocates it

to the SU for data transmission. The numerical results are collected for a

two channel system with K = 2, horizon length m = 6, and discounted fac-
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tor β = 0.9. For notational convenience, denote Δga−ori = V ∗
genie − V ∗

ori and

Δori−rnd = V ∗
ori − V ∗

random.

Table 2.1 records the rewards obtained under various baseline cases, for

various values of δ � p−r, which broadly captures the temporal memory in the

channel fading. In particular, as δ decreases, the channel fading memory fades

and the difference between the baselines, which are primarily differentiated by

the degree to which they exploit the memory in the system, tends to decrease.

Table 2.1: Comparison of rewards when the channel fading memory varies.
System parameters used: u = 1, CI = 1, CB = 2, xt(1) = 10, xt(2) =
5, πs

t,1(1) = 0.4, πs
t,1(2) = 0.7

δpr Δga−ori
Δga−ori

V ∗
genie

% Δori−rnd
Δori−rnd

V ∗
ori

%

0.8 0.0077 0.3% 0.372 14.5%
0.4 0.0068 0.29% 0.2827 9.42%
0.2 0.0023 9.8× 10−4% 0.1915 8.23%
0.1 0.0006 2.4× 10−4% 0.1836 7.93%

Next, in Table 2.2, we compare the baseline rewards under different

values of the power exponent u, used in the definitions of PI and PB in (2.1). To

build a better understanding of the trend reflected in these numerical results,

we consider an arbitrary mini-slot, denoted as k′, as the current mini-slot,

and the following two exhaustive sets of PU occupancy histories: 1) the set

of histories hIx, x = 1, 2, . . ., corresponds to the case when there are exactly

x mini-slots between the current mini-slot k′ and the most recent mini-slot

(preceding k′) when the channel was in busy state, i.e., the idle age of mini-

slot k′ is x; and 2) the set of histories hBx , x = 1, 2, . . ., corresponds to the case

when there are exactly x mini-slots between the current mini-slot k′ and the

most recent mini-slot (preceding k′) when the channel was in idle state, i.e.,
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the busy age of mini-slot k′ is x. In Fig. 2.4, we plot the two sets of occupancy

histories. As has been pointed out in Section 2.2.2, the idle/busy age is a

sufficient statistic for capturing the memory in the PU channels’ occupancy

states. Thereby, with the construction of hIx and hBx , we can examine the

effect of the temporal correlation of PU occupancy on the system performance.

Specifically, the conditional idle probability in mini-slot k′, given occupancy

history, can be obtained as:

πo
k′ |hI

x
= PI(x) =

1

xu + CI

,

πo
k′ |hB

x
= 1− PB(x) = 1− 1

xu + CB

. (2.36)

For πo
k′ |hI

x
, it is clear, from Fig. 2.5, that as u increases, the conditional prob-

ability curves become steeper. Define the threshold point, x0, such that

for all x > x0, the difference in πo
k′ |hI

x
is insignificant (below 10−2). Now,

note from the figure that the threshold x0 decreases with increasing u, i.e.,

x
(u=5)
0 < x

(u=3)
0 < x

(u=1)
0 . This indicates that the impact of different occu-

pancy histories on the current PU occupancy state diminishes with increasing

u and thus a decreased memory in the PU occupancy. Similar argument holds

when considering hBx (see Fig. 2.6). In short, the exponent u broadly captures

the PU occupancy memory, and as its value increases, the memory decreases

and thus the rewards under various cases, as expected, come closer with in-

creasing u. This is illustrated in Table 2.2.

In addition, as can be seen from both tables, the original system per-

forms very close (within 1%) to the genie-aided system, while the cost of

measuring and sending the channel fading feedback is only 1
N

of the latter.

Also, the optimal policy significantly outperforms the randomized policy, in-

dicating that the temporal correlation structure in the channel fading and PU
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Figure 2.4: Illustration of occupancy histories hIx and hBx .
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Figure 2.5: Conditional idle probability under hIx.

occupancy can greatly benefit the opportunistic spectrum scheduling, when

appropriately exploited.

To evaluate the system performance further, Fig. 2.7 compares the

optimal policy and a policy that explores memory in only the PU occupancy

(with parameters p = 0.9, r = 0.1, u = 1, CI = 1, CB = 2, xt(1) = 0, xt(2) =
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Table 2.2: Comparison of rewards when the occupancy memory varies. Sys-
tem parameters used: p = 0.9, r = 0.1, CI = 1, CB = 2, xt(1) = 0, xt(2) =
1, πs

t,1(1) = 0.4, πs
t,1(2) = 0.7

u Δga−ori
Δga−ori

V ∗
genie

% Δori−rnd
Δori−rnd

V ∗
ori

%

1 0.0088 0.35% 0.3273 12.66%
3 0.006 0.26% 0.2201 9.59%
5 0.0043 0.2% 0.1839 8.28%

5, πs
t,1(1) = 0.4, πs

t,1(2) = 0.7). Clearly, a gain (of 14.3% at m = 6) exists

when following the optimal scheduling policy, indicating the benefit of jointly

exploring memory in both the channel fading and PU occupancy.9

9Note that it is also possible to compare the optimal policy with an algorithm obtained
by exploring the memory in fading only. However, due to the long memory inherent in PU’s
occupancy, a fair comparison would require a large time horizon which is computationally
expensive.
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2.6 Conclusions

In this chapter, we studied opportunistic spectrum access for a single SU in a

CR network with multiple PU channels. We formulated the problem as a par-

tially observable Markov decision process, and examined the intricate tradeoffs

in the optimal scheduling process, when incorporating the temporal correlation

in both the channel fading and PU occupancy states. We modeled the channel

fading variation with a two-state first-order Markov chain. The temporal cor-

relation of PU traffic was modeled using “age” and a class of monotonically

decreasing functions, which present a long memory. We identified a set of

“multi-tier” tradeoffs arising from the intricate interactions between channel
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fading and PU occupancy states, and examined such tradeoffs via quantifying

both immediate and total rewards for the SU. The optimality of the simple

greedy policy was established under certain conditions. Further, by develop-

ing a genie-aided system with full observation of the channel fading feedbacks,

we decomposed and characterized the multiple tiers of the tradeoffs in the

original system, and recorded the impacts from channel fading and PU oc-

cupancy on such tradeoffs under the general setting. Finally, we numerically

studied the performance of various systems and/or policies and showed that

the original system achieved an optimal total reward very close (within 1%)

to that of the genie-aided system. Further, the optimal policy in the original

system significantly outperformed randomized scheduling, as well as a policy

that explores memory in only the PU occupancy, pointing to the merit of

jointly exploiting the temporal correlation in both of the system states. The

studies we have initiated here can be generalized to cases with multiple SUs

and/or nonidentical PU channels, where the fundamental tradeoffs associated

with the interactions among various state elements identified in this chapter

will be retained. We believe that our formulation and the insights we have

obtained open up new horizons in better understanding spectrum allocation in

cognitive radio networks, with problem settings that go beyond the traditional

ones.
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Chapter 3

THE IMPACT OF INDUCED SPECTRUM PREDICTABILITY VIA

WIRELESS NETWORK CODING

3.1 Introduction

Network coding is a novel networking paradigm that transforms the classical

store-and-forward based routing and allows coding over packet traffic at the

intermediate nodes. It has been shown that in general, network coding can

improve the achievable throughput for multi-hop multicast communications

with a single source to the min-cut capacity [40]. Such coding gain can be

realized by linear network coding [41], and distributed implementation is pos-

sible through random linear network coding (RLNC) [42]. Network coding is

not only beneficial in multi-hop communications [41–44], but also improves

the throughput in single-hop broadcast channels under both backlogged and

stochastic packet traffic [45–50].

Consider a source1 multicasting to a set of receivers over lossy wireless

channels. At the source, RLNC is applied so that the randomly arrived packets

are put into batches, randomly coded and then transmitted to the receivers,

as illustrated in Fig. 3.1. Specifically, the source buffers the packets into a

batch x = [x1, . . . , xm] of length m. Then, a vector of coding coefficients (with

length m) is generated, randomly from the Galois field GF (q) with field size

q. Next, each coded packet yi is formed as yi =
∑m

j=1 cijxj, i = 1, 2, . . ., with

the coding coefficient cij ∈ GF (q). We assume a large value of q so that with

high probability2, each coded packet is innovative, and each receiver simply

1In this chapter, the source may be either a primary user (PU) base station in a cognitive
radio (CR) network, or an arbitrary node with multicast traffic in a general wireless network.

2As specified in, e.g., [42, 45] and the references therein, q ≥ 64 would suffice to make
this probability arbitrarily close to 1.

50



Figure 3.1: Network-coded transmissions over a lossy wireless channel.

needs to receive exactly m coded packets in order to decode the entire batch

of original packets x.

Observe that a shaping effect takes place in channel use under network

coding3 in the sense that the duration of each busy period is lower-bounded

by the batch size m and that of the idle period depends on the process of

accumulating randomly arrived packets. Compared to the traditional retrans-

mission mechanism (e.g., ARQ) where individual packets are transmitted over

the wireless channel independently, network-coded transmissions reduce the

frequency of the transitions between the idle and busy periods and hence

makes the channel usage more “predictable,” as illustrated in Fig. 3.2.

In this study, we examine how to leverage this shaping effect in network-

coded communications to infer the channel usage patterns. We first illustrate

the importance of exploring this induced structure to discover spectrum holes

in cognitive radio (CR) networks. Next, we also show that such a structure

may cause a security threat when malicious jammers are present. Our findings

lead to a new understanding of the inherent trade-offs between the throughput

3Such a shaping effect also applies to other block-based and rateless coding techniques,
e.g., fountain codes.
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Figure 3.2: Induced structure on network-coded communication channel.

and security objectives resulting from the spectrum predictability induced by

network coding.

Our first focus is on an overlay CR network4 with multiple primary user

(PU) channels, each representing a multicasting PU subnetwork consisting of

one PU base station and a set of receiving PU nodes, and the packet traffic

arrives randomly at the base station. Secondary users (SUs) opportunistically

access these PU channels. It is clear that the PUs’ throughput can be improved

when network coding is applied for their data transmissions. This improved

PU throughput indicates an extended availability of PU channels to the SUs

since SUs are allowed to transmit over only the idle instances of PU channels.

However, the problem of locating these spectrum holes remains challenging.

Particularly, the random nature of packet arrivals at the primary subnetworks

leads to stochastic and sporadic transmission patterns over the PU channels,

and thereby “hides” the temporal spectrum holes from the SUs. Fortunately,

network coding applied over the PU channels also provides potential benefits

to the SUs due to the structure it induces on the primary spectrum (as Fig. 3.2

4Interested readers can refer to [5, 7, 51–53] and the references therein for more details
regarding overlay CR networks.

52



indicates), i.e., this makes it easier for the SUs to “predict” the spectrum holes

and find the transmission opportunities faster and more accurately. We note

that this use of network coding here, as a spectrum shaper on the PU traffic, is

similar in spirit to traffic shaping (e.g., leaky bucket [54]) where the outgoing

traffic from the shaper is smoother and more regular as a result of the buffering

process. In particular, network coding used here improves the throughput of

both the PUs and SUs. We emphasize that the throughput gain for the SUs has

two reasons: the spectrum opportunities for SUs increase (since PUs deliver

their traffic faster) and SUs find these channel access opportunities easier (due

to the batch transmission structure in channel use by the PUs).

With this insight, we propose an adaptive channel sensing scheme, in

which each SU sets a distinct timer for every PU channel sensed to be busy

and does not revisit it for a certain period of time (which depends on the batch

size). This allows each SU to track a candidate list (it is also called “sensing

list” in subsequent sections) of possibly idle PU channels and to perform a

two-stage channel sensing: First, the SU chooses channels from the candidate

list randomly and carries out sensing one by one searching for an idle channel,

and in case there is no idle channel found in the candidate list, it continues to

sense the rest of the PU channels. The timer evolution for the PU channels can

be modeled as Markov chains that are coupled through the sensing list size.

As expected, network coding applied at the PUs results in a higher throughput

for SUs, and adaptive channel sensing outperforms random sensing. Next, we

also consider joint channel sensing and channel contention for the case with

multiple SUs. In particular, we develop an adaptive sensing scheme with two-

level backoff, where detecting a PU transmission and colliding with peer SUs

are treated separately.

53



Related work on spectrum sensing typically focuses on exploiting the

geographic and temporal properties of the PU’s signal power (e.g., energy,

cyclostationary signal characteristics, and interference) such that the SUs can

reliably transmit without interfering with the PU transmissions [7, 11,55–61].

Different from the physical layer-centric sensing (either non-cooperative or co-

operative [62,63]), our focus here is on the channel selection for spectrum sens-

ing. Any physical layer spectrum sensing technique (e.g, energy detection [7],

cyclostationary feature detection [7], etc.) can be applied here, and we assume

that the sensing is perfect in the sense that the SU can accurately identify the

PU’s transmissions on a selected channel. Note that network coding applied

at the PUs helps save the overall channel sensing effort of the SUs. However,

different from the network coding-aided collaborative sensing [62], where the

SUs disseminate the sensing information via network coding, in our work, each

SU independently senses the PU channels and learns the network-coded traffic

pattern, which is used for the future decisions on channel selection.

We should also caution that the spectrum predictability brought by

network-coded communications may make the transmissions more susceptible

to attacks from malicious users. Hereby, we examine the possible pitfalls of

the predictability brought by network coding in a general wireless network

with multiple channels. We consider the case where a jammer can observe one

channel at a time and can jam the transmissions as long as it is active subject

to its energy constraint. Recall that the busy periods are more structured

under network-coded transmissions, which can be exploited by the jammer.

We show that predictability-aware greedy attacks are indeed more detrimental

compared to random attack under the retransmission-based communications.

This points to the disadvantage of the spectrum predictability in face of a
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malicious jammer and also points to the necessity of a careful design of system

parameters to balance the throughput performance and security considerations

under jamming attacks.

The rest of the chapter is organized as follows. In Section 3.2, we

present a CR network model with multiple PU channels, and introduce the

notion of spectrum shaping by network coding. We develop in Section 3.3

an adaptive sensing scheme for the SUs in the CR network, and evaluate its

performance in Section 3.4. In Section 3.5, we extend the study to multiple

SUs, where an adaptive sensing scheme with two-level backoff is proposed.

Next, we show in Section 3.6 that the memory induced by network coding to

the communication channel may pose a security threat when facing a malicious

jammer. Finally we conclude the chapter in Section 3.7.

3.2 Induced Predictability via Network Coding in Cognitive Radio

Networks

3.2.1 CR Network Model

We consider a CR network with N PU channels, and focus on the spectrum

shaping effect of network coding, in terms of the structural properties of spec-

trum holes. We will then develop spectrum sensing methods for the SUs to

discover and utilize the available spectrum resources. For ease of exposition,

we first consider the case with one SU. Once the PU spectrum holes are iden-

tified, the next step of coordinating multiple SU transmissions can be handled

via medium access control, and we will consider in Section 3.5 joint spectrum

sensing and channel access for multiple SUs.

We assume that each PU channel is associated with a PU subnetwork

consisting of one PU base station (BS) and L (L ≥ 2) receivers (as shown in
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Fig. 3.3). Within each PU subnetwork, the BS multicasts data packets to the

receiving nodes. We assume that the time is slotted and synchronized among

PU channels. In each slot, packets arrive at any PU channel, j = 1, ..., N ,

according to a stationary arrival process with a common rate λ. PU channels

are lossy, with packet erasure probability ε. We consider independent erasures

across channels and time slots.

BS

BS

?
SU

PU subnetwork

BS

Figure 3.3: A CR network with multiple PU channels.

First, consider that the PUs’ transmissions are carried out using net-

work coding. Specifically, each BS accumulates a batch of m packets, encodes

them via RLNC, and multicasts the coded packets to the receivers. Once all

receivers of a PU subnetwork decode the entire batch of m packets, the BS

proceeds with the next batch of m packets, provided that there are enough

buffered packets. If not, the BS waits to accumulate the next batch of pack-

ets. In contrast, when the traditional retransmission mechanism is used, each
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Figure 3.4: SU’s slot structure for channel sensing and data transmission.

BS multicasts individual packets one by one independently. The BS keeps

retransmitting each packet until all receivers successfully receive it, before

transmitting the next packet.

In dynamic spectrum access, the SU opportunistically explores spec-

trum holes on PU channels for data transmissions. We assume synchronization

across the SU and PUs. The packet transmission of a PU continues one slot (or

time frame) and each slot of the SU amounts to B mini-slots, which are used

either for sensing different PU channels or transmitting packets. Clearly, at

most B channels can be sensed per slot, i.e., the SU would be able to sense all

PU channels when needed only if N ≤ B. Sensing is performed based on the

“sensing list” Nt, which consists of the channels that are considered by the SU

as “possibly idle” in each slot. When sensing, the SU picks channels randomly

and uniformly, one at a time without replacement. After channel sensing, the

SU transmits data packets during the rest of the time slot, provided that an

idle channel is detected; otherwise, the SU waits until the next slot and repeats

the same steps. Fig. 3.4 illustrates the SU’s slot structure, where N ′ indicates

the end of the sensing phase when the SU decides to transmit.
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3.2.2 Spectrum Shaping Effect via Network Coding

Let Dt represent the number of mini-slots used for sensing in slot t by the SU.

Define a “good slot” to be the one in which the SU finds an idle channel and

transmits. Correspondingly, a slot is called “bad” if the SU fails in obtaining

any transmission opportunity therein. Let 1t be the indicator random variable

indicating whether slot t is good (1t = 1) or bad (1t = 0). Since the SU

can transmit data packets only over B −Dt mini-slots (whenever SU finishes

sensing) and only if the channel sensing is successful (i.e., it detects an idle

PU channel), the SU’s throughput can be obtained as

ηs = lim
Ttot→∞

∑Ttot

t=1 (B −Dt)1t

Ttot

= E[(B −Dt)1t] = Bpr − E[Dt1t], (3.1)

where Ttot is the time period (in number of slots) under observation, pr =

Pr(1t = 1) is the probability that the SU finds an idle PU channel in slot t,

and equation (3.1) follows from the ergodicity of the channel sensing process.

Clearly, the smaller Dt is, the larger the SU’s throughput. In other words,

the SU needs to find an idle channel (if any) as soon as possible in every

slot. Under the assumption that only one channel can be observed at a time,

the channel selection is critical to the SUs’ throughput. Comparing different

channel usage structures under network coding and retransmission schemes

(illustrated in Fig. 3.2), we expect that the SU can reduce its sensing overhead

by exploiting the underlying traffic structure on the PU channels. Specifically,

when retransmission is used by the PUs, the PU channels experience fast idle-

busy alternations. However, when network coding is used by the PUs, the

transmission is performed on a batch basis with size m, and the transitions

between the idle and busy states would become slower on the scale of m slots.
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That is, network coding makes the spectrum structure more “regular” and

hence easier for sensing.

With this insight, it is plausible for the SU to differentiate the PU

channels and keep a shorter prioritized list for sensing (i.e., the “sensing list”)

when the PUs use network coding, i.e., we have Nt ≤ N , for all t, where

Nt = |Nt| is the size of the sensing list. In particular, we will show that the

sensing list can be updated dynamically when network coding is used at the

PUs, and this would yield a higher throughput for the SU.

3.2.3 PU’s Throughput and Idle Probability

For completeness, we first summarize in the following the gain brought by net-

work coding to the PUs. Denote by T
NC

and T0,RT the completion time for one

batch (when network coding is applied) and one packet (when retransmission

is used), respectively.

Random network coding with large q ensures that each of the L PU

receivers can decode the original m packets with high probability, as long as it

receives exactly m coded packets [42]. Based on [45], the expected completion

time is given by

E[T
NC

] =m+
∞∑

t=m

⎡
⎣1−

(
t∑

a=m

(
a− 1

m− 1

)
(1−ε)mεa−m

)L
⎤
⎦ .

(3.2)

The stability condition of the PU queues is given by λ < ηNC
p , where

the maximum stable throughput ηNC
p is

ηNC
p =

1

E[T
NC

]/m
. (3.3)
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From Little’s theorem [64], the idle probability of each PU BS can be

obtained as

PNC
idle = 1− λE[T

NC
]

m
. (3.4)

On the other hand, when retransmission is used by the PUs, the com-

pletion time of any individual packet is the number of time slots necessary for

successful reception of it at all receivers. From (3.2) with m = 1, the expected

service time is obtained as

E[T0,RT ] =
∞∑
t=1

⎛
⎝1−

(
t∑

a=1

(1− ε)εa−1

)L
⎞
⎠+ 1. (3.5)

The stability condition of the PU queues is given by λ < ηRT
p , where

the maximum stable throughput ηRT
p is

ηRT
p =

1

E[T0,RT ]
. (3.6)

It follows that the idle probability of the PU channels is

PRT
idle = 1− λE[T0,RT ]. (3.7)

As a result, we have E[T
NC

] < mE[T0,RT ] and therefore

ηRT
p < ηNC

p , PRT
idle < PNC

idle , (3.8)

As expected, network coding increases the stable throughput for PUs,

which is the direct gain for the PUs by using network coding. Further, it

provides the SU with extended availability of the primary spectrum due to

the enlarged average idle probability at the PU channels. As we show in

the subsequent sections, network coding in fact “shapes” the spectrum and

increases the predictability of whether PU channels are idle or not. This in

turn reduces the channel sensing time by the SU, and hence further improves

the SU’s throughput.
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3.3 Exploiting Induced Predictability for Spectrum Sensing

3.3.1 Backoff-based Adaptive Sensing

When network coding is used by the PUs, the SU can predict “slower” tran-

sitions between the PUs’ idle and busy states due to the additional buffering

and batch transmissions of coded packets. Instead of keeping all N channels in

the sensing list, the SU seeks for a shortened list to reduce the time it takes to

find an idle channel. In each time slot, the SU carries out a two-stage sensing.

First, the SU senses PU channels randomly from the sensing list Nt one by

one, and stops whenever an idle channel is detected. In the meanwhile, the SU

backs off on channels sensed to be busy for k slots (by setting up a countdown

timer) and updates the list Nt every slot based on the channel sensing history.

If all channels in the first stage are found to be busy, the SU proceeds

to the second stage and randomly searches for an idle channel in the backup

list N t, namely the list of channels excluding Nt, with size |N t| = N − Nt,

until it finds one. Note that the sensing capability can be further improved

by ordering channels in the back-up list according to their timer values and

by giving priority to those channels with smaller timer values in the sensing

order. However, this would increase the complexity significantly. Instead, we

consider random channel selection (without replacement) from the backup list

in the second stage.. In this stage, the SU moves the channel that it senses idle

back to the sensing list, but does not change the timers of the channels that are

detected to be busy. The detailed algorithm is summarized in Algorithm 1.

The intuition behind this two-stage sensing approach is to give higher

sensing priority to the first stage with channels that are more likely to be idle,

61



Algorithm 1 Backoff-based Adaptive Sensing Under Network Coding

1: Initialization:
2: The SU keeps a sensing list Nt and a backup list N t for slot t.
3: Repeat in every slot:
4: Ω → ∅ (Ω is a local auxiliary set, consisting of channels sensed to be busy

in the 1st stage).
5: for mini-slot = 1 : B do
6: if Ω �= Nt then {1st stage sensing}
7: The SU chooses channel j ∈ Nt\Ω randomly and uniformly, and

senses it.
8: if channel j is idle then
9: The SU transmits until the end of the slot.
10: else
11: The SU augments Ω → Ω ∪ j and waits until the next mini-slot.
12: end if
13: else {2nd stage sensing}
14: The SU chooses channel j′ ∈ N t randomly and uniformly without

replacement, and senses it.
15: if channel j′ is busy then
16: The SU waits until the next mini-slot.
17: else {Denote j′ as j∗}
18: The SU transmits until the end of the slot.
19: end if
20: end if
21: end for
22: At the end of the slot, the SU
23: a) Sets up countdown timers → k (slots), for all channels j ∈ Ω. (The

timers start clicking from the next slot.)
24: b) Clears timer of channel j∗ → 0, effective in the next slot and moves j∗

back to the sensing list.
25: c) Collects channels j′′ ∈ N t with timer value 1 (i.e., those who will have

value 0 and be moved back to the sensing list in the next slot) and forms
a set Θ = ∪j′′.

26: d) Updates the two channel lists:
27: Nt → Nt ∪ j∗ ∪Θ\Ω,
28: N t → N t ∪ Ω\j∗\Θ.
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and then proceeds beyond the priority list, if needed. The backoff parameter

k can be expressed as a function of the batch size m, namely k = g(m), g :

Z
+ → Z

+. Without prior information (i.e., when the SU visits a busy channel

for the first time), on average the SU would find the PU transmissions in the

middle of the batch service time. Therefore, we can intuitively let k =
E[T

NC
]

2
.

For any channel, the SU should choose as the backoff timer k the average

remaining time it believes for the PU to complete the transmission of the

current batch. We will evaluate the effects of k on the spectrum sensing and

throughput performance in Section 3.4.

3.3.2 Throughput Analysis for Adaptive Sensing

In adaptive sensing, the SU dynamically updates the sensing list based on the

sensing results from the current slot. It is clear that the sensing list size Nt

is a random variable. For notational convenience, denote pn = Pr(Nt = n).

Note that the SU cannot sense all N channels when B is smaller than N , and

accordingly, two cases shall be considered separately: B ≥ N and B < N .

3.3.3 The Case with B ≥ N

The SU’s throughput is intimately related to sensing at both of the two stages.

Clearly, only if the SU fails in the first stage, i.e., all channels in the sensing list

are found to be busy, the SU will proceed into the second stage. Accordingly,

the probability pr = Pr(1t = 1) can be obtained as

pr =
N∑

n=0

pn
{(

1− (1− PNC
idle )

n
)
+

(
(1− PNC

idle )
n(1− (1− PNC

idle )
N−n)

)}
= 1− (1− PNC

idle )
N , (3.9)

where the first summand inside the braces denotes the probability that at

least one channel in the sensing list (i.e., the first stage) is idle, and the second
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summand denotes the probability that given the first stage fails, the SU can

find an idle channel in the backup list (i.e., the second stage).

Further, the number of mini-slots used for finding an idle channel, pro-

vided that there exists at least one idle PU channel, is computed as

E[Dt1t] =
N∑

n=0

1− (1− PNC
idle )

n(1 + nPNC
idle )

PNC
idle

(
1− (1− PNC

idle )
n
)
pn

+
N∑

n=0

N∑
d=n+1

dPNC
idle (1− PNC

idle )
(d−n)−1

(
1− (1− PNC

idle )
N−n

)
(1− PNC

idle )
npn.

(3.10)

It can be seen that the SU’s throughput depends on the distribution pn, which

is closely related to the probability that any given PU channel is in the sensing

list. In what follows, we characterize this probability, denoted as π0.

Recall that once a PU channel is sensed to be busy, the SU backs

off on this channel by setting up a countdown timer with an initial value

k. The evolution of such a timer follows a Markov chain, where states 0, ..., k

correspond to the countdown values of the timer, or equivalently, the remaining

time slots before the channel is moved back to the sensing list Nt. The value

of the timer decreases from k to 0 at the rate of 1 per slot. When it enters

state 0, the corresponding channel is considered as a potential candidate in

the sensing list again, and it remains in the list as long as it is sensed to be

idle or it is simply not sensed. On the contrary, the channel is removed from

the sensing list (to the backup list) in the next slot, provided that it is sensed

to be busy. In the meantime, if the SU enters the second stage and senses the

channels therein, the state of the idle channel it finally finds changes to 0 in the

next slot. Thereby, the Markov chain for the timer should include transitions

from states i = 2, ..., k to state 0, as depicted in Fig. 3.5. Accordingly, the
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transition probabilities can be expressed as

pi,i−1 = 1− pbP
NC
idle , i = 2, ..., k,

pi,0 = pbP
NC
idle , i = 2, ..., k,

p1,0 = 1,

p0,k = ps(1− PNC
idle ),

p0,0 = psP
NC
idle + (1− ps), (3.11)

where ps is the probability that a PU channel in the sensing list is sensed in

the first stage, and pb represents the probability that a PU channel in the

backup list is sensed when the second stage sensing is needed.

k k-1 1 0

pk,k-1 p10

p00

p0,k

pk,0

pk-1,0

Figure 3.5: Markov chain for the timer of a given PU channel.

Recall that the PU channels in both lists are randomly chosen and

sensed, until an idle channel is detected. The Markov chains of the timers

for different PU channels are coupled with each other through the size of the

sensing list Nt, which in turn depends on the states of the individual Markov

chains, namely how many of them are in state 0. An approximation (which

we validated via simulation, see Fig. 3.14 - Fig. 3.17 and related elaboration in

Section 3.4.2) is necessary to integrate the effects of all PU channels (similar

approach has been taken in e.g., [65], to analyze the IEEE 802.11 backoff

mechanism). In particular, we average the sensing probability of the first
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stage, ps, and obtain that

ps =
N∑

n=1

n−1∑
x=0

x−1∏
x′=0

(
1− 1

n− x′

)
(1− PNC

idle )
x 1

n− x
pn. (3.12)

Along the same line, the sensing probability of the second stage, pb,

can be characterized as

pb=
N−1∑
n=0

(1− PNC
idle )

npn

l′−1∑
y=0

y−1∏
y′=0

(
1− 1

l′ − y′

)
(1− PNC

idle )
y 1

l′ − y
, (3.13)

where l′ = N − n.

The stationary distribution for the states i = 0, 1, ..., k in the Markov

chain is given by

π0 = π0p0,0 + π1 +
k∑

i=2

πipi,0,

πi−1 = πi(1− pbP
NC
idle ), i = 2, ..., k,

πk = π0p0,k,
k∑

i=0

πi = 1. (3.14)

Based on (3.11)-(3.14), π0, the probability that any given PU channel

is in the sensing list Nt, can be computed as

π0 =

(
1 + ps(1− PNC

idle )
(
1 +

(1− pbP
NC
idle )(1− (1− pbP

NC
idle )

k−1)

pbPNC
idle

))−1

.(3.15)

It follows that the size of the sensing list has a binomial distribution

with parameter π0, i.e., pn = Pr(Nt = n) is expressed as

pn =

(
N

n

)
(π0)

n(1− π0)
N−n. (3.16)

Let p = [p0, p1, ..., pN ]. We note that (3.16) consists of a fixed point equation of

form p = T (p) for p. Since T : [0, 1]N+1 → [0, 1]N+1 is a continuous mapping
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on a compact space, there exists a solution to p = T (p). Furthermore, p

consists of the stationary distributions of the ergodic irreducible Markov chain

that represents the overall N PU channel states, it follows that there exists a

unique solution to (3.16).

3.3.4 The Case with B < N

When B < N , the modeling of Markov chains and the corresponding analysis

follow similarly from the case with B ≥ N . It should be noted that only a

subset of channels (B out ofN) can be sensed at most in this case. Accordingly,

we have that

pr =
B∑

n=0

Pr(1t = 1|Nt = n)pn +
N∑

n=B+1

Pr(1t = 1|Nt = n)pn

=
B∑

n=0

((
1−(1−PNC

idle)
n
)
+(1−PNC

idle)
n
(
1− (1− PNC

idle )
B−n

))
pn

+
N∑

n=B+1

(
1− (1− PNC

idle )
B
)
pn, (3.17)

and

E[Dt1t] =
B∑

n=0

E[Dt1t|Nt = n]pn +
N∑

n=B+1

E[Dt1t|Nt = n]pn

=
B∑

n=0

(
n∑

d=1

dPNC
idle (1− PNC

idle )
d−1

(
1−(1−PNC

idle )
n
)

+
B∑

d=n+1

dPNC
idle (1−PNC

idle )
(d−n)−1(1−PNC

idle )
n(1− (1− PNC

idle )
B−n)

)
pn

+
N∑

n=B+1

B∑
d=1

dPNC
idle (1− PNC

idle )
d−1

(
1− (1− PNC

idle )
B
)
pn, (3.18)
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where pn is given by (3.16), with ps and pb changed to

ps =
N∑

n=1

x0∑
x=0

x−1∏
x′=0

(
1− 1

n− x′

)
(1− PNC

idle )
x 1

n− x
pn,

pb =
B−1∑
n=0

(1− PNC
idle )

npn

(B−n)−1∑
y=0

y−1∏
y′=0

(
1− 1

l′ − y′

)
(1− PNC

idle )
y 1

l′ − y
,(3.19)

for x0 = min(B, n) − 1 and l′ = N − n. The throughput of SU can be then

characterized based on (3.1).

3.3.5 Adaptive Sensing with Random Backoff

So far, we have studied the SU’s throughput under adaptive sensing where the

same backoff parameter k is chosen for all channels joining the backup list.

In Section 3.4, we will evaluate the optimal k∗ that achieves the maximum

performance gain of adaptive sensing. Nevertheless, in practical systems, such

k∗ may be difficult to obtain offline for the SUs due to their limited access to

the system parameters. In addition, the potential variations in those param-

eters over time may restrain the online calculation of k∗ because of its high

complexity and overhead. Under these circumstances, we may consider an

alternative scheme where the backoff parameter k is a random variable, rather

than fixed. The SU still keeps two lists (i.e., the sensing list and the backup

list) and performs the two-stage sensing as before. One main difference from

the previous scheme is that the SU now sets timers (for the PU channels sensed

to be busy) with initial values chosen from a range k ∈ [k1, k2], k2 > k1, where

k1, k2 ∈ N, i.e., k are not necessarily identical across the backup channels. The

Markov chain for the timer is updated accordingly and the probability π0 can

be then recalculated for both cases with B ≥ N and B < N .
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3.4 Performance Evaluation for Adaptive Sensing

3.4.1 Prediction Accuracy of Spectrum Opportunities

In the backoff-based sensing strategy, the SU predicts the spectrum holes by

adaptively updating the sensing list. The SU’s throughput heavily hinges on

the distribution of the sensing list size Nt, where the key parameter is the

idle probability of the PU channels. In the actual underlying system, this

probability is given by PNC
idle , while in the predicted system built from the

adaptive sensing strategy, the expected idle probability on the PU channels is

represented by π0. In order to examine the prediction accuracy, we define the

following distance δ to quantify the difference between the two:

δ = |π0 − PNC
idle |. (3.20)

Intuitively, the prediction becomes more accurate with a smaller δ. To

get a more concrete sense, we plot in Fig. 3.6 & Fig. 3.7 some examples on

the comparison of π0 and PNC
idle , where we set L = 20,m = 8, λ = 0.4, ε = 0.2

and k = 4 as the default values. As can be seen from Fig. 3.6, the prediction

π0 closely tracks the idle probability PNC
idle of the actual system for different

erasure probabilities ε, indicating the robustness of channel tracking against

channel variations. On the other hand, as Fig. 3.7 demonstrates, when the

backoff parameter k increases, the difference δ first shrinks sharply and then

increases slowly after k reaches a certain value. This points to an optimal

backoff parameter:

k∗ = argmin
k

|π0 − PNC
idle |, (3.21)

for capturing the spectrum holes. Intuitively, if k is chosen to be smaller

than the optimal one, the sensing list would be longer than necessary with
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redundant PU channels that are actually busy. On the other hand, if k is

greater than (3.21), the SU tends to perform a conservative sensing policy

with a shorter list of candidate channels to be sensed.
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Figure 3.6: Predicted vs. actual PU idle probability.

3.4.2 SU’s Throughput Gain under Network-coded PU Transmission

For the sake of comparison, we also study random channel sensing for the SU

(under both cases when PUs use network coding or retransmission), where the

SU senses one channel at a time, picked randomly and uniformly from all N

PU channels without replacement, and continues this process, until it finds

an idle channel and transmits on this channel using the remaining time of the

slot. Intuitively, random sensing is more appropriate under the retransmission-

based PU traffic where the channels exhibit fast alternations between the idle
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Figure 3.7: Prediction accuracy measured by |π0 − PNC
idle |.

and busy states. Nevertheless, as we show below, even with the same simple

random sensing used by the SU, when PUs apply network coding, the SU’s

throughput can be significantly improved.

We illustrate, via numerical examples, the throughput gain of the SU

when PUs apply network coding. First, Fig. 3.8 and Fig. 3.9 show that com-

pared to the case when PUs use retransmission, the SU’s throughput is sig-

nificantly increased under network-coded PU traffic, where in either cases the

SU simply adopts random sensing. Clearly, for any ε and λ, the SU’s through-

put improves with network coding, for both cases with B ≥ N and B < N .

Further, as ε or λ increases, this throughput gain also increases. This set of

results corroborate the first reason for SU’s throughput improvement, namely
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the spectrum opportunities for SUs increase on average since the PUs deliver

their traffic faster with network coding.

The next example shows that by employing the adaptive sensing strat-

egy, the SU’s throughput can be further improved by almost 15%, as Fig. 3.10

- Fig.3.13 indicate, where the default values of parameters are L = 20,m =

2, λ = 0.4, ε = 0.2 and k = 2. The two-stage adaptive sensing strategy pro-

vides a further gain beyond random sensing, for all choices of parametersm, λ,

ε, and k. Figures 3.10 and 3.11 show that this gain increases with λ and ε, and

as illustrated in Fig. 3.12, the gain strongly depends on the network coding

batch size as well. Moreover, Fig. 3.13 shows that the backoff parameter can

be further adjusted by the SU to improve the gain of adaptive sensing. These

observations here point to the second reason for SU’s throughput gain, i.e., the

SU can find the spectrum opportunities faster by exploiting the predictability

structure on the PU channel brought by network coding.

Remarks: (1) As either λ or ε increases, the idle probability of the

PU channels PNC
idle decreases and the adaptive sensing scheme, in which the

SU makes better use of the system information, reveals more gain over the

random sensing scheme, where PNC
idle dominates the performance.

(2) As m increases, the service rate of the PUs increases to the min-

cut capacity given by 1 − ε [45]. This increases the idle probability of the

PU channels for given arrival rates and thus shrinks the operational difference

between the random and adaptive sensing strategies.

(3) Careful selection of the backoff parameter k improves the perfor-

mance of the adaptive sensing strategy, as observed in Section 3.4.1. On one

hand, we have π0 = 1 for k = 0, i.e., the random sensing strategy serves
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as a special case of the adaptive sensing scheme for k = 0. On the other

hand, as k increases, almost all PU channels are included in the backup list

and the adaptive sensing strategy performs again closely to the random sens-

ing scheme. Therefore, we expect an optimal k to be an intermediate value

yielding the highest performance gain (as Fig. 3.13 indicates).
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Figure 3.8: SU’s throughput under random sensing: vs. ε.

Next, we take a closer look at the adaptive sensing scheme. As pointed

out in Section 3.3, we approximate the sensing probabilities ps and pb in the

Markov chain analysis and compute the SU’s throughput accordingly. To

validate this approximation, we perform Monte Carlo simulations (over 100

independent trials, each containing 104 time slots) and compare them with the

numerical evaluation of the analysis, as shown in Fig. 3.14 - Fig. 3.17. The
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default parameters are L = 20,m = 5, λ = 0.4, ε = 0.1 and k = 2. For better

illustration, we also plot confidence intervals at the confidence level of 95%

for the simulation results. We observe that the numerical results from the

analysis match well with the simulations under variations in all parameters.

On average, the maximum difference between the numerical and simulation

results is less than 3%, indicating that the approximation in the analysis of

adaptive sensing is appropriate.

Finally, Fig. 3.18 illustrates, via a few examples, the additional gain

brought by the adaptive sensing with random backoff, compared to random

sensing. It is indicated that adaptive sensing with random backoff achieves

the same additional gain (over random sensing) as the fixed backoff case when

74



0.05 0.1 0.15 0.2 0.25 0.3 0.350.01
0

2

4

6

8

10

12

14

PU arrival rate: λ

A
d
d
it
io

n
a
l
g
a
in

(%
)

N = 10, B = 10

N = 10, B = 8

Figure 3.10: Additional gain (%) of adaptive sensing over random sensing: vs
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k2 = k1 = 2 (where the value 2 was the optimal k∗ obtained in the previous

evaluation for the fixed backoff case). As the range of k, i.e., k2 − k1 expands,

the maximum gain decreases and this supports the intuition that the proba-

bility to pick the “best” k∗ is now reduced to 1
k2−k1+1

due to the randomized

choice of k.

3.5 Adaptive Sensing and Channel Access for the Case with Multiple SUs

In this section, we consider the case where multiple SUs (M of them) contend

with each other to access the spectrum, and evaluate the aggregated system

performance with the coupled SUs. In particular, building on the adaptive

sensing studied in Section 3.3.1, we develop a two-level backoff scheme for
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Figure 3.11: Additional gain (%) of adaptive sensing over random sensing: vs
ε.

the SUs and study the average throughput of the SUs therein. For ease of

exposition, we consider the special case where B = 1, i.e., only one channel

is observed by each SU per time slot. We assume a collision channel, where a

transmission is successful only if one node (PU or SU) is transmitting.

The two-level backoff strategy is outlined as follows. In every slot, each

SU (with a nonempty sensing list, denoted as N (u)
t for user u, u = 1, . . . ,M)

chooses a channel randomly and uniformly, and senses it. If this channel

is idle, the SU continues probing it with probability pc; otherwise, it backs

off and moves the channel to its backup list with probability 1 (which we
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call as the first level backoff). The SU can successfully seize the spectrum

hole and transmit if no other SUs contend for the same channel at the same

time; otherwise, each of the SUs who collided on the same channel moves this

channel to its backup list with an identical probability qb (this is the second

level backoff). All channels that enter the backup list carry an initial timer

value of k, counting down at the rate of 1 per slot. When the sensing list of

one SU is empty, it randomly and uniformly chooses a channel from its backup

list. The chosen channel will be moved back to the sensing list only if it is

sensed to be idle and no other SUs contend for it simultaneously; otherwise,

it stays in the backup list with the timer value unchanged.
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It follows from the system model that the average throughput of the

SUs can be obtained as

ηNC
s,avg = Pr(1

(u)
t = 1)

= PNC
idle pc

∑
cu∈N (u)

t �=∅,or
cu∈{1,...,N},o.w.

∏
l:cl=cu

(1− pc)

Nu
t 1N (u)

t �=∅ +N1N (u)
t =∅

, (3.22)

where the event that 1
(u)
t = 1 is defined as the case when any SU can find a PU

channel that is both idle and not contended by the other SUs; cu represents

the PU channel that user u chooses; and Nu
t is the sensing list size of user u.

Clearly, based on (3.22), the characterization of the SUs’ throughput requires

both the distributions of {Nu
t } for all u = 1, . . . ,M , and the channel identi-

ties (i.e., which channels) within each user’s sensing list. However, these two
78



0 0.06 0.12 0.18 0.24 0.3 0.36
6

6.5

7

7.5

8

8.5

9

PU arrival rate: λ

S
U

’s
th

ro
u
g
h
p
u
t:

η
s

N = 10, B = 10, simulation

N = 10, B = 10, numerical

N = 15, B = 10, simulation

N = 15, B = 10, analytical

Figure 3.14: SU’s throughput under adaptive sensing: vs λ.

quantities are time-varying and heterogeneous across the SUs in general, and

more importantly, they evolve jointly across SUs due to the strong coupling

that follows from the channel contention.

The exact analysis requires constructing a Markov chain with NM

states to model the coupled sensing lists across SUs, which is not tractable

in this case. We next evaluate the throughput of the SUs under the pro-

posed scheme via simulation, and compare that to the case when SUs apply

random sensing under the retransmission-based PU communications. The av-
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erage throughput of the SUs in the latter case can be obtained as

ηRT
s,avg =

N∑
j=1

1

N

M−1∑
u=1

(
M − 1

u

)(
1

N

)u(
1− 1

N

)(M−1)−u

(1− pc)
upcP

RT
idle

= pcP
RT
idle

(
1− pc

N

)M−1

. (3.23)

The optimal contention probability pc that maximizes ηRT
s,avg is given by p∗c =

min
{

N
M
, 1

}
from the Karush-Kuhn-Tucker conditions for the optimality. In

addition, it is clear that an upper-bound to (3.22) is given as ηNC
s,avg < PNC

idle .

Fig. 3.19 - Fig. 3.22 depict the average throughput of the SUs (obtained

through Monte Carlo simulation over 105 time slots, with M = 3, N = 10

and qb = 0.5). We set pc to be the optimal value p∗c and thus ηRT
s,avg achieves

the maximum value. As expected, by applying adaptive sensing (when the
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Figure 3.16: SU’s throughput under adaptive sensing: vs m.

PUs use network coding), the SUs achieve a significant gain in throughput for

the entire range of parameter variations (in λ, ε,m and L), over the case when

random sensing is used by the SUs (with PUs applying retransmission). This

again shows that network coding improves the throughput of the SUs, as the

SUs exploit the memory on the PU spectrum induced by network coding.

3.6 Security Implications of Network Coding: The Case with Jamming

Attacks

It can be seen from the previous sections that for dynamic spectrum access in

a CR network, network coding is beneficial to the PU and SU transmissions

due to its shaping effect on the PU channel and the resulting predictability. In

this section, we study the potential drawbacks of network-coded transmissions
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Figure 3.17: SU’s throughput under adaptive sensing: vs k.

from the security perspective, when facing a malicious jammer. Particularly,

instead of the specific CR network setting, we consider a general wireless net-

work with multiple channels carrying out intended multicasting transmissions.

First, we examine the predictability on the communication channel in terms

of the entropy of the channel busy period. Next, we discuss different jamming

strategies for the malicious user under network-coded or retransmission-based

communications, and show that network coding may make the transmissions

more susceptible to jamming because the channel occupancy patterns become

more predictable.

82



0.05 0.1 0.150.01 0.19
0

2

4

6

8

10

12

14

PU channel erasure probability: ε

A
d
d
it
io

n
a
l
g
a
in

(%
)

N = 10, B = 10, k1 = k2 = k
∗ = 2

N = 10, B = 10, k1 = 0, k2 = 5

N = 10, B = 10, k1 = 0, k2 = 10

Figure 3.18: Additional gain (%) over random sensing by adaptive sensing
with random backoff.

3.6.1 Entropy of Busy Period and Channel Predictability

As the adaptive sensing strategy implies, the characteristics of a channel’s

busy periods are closely related to its predictability. In this study, we use the

entropy of the busy period to quantify channel predictability.

Denote Tb as the random variable for the length of a busy period on

any channel. The entropy of the busy period is H(Q) = −∑
t qt log(qt), where

qt � Pr(Tb = t). To get a more concrete sense, we examine the entropy via

numerical studies (collected over 106 time slots on one channel, with L = 10

and λ = 0.35). As Fig. 3.23 indicates, the entropy of the channel’s busy period
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Figure 3.19: SUs’ throughput under adaptive sensing with two-level backoff.:
vs λ.

is smaller when network coding is applied, compared to retransmission-based

communications. In addition, asm increases, the entropy decreases, indicating

a more predictable transmission pattern and thus higher vulnerability to the

potential attacks.

3.6.2 Attacker Model and Jamming Strategies

Energy is an important constraint for the activity of a wireless jammer [66],

[67]. In the following, we consider an energy-constrained jammer that needs

to recharge every Ta time slots, which we define as one attack period. In every

slot, the jammer first senses a chosen channel, and then attacks it only if a

transmission is detected. It is clear from the model that the average number
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Figure 3.20: SUs’ throughput under adaptive sensing with two-level backoff.:
vs ε.

of jammed transmissions can be calculated as

Ua =
Ta∑
t=1

ζt, (3.24)

where ζt is a Bernoulli random variable indicating whether the jamming attack

is successfully launched in slot t (ζt = 1), or not (ζt = 0).

As expected, Section 3.6.1 confirms the intuition that the busy period

of the network-coded transmissions is less random, compared to that under

retransmission. Bearing the similar intuition as the SUs in a CR network, the

jammer would also differentiate the two communication scenarios and apply

different jamming strategies respectively. In particular, when network coding

is applied by the intended transmission, the jammer would expect the channel
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Figure 3.21: SUs’ throughput under adaptive sensing with two-level backoff.:
vs m.

to be busy for an additional amount of time once it is detected to be busy.

We consider here a greedy jamming scheme, where the jammer stays on the

chosen channel as long as it is busy, and switches to a different one in the

next slot, if the current channel turns to be idle. Note that different strategies

may be adopted for the jammer. We emphasize that the security concern we

aim to illustrate is not due to the particular channel selection method used

by the jammer, but follows from the memory that resides in any block-based

network coding scheme. Thereby, we consider one representative scheme here

(the greedy scheme) for illustration purposes.
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3.6.3 Performance Evaluation

For comparison, we also consider that when retransmission is used for the

intended transmission, the jammer applies a random selection scheme, in which

it randomly chooses a channel from all N channels at a time, and attacks the

transmission on this channel if it is busy or retries in the next slot otherwise.

In this case, it is clear that

Ua = (1− PRT
idle)Ta. (3.25)

On the other hand, for the case with network-coded transmissions,

the jammer applies the greedy scheme as described above. It is noted that
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the closed-form expression of Ua here is not attainable because a high-order

memory (on the scale of m) resides in the network-coded transmissions, and

the time instant the jammer accesses a particular channel is unknown and

random with respect to the beginning of that busy period on the channel.

Thereby, we carry out simulations to demonstrate the performance of the

jammer in this case and compare it with the performance obtained from the

retransmission-based traffic scenario.

The simulation results are collected over 106 time slots, with Ta = 20

and the default parameter values being λ = 0.4, ε = 0.1, L = 10, N = 10

and m = 2. As can be seen from Fig. 3.24 - Fig.3.27, the jammer’s per-

formance improves (undesirably) under network-coded channels, compared to
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the case with retransmissions. In particular, Fig. 3.26 shows that the num-

ber of jammed transmissions increases with the batch size m, pointing to an

increased security concern imposed by network coding, while the throughput

of the intended transmission is expected to increase with m in the absence of

a jammer [45]. Such observations imply a tradeoff between the throughput

and security, and indicate that a careful design of the network-coded system

is required to balance the system performance and security considerations.
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Figure 3.24: Average number of jammed transmissions under network coding
(with greedy attack) or retransmission (with random attack): vs. λ.

3.7 Conclusion

With the observation that network coding induces a more “predictable” struc-

ture on the communication channel, we explored the possible advantages and
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Figure 3.25: Average number of jammed transmissions under network coding
(with greedy attack) or retransmission (with random attack): vs. ε.

disadvantages of such predictability in a wireless network. First, we considered

a CR network with the SUs opportunistically accessing multiple PU channels.

Each PU transmits packets to multiple receivers over lossy wireless channels

via network coding or retransmission. Viewing network coding as a spectrum

shaper, we showed that it increases the spectrum availability for the SUs and

offers a more predictive structure to the PU spectrum, i.e., it improves the

SU’s prediction of spectrum holes on the PU channels. Based on the spec-

trum shaping effect of network coding, we developed adaptive channel sensing

for the SUs, which is carried out by dynamically updating the list of the PU

channels that are predicted by the SUs to be idle. Our analysis and numerical

results showed that both PU and SU’s throughput can be improved, when PUs
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Figure 3.26: Average number of jammed transmissions under network coding
(with greedy attack) or retransmission (with random attack): vs. m.

apply network coding, and the SUs can further improve this gain by applying

adaptive channel sensing, with either fixed or randomized backoff parameter.

Moreover, contention-based spectrum access of multiple SUs was considered

and we developed a two-level backoff scheme based on the adaptive sensing to

exploit the memory in network-coded transmissions and realize the throughput

gains for the SUs.

Next, we showed that the predictability induced by network coding

makes wireless networks more vulnerable to jamming attacks targeting at the

intended transmissions. Since the entropy of the busy period of network-coded

transmission is less than that of the retransmission-based communication, a
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Figure 3.27: Average number of jammed transmissions under network coding
(with greedy attack) or retransmission (with random attack): vs. L.

jammer can predict the spectrum’s future status (busy or idle) more easily

and increase the performance loss to the system by adaptive channel selection.

Particularly, this jamming attack effect increases with the coding batch size,

which, on the other hand, (desirably) improves the throughput of network-

coded transmissions. This suggests that a careful design is needed to balance

the throughput performance and the jamming-resistant capability of the wire-

less systems. We believe that our discussion here, on the “two sides of the

coin” of network coding, can provide insight into the development of emerg-

ing technologies for wireless networks in general (including the CR networks),

where network coding has been attracting an increasing practical interest (see,

e.g., [68–70]).
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Chapter 4

A CHARACTERIZATION OF DELAY PERFORMANCE OF COGNITIVE

MEDIUM ACCESS

4.1 Introduction

In a hierarchical overlay cognitive network [3], an SU communicates oppor-

tunistically by exploiting spectrum “white space” left temporarily by PUs. As

a result, transmissions of an SU is limited by the stochastic nature of PUs.

An SU hoping to run certain applications (e.g. VoIP or streaming) would like

to know what kind of rate and delay a secondary network can provide. In the

same token, an owner of a secondary network would like to attract potential

users by advertising a certain level of QoS assurance.

Characterizing the delay of a cognitive network is challenging. Specif-

ically, the delay of an SU is affected by not only its own buffer and traffic

properties, but also PUs’ traffic characteristics, other competing SUs, and

access policy of SUs. These interacting factors make delay analysis often ana-

lytically intractable, and only a limited number of results have been reported

in the literature (see e.g., [25, 71, 72]).

We analyze in this chapter the delay performance in a cognitive radio

network, where SUs contend for channels using an Aloha-based random access

policy. In particular, an SU senses a channel owned by a PU and transmits only

if the PU channel is idle. We model the PU’s traffic generation as an ON-OFF

process where the PU generates data only during the ON periods. For SUs,

we assume that they generate data packets in each slot according to a Poisson

distribution. Based on stochastic fluid queue theory, we model the system

dynamics by using Poisson driven stochastic differential equations (PDSDE),
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and analyze the steady state queue lengths of SUs accordingly. To facilitate

tractability, we focus on the light traffic regime where the traffic intensity is

low, as is often the case for delay analysis of buffered Aloha, e.g., [73,74]. We

consider the homogeneous case where the arrival rates of SUs are the same, and

characterize the moments of the random queue lengths of SUs, for cases with

a single PU channel (SCH) and multiple PU channels (MCH). Clearly, these

moments provide critical statistical information about SUs’ queueing length

distribution. We also examine the impact of the PU traffic on SUs’ queue

lengths and the gain of using multiple PU channels. Adaptive algorithms,

based on local information only, are developed to find the optimal contention

probabilities that achieve the minimum mean queue lengths.

Next, we explore the gain of using two interfaces per SU, i.e., each SU

is equipped with two interfaces (radios). Accordingly, each SU can sense two

channels at a time and thus transmit on up to two channels, as long as the

PU channels are idle and no contention collisions occur. Our analysis and

numerical examples corroborate the intuition that the usage of two interfaces

can greatly improve the delay performance by decreasing the mean queue

lengths of SUs.

Furthermore, it is of equal importance to consider the scenario where

stringent delay requirements are imposed on the SUs. In such a scenario

there exists a maximum amount of traffic accommodable, necessitating traffic

control. In this study, we consider packet generation control. As representative

approaches, we develop two control mechanisms, one randomized and the other

based on the queue lengths of the SUs.

The approach adopted in this chapter originates from the early work

of Liu and Gong who studied the delay performance of priority queues using
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fluid models [75]. Given the access structure of a hierarchical cognitive net-

work, the problem of queueing analysis indeed resembles that of the priority

queue problem. There are, however, nontrivial differences arising from cogni-

tive radio specific applications. In particular, the problem considered in [75]

arises from centralized scheduling of high and low priority queues, whereas,

in this chapter, we consider multiple SUs competing for transmission oppor-

tunities by random access. This random access to the PU channels gives rise

to the coupling across SUs’ queue dynamics, which was not the case in [75]

since only one low priority flow was considered there. In addition, in con-

trast to [75] where the single low priority flow receives a constant service rate

whenever the buffer of the high priority flows is empty, in our study, SUs re-

ceive randomly arrived packets. As a result, the number of backlogged SUs

is time-varying, and the service rate is random. Besides the work in [75], the

delay performance of a multi-hop wireless ad hoc network was studied in [76],

where diffusion approximation was used to characterize the average end-to-

end delay. In [77], WLANs with access points connecting a fixed number of

users in the presence of HTTP traffic was considered. A processor sharing

queue with state-dependent service rate was used to model the system and

analyze the mean session delay. In [78], queueing delay at nodes in an IEEE

802.11 MAC-based network was analyzed, where each node was modeled as a

discrete time G/G/1 queue. Delay analysis for buffered Aloha was also stud-

ied (see [73, 74, 79–81] and references therein). In [79] and [81], the approach

named “tagged user” was adopted. Specifically, the interfering users/nodes

were modeled as “independent” queues in the sense that the analysis was con-

ducted on one particular user, named the “tagged user,” while the interference

across users was incorporated into the characterization of the service time dis-

tribution of this tagged user. Another approach utilizing Markov chains with
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reduced state space to approximate delay analysis can be found in [73,74,80].

Two Markov chains, one for the queueing dynamics at one user, and the other

for the system status (i.e., the number of busy users, and/or the identities

of the users (empty, busy or blocked)), were employed for characterizing the

steady state distributions of the system as well as the delay. It is worth noting

that the approximation worked well only for the light traffic regime, as has

been pointed out in [73] and [74]. In [25] and [72], a large deviation approach

was used to analyze delay characteristics of SUs. Inner and outer bounds on

the large deviation rate region were obtained in [72] for a set of SUs with

orthogonal sharing of spectrum opportunities.

We have a few more words on fluid models. Fluid approximation is

a widely used tool for performance analysis in many fields, including com-

munication networks and control techniques [82, 83]. It can provide a good

approximation to the original systems by converting the discrete packets into

a continuous fluid and offers greater tractability in analyzing the system per-

formance. We should note that along a different avenue, the deterministic

fluid model has been developed to analyze queueing systems, where micro-

scopic fluctuations in the original systems are replaced by their mean values

(see, e.g., [84, 85]). For a given random process G(t), the resulted fluid scale

process, obtained by using the Functional Law of Large Numbers, is defined as

g̃β(t) = G(βt)/β, i.e., the time and space are scaled by the same factor β for

β being large. This deterministic model leads to the application of ordinary

differential equations (ODE), which is in contrast to the stochastic differential

equations we shall use in our context.

The rest of the chapter is organized as follows. In Section 4.2, we

introduce the system model. Fluid flow approximation and PDSDE-based
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analysis on the single PU channel case are given in Section 4.3. Section 4.4

studies the case with multiple channels, followed by the delay performance

analysis when each SU is equipped with two interfaces in Section 4.5. Packet

generation control for SUs under delay requirements is considered in Section

4.6. Finally, conclusions are drawn in Section 4.7.

4.2 System Model

Consider a time-slotted (with slot duration normalized to be 1) cognitive radio

network with N PU channels andM SUs, where SUs contend for the channels

using distributed random access policies when the PUs are inactive, as illus-

trated in Fig. 4.1. This model is of interest to many practical scenarios. For

example, in a sensor network equipped with cognitive radios, sensors send out

measurement data of the environment sporadically and opportunistically over

“empty” PU channels.

Figure 4.1: A cognitive radio network with multiple PUs and SUs.
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Without loss of generality, we associate one PU with one channel (one

can use a virtual PU to represent the PU activity). The data generation of the

PU on channel j can be represented as a continuous-time ON-OFF process

xj(t), j = 1, 2, · · · , N , i.e., when xj(t) = 1 (ON periods), the PU generates

data traffic at rate rj; otherwise, no data is generated. The transmission rate

on each channel is normalized to be 1. We are interested in the case where

rj > 1 during the ON periods (the case with rj ≤ 1 is trivial since the PUs’

buffers are always empty). Let Al,j and Sl,j denote the lth active and silent

period of xj(t) respectively. We assume that1 {Al,j} are i.i.d. and follow an

exponential distribution with E[Al,j] = 1/μ
Hj
, and that {Sl,j} are independent

from {Al,j} and follow an exponential distribution with E[Sl,j ] = 1/λ
Hj
. It

is worth noting that since PU’s ON/OFF periods are typically much larger

than the duration of one slot, we here neglect the edge effect where collisions

between PUs and SUs occur when PUs transit from OFF to ON. That is,

the probability that PUs generate new data during the middle of a slot and

therefore preempt the transmission of SUs is negligible.

We assume that in each slot, each SU generates data packets according

to a Poisson distribution with rate λ. In an overlay cognitive radio network,

PUs have strict priority over SUs; SUs can transmit only if the channels are

unoccupied by PUs. The channel access process is outlined as follows: each

SU with backlogged data may choose a channel independently and uniformly

at a time to probe. If the channel is sensed to be unoccupied, it contends for

the channel with probability p. If the contention is successful (i.e., no other

SUs are contending on the channel at the same time), the user then transmits

its backlogged data. In fact, this simple random access policy turns to be

1This continuous-time Markovian model is widely used in the literature to model the
PU’s traffic (see, e.g., [25, 86]).
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throughput optimal for small p and when there is only one SU [86]. Note

that in practical scenarios, an SU would not have the knowledge of how many

backlogged SUs there are, and accordingly we set the contention probability

p to be oblivious of backlogged SUs.

For notational convenience, letHj(t) and Li(t) denote the queue lengths

corresponding to PU j and SU i at time t, respectively, and PIj be the prob-

ability that PU j is idle, i.e., PIj = Pr(Hj(t) = 0). In the following, we shall

focus on characterizing the queue lengths of SUs.

4.3 Multiple SUs Meet Single PU

4.3.1 Sample Path Description Using Poisson Driven Stochastic

Differential Equations

We first consider the case with a single PU channel. For notational conve-

nience, we drop the subscript j related to the PU parameters. In order to

guarantee system stability, we enforce that

λ < min

{
1

M

(
1− rλ

H
/μ

H

λ
H
/μ

H
+ 1

)
,

1

eM
PI

}
. (4.1)

It is worth mentioning that the second term in (4.1) was established using

the idea of “dominant systems,” which has been used in characterizing the

stability region of interacting queues in random access systems (e.g., [87,88]).

In our context, the “dominant system” is a system where an SU continues

to probe the PU channel regardless of its buffer state (empty or backlogged).

Accordingly, the stability region for this system is given by λ < PIp(1−p)M−1.

Based on [87] and [88], the original system is stable if the dominant system

is stable. In other words, the stability region obtained through the dominant

system serves as an inner bound to that of the original system.
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The queue dynamics of SU i can be written as

Li(d+ 1) = [Li(d) + Ui(d)− Vi(d)]
+,

where Ui(d) and Vi(d) stand for the arrivals and departures to/from SU i’s

queue during slot d.

To facilitate analysis, in the following, we take a macroscopic view

on the queue evolution of SUs across multiple slots and use continuous ap-

proximation to characterize the dynamics in SUs’ activities (as illustrated in

Fig. 4.2). Let ζi(t) be the indicator random variable for the contention of SU i

at time t (i.e., when it contends, ζi(t) = 1; otherwise ζi(t) = 0). The following

stochastic differential equation is thus obtained:

dLi(t) = dNi(t)− (1− IH(t))ζi(t)ILi(t)

∏
k∈{1,...,M}\{i}

[
1− ILk(t)ζk(t)

]
dt, (4.2)

where {Ni(t)} are a set of Poisson counters with rate λ; and If(t) stands for

the indicator function 1(f(t) > 0).

Figure 4.2: Fluid approximation of a slotted system.

Furthermore, it is clear that for the PU, its dynamics can be charac-

terized as follows:

dH(t) = rx(t)dt− IH(t)dt. (4.3)
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Observe that (4.2) forms a set of Poisson driven stochastic differential

equations (PDSDE) [89, 90]. Simply put, in a PDSDE, Poisson processes are

the driving sources capturing the system dynamics, and this is in contrast

to the conventional SDE where the Brownian Motion is used to describe the

dynamics in the trajectory of a stochastic differential equation. In general, a

PDSDE can be given as

z(t) = z(0)+

∫ t

0

f(z(σ), σ)dσ+

∫ t

0

g(z(σ), σ)dNσ, (4.4)

where Nσ is a Poisson counter. For the sake of completeness, we restate the

definition of the solution to the above PDSDE [89].

Definition 1. A function z(·) is a solution to (4.4), in the Itô’s sense, if on

an interval where Nσ is constant, z satisfies ż = f(z, t) and if Nσ jumps at t1,

z behaves in a neighborhood of t according to the rule

lim
t→t1
t>t1

z(t) = g( lim
t→t1
t<t1

z(t), t1) + lim
t→t1
t<t1

z(t),

and z(·) is taken to be continuous from the left. When this definition is

adopted, we can rewrite (4.4) as

dz(t) = f(z, t)dt+ g(z, t)dNσ(t).

Based on the properties of PDSDE [89], it can be shown that for n ≥ 2,

dLn
i (t) = nLn−1

i (t)dLi(t) +
n∑

k=2

(
n

k

)
Ln−k
i (t)dNi(t).

It follows that the moments of Li(t) in the steady state satisfy the following

recursive equation2:

nE[Ln−1
i F ]−

n∑
k=1

(
n

k

)
E[Ln−k

i ]λ = 0, (4.5)

2We drop the time index t as the meaning is clear.
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where

F = (1− IH(t))ζi(t)ILi(t)

∏
k∈{1,...,M}\{i}

[
1− ILk(t)ζk(t)

]
.

4.3.2 Moments of SU Queue Lengths

We now start to study in more detail the moments of the queue lengths of SUs

based on the above PDSDEs. Recall that SUs can access the channel only

when the buffer of the PU is empty. With this observation, we first examine

the idle period of the PU PI . Note that the PU generates data at rate r

only during an ON-period, and that the buffer is depleted at rate 1 as long as

the queue is nonempty. The sample path description of the PU traffic then

satisfies the following PDSDE:

dx(t) = (1− x(t))dNH1(t)− x(t)dNH2(t),

dH(t) = rx(t)dt− IH(t)dt, (4.6)

where NH1(t) and NH2(t) are a pair of Poisson counters driving x(t), with rate

λ
H
and μ

H
respectively. It is not difficult to show that in the steady state

PI = 1− rλ
H

λ
H
+ μ

H

. (4.7)

We then start characterizing the moments of the SU queue lengths.

Based on (4.2), we observe that the M SU queues interact with each other

through channel contention. In other words, besides the impact from PU

activities, the service time of one SU also depends on other SUs’ activities,

and it turns out to be a quantity that follows a general distribution which is

difficult to determine.

For ease of exposition, we shall focus on the light traffic regime and ap-

proximate the SU activities as if they were “weakly coupled” in the sense that
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the event that one SU is idle (i.e., with no backlogged data) is independent

from other SUs being idle. Similar approximations to “decouple” the interact-

ing queues have been made in [79] and [81], among other works. According

to the homogeneity assumption, this idle probability would be the same across

all SUs. Let p0 be this probability. It is clear that the number of backlogged

SUs follows a Binomial distribution with its probability mass function given

by

Pm =

(
M

m

)
(1− p0)

mpM−m
0

, (4.8)

where p0 can be shown to satisfy [81] p0 = 1− ρ, with ρ = λ
μ
and μ being the

mean service rate. In the case with a single PU channel, μ can be calculated

as

μ =
1

M

M∑
m=1

mp(1− p)m−1PIPm = pPI(1− p0)(1− p+ pp0)
M−1,

where the characterization is done under the homogeneity assumption and is

conditional on the number of backlogged SUs in the system. It follows that

p0 = 1− λ

pPI(1− p0)(1− p+ pp0)
M−1

. (4.9)

Now with all related parameters being characterized, we are in a posi-

tion to calculate the moments of the queue lengths for SUs. Based on (4.2)

and (4.5), the first two moments of SU i’s queue length can be derived as

E[Li] =
λ

−2λ+ 2αS
, E[L2

i ] =
λ(λ+ 2αS )

6(λ− αS )
2
, (4.10)

where αS is given by

αS =
M∑

m=1

p(1− p)m−1PmPI . (4.11)

4.3.3 Adaptive Algorithm for Optimal Contention Probability

The analysis above indicates that the contention probability, p, and the idle

probability of one SU, p0 , are two key parameters to the characterization of
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the mean queue lengths of SUs, and thus the delay performance. Intuitively

speaking, when p is very small (approaching 0), SUs contend for the channel

sporadically, and p0 is small. On the other hand, when p is very large (ap-

proaching 1), all SUs with backlogs contend for the channel almost always,

leading to a high contention collision among SUs, which makes the queue

lengths increase. It is thus indicated that there exists an optimal value of p,

which minimizes the mean queue lengths.

We note that (4.9) formulates a fixed point equation for the idle prob-

ability p0 , and p0 is in itself an implicit function of the contention probability

p, i.e., p is the argument of p0 . The following lemma proves the uniqueness on

the solution to the fixed-point equation:

Lemma 2. The fixed point equation (4.9) has a unique solution p0.

Proof. Let Γ(γ) = (1−γ)(1−p+pγ)M−1, γ ∈ [0, 1). The first-order derivative

of Γ w.r.t. γ is given by

dΓ(γ)

dγ
= (1− p(1− γ))M−2(Mp(1− γ)− 1). (4.12)

Recall from (4.13), we have p ≤ 1
M(1−p0 )

, indicating that
dΓ(p0 )

dp0
≤ 0 and Γ(p0)

is nonincreasing in p0 . It follows that 1− λ
Γ(p0 )

is nonincreasing in p0 as well.

Based on this monotonicity property (cf. [91]), we conclude that there is one

unique solution to the the fixed point equation given by (4.9).

Therefore, we obtain the optimal value of p by taking derivative with

respect to p on both sides of (4.9) and setting dp0/dp = 0. After some straight-

forward calculation, we obtain

p = min

{
1

M(1− p0)
, 1

}
. (4.13)
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Intuitively speaking, M(1 − p0) corresponds to the average number of back-

logged users who would contend for channel access. Recall that p0 is the prob-

ability that one SU’s queue is empty. Accordingly, stochastic approximation

algorithms, based on local information only, can be readily developed to find

the optimal contention probability3. For simplicity, rewrite Φi(t) � 1− ILi(t).

We note that the adaptation of p is based on the update of p0 . It follows that

we can devise the following adaptive algorithms to obtain the optimal p. First,

we use stochastic approximation to update p0 as:

p0(t+ 1) =

(
1− 1

t+ 1

)
p0(t) +

1

t+ 1
Φi(t+ 1). (4.14)

Based on this adaptation, we next derive the adaptive algorithm for achieving

the optimal p as4:

p(t+ 1) = p(t) +
1−Mp(t)(1− Φi(t+ 1))

t+Mp(t)(1− Φi(t+ 1))
p(t). (4.15)

The convergence of (4.14) and (4.15) can be shown by using the standard

arguments from stochastic approximation [92].

We now illustrate by numerical examples the above results where the

contention probability is set to be the optimal value given by (4.13), and SU’s

average queueing delay is transformed from E[Li] via Little’s Law [64]. We also

compare the analytical results obtained from the above fluid approximation

with the Monte Carlo simulation studies of the underlying system. As shown

in Fig. 4.3 (with M = 20 and r = 1.2), the queueing delay increases with

the arrival rate of SUs, and as the duty cycle of x(t), defined as τ ≡ λ
H

λ
H
+μ

H
,

increases, the average queueing delay of SUs increases, indicating the impact

3Note that the SUs are statistically identical and will adopt the same update procedure.
4We assume that the number of SUs, M , is given and known to all SUs as a system

parameter, and so is the number of PU channels, N , which will be used in the subsequent
sections.
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of the PU traffic on SUs’ delay performance. In addition, the simulation and

analytical results are shown to match with each other closely.
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Figure 4.3: Average queueing delay of SUs for the case with a single PU channel.

4.4 Multiple SUs Meet Multiple PUs

We next consider the case where there are multiple PU channels, and examine

the performance gain therein.

4.4.1 Sample Path Description Using Poisson Driven Stochastic

Differential Equations

In this case, to keep the system stable, we enforce that

λ < min

{
1

M

(
N −

N∑
j=1

rjλHj
/μ

Hj

λ
Hj
/μ

Hj
+ 1

)
,
N

eM
PI

}
, (4.16)
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where, again, the second term was obtained along the same line as in the

previous section using the idea of “dominant system.”

Recall that each SU with backlogged data independently chooses one

of the N PU channels uniformly at random. Let ξij(t) be an indicator random

variable denoting that SU i chooses channel j at time t. As in the single

PU channel case, we do continuous approximation when characterizing the

dynamics of SU activities. The system dynamics can then be written as: for

j = 1, 2, · · · , N ,

dHj(t) = rjxj(t)dt− IHj(t)dt, (4.17)

and for i = 1, 2, · · · ,M ,

dLi(t) = dNi(t)−
N∑
j=1

(1− IHj(t))ILi(t)ξij(t)ζi(t)
∏

k∈{1,...,M}\{i}

[
1− ILk(t)ξkjζk(t)

]
dt.

(4.18)

Again, the coupling across SUs is observed in (4.18). We next carry

out analysis on the moments of SUs’ queue lengths by focusing on the light

traffic regime as before.

4.4.2 Moments of SU Queue Lengths

Along the same line as in the single PU channel case, we first characterize

the idle period of PUs. The sample path description for PU j is given by the

following PDSDE:

dxj(t) = (1− xj(t))dN
(j)
H1

(t)− xj(t)dN
(j)
H2

(t),

dHj(t) = rjxj(t)dt− IHj(t)dt, (4.19)

where N
(j)
H1

(t) (with rate λ
Hj
) and N

(j)
H2

(t) (with rate μ
Hj
) are a pair of Poisson

counters driving xj(t). For better tractability, we consider the case where the
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PU channels are i.i.d. It follows that PIj = PIj′ , ∀ j �= j′. Denote by PI = PIj

for simplicity. It is easy to show that in the steady state, PI can be calculated

as is given in (4.7).

Next, we turn our attention to study the moments of SUs’ queue

lengths. Applying the PDSDE tools, we obtain for SU i,

E[Li] =
λ

−2λ+ 2αM
, E[L2

i ] =
λ(λ+ 2αM)

6(λ− αM)2
, (4.20)

where

αM =
N∑
l=1

M∑
m=1

m−1∑
k=0

(
m− 1

k

)
p(1− p)k

(
1

N

)k+1 (
1− 1

N

)m−(k+1)

PmPI

=
M∑

m=1

pPI

(
1− p

N

)m−1

Pm, (4.21)

with Pm being given by (4.8). Furthermore, the mean service rate μ in this

case can be calculated as:

μ =
1

M

M∑
m=1

mp

N∑
j=1

1

N

m−1∑
k=0

(
m− 1

k

)( 1

N

)k(
1− 1

N

)(m−1)−k

(1− p)kPIPm

= pPI(1− p0)
(
1− p

N
+
pp0

N

)M−1

.

It follows that

p0 = 1− λ

pPI(1− p0)
(
1− p

N
+

pp0
N

)M−1
. (4.22)

The characterization of Pm and E[Li] then follows.

4.4.3 Adaptive Algorithm for Optimal Contention Probability

Similar to the single PU channel case, taking derivative with respect to p and

setting dp0/dp = 0 yields that
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p = min

{
N

M(1− p0)
, 1

}
. (4.23)

It is not difficult to see that M(1 − p0)/N is the average number of back-

logged SUs per PU channel. Based on (4.23), similar adaptive algorithms for

obtaining optimal p can be developed as in the single PU channel case.

Meanwhile, we note that p = N
M(1−p0 )

holds when N < M(1 − p0).

In fact, this is the regime of interest when we characterize the gain of using

multiple PU channels. Here we present numerical examples to illustrate the

above analysis. The contention probabilities are set to be their optimal values.

As illustrated in Fig. 4.4 (with N = 5,M = 20 and r = 1.2), the mean queue

lengths of SUs decrease significantly when multiple PU channels are present,

pointing to a multi-channel gain therein. An illustration of such a gain was

depicted in Fig. 4.5, where the gain was defined as the ratio E[Li]
(S)/E[Li]

(M),

with the superscripts S and M denoting the cases with a single PU channel

and multiple PU channels, respectively. It can be seen that as the arrival rate

of SUs increases, or the duty cycle of PUs increases, the multi-channel gain

increases as well.

4.5 Power of Two Interfaces

Intrigued by the celebrated results in [93] and [94], in this section, we explore

the impact of using two interfaces (radios) by each SU on the delay perfor-

mance in a cognitive radio network.
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Figure 4.4: Comparison of average queueing delays, for cases with a single PU
channel and with multiple PU channels.

4.5.1 System Model

In this new setting, each SU is equipped with two interfaces (this can be readily

generalized to cases with more radios), and randomly chooses two channels

independently and uniformly at a time. If the chosen PU channels (denoted

as c1(t) and c2(t) for SU i) are unoccupied, the SU contends for each of them

with probability p. If no collisions occur, it starts transmission of different

packets on the channels. Clearly, in this case, each SU can access up to two

channels for transmission at a time, thus decreasing the delay.
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Figure 4.5: Gain of using multiple PU channels.

The queueing dynamics for the SUs, after fluid approximation, are

updated as: for i = 1, 2, · · · ,M ,

dLi(t) = dNi(t)−
∑

{c1,c2}
ξic1(t)ξic2(t)ILi(t)ζi(t)

(
D1 +D2

)
dt, (4.24)

where

D1=
(
1−IHc1 (t)

) ∏
k∈{1,...,M}\{i}

[
1−ILk(t)I(ξkc1(t)=1)I(ζk(t)=1)

]

and, respectively,

D2=
(
1−IHc2 (t)

) ∏
k∈{1,...,M}\{i}

[
1−ILk(t)I(ξkc2(t)=1)I(ζk(t)=1)

]

denotes the event that channel c1, and respectively, c2, is available.
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4.5.2 Moments of SU Queue Lengths

With the setting of i.i.d. PU channels unchanged, the idle probability of PUs,

PI , would be still given by (4.7) for the case where the ON-periods of xj(t)’s

are exponentially distributed.

As in the case with a single interface, we obtain that for SU i,

E[Li] =
λ

−2λ+ 2αC
, E[L2

i ] =
λ(λ+ 2αC)

6(λ− αC)
2
, (4.25)

where

αC =
∑

{c1,c2}

M∑
m=1

1(
N
2

) p {
2Z2 + Z1

}
Pm,

with Z1 and Z2 being the conditional probabilities that one out of the two

chosen channels is available, and both of them are available, given that the

total number of backlogged SUs is m, respectively. To get a more concrete

characterization of αC , we denote by Al and Bl the events that channel cl, l =

1, 2, is unoccupied by PUs and un-contended by other SUs, given that the total

number of backlogged SUs equals m. It is clear that {Al} are independent

from {Bl}. It follows that

Z1 = Pr(A1A2B̄1B2) + Pr(A1A2B1B̄2) + Pr(A1Ā2B1) + Pr(Ā1A2B2)

= 2PIPr(B1)− 2P 2
I Pr(B1B2),

Z2 = Pr(A1A2B1B2) = P 2
I Pr(B1B2),

where Pr(B1) and Pr(B1B2) can be derived as

Pr(B1) =
m−1∑
k=0

(
m− 1

k

)((
N−1
1

)
(
N
2

)
)k(

1−
(
N−1
1

)
(
N
2

)
)(m−1)−k

(1− p)k,

and

Pr(B1B2) =
m−1∑
k=0

(
m− 1

k

)(
1−

(
N−2
2

)
(
N
2

)
)k((

N−2
2

)
(
N
2

)
)(m−1)−k

(1− p)k.
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After some algebra, we obtain that

αC =
M∑

m=1

2PIp
(
1− 2p

N

)m−1

Pm. (4.26)

Therefore, the idle probability of one SU is given by

p0 = 1− λ

2pPI(1− p0)
(
1− 2p

N
+

2pp0
N

)M−1
. (4.27)

We note that the calculation of μ here provides an upper bound on the

per user throughput for SUs, since we have neglected the situation where the

SUs have only one packet in the queue and can therefore transmit on only one

of the two channels even if both of them are available. However, such cases

would be of little interest and are not considered here.

4.5.3 Adaptive Algorithm for Optimal Contention Probability

Following similar steps as in the previous cases, we obtain the optimal con-

tention probability to be

p = min

{
N

2M(1− p0)
, 1

}
, (4.28)

from where we note that
M(1−p0 )

N/2
is intuitively the average number of back-

logged SUs per PU channel. Adaptive algorithms similar to that described by

(4.14) and (4.15) can be devised to find the optimal p.

Different from the multi-channel gain, the power of two choices is typi-

cally analyzed in the regime where N >> M . With this insight, we next focus

on the case where N ≥ 2M and characterize the gain of using two interfaces

per SU. It is clear that when N ≥ 2M , the optimal contention probability is

given by p = 1. It follows that αM and αC can be rewritten as

αM =
M∑

m=1

PI

(
1− 1

N

)m−1

Pm, (4.29)
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and

αC =
∑

{c1,c2}

M∑
m=1

1(
N
2

){2Pr(A1A2C1C2) +
[
Pr(A1A2C̄1C2)

+Pr(A1A2C1C̄2) + Pr(A1Ā2C1) + Pr(Ā1A2C2)
]}
Pm

=
M∑

m=1

2PI

(
1− 2

N

)m−1

Pm, (4.30)

where Cl stands for the event that channel cl, l = 1, 2, is not chosen by any

other SUs, given that the total number of backlogged SUs is m.

Also, the mean service rate (denoted as μd, d = 1, 2) and the idle prob-

ability (denoted as p
0,d
, d = 1, 2) of SUs can be recalculated as follows: for the

case with a single interface,

μ1 =
1

M

M∑
m=1

mPI

(
1− 1

N

)m−1

Pm = PI(1− p0,1)

(
1− 1

N
+
p0,1

N

)M−1

,

p0,1 = 1− λ

PI(1− p0,1)
(
1− 1

N
+

p0,1
N

)M−1
, (4.31)

and for the case with two interfaces,

μ2 =
2

M

M∑
m=1

mPI

(
1− 2

N

)m−1

Pm2PI(1− p0,2)

(
1− 2

N
+

2p0,2

N

)M−1

,

p0,2 = 1− λ

2PI(1− p0,2)
(
1− 2

N
+

2p0,2
N

)M−1
. (4.32)

By solving the fixed-point equations for p
0,d
, d = 1, 2, as given above, the mean

queue lengths of SUs for the two cases can be readily derived.

We next characterize the gain of using two interfaces under this regime.

Let ψ � E[Li]
(M)

E[Li]
(C) , where E[Li]

(M)
and E[Li]

(C)
denote the mean queue lengths

of SUs for the cases with a single interface and two interfaces respectively.
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When M is fixed and N → ∞, we have that

lim
N→∞

ψ = lim
N→∞

αC − λ

αM − λ

= lim
N→∞

2PI(1− pM
0,2
)− λ

PI(1− pM
0,1
)− λ

=
2
(
1− (1−√

ρ/2)M
)− ρ(

1− (1−√
ρ)M

)− ρ
, (4.33)

where ρ = λ/PI is the traffic intensity. Fig. 4.6 depicts the gain as a function

of the traffic intensity. As expected, the application of two interfaces pro-

vides significant gain by decreasing the mean queue lengths, and as the traffic

intensity grows larger, the gain increases as well.

0 0.05 0.1 0.15 0.2 0.25 0.3 0.35 0.4
1.6

1.8

2

2.2

2.4

2.6

2.8

3

Traffic intensity: ρ

G
a
in

o
f
u
si

n
g

tw
o

in
te

rf
a
c
e
s:

ψ

Figure 4.6: Gain of using two interfaces.
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4.6 Adaptive Packet Generation Control Under Delay Constraints

In previous sections, we analyzed SUs’ delay performance for different scenarios

in the light traffic regime. As expected, larger delay can occur with increased

arrival rate or decreased spectrum opportunities. Accordingly, when a strin-

gent delay requirement is imposed on the SUs, effective control mechanisms

(e.g., rate-limiting) are called for to regulate SUs’ traffic in order to meet the

requirement. In this section, we turn our attention to study such scenarios and

design traffic control strategies that regulate SUs’ packet generation to satisfy

the delay constraint. In particular, we are interested in packet generation con-

trol, where the SUs either use a randomized strategy, or a queue-length-based

control mechanism. In the following, we focus on the case with a single PU

channel. The analysis readily extends to the case with multiple PU channels.

For notational convenience, let yi(t) be the control process that regu-

lates SU i’s packet generation, i.e., yi(t) is a Bernoulli random variable taking

two values: 0 or 1. When yi(t) = 1, SU i generates new packets, according to

the Poisson distribution with rate λ, at time t; otherwise, no new packets are

produced, as illustrated in Fig. 4.7.

SU i’s packet 

generation 

yi(t)

Figure 4.7: An illustration of packet generation control.

Applying fluid approximation, the PDSDE of SU i is written as

dLi(t) = yi(t)dNi(t)− F (t)dt. (4.34)
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Based on the properties of PDSDE, we obtain for n ≥ 2,

nE[Ln−1
i F ]−

n∑
k=1

(
n

k

)
E[Ln−k

i yk]λ = 0. (4.35)

Suppose that the delay requirement on the SUs is given as

Pr(D ≥ D0) ≤ δ, (4.36)

where D denotes the queueing delay of one SU; D0 ∈ N and δ ∈ (0, 1) are

positive constants and known to all users a priori. Appealing to Markov’s In-

equality and Little’s Law, a sufficient condition in meeting the delay constraint

(4.36) can be expressed in terms of the SUs’ mean queue length as follows:

E[Li] = λ0E[D] ≤ λ0δD0, (4.37)

where λ0 is the average packet arrival rate of each SU, under the delay con-

straint.

4.6.1 Randomized Packet Generation Control by SUs

In the randomized packet generation control, SUs generate new packets with

probability q, independently across users and time, i.e.,

yi(t) =

⎧⎪⎨
⎪⎩

1, w.p. q,

0, w.p. 1− q,
(4.38)

Based on (4.35), we obtain

E[Li] =
λE[y2i ]

−2λE[yi] + 2αS
=

λq

−2λq + 2αS
, (4.39)

where αS is given by (4.11) and Pm by (4.8), with p0 = 1 − λ0

μ
= 1 −

λ0

pPI(1−p0 )(1−p+pp0 )
M−1 and λ0 = λq.
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Using a similar approach, it can be shown that the optimal contention

probability p is the same as given in (4.13), and the corresponding stochastic

algorithm given by (4.14) and (4.15) can be applied to update p0 and p by the

SUs.

Intuitively, the larger the control parameter q, the higher the buffer

occupancy and SUs’ queueing delay. In particular, we are interested in finding

out the maximum q satisfying (4.37), i.e.,

qmax = max{q ∈ [0, 1] : E[Li] ≤ qλδD0}. (4.40)

Since a closed-form expression for qmax is not attainable, we next conduct nu-

merical study to find qmax under different delay requirements and SUs’ data

arrival rates. As shown in Fig. 4.8 (with M = 20), when the arrival rate in-

creases, or the delay requirement becomes more strict (i.e., with a smaller value

of the product δD0), the maximum traffic admission probability decreases.

4.6.2 Threshold-based Packet Generation Control by SUs

Different from the randomized control strategy outlined above, in the threshold-

based control scheme, each SU decides whether to generate new packets by

comparing its current queue length with a threshold L0: if the queue length

is smaller than or equal to L0, the SU generates data at rate λ; otherwise, no

traffic is generated, i.e.,

yi(t) =

⎧⎪⎨
⎪⎩

1, Li(t) ≤ L0,

0, Li(t) > L0.
(4.41)

Correspondingly, we have

p0 = 1− λPr(Li ≤ L0)

μ
, (4.42)
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Figure 4.8: qmax under different SU arrival rates and delay requirements.

and the mean queue length of the SUs can be derived as (we omit details here

for brevity)

E[Li]=
λ

2αS

(
E[Ly] + E[y2]

)

=
λ

2αS

(
2

L0∑
k=1

Pr(k ≤ Li ≤ L0)+Pr(Li ≤ L0)
)
. (4.43)

As in (4.37), a sufficient condition for meeting the delay constraint is

E[Li] ≤ λPr(Li ≤ L0)δD0. (4.44)

Clearly, based on (4.43), a closed-form expression on the average queue

length is not attainable. However, distributed adaptive learning, similar to

(4.14) and (4.15), can be performed by the SUs to dynamically adjusting the

threshold L0 and control the traffic accordingly. We next carry out simula-
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tions (over 4 × 104 trials) to study the performance of the threshold-based

control mechanism. Again, we are interested in obtaining the best L0 that

leads to the maximum traffic admission probability Pr(Li ≤ L0) with which

the sufficient condition can still be satisfied. Figs. 4.9 and 4.10 depict a few

simulation results on the maximum probability Pr(Li ≤ L0) and the corre-

sponding threshold L0, respectively. It can be seen that when λ increases, or

the delay requirement becomes more stringent, the traffic admission probabil-

ity Pr(Li ≤ L0) decreases, and so does the threshold L0.
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Figure 4.9: Pr(Li ≤ L0) under different SU arrival rates and delay requirements.

120



0.002 0.004 0.006 0.008 0.010.001
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5

5

SUs’ data arrival rate: λ

C
o
n
tr

o
l
th

re
sh

o
ld

:
L

0

δ = 0.20, D0 = 20
δ = 0.15, D0 = 20
δ = 0.10, D0 = 20

Figure 4.10: Control threshold L0 under different SU arrival rates and delay re-
quirements.

4.7 Conclusions

In this chapter, we have carried out delay analysis for a cognitive radio net-

work. We took a stochastic fluid queue approach and modeled the system

using Poisson driven stochastic differential equations. We characterized the

moments of the queue lengths of SUs, for cases with a single PU channel and

multiple PU channels. The impact of the PU traffic on SUs’ queue lengths

and the gain of using multiple PU channels were examined. Also, we explored

the gain of using two interfaces per SU. Adaptive algorithms, using local infor-

mation only, have been developed to find the optimal contention probabilities

that achieve the minimum mean queue lengths and thus the minimum queue-

ing delays of SUs.
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Our analysis and numerical examples revealed that the mean queueing

delay of SUs increases as the duty cycle of the PUs’ traffic increases, pointing

to the impact of PU activity on the delay performance of SUs. Also, when mul-

tiple PU channels were employed, we observed a decrease in the mean queueing

delay, indicating a multi-channel gain. Moreover, if each SU is equipped with

two interfaces, there is a decrease in the mean queueing delay because of the

gain of using two choices.

Finally, we also studied packet generation control on the SUs, when

delay constraints were imposed. We developed two control mechanisms, one

randomized and the other utilizing SUs’ queue lengths, and evaluated their

performance.
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Chapter 5

CONCLUSIONS AND DISCUSSIONS

5.1 Conclusions

In this disseration, we studied the opportunistic spectrum access in a cognitive

radio network with an overlay model, where PUs have strictly higher prior-

ity over SUs in the spectrum usage. In particular, this dissertation consists

of two main thrusts: In the first thrust, we investigated effective scheduling

algorithms by either exploiting or inducing certain structure in the PU spec-

trum, and proposed optimal scheduling and smart spectrum tracking schemes

to efficiently exploit these structures. Then, the second thrust was targeted

at delay analysis in a cognitive radio network with random access, and the re-

lated issue of adaptive access control. In what follows, we provide concluding

remarks for each of the works.

In Chapter 2, we studied opportunistic spectrum access for a single

SU in a CR network with multiple PU channels. We formulated the problem

as a partially observable Markov decision process, and examined the intricate

tradeoffs in the optimal scheduling process, when incorporating the temporal

correlation in both the channel fading and PU occupancy states. We modeled

the channel fading variation with a two-state first-order Markov chain. The

temporal correlation of PU traffic was modeled using “age” and a class of

monotonically decreasing functions, which present a long memory. We iden-

tified a set of “multi-tier” tradeoffs arising from the intricate interactions be-

tween channel fading and PU occupancy states, and examined such tradeoffs

via quantifying both immediate and total rewards for the SU. The optimality

of the simple greedy policy was established under certain conditions. Further,
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by developing a genie-aided system with full observation of the channel fading

feedbacks, we decomposed and characterized the multiple tiers of the tradeoffs

in the original system, and recorded the impacts from channel fading and PU

occupancy on such tradeoffs under the general setting. Finally, we numerically

studied the performance of various systems and/or policies and showed that

the original system achieved an optimal total reward very close (within 1%)

to that of the genie-aided system. Further, the optimal policy in the original

system significantly outperformed randomized scheduling, as well as a policy

that explores the memory in only the PU occupancy, pointing to the merit of

jointly exploiting the temporal correlation in both of the system states. The

studies we have initiated here can be generalized to cases with multiple SUs

and/or nonidentical PU channels, where the fundamental tradeoffs associated

with the interactions among various state elements identified in this work will

be retained. We believe that our formulation and the insights obtained open

up new horizons in better understanding spectrum allocation in cognitive radio

networks.

Next, in Chapter 3, we considered a CR network with N PU channels

and one SU, where each PU transmits packets to multiple receivers over lossy

wireless channels via retransmission or network coding. Viewing network cod-

ing as a spectrum shaper, we showed that it increases the spectrum availability

for the SU and offers a more predictive structure to the PU spectrum, i.e., it

improves the SU’s prediction of spectrum holes on PU channels. Based on

the spectrum shaping effect of network coding, we developed different sensing

strategies for the SU, where adaptive channel sensing is carried out by dy-

namically updating the list of the PU channels that are predicted by the SU

to be idle. Our analysis and numerical results showed that compared to re-
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transmission, both PU and SU’s throughput can be improved when PUs apply

network coding instead of retransmission, and the SU can further improve this

gain by applying adaptive channel sensing (based on sensing history to reflect

the PU traffic), with either fixed or randomized backoff parameter. Moreover,

contention-based spectrum access of multiple SUs was considered and we de-

veloped a two-level backoff scheme based on the adaptive sensing to exploit the

memory in network-coded transmissions and realize the throughput gains for

the SUs. Further, we also showed that the predictability induced by network

coding makes wireless networks more vulnerable to jamming attacks, and the

performance degradation increases with the coding batch size. This suggests

that a careful design is needed to balance the throughput performance and

the jamming-resistant capability of the wireless systems.

Finally, in chapter 4, we carried out delay analysis for a cognitive radio

network model. We took a stochastic fluid queue approach and modeled the

system using Poisson driven stochastic differential equations. We characterized

the moments of the queue lengths of SUs, for cases with a single PU channel

and multiple PU channels. The impact of the PU traffic on SUs’ queue lengths

and the gain of using multiple PU channels were examined. Also, we explored

the gain of using two interfaces per SU. Adaptive algorithms, using local infor-

mation only, have been developed to find the optimal contention probabilities

that achieve the minimum mean queue lengths and thus the minimum queue-

ing delays of SUs. Our analysis and numerical examples revealed that the

mean queueing delay of SUs increases as the duty cycle of the PUs’ traffic

increases, pointing to the impact of PU activity on the delay performance of

SUs. Also, when multiple PU channels were employed, we observed a decrease

in the mean queueing delay, indicating a multi-channel gain. Moreover, if each
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SU is equipped with two interfaces, there is a decrease in the mean queueing

delay because of the gain of using two choices. Finally, we also studied packet

generation control on the SUs, when delay constraints were imposed. We de-

veloped two control mechanisms, one randomized and the other utilizing SUs’

queue lengths, and evaluated their performances.

5.2 Discussions on Future Work

5.2.1 A Game-Theoretic View on Combating Jamming Attacks on

Network-Coded Transmissions

As noted in Chapter 3, the predictability brought by network coding can make

the wireless transmissions more vulnerable to malicious attacks. In particular,

as previous analysis revealed, an increased network coding size can lead to

more jammed transmissions, i.e., more severe damage. On the other hand,

the throughput would be (desirably) improved if the coding size increases.

Naturally, in the presence of the jamming, the legitimate user (e.g., PU in our

previous context) must come up with corresponding strategies to combat the

attacks and protect its throughput performance.

This interactive behavior between the user and the attacker can be

modeled using game theory [95]. Consider a simple scenario with one legiti-

mate user choosing fromN independent channels for packet transmission using

network coding, and a jammer aiming to attack the user’s transmissions over

time. Assume that the time is slotted. The key elements of the game are

summarized as follows:

• Players: This game consists of two players: one legitimate user and one

jammer.
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• Strategies: The user and the jammer can choose various strategies given

different system settings and constraints. We will give an example of

strategy sets shortly in the following.

• Payoffs: The payoff for the user or the jammer is the utility they can

achieve within a certain time frame. Payoffs should be functions of user

strategies. The objective of each type of player is to maximize its payoff

function.

One possible set of strategies for the players can be as follows: 1) the

user chooses which channel to transmit in each slot, where the channel condi-

tions (say, SNR) is a random variable; and 2) the jammer adjusts the proba-

bility pi(t) of attacking the transmission on channel i in each slot.

Based on the above strategies, the utility functions can be written out

as: For the user:

Us = E[TNC ]− Cs,

and for the jammer:

UJ =

E[TNC ]∑
t=1

N∑
i=1

pi(t)1t − CJ ,

where TNC denotes the completion time of transmitting (and successfully de-

coding) one batch of network-coded packets, which is now a function of the

jammer’s strategy as the packet erasure probability ε varies when an attack is

launched on the channels; 1t is the indicator that the user is transmitting on

the channel that jammer chooses in slot t; Cs is the cost for the user over the

completion time, which can be obtained as:

Cs =

E[TNC ]∑
t=1

N∑
i=1

pi(t)1t,
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and CJ is the energy cost for the jammer consumed during each successful

attack, which can be written as:

CJ =

E[TNC ]∑
t=1

1t.

Note that the vector p � {p1(t), . . . , pN(t)} can be simplified according

to the specific system settings. For instance, if the user independently chooses

one channel uniformly over time, we have pi(t) =
1
N
. In some other cases, if

the channel to be chosen in the next control slot is dependent on the previous

history (and of course the memory in the channel condition variations), the

expression for pi(t) will be a function of the varying parameters of the channel

condition, subject to the constraint that
∑N

i=1 pi(t) = 1. As a different exam-

ple, if the user can access more than one channels at a time, the probabilities

p would adapt accordingly as well.

5.2.2 Practical Considerations for Security Vulnerabilities in 802.22

Along with the research heat of CR networks, standardization effort has been

made to pave the way for cognitive radios to be integrated into practical

applications in the near future. IEEE 802.22 is the first wireless standard

that incorporates detailed protocols for CR operations [96, 97].

Many practical security concerns emerge along with the standardiza-

tion process. In what follows, we record some of these vulnerabilities, which

deserve further investigation in future research. Note that the typical setting

under the 802.22 standard is to have a base station (BS), serving multiple

Consumer Premises Equipments (CPEs) which are essentially the same as the

SUs studied in the dissertation.
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• A key functionality for a CR network to successfully operate is to ac-

quire spectrum availability information. As the standard specifies, three

approaches are utilized to achieve this: spectrum sensing, geolocation

(with the help of GPS to locate CPEs) and incumbent database. A BS

relies on all these information to make informed decisions over time as to

whether a frequency band is vacant or not. Clearly, attacks against any

of the above functions can result in falsified information, thus potential

interference from SU’s transmission to that of the PU’s. For instance, if

the location information obtained via geolocation function is tampered,

the BS will mistakenly consider a CPE to be far enough away from a

PU and thus can carry out transmissions which could actually interfere

the latter’s communication severely.

• Superframe structure is adopted by 802.22. In particular, the BS sends

special preamble and superframe control header (SCH) at the beginning

of each superframe, utilizing which, the CPEs can associate with a par-

ticular BS during this frame. Any attacks on these preamble and SCH

can lead to malfunction, or even worse, no service for the CPE in this

superframe.

• 802.22 networks within radio range must synchronize their superframes

to form self-coexistence. This is achieved by using beacons with time

stamps (coexistence beacons). Falsifying these beacons (e.g., the time

stamps) can destroy synchronization completely, and confuse CPEs who

are trying to establish association with one of its nearby BS’s.

• Quiet periods are used for spectrum sensing, and overlapping BS’s must

synchronize their quiet periods so that accurate sensing can be possi-

ble. Clearly, as soon as the synchronization of these quiet periods are
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ruined, chaos arises in determining incumbent signals an thus the CPE’s

potential access to the PU channels is deprived of.

As many possible security vulnerabilities may appear, it is of great

importance to come up with combating strategies while perfecting the stan-

dards. A detailed description of the IEEE 802.22 standard can be found in

short surveys such as [96, 97].

5.2.3 Opportunistic Scheduling and Adaptive Learning

5.2.3.1 Opportunistic Spectrum Scheduling

In Chapter 2, opportunistic spectrum scheduling for a single SU has been

studied. There are several extensions can be made building on this work:

• Different Temporal Correlation Structure: In our work, a novel concept

of “age” was developed to capture the long memory in the PU’s traf-

fic. Based on this concept, a family of decreasing functions are defined

that characterize the conditional probability of PU being idle or busy.

A possible direction for future work is to consider a different set of func-

tions, or an alternative formulation (i.e., use other quantities then the

conditional probability functions) to capture this memory structure.

• The Case with Multiple SUs – Fairness Considerations: Another natural

extension would be to examine the case when multiple SUs (say, M of

them) are present. One interesting scenario is when the number of SUs

is less than that of the PU channels, i.e., M < N , and the fairness

among SUs is taken into consideration. Different fairness constraint can

be included, such as max-min fairness, proportional fairness and so on.
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• Fully Distributed Scheduling : In the current study, we have assumed the

existence of a spectrum server that helps, to some extend, the scheduling

process. It is also of interest to consider the case without spectrum

server and the scheduling is fully distributed. However, caution must be

taken in modeling the PU occupancy and channel fading states. Without

careful design of the models, these two states may end up being combined

into one “mega” state and therefore, the resulting study has the same

flavor as those in the existing works.

5.2.3.2 Adaptive Learning of PU Traffic and Spectrum Environment

In addition, a further extension of this dissertation is to consider adaptive

learning of PU traffic and spectrum environment. Throughout the dissertation,

the SU’s QoS performance is analyzed given certain knowledge of the PU traffic

(e.g., the distribution of the packet generating process at PUs’ queues) and/or

the spectrum environment (e.g., the Markovian model of the channel fading

state). Instead of such model-based approach, an interesting alternative is to

take learning-based mechanisms where the SUs (and perhaps some intelligent

attacker) learn the spectrum and traffic over time. To this end, different

learning algorithms can be adopted and applied to all the topics that we have

studied in the previous chapters as well as the above extensions:

• Maximum-Likelihood Learning : When the underlying channel model is

known (such as the two-state Markov chain), while the statistics describ-

ing the model (such as the transition probabilities in the Markov chain)

may not be accurate, the maximum-likelihood-based learning provides a

way to learn and refine the model parameters, and therefore the model

itself. For instance, a likelihood function of the transition parameter p,
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Γ(p), can be constructed by counting the number of transitions between

the states of the Markov chain (see, e.g., [98]), and the optimal p can be

obtained by setting ∂Γ(p)
∂p

= 0.

• Q-Learning : Q-learning [99] is a reinforcement learning approach appli-

cable to scenarios when the underlying channel model is unknown, and

the update is directly performed on the value function. A Q-learning

algorithm establishes a mapping from the product space St × At to a

real number, Q(St, at), denoting the “quality” of an action in a given

state. At its core, the learning process carries along with an iterative

value update as follows:

Q(St, at) ← (1− γt)Q(St, at) + γt

(
Rt(St, at) + β max

at+1∈At+1

Q(St+1, at+1)
)
,

(5.1)

where γt � γ(St, at) is the learning rate satisfying 0 < γt ≤ 1, and the

value function at each iteration stage is chosen to be the maximum Q

value, i.e., V ∗(St) = maxat∈At Q(St, at).
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