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ABSTRACT

| present the results of studies from two historically separatsfidlresearch:
heat related illness and human thermal comfort adaptation. My reseagctivelsj were:
(a) to analyze the relationships between climate and heat relatedityarbPhoenix,
Arizona and Chicago, lllinois; (b) explore possible linkages of human theom#brt
adaptation to heat-related illness; and (c) show possible beneftkadiocation
between the two fields of research. Previous climate and mortaidies discovered
regional patterns in summertime mortality in North America: lowdrot, southern cities
compared to more temperate cities. | examined heat related emergency<{pattheis
from these two geographically and climatically different cities. lyaed with local
weather conditions with 911 dispatches identified by responders as "#lasgtdrfrom
2001 to 2006 in Phoenix and 2003 through 2006 in Chicago. Both cities experienced a
rapid rise in heat-related dispatches with increasing temperatureeanohdex, but at
higher thresholds in Phoenix. Overall, Phoenix had almost two and half times more
heat-related dispatches than Chicago. However, Phoenix did not experelargeh
spikes of heat-related dispatches that occurred in Chicago. Thasgdisdggest a
resilience to heat-related iliness that may be linked to accliatiatizin Phoenix.

| also present results from a survey based outdoor human thermal comdort fiel
study in Phoenix to assess levels of local acclimatization. Prewsearch in outdoor
human thermal comfort in hot humid and temperate climates used similar-basexy
methodologies and found higher levels of thermal comfort (adaptation taHnmesat)
warmer climates than in cooler climates. The study presented ingbéstdtion found
outdoor thermal comfort thresholds and heat tolerance levels in Phoerikigieer than

previous studies from temperate climates more similar to ChicHgese differences
[



were then compared to the differences in weather conditions assodihtéeat-related
dispatches. The higher comfort thresholds in Phoenix were similealmt® the climate
differences associated with the upsurge in heat-related dispatcheseim»>Pand
Chicago. This suggests a link between heat related iliness anmdatadtion, and

illustrates potential for collaboration in research between the twa field
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CHAPTER 1: INTRODUCTION
Before attempting to express the sensible temperature in
degrees, on the Fahrenheit scale, we are forced to realize that no
two individuals are likely to agree very closely as to whether a
given condition of the atmosphere should be called hot or cold,
comfortable or uncomfortable. (Abbe' 1898)

In a typical year, high temperatures, often combined with high humidity, are
responsible for more deaths than all other weather events, such as tornad@sdsurr
and floods combined (NOAA 2007). Hundreds and sometimes thousands of deaths are
attributed to heat wave events, such the 1995 heat wave in Chicago and thea2003 he
wave in Europe. Weather conditions that in one location produce only a few hesd rel
deaths or ilinesses can produce huge spikes in other cities. Sewdddityrstudies such
as Curriero (2002) and Davis et al. (2003) document regional differences ireeumm
mortality which they partially attribute to "acclimatization"edearch has yet to quantify
“acclimatization” or explore linkages between human thermal comfoptatifans to
heat-related illness. This dissertation begins to address thalekigengap by
combining studies of heat-related illness and outdoor thermal comfotatidap
Exploration and quantification of acclimatization and possible linkagesatehiealth
outcomes may prove to be another important avenue of research towardsngiprov
future mitigation planning.

Heat-related Mortality and Morbidity

Prior to 1995, few heat-related mortality (HRM) studies appear irctaptsic
journals, and fewer yet are studies of heat-related illness (HRLgh heat related

illnesses impact many more people than heat-related deaths. Opastl2€ years,

HRM and HRI studies published in peer-reviewed journals have drarhatitakased —

! Cleveland Abbe, Meteorologist US Weather Bureau, Editor of Monthly Weather Review (1892
to 1909) and Director of the Cincinnati Observatory
1



reflecting the growing concern of the future health impacts of heglan@ations such
as the Intergovernmental Panel on Climate Change (Parry 2007), the Wdtld Hea
Organization (WHO 2003), U.S. Environmental Protection Agency (EPA 2012), and the
U.S. Center for Disease Control (CDC 2008) call for more researdites hnderstand
heat and its impacts on health, and the need to create plans to addressirhdteeand
demographic changes facing the world. These changes include, but anmgtedttt
(McGeehin and Mirabelli 2001; Luber and McGeehin 2008)

e increased heat from rapidly expanding urbanization

e an increasing elderly population, a vulnerable group

e regional warming due to climate change

Heat-related deaths and heat-related illnesses are largegnfable through
effective emergency plans based on local conditions that put peolk at itihess or
death (Kalkstein et al. 2009). Many more people are hit by heat-related iéind, as a
result, it provides a much larger data set than heat-related nyodtht, allowing for
finer scale analysis. However, heat-related mortality data stbheiee dominated the
literature until recently, when more HRI studies began to show up in taduite.

HRM and HRI research has focused on identification and quantification of a
range of factors that impact the heat-health relationship such as meattéions,
personal health conditions (e.g. heart and lung disorders), socioecoratusg Isbusing
stock, and connectedness to the community. Mortality studies (e.g. Cutrakra@?2,
Medina-Ramon and Schwartz 2007, Sheridan and Kalkstein 2010, Anderson and Bell
2011) found regional differences in mortality between hot, southern citiésrth
America and cooler northern cities: southern cities in North Americatdexperience
the summertime increase in deaths that occur in cooler more tempgéeatucther

north. Some of these studies attributed this to southern citiesi$ecraccess to air-
2



conditioning, the number one preventative of heat-related mortality andetfetatdr
illness, but they also point to “acclimatization as another factor.

Human Thermal Comfort

Human thermal comfort is not static, but dynamic and highly subjective,
impacted by not only physiological-climate conditions but also psycholdgictais,
such as a person's previous experiences and expectations, as wellastooad (de
Dear and Bragger 1998; de Dear and Bragger 2002; Hoppe 2002; Knez and Thorsson
2006; Lin et al. 2011). Perceptions of human comfort under extreme heat can vary
considerably and, as Abbe pointed out more than a century ago — “no two indigickia
likely to agree very closely” on the comfort of the environment they a@uatering.
Human thermal comfort is not only a physiological reaction to the surrounding
atmospheric environment, but is also a psychological reaction influencedtdnsfauch
as design (e.g. green versus concrete); previous experience, both short term and long
term; perceptions of the ability to control the environment; and amoum@fspent in
that environment. (Nikolopoulou and Steemers 2003; Thorsson et al. 2004). One
cannot, however, completely counteract the physiological impacts of Hibeve-
particularly in a place like Phoenix, Arizona, where heat is a constampiacoom for at
least five months of the year.

Efforts to create a single thermal comfort model or index that calicpreiman
thermal comfort go back almost a century to an index defined as Effectiyeelianre
(Gonzalez et al. 1974). Great strides were made in the 1960's and 1970's with the work
of P.O. Fanger (1972) and of Gagge, Stolwijk, Hardy (1967). Fanger's book “Thermal

Comfort" (1972) describes a series of equations that combine the environmental



variables (temperature, humidity, mean radiant tempefasirevelocity) with levels of
activity and clothing, which resulted in the comfort index known as PMV (ghextli
mean vote. PMV is in simple terms the mean comfort or thermal geneét group of
people on a seven point scale from +3 (hot) to -3 (cold) with 0 being neutral, derived
from a survey. The research of Gagge's team and that of Fanger usegtcupsllof
people, and a controlled climate chamber. These studies led to a seriesiohsdat
can identify human thermal comfort (HTC) with a version that became the indomathe
comfort standards adopted by ASHRAE (the American Society of Heatinigdtafing
and Air-Conditioning Engineers) and laid the groundwork for today's HTC models
(Janssen 1999). Gonzalez et al. (1974) published an improved version: Standard
Effective Temperature (SET). Much HTC research falls into tHaviiek of the
engineering and design of more comfortable buildings, cities and environments

Human thermal comfort can be estimated (calculated) by a number of models
producing different indexes commonly used in thermal comfort research: PMV;
Physiologically Equivalent Temperature (PET); SET (Standarc&tifeeTemperature);
OUTSET (outdoor standard effective temperature). Each model negw@sations in
the equations used to model/determine thermal comfort, but there are key raewitain
and human parameters that make up the human energy balance. The environmental
factors include air temperature, humidity, wind speed and solar radidtf@human
components include clothing worn and physical activity (metabolic. rate)

Hoppe (2002) states that while there are other definitions of HTC,dhethree
basic ways that it is defined: " the human energy balance when hesitdl@nd from the

human body are balanced and skin temperature and sweat rate are within & comfor

2 Mean Radiant Temperature (MRT) is an importantofain human thermal comfort or
energy budget. MRT is defined as the net balafhcadiant heat fluxes that are received (or lost)
by the human body when exposed to surroundingdwates.

4



range"; thermo-physiological “based on the firing of the thermaptec®in the skin and
hypothalamus"; and psychological — basically when the mind thinks you are tadvteéor
(Hoppe 2002).

During the late 1990s de Dear and Bragger (1998) reported on findings from an
ASHRAE study of 160 buildings around the world, and found that thermal comfort is not
static. They concluded HTC is not just the effect of physiologic paeasietit is also
largely influenced by psychological factors that can be impacted byaluliwrms and
expectations. Thus, they recommended that there should be investigatioarmfe/ar
indoor HTC thresholds. They suggest an "adaptive hypothesis" be useskfssmsant of
indoor human thermal comfort.

HTC research shows that comfort or acceptability can vary from indiviclua
individual and with circumstances. Thermal comfort is impacted by argers
experience, their expectations and their perceived ability to congiolenvironment (de
Dear and Bragger 1998; Hoppe 2002; Knez and Thorsson 2006; Lin, et al. 2010). HTC
research found that acceptability can vary in different environmetifigie same city,
such as between home and the office (Hwang et al. 2009). This variabiligrimal
comfort perceptions sparked increased interest in the thermal cadiiffiler¢nces —
particularly those between indoor and outdoor comfort levels.

Modification/improvement of the indoor thermal comfort thresholds to outdoor
environments led to the inclusion of complex radiation fluxes (Hoppe 1999)¢0 bet
assess outdoor human thermal comfort (OHTC). The thresholds and rangesout ¢
were adjusted to take into consideration the wider range of therm&drtoamd
established a set of "standard" thresholds for outdoor thermal comfododd&tuman
Thermal Comfort research can be divided into several categorie$, $pégnolo and de

Dear (2003) define as:



e Thermal comfort in the urban environment (e.g. urban structure ondesig
modification)
e Pedestrian comfort
¢ Human thermal comfort impacts in tourism
In 2000 the International Society of Biometeorology established a commigsion t
develop Universal Thermal Comfort Index “which takes into account atlhamesms of
heat exchange can be universally valid and can be applied to all slirakhtegions,
every season, every scale, and in general, every biometeorologicahtupliSB
2010). Their efforts produced a “Universal Thermal Comfort” index (Tapieith
defined thresholds that can be used for a variety of applications (¢zaras et al.
1999; Hoppe 1999).

Table 1. Universal Thermal Comfort Index. Temperature ranges fds lefve
human thermal stress (ISB Commission 6, 2010).

UTCI (°C) range Stress Category
above +46 extreme heat stress
+38 to +46 very strong heat stress
+32 to +38 strong heat stress
+26 to +32 moderate heat stress
+9 to +26 no thermal stress

+9to 0 slight cold stress

0to-13 moderate cold stress
-13to -27 strong cold stress
-27 to -40 very strong cold stress
below -40 extreme cold stress

Previous thermal comfort studies in arid regions document urban heat istahds
assess thermal comfort of urban design comfort or pedestrian comfort. duigrstudies
have been done at a microclimate scale of neighborhoods and urban canyons (e.g.

Pearlmutter et al. 1999; Toudert and Mayer 2003; Shashua-Bar and Hoffman 2003;
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Johansson 2006). Most used micrometeorological measurements to dissety
"thermal comfort” and found high levels of discomfort, and make recommenddtr
adaptation of urban design aimed at mitigation of heat storing elemehéstrban
structure to reduce the urban heat island and improve thermal comfoediestrians.
For example, the study by Pearlmutter et al. (1999) assessed thenmhaiten urban
canyons in hot and arid Israel and found that orientation of buildings to mexivinid
flow and reduce solar radiation impacts within the canyons can make a cabl&der
improvement in thermal conditions and comfort. However, all of these sindi¢id

climates use a “standard” outdoor thermal comfort range.

Documenting Thermal Comfort Adaptation: Survey-Based HTC Studies

Questions have been raised about the accuracy and adequacy of these standard
OHTC models modified from indoor comfort models or indexes (Spagnolo and de Dear
2003; Nikolopoulou et al. 2001). As a result, a new set of methodologies and research
developed, aimed at quantification of thermal comfort with threshplelsfec to outdoor
environments. This methodology includes a survey-based outdoor human thermal
comfort (OHTC) measurement that was adapted from the indoor thesmédre
research of Fanger. Though not yet used in many places, researchers havetédcume
variability in levels of thermal acceptance and preferencewveraegeographically and
climatically different areas of the world, noting particularly thamfort thresholds are
higher in populations of warmer climates (e.g. Spagnolo and de Dear 2003; Hwlang a
Lin 2007; Lin and Matzarakis 2008). This then raises a possible issue wittathe
comfort studies such as the previously mentioned urban canyon/design in arid
environments. These studies used standard thermal comfort ranges¢habtyet

tested and verified for possible local thermal comfort adaptation. Weke studies are
7



useful in comparing comfort of urban design differences between locabsitesse of
other geographic-climate regions, they may be limited in that thgynotsaccurately
reflect the thermal comfort sensations of the local population.

The research of Lin and Matzarakis (2008) compares the traditionaktherm
comfort ranges in Taiwan to those they define as central/western Eurapan$aipper
(heat) thresholds were found to be higher than those of central-westepe Ediaiwan's
climate is sub-tropical with an average maximum temperatus8°af in July —
considerably cooler than Phoenix where the average maximum températuleis
41.4°C (106.6°F) (NOAA 2011). The studies done in Sydney, Australia (Spagnolo and
de Dear 2003) and in central Taiwan (Hwang and Lin 2007) were in the fielobosh
climate”.

There are several other, not yet published, studies underway to assess
acclimatization in other localities: Australia (Margaret Loughnarsqual
communication 2011) and in the Negev area of Israel (David Pearlmutter, persona
communication 2011). Israel's climate is hot and dry but not as extreivet aé
Phoenix. Survey-based thermal comfort adaptation studies like thosevenTand
Australia have not been done in a climate such as Phoenix's, and levels of therma
comfort adaptation may prove to be even higher in Phoenix than those iniaustral
Taiwan, or Israel.

To my knowledge, survey-based research of human thermal comfort amaptati
has not yet been applied to human health impacts. However, this type offreseddc
prove valuable in understanding some of the differences that are occardfRiM and
HRI as well as in estimating current and future impacts of heat. Int¢h£9a0s, the
criteria used by the National Weather Service (NWS) to issue heagihggmwere quite

simple, using predicted temperatures or temperature and humidity fdeettad were
8



relatively uniformly applied in most locations throughout the United StBt@#\A

2005). Since that time, the NWS and researchers in climate and healthdoayezed
the need for more accurate criteria to set warning levels thbaaeel on local climate
conditions. Working with local governmental emergency response personnel, more
advanced Heat Health Watch and Warning Systems (HHWWS) are slowly being
implemented across the United States (NOAA 2005; Kalkstein et al..2008)results
from the heat-related iliness studies in Phoenix and Chicago contaiés dissertation
were used to assist in the improvement of the emergency responsia planse two
cities and in all likelihood have helped save lives (Jay Golden, persamahunication
e-mail April 24, 2011). Adding outdoor human thermal comfort studies could prove to
be an important additional layer of analysis that could be applied timaiogg
improvement to local HHWWS.

The dissertation format is four journal articles with an introduction and
conclusion that contextualize the research with both previous researchuarddsearch
needs. There are four main chapters, which are first or co-authorigghlopgpers
submitted to and, in some cases, accepted and published in peer-reviewdsl. journa

Chapter 2 is a co-authored study of climate and 911 heat-related emergency
dispatch data for Phoenix, Arizona (co-authors J.S. Golden, A. Brazel, G. Luber and P.
Phelan — see Golden et al. 2008): The HRD data are from 2001 through 2006. It
includes a statistical analysis of the HRD for climate conditibaisttigger increases or
spikes in the 911 calls. | was second author, working in conjunction with ketrexa
co-authors, though | was responsible for more than 2/3 of the research - anch@erf
(and wrote) the climate and spatial analyses sections. This chagt@ublished in the

International Journal of Biometeorology in 2008.



Chapter 3 presents an even more detailed climate study of HRD and climate, but
for data from Chicago, lllinois, USA. It uses a four-year data set ofrbkeaed 911
emergency dispatches from 2003 through 2006. This is a first authored papsrgulibli
in January 2012 in the International Journal of Biometeorology (co-auth@slden, C.
Sister; W-C Chung, and A. Brazel; see Hartz et al. 2011).

Chapter 4 is a comparison study of climate and HRD between Phoenix, Arizona,
and Chicago, lllinois. It used HRD and climate data sets from 2003 through 2006. It was
submitted to the International Journal of Biometeorology in JarR@kg2 and is currently
under review and co-authored with A. Brazel and J. Golden.

Chapter 5 is the results of a survey-based outdoor human thermal comfort study
for Phoenix, Arizona. It uses survey-based methodology adapted from Spagnolo and de
Dear (2003) and Hwang and Lin (2007). There were 714 surveys taken while concurrent
microclimate measurements were recorded during spring, summer apfd2f@1l0. The
survey went through the IRB process (Internal Review Board) at Arizotea Sta
University. A copy of the IRB decisions and survey are included in the appe((skee
Appendices A and B).

There is a short concluding chapter that brings together a summary dkihe H
and the OHTC study for Phoenix. | evaluate the contributions made to both the heat
related mortality and morbidity field, as well as the OHTC field, and theesa the

contributions made through the combining of these two sets of methodologies.
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Chapter 2
A BIOMETEOROLOGY STUDY OF CLIMATE AND HEAT-RELATED
MORBIDITY IN PHOENIX FROM 2001 TO 2006
Golden, J. S., D. Hartz, A. Brazel, G. Luber, and P. Phelan. (2008) A biometeorology
study of climate and heat-related morbidity in Phoenix from 2001 to 2006. Interhationa
Journal of Biometeorology 52 (6):471-480.
Abstract

Heat waves kill more people in the United States than hurricanes, teshado
earthquakes, and floods combined. Recently, international attentissetbon the
linkages and impacts of human health vulnerability to urban climate wiesteYi
Europe experienced over 30,000 excess deaths during the heat waves of the summer of
2003(Kosatsky2005) —surpassing the 1995 heat wave in Chicago, lllinois, that killed
739. While Europe dealt with heat waves, in the United States, Phoenix, Arizona
established a new all-time high minimum temperature for the region on Julyd3 20
low temperature of 35.5°C (96°F) was recorded, breaking the previdimalkigh
minimum temperature record of 33.8°C (93°F). While an extensivatlite on heat-
related mortality exists, greater understanding of influences ofdledtd morbidity is
needed due to climate change and rapid urbanization influences. We undertook an
analysis of 6 years (2001- 2006) of heat-related dispatches through the Pimeenix F
Department regional dispatch center to examine temporal, cliavatiother non-spatial
influences contributing to high-heat-related medical dispatch evEmdindings
identified that there were no significant variations in day-of-wdisgatch events. The
greatest incidence of heat-related medical dispatches occetveedn the times of peak

solar irradiance and maximum diurnal temperature, and during times of elevatad
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comfort indices (combined temperature and relative humidity).

Introduction

Concerns regarding system interactions and complexities between djimladé c
change and human health vulnerability are increasing significantlyn®Redee summer
of 2003 brought international focus on the linkages and impacts of human health
vulnerability to climate change not at the global scale but ratllee airban scale.
Western Europe experienced over 30,000 excess deaths during the heat waves of t
summer of 2003 (Kosatsky 2005)—surpassing the 1995 heat wave in Chicago, lllinois,
that killed 739 (Shrader-Frechette 2002; Kalkstein and Greene 1997).

Concurrent with the European heat waves, in the United States, Phoenix, Arizona,
established a new all-time high minimum temperature for the region on Julyds, 20

The low temperature of 35.5°C (96°F) was recorded, breaking the predfivinse high
minimum temperature record of 33.8°C (93°F) which was set on June 27 1990, July 20,
1989 and July 14, 2003. In the US, heat waves kill more people than hurricanes,
tornadoes, earthquakes, and floods combined (Klinenberg1999; NOAA 2007a).

A strong volume of literature exists concerning the system dynamieabf h
waves and the urban heat islands in regards to sustainable developmeeih @RAI4;
Golden et al. 2006) including heat-related mortality (Centers for g@astrol 1995;
Semenza et al. 1996; Kalkstein et al. 1996). This paper is focused on heat-rela
morbidity and is the result of a joint research effort by theddatiCenter of Excellence
on SMART Innovations for Urban Climate and Energy at Arizona State University
(NCE) and the National Center for Environmental Health at the Ceptelbsdease
Control and Prevention (CDC). The NCE in partnership with the CDC is akdegt

studies of multiple urban regions to increase understanding of how cth@atge,
12



including heat waves and electricity blackouts, influence human health viiliterabis
project examines findings from 6 years of emergency response disgatcheat-related
health incidents in the Phoenix metropolitan region. These fire/Esffatdhes were
tracked and analyzed in comparison to meteorological conditions including dnesst w

and National Weather Service Heat Advisory Warnings.

Region of study

Phoenix, Arizona, was selected as the region of study. A Centers for Disease
Control (Centers for Disease Control and Prevention 2005) study reved|dtbtna
1979 to 2002, a total of 4,780 heat-related deaths in the US resulted from weather
conditions and that, from 1993 to 2002, the total incidence of such deaths was three to
seven times greater in Arizona than in the US overall. Additionally, beemtentieth
century, average annual temperatures in the arid subtropical Phoeaixiregeased
1.7°C (3.1°F) (Brazel et al. 2000). However, the urban portions of the temyen
realized mean annual temperature increases of 4.2°C (7.6°F), a taeedirhes the
total regional mean increase representing the pronounced influencebaflthe
environment (Fig. 1).

The setting, Phoenix, Arizona (elevation 345.9 m, 3228, 112°014"W) was
incorporated in 1881 and is one of the nation's fastest growing cities andrgéhtlan
population (1,475,834 as of September 1, 2005 (U.S. Census 2007). Geographically the
city is over 1,295 km2 (500 square miles) and larger than the City of Los Anfjees.
Phoenix Fire Department 911 call center dispatches for the majoritg oégional fire
departments. Maricopa County, the regional jurisdiction containing thie@fIPhoenix,

has a population of approximately 3.6 million (U.S. Census 2007) and a land area of
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Annual Minimum Temperatures
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Fig 1. Annual Minimum Temperatures: Graph shows annual minimum temgeiratur
Phoenix and nearby rural weather station at Casa Grande National Monuifhént (le
axis). The (exponential) trend line shows the rising population in Phbetvizeen 1945
and 2005 (right Y axis).

23,836 km (9,203 square miles). It is the fourth most populous county in the nation, and
is home to more people than 21 states and the District of Columbia. Thectiorsli
located within Maricopa County and dispatched by Phoenix Fire include Tempe,
Chandler, Scottsdale (added in 2005), Glendale, Surprise, Buckeye, Tollestm, Peo
Paradise Valley, Guadalupe and Goodyear. Phoenix Fire does not dispatch for ttie C
Mesa, Arizona, which is located only 9.5 km (6 miles) from the Phoenix bordea. Mes
with a population of 452,000 is larger than (or similar in population to) Migaki
Cincinnati, Pittsburgh, PA; St. Louis, MO; Atlanta, GA; and Minneapoli, M
Therefore, heat-related dispatches by the Mesa Fire Departmeiat émeluded within

this research, but should be considered in regards to the totality of la¢ed-impacts

for the region.
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Materials and Methods

Climate data used in this study are from the National Weather Sé&wiomated
Surface Observing System located at Sky Harbor International AirpBttaenix. Daily
normal temperature data were obtained from the National Weather S&wilye
maximum and minimum temperature data were acquired from the National &Chatzt
Center. Hourly temperature, dew point and relative humidity, and cloud cover data wer
provided by the Arizona Office of Climatology. Solar radiation data were @zhfrom
the Maricopa County Flood Control District's Durango weather statiotréé&hoenix).
To correspond to the daily normal temperature data, the 30-year avehagkedgoint
“normal” was calculated using the hourly dew point temperature data fronrydnua
1971 through December 31, 2000 (which had <0.02% missing data points).

We examined the Heat Index (HI) as a possible explanation for annualcesria
The heat index, also known as the “apparent temperature,” is an index comneahbyus
the US National Weather Service and incorporates temperature witherélamidity to
estimate the "feels like" temperature. Daily HI was caledaising hourly temperature
and relative humidity data from 1500 hours Local Standard Time (LST). For our human
comfort index we use the model called OUTCOMES—OUTdoor COMfort Expert
System (Heisler and Wang 2002)—that estimates the energy budget of aaaflindr
person using weather data and a site's surrounding radiative and thevirahmental
fluxes based upon inputs such as a site's vegetation, landscaping, shstlgemearby
buildings and ground cover, etc. In addition to producing an estimate of energy in watts
per square meter, OUTCOMES also produces a level of comfort ranging fromdar col
too hot which, in effect, is a function of a rational vote among a group of peoplt dras
past comfort research (e.g., Brown and Gillespie 1995). We used this moaleddoéc

allows for incorporation of the many elements encountered at a gieen sit
15



The OUTCOMES model uses inputs for air temperature, wind speed, humidity,
solar radiation, pre-specified shading objects, reflectivity of the growhdearby
objects, the sky view, tree and building cover of the site and clothing and hutinéxy. ac
For our daily human comfort estimates we used temperature and relatidthumi
records from 1500 hours LST. The diurnal human comfort estimations used a mean
hourly temperature and humidity calculated from hourly temperature katidae
humidity using all of the data from June and July, 2001-2006. Solar radiation
measurements were measured on a typical clear day in June 2006 from &Ptenat
weather station. While we used actual measured climate variabléslwot attempt to
include variables for the multiplicity of sites likely encounteaeross the metropolitan
area where Heat-related Dispatches (HRD) were encounteredwilttbe explored in-
depth in future research. For our study, we chose input variables for OMES to
produce a site more representative of a harsh site—conditions that ikelylgpfoduce
circumstances more taxing to a person and more likely to produce a h emehgeuisy
included sky object: concrete uncolored building; Ground Cover: concretetettol
Sky View of 50%; upwind cover of 50%; Pollution: fairly polluted; Activisganding or;
walking slowly; clothing: T-Shirt, short pants, running shoes. In addition, waiezd
regional climatic and fire department HRD in comparison to the Natioredr@zand
Atmospheric Administration's (NOAA) National Weather Service ®)Wxcessive heat
products which are developed to provide advance notice of excessive mat €hese
products are issued based on a single heat index value, derived from teragmrdt
humidity, originated by Steadman (1979):

e Excessive Heat Outlook: used when the potential exists for an exclesaive

event to develop in the next 3— 7 days
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o Excessive Heat Watch: used when conditions are favorable for an egcessi
heat event to develop in the next 12— 48 hours

o Excessive Heat Warning: used when an excessive heat event is occurring,
imminent, or has a high probability of occurrence in the next 36 hours and
poses a threat to life and property

o Heat Advisory: used when a heat event is occurring, imminent, or has a high
probability of occurrence in the next 36 hours and causes significant

inconvenience and, if caution is not exercised, could become life threateni

Results

We found that similar to HRD calls declining in 2002 and 2004, there is a
corresponding relative decline in the mean summer heat index for thoséFygazs).
And, as calls for service increase in 2003, 2005 and 2006, there is a corresponding

increase in the mean summer Heat Index.

Annual Distribution

For the study period of 2001-2006, there was an overall increase in the number
of HRD by the regional dispatch center (Fig. 2a). A small portion of theaserer
emergency services is attributable to the population increase ofjtbe.rAccording to
the U.S. Census (2007), the Phoenix metropolitan area had an increase of 787,306
persons from April 1, 2000 to July 1, 2006, placing it as one of the top 5 highest
numerical population growth regions in the United States. The City of Galettsvhich
had a private subscription fire and medial service provider (RurabMetrganized its
own municipal fire department on July 1, 2005 with dispatch services beinfgtradgo

the Phoenix Fire Regional dispatch center at the same time. Howeretedsn the
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results, the annual total of HRD calls for service varied betweean.y@alls for service
dropped from 785 (2001) to 650 (2002) and then increased to 897 (2003) and declined
again to 788 calls (2004). The number spiked to 1,261 calls (2005) and somewleat level

to 1,264 calls in 2006.

Monthly Distribution

The monthly distribution of HRD events peaks in July as presented in Fig. 2b.
This is consistent throughout the 6-year study. Analysis of monthly dew paint a
maximum temperatures for the Phoenix region (Table 2) provides arpidtfo
understand this monthly dynamic. For the study period, the month of July had both the
highest maximum temperature of 41.8°C (107.2°F) and dew point of 12.8°C (55.1°F).
Although June had the second highest average maximum temperaturepien dkeof
40.8°C (105.4°F) as compared to August with the third-highest average maximu
temperature of 40.2°C (104.3°F), it was August with the second-highest nainbe
dispatch calls. This is potentially due to August having a higher aveleg point of
12.7°C (54.8°F) than June with 9.9°C (49.9°F). Further discussion of aeysafitomn
normal temperatures and the human comfort index are presented later ipéhnis pa

As would be expected, there was a strong seasonality to the data, with summer
having the overwhelming number of calls, though a few HRD were made during winter
months. We arbitrarily established a threshold of >5 HRD's/day ahdiRD day.
There were 45 days with high HRD in 2001, 44 in 2002, 62 in 2003, 48 in 2004, 79 in
2005 and 95 in 2006. The majority of high HRD days had maximum temperatures
considerably higher than normal. This is particularly the case duringahths of May
and June where the temperatures average about 7.2°C (13°F) higher thaln @ar

days with higher dew points, the ambient temperatures were higher thar, foortnasly
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about 3.3°C (6°F) higher. The 2006 summer season was particularly active in h
emergency calls in both overall numbers and single day counts—with Julg 2Rlgr24
having 34 and 32 calls, respectively. For this reason, we have examined thisrsamm
detail. The urban climate variability section provides furthelyaisin regards to

variance in the dispatch events.

Day of week and diurnal trends

For 2006, the average daily number of h medical dispatch calls was 3.47 calls per
day. However, for the months of May—August 2006, the average HRD were 9.12 per day.
Two days had 30+ related medical calls (22 and 24 July, 2006) with 7 days throughout
the period with over 20 dispatch events. The distribution of fire departmeataliss is
fairly evenly distributed throughout the week for the years 2001- 2006 (Fig. 2c)
Saturdays have the highest cumulative total which might be attributeglaieigoutdoor
activities of residents, in combination with outdoor job and work-relsitadtions, while
Sundays are the lowest day for dispatches, perhaps reflecting aordudioth outdoor
job-related activities or recreational activities, or both. Wihitge was no day of week
bias, the data do occasionally show an increase in calls associatednantiersholidays.
The Fourth of July holiday impacts HRD the most, with 4 of 6 years showing largs spik
in calls (Table 3). A few Memorial Day and Labor Day holiday weekends latso s

spikes in HRD, but of a lesser magnitude.
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Fig 2. Heat-related Dispatches in Phoenix 2001 to 2006. a) Totaklesat
dispatches and summer mean heat index by year b) Monthly distribution o laéed-r
dispatch calls c) Day of week distribution of heat-related dispatches
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Table 2. Percentage of HRD with monthly means for dew point and maximum
temperatures compared to "normal” monthly means for Phoenix, Arizona.

1971-2000
Percent 2001-2006 1971-2000 2001'—2006 average
of ; normal maximum .
dew point . maximum
HRD dew point temperature
temperature
% °C °F °C °F °C °F °C °F
Jan 0.2 -0.1 319 0.6 331 20.2 68.3 18.3 65
Feb 0.1 09 336 0.8 334 21.0 69.8 208 694
Mar 1.8 24 364 14 345 25.2 77.3 235 743
Apr 2.9 42 395 04 327 29.4 849 283 83
May 10.7 7.1 447 22 359 36.0 96.8 33.3 919
Jun 17.7 99 499 43 39.7 40.8 1054 389 102
Jul 33.3 128 55.1 13.1 55.6 41.8 107.2 40.1 104.2
Aug 21.6 127 54.8 14.8 58.7 40.2 104.3 39.1 1024
Sep 9.1 10.7 513 116 52.8 38.3 101 363 974
Oct 2.2 6.6 43.8 6.2 43.2 31.8 89.2 302 864
Nov 0.3 2.2 36 19 355 24.6 76.3 229 733
Dec 01 -0.1 319 0.6 331 19.1 66.3 18.3 65

Table 3. Fourth of July HRD. Four of 6 years (shown in bold italics) expegean

increase in calls

Day of Temp Temp Heat Heat
Year Date Calls Week °F °C Index °F  Index °C
2001 July 3 34 Tuesday 114  45.6 109.3 42.9
July 4 20 Wednesday 108 422 109.9 43.3
July 5 4 Thursday 98 36.7 98.3 36.8
2002 July 3 2 Wednesday 107 417 103.9 39.9
July 4 11 Thursday 107 417 99.8 37.7
July 5 4 Friday 108 42.2 99.3 37.4
2003 July 3 10 Thursday 110 433 103.8 39.9
July 4 26 Friday 113 45.0 104.6 40.4
July 5 3 Saturday 111 439 104.9 40.5
2004 July 3 6 Saturday 105 40.6 95.4 35.2
July 4 5 Sunday 103 394 94.1 34.5
July 5 4 Monday 107 417 98.4 36.9
2005 July 2 3 Saturday 111 439 102.3 39.1
July 3 10 Sunday 109 4238 101.7 38.7
July 4 9 Monday 108 422 101.7 38.7
July 5 9 Tuesday 109 428 104.6 40.4
2006 July 3 8 Monday 106 411 105.3 40.7
July 4 22 Tuesday 106 411 106.0 41.1
July 5 1 Wednesday 96 35.6 85.7 29.8
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Diurnal variability is an important factor for local and regionarazies
developing daily resource allocation and capacity. When evaluating ttegeadurnal
distribution of HRD, we examined the influence of ambient temperatuterag&d from
the National Weather Service station at Phoenix Sky Harbor Intemah#irport as well
as solar incidence. Figure 3a shows the peak dispatch time falls eelpgbeak solar
radiance and maximum ambient temperature, and this was consistent fdayvaakl
weekend dispatches.

Examining the solar radiation of a typical mid-June day with the hourly
distribution of HRD shows that HRD is lowest at 0600 to 0700 hours LST and reaches
the maximum at 1600 hours, about an hour prior to the maximum temperature. Solar
radiation maximizes at about 1200 hours—indicating a two to three hoiartlag HRD
after solar maximum, but generally preceding the diurnal maximum tetape(Bgig.
3a). We examined the diurnal range of human comfort using the OUTCOMES wodel f
an "average" day and compared our results to HRD. An average day wasatedst
using hourly temperature and humidity for June, July and August, 2001—2006,
aggregated into hourly means. During the summer months, by 10:00 LST the
OUTCOMES comfort index reaches the level that produces a "hess starning” in its
output. OUTCOMES, which is an index that incorporates temperature, humidéy, sol
radiation, shade (or lack thereof) and activity level, produced a sipaiteern to the
hourly totals for HRD. Both peak in mid-afternoon when human comfort is greisgest

discomfort level (Fig.3b).
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Fig 3. Daily HRD patterns 2001 to 2006. Circles are total HRD by hour of occurrence
open squares are mean temperature (°C) diamonds are solar radiatiépgii@/solid
squares are for predicted thermal comfort in Aésicalculated using OUTCOMES. a)
Diurnal variability of heat-related dispatches for 2001-2006 in Phoerizom, in
relationship with solar radiance and ambient temperature. b) Hetgereispatches in
comparison to mean temperature and human comfort (2001-2006) Horizontal line is the
threshold at which OUTCOMES produces a heat stress warning.
Urban climate role in heat dispatches

There were 361 high HRD days in 2001—2006. All but 2 days had maximum
temperatures higher than normal. The mean normal maximum temperathesoB61
high HRD days would be expected to be 38.7°C (101.6°F), but the actual measured
maximum temperature for high HRD days averaged 41.5°C (106.7°F). To increase
understanding of how climate variability impacts HRD, we examined dew point,
maximum temperature, the heat index and departure from normal maximueraemg
in relation to dispatch events for the period of April 1 to September 30, 2006 @jable
On average, May and June had considerably warmer monthly mean tengsdostur
3.3°C (6.0°F) and 3.0°C (5.4°F) than normal. May had much drier than normal dew
points averaging 3.1°C (5.5F) lower than normal, while June was nearly normal. Jul

experienced both warmer temperatures and higher dew points. August'sateneseaind

dew points were close to normal. A comparison between HRD and deviations
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normal for maximum temperatures and dew points for the period of Mgust 2006

are shown in Fig. 4.

Table 4. 2006 Monthly Mean Number of HRD with Mean Temperature andFDew
Deviation From Normal

Maximum Dew point
Mean temperature: deviation
number deviation from
of HRD from normal normal
calls (°C) (°F) °C) (°F)
April 1.2 1.0 1.9 -20 -26
May 4.2 3.4 6.0 -25 =55
June 9.2 3.0 5.4 0.9 0.2
July 145 14 2.5 0.5 2.7
August 8.6 0.3 0.6 1.1 0.4
September 2.7 -0.5 -0.8 -5.0 -43
Average(Apr — 2.6 15 -17 08 6.8
Sept)

Increases in temperature and/or dew point alone do not initiateexlenRID
events as evidenced by days with high dew point and low dispatch evenisil{le2606)
and days with elevated dispatch events but lower than normal dew palatg 20,
2006). Similarly, maximum temperature alone does not provide a direcvmelaip as
evident on May 15. However, due to the relatively low dew points during Phoenix's
summer season, most days' heat indices were lower than the rdesambrent air
temperature. Regression analyses of HRD to daily mean, maximum aneumini

temperature, dew point and heat index show the strongest correlatienhteet index.
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The numbers of HRD for summer of 2006 were then grouped into five
categories: 1 to 4 calls; 5to 9; 10 to 14; 15 to 20; and 21+ calls. Data for theSb00 L
heat index were categorized for mean heat index, minimum heat index, and maximum
heat index for the days within the categories. The categories Wigh aumber of HRD
show a high, direct linear relationship to the mean heat index (Fig. ®n &xecasts of
a mid-afternoon heat index for a day, it should to be possible to antithpatelative
magnitude of expected calls of HRD within one of these categoried baghe records
thus far. Deviation within a category may be further explained by otheclimoatic

factors, such as holidays, etc.

Results in Regards to Human Health Heat Warnings
During 2006, the National Weather Service issued for Phoenix a handful of
warnings and advisories:
o Four Heat Advisory days: June 13, June 25, July 15 and July 23
e Three Excessive Heat days: July 14, July 21 and July 22
The two days with the highest number of high heat-related respiunseg
2001-2006 occurred during July 2006. July 22, 2006 had an excessive heat advisory and
July 24, 2006 was a day following a heat advisory warning. As can be seen in Table 5,
of the warning advisory dates have "high" HRD—only June 13 is belowehe of 9
calls for summer. Notice the heat index for June 13 is considerably Higimethie
average for the previous three days. The July 15 heat index istlamethe previous
three -day means.
An additional evaluation criterion is the volume of HRD prior to and following a
NWS heat event. Specifically, we evaluated the three days priorraedddys post

either a Heat Warning or Heat Advisory date for 2006. Table 5 showsth# dhys
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when the National Weather Service issued Heat Advisories or Warngtgsumhigh
HRD criteria. However, only June 15 and July 22 (the day with the highest 6tRbef
season) did not have at least one other day either prior to or subsedghent of
advisory/warning with a higher number of HRD. Of the seven Heat Warnihgsdry
days issued by the NWS for 2006, three days had at least one day with anbigber
of HRD occurring during the three days prior to the NWS event, anddhysehad at

least one day with a higher number of HRD subsequent to the event.

Mean Heat Index (1500 LST) with Grouped
Heat Related Dispatches (April - Sept 2006)

450
© 400
3
o
£
W 35.0
[+7]
’ ] I I

30.0

1-4 5-9 10-14  15-20 21+
Number of Calls

Fig 5. Heat-related Dispatches to Mean Heat Index : April-September 2006

Discussion

McGeehin and Mirabelli (2001) presented an overview of health impacts from
extended heat events (heat waves). Their identification of odsgaps and future
research needs included a call for further research in quantifyiicty weather
parameters are important in the relationship between heat endrtieath. This
includes increased understanding of the relationship of heat and morblditi,ig/the
focus of this paper. Our research effort attempts to build upon prior hatterel
surveillance research, primarily of hospital data by Leonardi et al. (2@@8)rangelo et

al. (2006); Michelozzi et al. (2006) and Schwartz et al. (2004), by analyzingedica
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and emergency medical technician emergency dispatch data spediataelated
emergencies in Phoenix.

The findings of our research indicate that high Heat Index, a combination of
humidity and temperature, had the highest statistical correlation ttoehaizd
dispatches. Exceedances from the expected normal temperatures werst@ngry
influence as well for dispatch events. Diurnally, calls for servieevkighest post
highest solar radiance (1300 hours) occurring greatest at 1400-1600 hours

In addition, we find that our results add to work completed by Sheridan (2006)
that analyzed municipal heat warning system efficacy in Phoenix and thezeéNairth
American cities (Dayton, Philadelphia and Toronto). As presented ind&herfindings,
the City of Phoenix has no official heat mitigation plan, yet this rebeadicates that
the impacts of the large volume of heat-related health emergeteyneatssarily taps
multiple financial and manpower resources of the local government as
Table 5. Heat Index and Heat-Related Dispatches Three Daysdraitdt Three Days
Following a Heat Warning / Heat Advisory Event: Phoenix, Arizona, 2006e @fdteat
warning or advisory and the number of HRD and heat index on that date with thgeaver

heat index for the previous three days, and number of HRD for the three idays pnd
following the advisory or warning.

Heat- Heat Mﬁlan #/I(?;Ins #calls # calls for 3
Date related Index previous Subsequent

Dispatches (HI) 3 days 3 days 3 days days

prior  prior

Heat June 13 7 101.1 97.6 5 57,4 7,7,3
Advisory  June 25 14 105.6 1015 9 11,9,7 14, 14, 8
Event July 15 13 106.1 108.4 23 22,24,22 7,20,23

July 23 26" 107.1 108.7 23 9, 27,34 32.13,9
Heat July 14 2 109.0 106.9 22 20,22,24 13,7,20
Warning  July 21 27 111.2 106.9 16 23,17,9, 34,26, 32
Event July 22 34 108.7 108.0 18 17,9,27 26,32,13

° At least 1 day with a higher number of HRD prior warning eVeatdeast 1 day with
a higher HRD 3 days subsequent warning event
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well as other local resources. However, in May 2006, The Arizona DegarohHealth
Services Division of Public Health Preparedness, Division of BehavieathHServices,
Division of Licensing, Maricopa County Department of Emergency Manageament
City of Phoenix Emergency Management Office began working togetheatdigista
statewide Heat Emergency Response Plan. This plan seeks to ittentifyes and
responsibilities of the state, county, city and other responsible ageaod to establish a
response upon the issuance of heat warnings (ADHS 2006; City of Phoenix 2006).
Because the Phoenix region exhibits two distinct summer time clined¢ested
temperatures and low humidity, and elevated temperatures with high huchidriyg the
'monsoon’), we were able to examine how urban climate variabilibemies human
health vulnerability. The findings indicate that the heat index (hebhamidity)
significantly drives the calls for service, and oppressive heat jwitmary driver of calls
for service. Additionally, there is a lag for heat-related emesgeaits as compared to
maximum solar radiation, with a maximum lag of 3 hours. While therttlesvariation
in day-of-week calls, Sunday is historically the lowest day for callerefce, but
traditional outdoor holidays such as Independence Day (Fourth of July) aneindeek
days preceding these holidays often show an above average number of saligiter
Our use of the OUTCOMES model suggests that a more comprehensive index,
rather than relying on simply temperature or even the temperatureityuh@at index,
could be of considerable value for identifying probable days or times obdaycfeases
in HRD. Our future plans to study the urban morphology in local pockets with high
incidences of HRD, used in conjunction with a model such as OUTCOMES, could
expand our ability to spatially predict vulnerability. Identificationeshporal patterns,
and eventually spatial patterns, will assist considerably in emergespgnse planning

for capacity and geographical distribution of personnel and resources.
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During the summer of 2006, the summer with the largest number of calls, only
seven heat warnings or advisories were issued, yet many days in the Pheeehixvar
extreme climatic conditions. It is unclear whether or not heat warniage endifference
in the number of HRD. Our study shows that some of our highest days of HRD are on
days with heat warnings, but many days without heat warnings also had \reryRiy
In Sheridan's (2006) study, of the four cities, nine out of ten respondents ktiew of
issuance of heat warnings. However, Phoenix respondents were theitoagjssting to
the hot weather (35%), potentially due to the relatively high number of daysexfsére
heat in the region. The local National Weather Service persommnelagntinuously
adjusting the parameters for issuing heat warnings and advisories ttheristgdy period.
This suggests that one possible need is for local government to underth&edunelysis
of calls for service in relationship to urban morphology and climate to prowde
specific and localized warnings.

Additionally, electricity blackouts and prolonged interruptions are highly
relevant and can be even more problematic for policy makers in develbpime
emergency response planning and resource allocations for manpower anceaguiysm
urban regions continue to grow, greater stress will be placed on exidtaxgjriucture.
As recently as August 14, 2003, the United States and Canada experiencegbtte lar
blackout ever, when more than 61,800 MW of electrical load was lost, causieg po
disruption to an estimated 50 million people. In Phoenix, a large transformer fir
occurred on July 4, 2004 at the Arizona Public Service Westwing Substatiamycaus
significant blackout (North American Electric Reliability Cour#906). However, the
replacement transformer had to be trucked in from the State of Washingtoid and d
arrive until July 31, 2004. Significant conservation measures had to be impéehaes

the maximum electric power that could be delivered within the Valleyresudt of the
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fire was a range of 10,000-10,200 MW, while the forecasted summer peak was at 10,300
MW (Arizona Public Service 2004). The Westwing Substation, which serbiui

Tucson and the Valley, operated at one-third capacity, creating the threfingf

blackouts throughout Greater Phoenix. As presented in Fig. 6, the heat-netatieal

calls are greatest at the same time as maximum demand foic#jetirsupport human
adaptation through mechanical cooling (California Energy Commission 20014, any
interruption of service, both during a short-term heat wave event, or during &terrge

event, increases exposure and vulnerability to heat-related morbidity.

Peak Electricity Demand and
Human Health Vulnerability for 2003 in the
Metropolitan Phoenix, Arizona Region
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Fig 6. Peak Electricity Demand Compared to the Heat Related Disp&ici2€03
(Phoenix, 2003)

Further research should be undertaken as comparative analyses fonaytver
urban areas in varied geographies. Additionally, this research wouldi@ratiase layer
to explore linkages with urban morphology through remote sensing as well as shape
layers of socio-economic influences. Thus, we are currently develagiog-{up
analysis of the cities of Chicago, London and Phoenix as well as linkagessdbcall

service with any interruptions / outages of electricity.
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Chapter 3

CLIMATE AND HEAT-RELATED EMERGENCIES IN CHICAGO, ILLINOS (2003-

2006)

Hartz D, Golden J, Sister C, Chuang W-C, Brazel A (2011) Climate and heatrelat
emergencies in Chicago, Illinois (2003-2006). International Journal of
Biometeorology 56 (1):71-83

Abstract
Extreme heat events are responsible for more deaths in the Unitedi&tates

floods, hurricanes and tornados combined. Yet, highly publicized events ssineh a

2003 heat wave in Europe, which caused in excess of 35,000 deaths, and the Chicago

heat wave of 1995 that produced over 500 deaths, draw attention away from thessountl

thousands who, each year, fall victim to non-fatal health emergenciesnaisdak

directly attributed to heat. The health impact of heat waves and exdesahare well

known. Cities worldwide are seeking to better understand heat-relats$ds in

respect to the specifics of climate, social demographics and spatidiutions. This

information can support better preparation for heat-related enwrgéuations with

regards to planning for response capacity and placement of emergencgessma
personnel.

This study deals specifically with the relationship between clinratéhaat-
related dispatches (HRD, emergency 911 calls) in Chicago, lllinoiebat2003 and
2006. Itis part of a larger, more in-depth study that includes urban morphalbgy a
social factors that impact heat-related emergency dispatshirc&@hicago. The highest
occurrences of HRD are located in the central business dibtrtcire generally scattered
across the city. Though temperature can be a very good predictor of high HRD, hea

index is a better indicator. We determined temperature and heat inelstxallds for high
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HRD. We were also able to identify a lag in HRD as well as othetigins that
triggered higher (or lower) HRD than would typically be generated faethperature

and humidity levels, such as early afternoon rainfall and special events.

Introduction

Heat is the natural disaster that kills more people annually than anynathtrer
related natural disaster (NOAA 2007). The health impacts of high tempeeatents
such as the heat wave in Chicago in 1995 that killed 521 people (Klinenberg 2002) and
the European heat wave of 2003 which killed tens of thousands, primarilyes) aite
well known. The United Nations announced that in 2008 half the world's population
became urban, and is expected to reach sixty percent by 2030 (UNFPA 2007). This
highlights the need for accurate warning systems and effectiveatidaptesponse and
mitigation plans to avert the impacts of heat events. A growing bodtgm@tlire in both
climate and health journals is evidence of the concern and activity rofear&search
community worldwide (e.g. McGeehin and Mirabelli 2001; Kalkstein and Sni83@3;
Knowlton et al. 2009; Nakai et al.1999; Conti et al. 2005; Diaz et al. 2002; Tan et al
2007; Hutter et al. 2007; Fouillet et al. 2006; Nitschke et al. 2007)

Both health and climate journals publish studies that examine elanat socio-
economic factors associated with substantial increases in modiaditio heat events or
heat waves. Some studies use an interdisciplinary, epidemiologprabah that use
factors such as socio-economic status, pollution, and seasonality, alongmaite cl
variables, to help explain excess mortality under high heat conditionsn@eisal.

2009). Other researchers concentrate on climate conditions in seekingito bett
understand the thresholds for high mortality. Fewer studies focus on morbidity data

High heat events exacerbate many illnesses, such as cardiac and pukoadéions,
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and can put vulnerable populations such as the elderly and very young at high risk, which
can lead to premature death. However, many people, including healthy adult®ekust s
emergency room services due to high heat. Though not resulting in deathggkeat st
emergencies generate costs in terms of health care and emergpoogeesxpenditures.
This study examines the climate conditions associated with 911 emegdincy
data for “heat-related” emergency dispatches for the City ofa@hidor the years 2003
through 2006. It is part of a larger research project by the National Cékberaedlence
on SMART Innovations for Urban Climate & Energy (NCE), which assisted itiyeofC
Chicago in examining potential human health vulnerability to heat waves amdhaéia
islands. These studies include factors such as regional climatolbgy, morphology,
and socio-economic drivers, as well as adaptation, response and mitigatiegiesst
This biometeorology study builds upon prior works by the research team (Golden et a
2008) that evaluated 911 heat-related dispatch calls in the Phoenix, Awghora by
examining causative factor linkages of the heat with heat-redédpdiches. By using
Chicago's heat-related 911 calls, we can identify climatethtblds and conditions
associated with patterns of increased HRD calls in a differenatdiregime.
There is not uniformity in morbidity data; types of data used, how date@oged, and
in how they are analyzed. The handful of morbidity and heat studies that usermyerg
ambulance call (morbidity) data, utilize different types of emergdaty and methods,
for a variety of objectives (Dolney and Sheridan, 2006; Golden et al. 2008; &eesil
2009; Knowlton et al. 2009). Data can be actual emergency calls identifiada-
related” by emergency responders or medical personnel (Golden et al. 2(iBetBas
2009). In addition to emergency call data, Basil et al. (2009) also use emergency
department visits. In lieu of identified heat emergency calls, sorearogers also

utilize methods often seen in mortality and climate studies, whicbstirates gleaned
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from the increase in all emergency calls that occur during hot weatheat waves

(Dolney and Sheridan 2006, Weiskoff et al. 1992). Jones et al. (1982) and Knowlton et
al. (2009) used hospitalization and emergency room visits identified aslaat by
medical personnel.

There are also temporal differences in morbidity and heat studiredarSo this
study, the Golden et al. (2008) Phoenix, Arizona study examines the entire wathemw
season and specific heat wave periods. Many studies are not comprereasivals
examinations of heat-related morbidity, but focus upon specific perioaifiiie as
“heat waves” (e.g. three consecutive days with maximum temperatuwes a specific
temperature or apparent temperature threshold). Dolney and She2@@6s {oronto,
Canada study, however, analyzes the increase in emergency ambulsfos tda city
over a four-year period between 1999 and 2002. They specifically comparendefere
in calls between all days, non-heat alert days and heat alert daysexEmane
increased ambulance calls and climate variables at specificdindey (temperature at
0500 and temperature, apparent temperature and dew point at 1700). They found a
statistically significant relationship between increased @aill the climate variables, the
highest correlation for apparent temperature. Their geospatigbasaise land use and
census derived demographic data. Dolney and Sheridan (2006) found, similar totBassil e
al. (2009), that waterfront (recreational) areas and the city gpexienced larger
increases in ambulance calls during heat waves than other parts ¢y tHedstrial
areas and the city core experienced more calls during weekdays duringatiagrwve
suggesting that the population adjusts their activities on hot weekend days.

Bassil et al. (2009) use two morbidity data sets; emergency calldiettas
“heat/cold exposure” but limit data to those of summer months to incteaBkelihood

of the call being heat-related illness (HRI); as well as emeggeepartment visits (ED)
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in Toronto, Canada for 2002 through 2005. Their objective, linking HRI and ED to the
Toronto heat health warning system, focused upon days declared as heat eggergenci
The study tracked daily ED and HRI counts, and found similar temporal patters in E
and HRI; but also observed spikes in calls on hon-heat emergency days. o$gdatige

/ demographic analyses showed higher occurrences of heat incidents intynrhewc
income areas, and areas along the waterfront where many summer redractiicitias
were located.

Knowlton et al. (2009) examined hospitalization discharges and emergency
department (ED) visits (excluding injury and poisonings) during a 2006 heatnvave
California. Researchers classified data by specific diagnoses fonkreat-related
illnesses as well as mental iliness, and included age, race anwl tegierive excess
morbidity and illness rate ratios. They did not evaluate the heat wawsiigtor
incremental increases in climate variables on increased ED otdiizgpions. They
found a “substantial” increase in morbidity on heat wave days relativert@ahor

temperature days, with considerably more ED visits than hospttahs.

Study area

Chicago, lllinois is situated on the southwestern edge of Lake Michigan aired ha
population of 2.8 million (Census 2009). Chicago's climate is primarily humid,
continental, with hot, humid summers and cool to cold winters. Thus, year round, the
city experiences extremes in climate. The climate is modified kyyrthémity to Lake
Michigan. Normal monthly temperatures range between -1.3°C (29.6°F) in Jtmaary
average of 27.3°C (81.2°F) in July. Summer temperatures can reach 37.8°€)(a00
winter temperatures can drop well below -17.8°C (0°F). Chicago averages 3% inc

of snowfall and about 31.7 inches of rainfall each year. The EPA reporteskatchers
36



from Northwestern University found an urban heat island (UHI) of 1.7 — 2.8°C (3 — 5°F)
in the nearby suburbs that lie away from the lake, but found little to no UHI ootke

downtown area near Lake Michigan. (EPA 2008)

Data and Methods

Emergency 911 call data, provided by the City of Chicago Office of Emergency
Management, had been previously screened by City of Chicago personnelde maly
heat-related dispatches (HRD) — those calls that emergencydespdad coded as
“heat” for the event classification. HRD data include time of call aadtion, but do not
include demographic information or the specific criteria used by emeygesponders to
categorize calls as “heat” related. All HRD fell within thediperiods of May 1 through
September 30, with two exceptions, each with a single HRD, one in January 2004, and
one in October 2005. These two dates were not included in the data set. @tradrwis
days with HRD are included. The official weather station for Chicagwaddd at
O'Hare International Airport and, while it is a part of the city, the dilps in a pocket
removed from the main city proper and is surrounded by suburbs. Therefore, wichose
use climate data from the Federal Aviation Administration's Surfaser@bg System
(ASOS) station located at Midway International Airport in Chicadimdils. Midway
Airport is surrounded by the city, and lies about 10 miles to the southwest ofodawnt
Chicago, and about 10 miles inland from Lake Michigan. Climate data includg ho
climate records, plus daily maximum and minimum temperature. Daihatdi
“normals” and hourly climate data were obtained on line from the Natiomabh@di Data
Center (NCDC 2008). Data were then imported into spreadsheets for ationpil

sorting and some analysis.
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The heat index (accurate to +1.3°F) was calculated in Fahrenheit auad

where dry bulb temperature was at or above 80°F (26.7°C) using the formula:

HI =-42.379+2.04901523 +10.143331ZR - 0.22475541R -6.83783x16° T?
-5.481717xD?R? +1.22874x10T°R +8.5282x10' TR? -1.99x10- 6 T°R?

where T = ambient dry bulb temperature (°F) and R = relative humidity iaseger
percentage (Rothfusz 1990). We chose to use the National Weather SENNEE)
heat index formula because heat index is what would be typically reporteeidigy, plus
the non-scientific community decision makers or emergency response pleamessily
calculate heat index using the NOAA/NWS heat index calculator found arvénigius
web sites. A column for “maximum heat index” used the highest heat index tgenera
for each day with recorded ambient air temperature at or above 80°F (26F6iGJays
where the maximum temperature was <80°F (26.7°C) the maximum tempevasure
used in lieu of a calculated heat index. Data matrices were asderohiesponding to
each year of heat-related emergency dispatch data (2003 through 2006).

Data matrices for each year include HRD and climate variables.atélamd
HRD data were compiled into full data sets containing all data, plus monthiy;, afzdl
hourly data sets. Climate data included temperature (maximum, mirémdmean
temperature), precipitation, humidity data (dew point and/or relativedityjnand
calculated heat index data. Data matrices were created for vameuseriods and for
each year. The first includes all days between 1 May and 30 September thwed ano
matrix included only the days with HRD. Basic descriptive statistice walculated
(means, sums, etc.). Analyses were done to identify periods of extratr{é et

waves). Assessment for time of day was made. A heat wave from July 25, 2006 to
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August 2, 2006 was identified and used to create another data matrix. Thisheat
was examined in detail.

Time series analyses were used to examine seasonality, diffeiericee of
day, and possible lags in HRD. Additionally, we used moving averages of daily
maximum temperature and daily heat index with HRD at seven day and thirty day
intervals to smooth out the variability in the data, allowing us to lootefaporal
patterns in the data.

There are a large number of potential explanatory climate and clietated
variables that could impact the HRD, therefore we applied a mu#tieaanalysis using
stepwise regression using a standard statistical softwarage(®PSS 16). In this case
we included the dependent variable, daily HRD, and 10 independent variabées. T
analysis incorporated four climate variables: daily measuremenia>dmum
temperature; maximum heat index; minimum temperature; mean dew poinhchMted
three climate intensity variables: “difference from normal” foximaum temperature,
maximum heat index and minimum temperature. These are the amount by which these
three climate parameters varied above and below the normals fdatbaand are in
increments of 0.1°C. Daily maximum temperature normals were used fofférerdie
in maximum temperature and maximum heat index, and normal minimum tempgerature
used minimum temperature's difference from normal. A large positive nurobéd loe
an indicator of the intensity of heat (or heat and humidity). Three eliraktted
variables dealing with duration of heat events were also included forthef the
number of preceding consecutive days when temperature or heat index exceeded the
normal, and number of preceding days where minimum temperature exceedexdrthk
minimum temperature. The analysis also included a nominal, nontehraaable;

whether the date was either early or late in the season. Seveied $budhd that early
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season heat waves (spring or early summer) have greater impatttdba occurring
later in the summer (Gosling et al. 2009). The breakpoint for/ledelseason was the
midpoint date between when normal maximum temperatures were rising andllingn f
(18 — 19 July).

Pearson's Correlations were run to identify statistically sigmificglationships
between HRD (dependent variable) and the independent variables of: maximum
temperature, minimum temperature and maximum heat index. Correlatigaesnakere
done using SPSS 16. Data matrices included daily climate data and HRDfoptwts
time periods: all days from May through September, 2003 to 2006; and HRD days only,
May through September, 2003 to 2006. Correlation analyses and scatterghiROfor
and maximum temperature, and HRD and maximum heat index data, indicate a non-
linear relationship with best fit lines showing a steep rise as tatperr heat index
increased. Using SPSS to perform best fit regression analyses, sheulesd a best fit

using cubic regression model that uses the equation:

Y =h, +bt =bt* +bit?
Where 3 = constant; pis the regression coefficient and t independent variable. The
residuals from the cubic regression models run on the daily data were used to help
identify days with unusually high or low HRD values in relationship to the rmaxi
temperature and maximum heat index.

The HRD days that produced the highest squared residuals were then examined
for climate explanations for why there were unusually high or low numbers of HRD on
these days — e.g. were there unusual climate situations on these daas awtlanges in
wind direction (indicating the passing of a front) or early afternoon pratgit or an

unusually rapid rise in temperature or humidity early in the day, etc.?lytlinrate
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data were used for this. Additionally, the days with higher than usual HRBefor
temperature and humidity levels were examined in context to thetelohthe preceding
days — did preceding days have very high heat and humidity, indicating a posgible la
HRD?

Spatial autocorrelation calculating the Moran's Index (Moran [), a 2sout p-
value to evaluate significance was used to analyze the spatigdudieth pattern of HRD
(clustered, dispersed or random). A Moran's | of -1 means the data'e Eatispersed,
+1 is clustered and a 0 is a random pattern. ESRI ArcGIS 9.3 was used fmatihle s
autocorrelation analysis using inverse distance and Euclidian digsraght-line) for
each year, all HRD data (2003 to 2006) for the 2006 heat wave. Also one kiloriteter g
maps of the city were created to examine spatial distribution differ@locasions of
clustering) in HRD for various time periods. A series of maps were binlj gpatial
joins between percent of HRD and the grid of Chicago: for the entire 2003hH2008
HRD data set and two maps for the summer of 2006 — those occurring during a heat wave

period 25 July to 2 August) and all other (non-heat wave) days.

Results and Discussion

HRD counts varied considerably among the years, from a low of 78 calls in 2004
to a high of 518 calls in 2006. 2003 and 2005 were in between, with 152 and 369 HRD,
respectively (Table 6). As mentioned previously, with only two exzegtiall HRD
occurred in the months of May, June, July, August and September (exceptiertdRD
in January of 2004 and one in October of 2005). Most days during May through
September did not have HRD. Only 32% of days (195 days in total) produced HRD and

almost half (48%) of the 195 days with HRD had just one or two heat-related HRD
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are scattered across most areas of Chicago, but the downtown area, hatgaamber

of people work, has the highest concentrations of HRD.

Table 6. Annual HRD Count and Monthly Distribution of HRD calls by @stiage of
Calls.

HRD

Year Count May %  June % Juy% Aug%  Sept%
2003 152 1.3 13.8 37.5 447 2.6
2004 77 1.3 40.3 27.3 234 7.8
2005 351 0 40.7 415 15.2 2.7
2006 516 5.8 54 53.5 35.3 0
2003-2006 1114 2.8 20.6 45.6 29.2 1.8

Seasonality, Monthly, and Diurnal Trends

As previously mentioned, HRD are primarily a summer occurrence, with most
HRD occurring in June, July and August during periods of high maximum temperature,
and high maximum heat index (Fig. 7 a and b). The curves generated for maximum
temperature and maximum heat index are, not surprisingly, vaitasi However, the
“top of the curve” for heat index is higher than that of maximum temperatiimee-
series analyses, using the seven day and thirty day moving average)ssout the day
to day variances, and emphasizes trends in the data (Fig.7c, 7d, 7e and gBverhe
day moving average for HRD, maximum temperature and maximum heat indexnone ca
identify periods of high HRD, maximum temperature and maximum heat index. During
June, July and August periods of high temperature and heat index, there is a
corresponding increase in HRD. However, during the early or late seasunspikes in
temperature and humidity do not necessarily increase HRD (see Fig. 7c-and 7d
September 2003, May 2004 and September 2005). The 30 day moving average (Fig. 7e
and 7f) clearly show annual trend differences of HRD. Years with higher HRDatend t

have higher maximum temperature and maximum heat index, with seasonabpaitter
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Fig 7. HRD with Maximum Temperature and Maximum Heat Index: 1la and 1b: show
the daily patterns; 1c and 1d: 7-day moving average smoothes out som&aiyth
variability, and seasonal differences can be seen — some early anddaie Sgkes do

not produce corresponding spikes in HRD. l1e and 1f:: 30-day moving average lends
itself to comparing the annual differences in the data

HRD following a similar pattern for maximum temperature in 2003, 2004 and 2005.
However, the trends of the 30-day moving averages for HRD seenrésmand better
with those of the heat index.

Figure 8 shows distribution of calls by month and time of day. July generally

produced the highest percentage of HRD, accounting for 45% of all calls in 2008Hhr
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2006. May and September, with their lower temperatures, consistentlyuchdawer
HRD than June, July and August. However, as can be seen in Table 6, dmagerof
HRD calls varied by year andJuly generally produced the highest percehntdB®
(between 27.3% and 53.3%). In 2004, June had the highest percentage of HRD with
40.3% of calls while July produced only 27.3%.

HRD also vary considerably by time of day. Each year produced a similar
pattern with few calls overnight, between 2300 and 800 LT (local timd)s iGereased
in volume until 1500 LT, and reduced beginning in late afternoon and through the night
(Fig. 8). Almost 60% of HRD take place during the hottest part of the dayedretii200
and 1800 LT. The next highest percentage of calls occur from 1800 to 2400 LT when
temperatures are beginning to cool down but are still relatively high, lasd victims
could also be reacting to the stresses caused by the high temperatureartier in the

day.
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Spatial Analyses

Results of the spatial autocorrelation analysis of the HRD @atag 7) indicates
a considerable amount of clustering for the full data set and for all yeast004 (z-
scores and p-values <0.05 or >0.95 show statistical significance). Modaxs |
(Moran's I) values closer to -1 are dispersed, +1 clustered andu@imn (ESRI 2012).
2004 with only 77 HRD, has a Moran's | of 0.02 (p-value 0.96) indicating the spatial
pattern of HRD was random but statistically significant. This cauiglg be the result
of such a low number of HRD. The 2006 heat wave, with 301 HRD, had a Moran's | of
0.36, indicating a pattern of clustering, but it was not statisticalhyfgignt with a p-
value of 0.25, and thus the pattern could be by random chance.
Table 7. Results of spatial autocorrelation analyses. Moran's Index values wod

are dispersed, +1 clustered and O is random. (* p-value is statjstigaiificant at the
0.05 level)

Time Period HRD Moran's Z Score*
Count Index

2003 - 2006 1114 0.346675 10.008258*
2003 152 0.572024 3.399495*
2004 77 0.022457 0.049824*
2005 351 0.519885 7.955723*
2006 516 0.474861 3.564491*
2006 Heat Wave 301 0.369871 1.133713

The one kilometer grid maps of the city provide a tool to compare thelspatia
distribution of calls for different time periods, using percentage of HRBny
southeastern and northwestern grid areas of Chicago had no HRD calls during 2003 t

2006 (Fig. 9).
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Fig. 9. Percentage of HRD byl Kilometer Grids for Chicago. (a) 20086- 2l Calls
(b) 2006 Non-heat wave days (c) 2006 heat wave days. The Central Businésisi®istr
indicated by the box.

The grid maps show the largest concentration of calls occurring in ariy hear
the central business district (CBD). Without demographic informatiohehRD we
cannot know if some of these calls are produced by homeless in the area, pekiplg wor
in the area, or even living in the numerous high rise condominiums or othestaidle
(unairconditioned) housing that are located in or near the CBD. However, the hig
concentration of HRD in the CBD may simply be a result of the area's hyigmda
population density. It may also be impacted by recreational activities)uaslzer of
HRD were at locations adjacent to Grant Park, which attracts jéggersrs and is also
the location of many ball fields. Interestingly, there is not a statilst significant
clustering of HRD during the heat wave period of 2006. This is supported bydhe gri
maps of percentage of calls for that grid — it is one of the few timedsezxamined that

did not show a high concentration of HRD in the CBD. We can only speculate on the
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reason for this lower percentage of HRD during the heat wave. It maytpetpde
working in offices or living in modern condominiums in the CBD have easy access to a
conditioning, which provides respite and protection from the intense heat. Itatsailld

be that people living and working in the CBD choose to limit their outdooritatiand

thus reduce their exposure when the heat and humidity are very high for sxtarated
period of time. Additional demographic information on the victims of HRD onan i
depth sociological study might help elucidate some of the reasons for ttegictusf

HRD found in the CBD, but is beyond the scope of this paper.

Climate and HRD

Few days (7 of 231 days) had HRD when the maximum temperature was <
23.9°C (75°F) during the months of May through September, 2003 - 2006. Of the 27
days with a maximum temperature of 25°C (77°F), five had HRD, two of which had 2
HRD. Only when maximum temperature reached 28.3°C (83°F) did more than two HRD
occur. A maximum temperature that was higher than the normal maximum temgpera
is present on 76% of days with HRD—by an average of 2.4°C (4.3°F) higher than the
normal maximum temperature (Table 8). Days with HRD also had highendnanal
minimum temperatures, by an average of 2.6°C (4.7°F).

Generally, the higher the HRD, the higher maximum temperature was above
normal (Fig. 10). Days with <5 HRD had a mean maximum temperature of 29.2°C
(84.6°F) a bit higher than the normal mean maximum temperature of 28°C (82.4°F).
Days with a high number of HRD (10 to 20 HRD) had a mean ambient air temperature of
33.8°C (93°F) but a “normal” maximum temperature of 28.5°C (83.3°F). On days with

very high HRD (>20) the mean maximum temperature averaged 6.3°C (11.3°F) higher
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than normal. Typically, days with HRD had high enough humidity to create a heat inde
that averaged 0.5°C (0.9°F) higher than the mean maximum air temperature, a&gai
with maximum air temperature, the number of HRD increased as maximtiindhea
increased, particularly when compared to the normal air temperatuteaf date. Days

with <5 HRD had a mean heat index of 29.3°C (84.7°F) only a bit higher than the
measured air temperature of 29.2°C (84.6°F). On the days with very high HRD (>20)
the mean heat index was 39.0°C (102.2°F) — 3.6°C (6.5°F) higher than the ambient air
temperature but 10.1 °C (18.2°F) higher than the mean normal air tempéFatle8).

This suggests that there is likely a fairly strong correlation betthezincrease in the

number of HRD and increased temperature and heat index.

Mean Maximum Temperature, Heat Index and
Normal Maximum Temperature
for HRD Counts

40

35

30

Degrees C

25
20

AIlHRD <5 5t09 10t020 >20
Number of HRD per day

EMax Temp EMax Heat Index @Normal Max Temp
Fig. 10. Temperature and Maximum Heat Index and Normal Maximum Tetuggera
with Grouped HRD. Black bars show maximum temperature; dark gray batsear
maximum heat index and light gray bars are normal maximum temperature.
The results of the stepwise regression are seen in Tables 4, 5 and 61©f the
independent variables, only Early/Late Season did not return aissdiyisgignificant

relationship to HRD (p>0.05). Many of the remaining climate variables we

considerably autocorrelated, including some of the four variablesdhtzibwted to an
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adjusted Rvalue of 0.397: Maximum Temperature's Difference From Normal Maximum
Temperature; the Number Of Preceding Consecutive Days With Heat Irdegding
Normal Maximum Temperature; Maximum Temperature; And Dew Point.

Table 8. Mean and normal Maximum Temperature, Maximum Heat Index and Minimum

Temperature Categorized by HRD Counts. The first column shows the nunaagsof
within each category.

Mean Mean Mean Mean Mean
Number Max _ Normal
Max Normal Minimum .
of Days Temp °C Heat Tmax °C Temp °C Minimum
Index °C Temp °C
All HRD 195 30.4 30.8 28.0 20.2 17.6
>20 HRD 9 354 39.0 29.1 24.9 19.2
10to 20
HRD 17 33.8 34.9 28.3 22.9 17.8
5t0 9 HRD 34 31.9 32.4 28.1 21.2 17.6
<5 HRD 135 29.2 29.3 27.9 19.3 17.7

Table 9. Stepwise Regression Models and Results. Table shows R ji2eddRs and
Standard Error of the estimate. See Table 10 for the variables inaluidegbich model

Model .
Adjusted Std. Error of

]Esee Table 10 R RSquare R Square the Estimate
or variables)

1 522 273 272 5.741

2 .594 .353 .351 5.419

3 .616 .380 377 5.311

4 .633 401 .397 5.223

Table 10. Stepwise Regression Variables. Table shows the varfadilase included in
the stepwise regression and the resulting Pearson's correlatioR®to H

Pearson's
. . Included In Correlation to
*
Variable in Model Model Number HRD

(p<0.05)

Heat Index difference from normal maximum 1,2.3 4 0522

temperature

Number of consecutive preceding days with heat

: . . , 3,4 0.429

index exceeding normal maximum temperature

Maximum Temperature 3,4 0.394

Dew Point 4 0.330
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Table 11. Stepwise Regression Results. Table shows the variables included in the
stepwise regression and the resulting Pearson's correlations to HRD

MHI Consecutive
Difference from Days HI >

HRD Normal Max Norm Tmax Max Dew

Count Temp Temp Temp Point
HRD Count 1.000* 520% 429* 394*  330*
MHI difference
from Normal .522* 1.000* .305* .226* 433~
Tmax °C
Consecutive Days
HIT > norm Tmax 429* .305* 1.000* b533*  .427*
Tmax °C .394* .226* .533* 1.000* .771*
Dew Point °C .330* 433* 427 771  1.000*

The variable “Early/Late Season” also did not show a statistis@ghificant
relationship to HRD as a separate variable, however, seasonalitg sumplay with the
strongest variable in the stepwise regression results: “Biffer between Maximum
Heat Index and the Normal Maximum Temperature”. This variable aithgtebeing
simply the measured maximum heat index, is better defined as therdiffdretween the
weather that residents experience versus what they would typicallyt éxgecounter at
that time of year. The second variable identified as significaNumber of Preceding
Days with a Heat Index Exceeding Normal Maximum Temperature” enisistent with
heat morbidity and mortality studies that show increasingly negativé hegacts with
cumulative days of high temperatures (Saez et al. 1995; Hajat et al. 2006).

We used Pearson's correlations to identify statistically signifiedationships
between the HRD and the variables identified in the multiple regresaions:aximum
heat index, and to ascertain if one proved a stronger predictor of HRD ltsRésw a
statistically significant (p<0.0005) relationship to maximum tentpeegor the entire
data set (May — September, 2003-2006), however, it is not overly strong, witlizdneR
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of 0.398 (Table 10). The relationship improves for heat index (r = 0.468, p<0.0005).
Mean minimum temperature statistical analyses were essgrdetitical to those for
maximum temperature — only few percentage points different for ttigtistd analyses —
therefore are not reported separately. Correlations on HRD to maxemyerature
and to heat index improved considerably when including only days with HRD, with R-
values going from 0.398 to 0.537 for maximum temperature, and from 0.468 to 0.641 for
maximum heat index. The relationship between HRD and maximum temperalesa or
index in Chicago becomes exponential rather than linear, when tempereseisdsove
about 32°C (89.6°F) and heat index above 36°C (96.8°F) (Fig. 11). However, there are
exceptions to this, which will be discussed later. Given the steepgecie HRD with
higher maximum temperature and maximum heat index, cubic regression mdgsdsna
proved to be a much better fit than linear regression.

Cubic regression model analyses, which fits a third order polynomial tathe
thereby incorporating a better fit to the steeply rising HRD witremsing temperature
and heat index, were run using the entire data set and also on the data set/witRonl
days. Both returned high and statistically significant (p<0.05) rel&iigsis Unlike the
Pearson's correlations, thé WRilues were quite similar between the full data set and the
data set with only the HRD days (Table 12). For example, for tempeastdiidRD the
values were 0.511 for the full data set versus 0.488 for the data set withRIDIga&ys.
However, the differences were substantial between temperature amtblezat The R
values for heat index, which takes into consideration the impacts of huandity
temperature, jump more than 20 percentage points — from 0.511 to 0.712 for the full data
set and 0.488 to 0.700 for the data set with HRD only. Thus, from these analyses, we
find that though maximum temperature is a predictor of HRD call$ jig#ex is a more

effective predictor.
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Table 12. Results of Statistical Analyses. Table shows the Peasorétation
between HRD and Tmas and HRD and MHI for all days and for only days that had HRD
(May through September 2003 through 2006).

All Days HRD Days Only
May — Sept: May — Sept:
2003 - 2006 2003 - 2006

Tmax to MHI Tmax MHI

Statistical Analysis o {0 HRD  to HRD  to HRD

Pearson's

Correlations (R .398 468 .537 .641
value)

Cubic Regression
Model (R value) 511 712 .488 .700
Note: Cubic regression models produced a better fit. Heat index
show a much higher correlation to HRD (p<0.0005)

There are exceptions to the generalizations about HRD and climatelesria
made above. For example, of the 45 days with air temperBG8r8°C (92.8°F) all but
three days had HRD—averaging 15 calls per day. These three days withoutdf&®kD w
included for further study. Residuals from the cubic regression mo@elsand < -8.0
were used to identify unusual days for maximum temperature and maximumdeat i

Of course, many days were on both lists, thus providing a list of 19 days with

53



HRD Scatterplot with Trendlines:
Maximum Temperature and Heat Index
May - September 2003 - 2006
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Fig. 11. Maximum Temperature and Maximum Heat Index Scatterplot wetidlines.
HRD generally increase exponentially with increasing maximum teatyre and
maximum heat index. Days with very high HRD have a much higher maximum heat
index than maximum temperature

“unusually high or low” HRD. These unusual days received a detailed examimaan
attempt to identify other possible reasons for why there might have d&endr more
HRD than was typical for the climatic conditions recorded. Eight of tidesgified days
occurred during a period of unusually high temperatures from July 15 through August 2,
2006 and are discussed later in the detailed look at 2006. Two other dayshsichply
unusually low temperatures and did not produce any calls. Eight had unusuahizDw
for the measured maximum temperature or heat index. Four days hadvelyetédgh
heat index but had only a few calls. Hourly data and precipitation data shbeathe
index on these four days' peaked by early afternoon, but more importantlyythe ci
experienced rainfall in early to mid-afternoon that brought lowepésatures and relief

to residents, thus reducing the number of HRD that would typically happen on allay wi

such a high maximum heat index or temperature.
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Several days with very high HRD experienced rapidly rising temperand
humidity throughout the afternoon, and in one case, into the early evening. Exposure to
such a prolonged period of increasingly high temperatures and humidity seem to be
driving factor on many days with anomalously high HRD. An extreme example of this
condition is July 25, 2005 with 17 HRD, though the heat index only hit 35.6°C (96.1°F)
while similarly hot days produced an average of 9 calls. Examination of hatialy d
provides illumination of the conditions that accompanied such a spike in Aaltgon
on July 25, 2005, the heat index was 23.9°C (75.0°F), climbing rapidly to 29.4°C
(84.9°F) by 1 pm and then steadily rose until hitting the maximum heat index fisythe
of 35.6°C (96.1°F) at 7 pm. Such a rapid rise in heat index for such a prolonged period
could explain the high number of HRD. However, for other days, like earliee isame
year, on Saturday, June 25, 2005, simple climate conditions did not lend itself to an
explanation of unusually high HRD. On this day, a maximum temperature of 32.2°C
(90°F) with a heat index 32.8°C (91°F) was measured at noon and again at 2 pm, and
then steadily cooled down. It was hot and humid, but not enough to routinely produce the
22 HRD—many more than would typically be seen at this level of tempeadr
humidity. The Chicago Tribune newspaper reported a widespread power outatyegaffec
51,000 customers, beginning at 8:30 pm on June 25, 2005, however, only two HRD
happened after 8:30 pm (Sheehan and Noel 2005). Six HRD occurred between 2 and 4
pm from the same location, Grant Park. Investigation shows it as the vehee of
Chicago Country Music Festival Juné"2ind 28, 2005 (Chicago, 2008). Special
events such as this, on a relatively hot, humid, though not stifling, day can attob
abnormally high HRD. On the second day of the festival, Chicago experiended/éar
HRD (13) despite having a maximum heat index of 2.4°C (4.5°F) hotter. A reduction i

HRD such as this might be a reflection of fewer participants. Howeven the
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previous day's experience, it is hoped that festival or city offisialdd have undertaken
mitigation or education measures, thus reducing the number of HRD calls\dayS

Annual HRD variability aligns with the mean temperature and heat index
differences (Table 13). For example, though the summer of 2004 had the lowest number
of HRD (77), it did not have the overall lowest mean temperature or heat iradetoM
September. However, for days with HRD, 2004 did have the lowest mean maximum
temperature and mean maximum heat index. Table 13 shows the five highedai#RD
for each year and the degree to which 2004's days were much cooler can be seen.
Examination of the five highest HRD days each year consistently show highe
temperature and heat index with higher HRD. 2006 had HRD calls ranging fram 40 t
87 HRD for these five days, and a mean maximum heat index of 41.1°C (106°F) — 12°C
(21.6°F) above the normal maximum air temperature. 2006, in addition to beirgathe y
with the largest number of calls, also had seven of the eight higR&s days, averaging
52 calls per day for these 7 days. The summer of 2006 had several extended periods of
high temperature and humidity, which initiated further evaluations of tlae dat

Table 13. Annual HRD Counts and Averages and the Associated Mea) Widl and
Normal Tmax for Days with HRD and the Five Highest Days of HRD.

YEAR HRD Mean HRD Mean Mean N'\g(rar?]gl
Count Count/day Tmax °C MHI °C

Tmax °C
Only Days with HRD
2003 152 3.4 29.9 30.4 28.0
2004 77 2.0 28.5 28.9 27.8
2005 369 6.4 315 31.6 28.5
2006 518 14.8 31.2 32.4 28.4
Highest 5 days of HRD per year

2003 5 11.6 33.8 35.6 28.2
2004 5 5.8 31.0 31.2 27.2
2005 5 24.6 35.0 35.7 28.7
2006 5 60.8 35.9 41.1 29.1
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Summer 2006

A detailed look at an extended period of high heat and humidity during the
summer of 2006 produced some insight into climate indicators for days wjthigér
HRD. The summer of 2006 was the hottest of these four years. It experidread a
wave from 25 July to 2 August, when there was an average of 34 HRD per day. This
heat wave produced the three highest HRD days in Chicago during these four years. 31
July, 1 and 2 August averaged 71 calls per day (58, 87, and 69, respectively) and also
experienced a very high maximum air temperature. The mean maximtempérature
during this three day period was 36.7°C (98°F), while the normal temperaiule have
been 28.9°C (84°F). More importantly, the maximum heat index during thedéyse
reached an astonishing 42.4°C (108°F). The chart in Figure 12 shows two periods of
high heat that begin with the period from 13 July (prior to the 25 July heat,wéawe)
several days also experienced high heat and humidity but considerably lower HRD. T
early period of high heat and humidity may have played a role in already puttisg st
upon residents susceptible to extreme heat prior to the period of even longerand m
intense heat and humidity that took place less than two weeks later. Dwringat
wave of 25 July through 2 August, 2006, the number of HRD rose dramatically. A slight
lag in HRD is also seen in the data set. 31 July, had the highest maximum air
temperature of 37.2°C (99°F) and the highest maximum heat index at 43.1°C (110°F) but
it was not until the next day, Tuesday, 1 August, with a slightly lower améirent

temperature and maximum heat index that the highest number of HRD at 82dccu
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Heat Wave of 2006

HRD Count
Degrees C

== HRD Count — MaxHeat Index
MaxT Normal - -- Max Temperature

Fig. 12. Heat Wave Period, Summer 2006. Bars show the HRD counkssbliddine
is the maximum heat index; black dotted line is the maximum temperatoeegrdy
dotted line is the normal maximum temperature.

Alag in HRD is seen at the end of the two heat waves of 2006, on 18 July and 3
August. These two days had air temperatures below 29.4°C (85°F) but had aHaigher t
normal number of HRD. 17 July had 50 HRD, a maximum temperature of 35°C (95°F)
and maximum heat index of 40.6°C (105°F). The following day, 18 July, the heat broke
and had a temperature of 28.3°C (83°F) with a low heat index of 27.8°C (82.1°F)
indicating a considerable reduction in heat and humidity, but still had 5 HRD. Most of
the 37 days with this temperature during the summers of 2003 — 2006 did not produce
any HRD, and, of the 16 other days that did, they averaged only 1.6 calls per day.
Though 5 calls is considerably lower than the previous day's 50 HRD, 5 calls would be
considered unusually high. So, too was 3 August, the day the heat wave of 25 July
through 2 August broke. That day had a maximum temperature of 27.8°C (82°F), heat
index of 27.2°C (81°F), but 7 HRD — again, higher calls than would typically beaseen
this maximum temperature and maximum heat index. It may be that petgdtecby

the earlier days of intense heat, may not have become ill enough to requgerayer

care until a subsequent day. This may also be true for two closely sjgaicels pf
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intense heat, thus driving even higher HRD in the second round as experienced 25 July

through 2 August 2006, which had three days with more than 50 HRD.

Conclusions

Heat-related illness and death are cause for community and nationatrcoht
recent years, much emphasis has been given to climate change and théhiat et
has on the population of cities. Officials from the City of Chicago, in the ke
heat wave of 1995 that caused more than 700 deaths (Klinenberg 2002) are very
conscious of the impact of heat in their city. Every year, heatecklliness is an issue in
Chicago. They are distributed across most parts of the city, withginesh
concentrations of HRD occurring within the central business district.

It is clear from these Chicago HRD data of 2003 through 2006 that heat-related
emergencies are largely driven by climate, and HRD can begin to climb exptineis
the maximum temperature rises above 32°C (89.6°F) and heat index rises alibve 36°
(96.8°F) in Chicago. Higher than normal temperatures play a critical rolehdalls;
76% of days with HRD have higher than normal maximum temperature. When
maximum temperature rises above 30°C (86°F) most days will have HRD, and the
number of calls begin to rise rapidly. However, the highest number of HRDsoghen
the heat index is considerably higher than the normal maximum tempe@tdreven
the measured ambient air temperature. Days with a high heat index pragtuetRii)
and the statistical analyses confirm that humidity accompanied by higmgeratures
plays an even more critical role, with regression coefficients isicrgdy more than 20
points for maximum heat index and HRD.

We identified several thresholds of climate conditions associatadcigit HRD.

With few exceptions, when the maximum heat index hits 31°C (87.8°F), city cffczal
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expect HRD, and in many situations, multiple calls. For example, 50% of déys wit
HRD and a maximum temperature or maximum heat index above 31°C (87.8°F) will
have greater than 5 HRD. The thresholds for 10 HRD begins when the maximum
temperature reaches 31.7°C (89°F), but the maximum heat index is more thagreee de
higher at 32.8°C (91°F). However, when days reach a maximum heat index of 35°C
(95°F), one can expect more than 10 calls per day. However, there are exceptians to thi
Lower than normal HRD can be expected when maximum temperature and humidity
levels are reached early in the day and then drop due to rainfedlipiteg the upwards
climb of discomfort. Higher than normal numbers of HRD calls can be generiaged w
the heat index climbs very rapidly by midday and continues to rise more sasitlye
day progresses.

There appears to be a lag in HRD on particularly hot days — callsigenmtito
the evening, even after temperatures begin to drop. Also, during periods oéaigint
humidity, the highest day for HRD calls does not necessarily happen whemaamgse
are highest - but sometimes occurs on the following day. HRD can be liighevauld
be typically be generated at that level of heat and humidity on the firstlapalt the end
of a heat wave.

There is variability in the HRD data that could not be directiybattied to
climate. We found that outdoor special events can generate more HR®Raillan
typically be seen at those temperatures. On the other hand, early aftemnfatirora
days that reach a high maximum temperature or heat index early in thdldeve
lower HRD than would typically be expected. Overall, however, a high maximum
temperature, and even more so, a high heat index can be a very good predid®i.for H

As the issue of climate change captures the attention of the pubdigemy

responders, city officials and policy makers, understanding the nuancesctifrtate
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drivers on heat-caused illness should be front and center of the discuSsies are
often warmer than surrounding rural areas. With predictions of increased frggunen
intensity of heat waves due to climate change, it is even more importantestand the
climate linkages to increased heat-related emergency 911 Qalmtification of HRD
climate thresholds and understanding special circumstances which paoducalously
high (or low) HRD could be quite beneficial in mitigation strategies, am hel
communities successfully plan for the likelihood of large incieasemergency calls,
and assist in maximizing management of emergency personnel and resawcasd in

the future.
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Chapter 4

A COMPARATIVE CLIMATE ANALYSIS OF HEAT-RELATED EMERGENCY911
DISPATCHES: CHICAGO, ILLINOIS AND PHOENIX, ARIZONA USA 2003 TO
2006

Hartz DA, Brazel AJ, Golden J. A Comparative Climate Analysis of-Retated

Emergency 911 Dispatches: Chicago, lllinois and Phoenix, Arizona USA 2003 to
2006. Submitted to International Journal of Biometeoroloyrevision.

Abstract

Large numbers of heat-related deaths and illnesses occur during higivdrga
such as those experienced during the 1995 heat wave in Chicago and the more recent
2003 heat wave in Europe (Golden et al 2008). The summers of 2010 and 2011 were
some of the hottest on record in many areas of the world (Blunden et al. 2011; NOAA
2011b), exposing large numbers of people to longer and more intense heat. Events such
as these illustrate the importance of careful public safety plaamagmplementation of
strategies to reduce heat-related mortality (HRM) and heaedelatess (HRI). HRM
and HRI can be avoidable through effective planning by local and regional aathorit
However, to be effective, emergency planning requires a heat health watchramgyw
system (HHWWS) that is calibrated for the local climatentivtonditions and residents'
experience with high heat (Ebi 2007, Kalkstein et al. 2009). Hot weather cosdiat
severely impact residents of one city causing large spikes indiated illnesses and
deaths, may not generate similar increases in other cities. StucleassCurriero et al.
(2002), Medina-Ramon and Schwartz (2007), Sheridan and Kalkstein (2010) and
Anderson and Bell (2011) found regional differences in summertime mogatityiRM

in North America. Southern cities did not experience increased mortalityisTditen
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attributed to wide-spread use of air conditioning and possible accliti@tizaHRI

patterns may follow a similar pattern.

Our study, which uses heat-related emergency (911) dispatcheme(td¢teas
Heat-related Dispatches - HRD) in Phoenix, Arizona and ChicagoiiliUSA, expands
upon two previous HRI studies of Golden et al. 2008 and Hartz et al. 2011. The purpose
of this study is to provide an analysis of the climate conditions atsdeiéth heat-
related 911 emergency dispatches (HRD) using four years of data (2003 #2006
two regionally and climatically different cities. Phoenix is locatethé hot, arid desert
of southwestern United States, and Chicago, in the upper mid-western U.Scuadtlera
more temperate climate. Heat-related emergency dispatch datararch larger data set
than that of mortality data. We identify and compare the climate conslisissociated
with increased HRD between these two cities. Analysis of théaeda be helpful in
forming strategies and plans to reduce the impact of predictedsedrdaks from high
heat events. Increased risk is associated with increasing teonperdiie to
urbanization, and also a growing elderly population, a demographic group who is more
vulnerable to heat stress and illness (Kovats and Hajat 2008, Luber arstMie@008).
Additionally, increases in HRM and HRI could also become a reality if pesdibhate
change conditions increases frequency and intensity of heat wavesnasl Wy
organizations such as the Intergovernmental Panel on Climate Change vl lth
Health Organization (Parry 2007, WHO 2003). Development of HRM and HRI
reduction strategies is frequently interdisciplinary, involving resescientists such as
epidemiologists, social scientists, climatologists, and community decigakers who

are involved with emergency planning aimed at reducing HRM and HRI. Lardgensim
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of HRM and HRI occur each year, often associated with heat waves, buthasasé of

Phoenix, HRI occur almost every day during the summer months (Golden et al. 2008).

Since the turn of the 2entury, a proliferation in literature on HRM and HRI
illustrates the increased interest and efforts to reduce thetimigd®M and HRI. The
heat health literature has been dominated by HRM studies and is priraeuset on
urban settings. In cities, conditions can be much hotter than nearby rural areas,
particularly at night, due to the phenomenon known as an “urban heat island” thus
increasing urban residents' heat exposure and increasing their viityeti@bieat.
However, the past decade has brought more research focused on HRI, the poéeursor
heat caused death. Comparisons between HRI studies are difficulsdeleta, methods
and time frames can vary considerably. lliness data can be actual irtziteestich as
emergency call data (Golden et al 2008, Basil et al. 2009, Hartz et al 2@th¢mency
department visits, hospitalizations or a combination of these (Bagail2£109,
Knowlton et al. 2009). Data can also be estimates of HRI made from iickgrdii of the
“excess” of emergency calls — the increase in emergencyocai®ergency room visits
from a typical day — a methodology used by Weiskoff et al. (1992) for Milveguke
Wisconsin or by Dolney and Sheridan (2006) for Toronto, Ontario. Time petsuds a
vary. Some are limited to heat wave periods (Dolney and Sheridan 2006; gmetvitl.
2009) while others use data that spans multiple years (Dolney and Sheridan 2006, Golde
et al 2008, Bassil et al. 2009, Hartz el al. 2011). Our study, spans multiple yearssand us
essentially the same types of HRD data, although there are somts aalvieh we

discuss in greater detail in our methods.
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Study Areas

Chicago, lllinois is a city of approximately 2.8 million people located in the
upper mid-western region of the United States and sits on the southedsgieof Lake
Michigan. It encompasses an area of 227 square miles (588 square kiloaretdss)
densely populated, averaging 12,750 people per square mile (U.S. Census Bureau 2009)
Chicago's climate is one of extremes. Its humid continental climateroduce frigidly
cold days during winter and hot, humid days during the summer. January's normal high
temperature averages —0.5°C (31°F) with temperatures dropping below -Q7=8C (
and July's normal high temperature is 28.8°C3 (84°F) with numerous days hitting high

temperatures >32.2°C (90°F), and occasionally reaching 37.8°C (100°F) (NOAA 2008).

Our Phoenix study area includes most of the cities within the metropolitan
Phoenix, Arizona (the 911 response area) with a population size of about 2.7 million
residents. Located in Maricopa County this area is much larger ardklessy
populated than Chicago. It encompasses 9203 square miles, but that alsadakes i
account a large amount of undeveloped land, including some large parks ancepreserv
Maricopa County's average population density is 414 people per square enisei$C
2010), but density varies from city to city within our study area, and ranged from about

6200 people per square mile to only 44 people per square mile.

Phoenix's climate is much hotter and drier than Chicago's. The hot, anid dese
climate averages a daily high temperature (Tmax) of 19.5°C (67.1°F) imbDecéits
coolest month) and 41.4°C (106.6°F) in July (NOAA 2008). From 1979 through 2006
Phoenix averaged 109 days each year with temperatures exceeding 37.7°C (100°F) and

18 days above 43.3°C (110°F); and once hit an all-time high temperature of 50°C
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(122°F). Phoenix experiences a considerable UHI effect of about 5.5°C to( 803

15°F) year round (Brazel et al. 2000).

The synoptic weather patterns of Phoenix and Chicago are very different,
particularly during the warm weather seasons in our study. Large-seatleawrpatterns
are associated with changing air masses ranging from moist to dry, andfrbio lsot
during our study period. Spatial Synoptic Classification (SSC) data wereansed f
mass types (Sheridan 2010). The SSC air mass types that areedsuthea “hot”
weather regime are: “Dry Tropical” (DT); Moist Tropical (MNloist Tropical plus
(MT+); and Moist Tropical double plus (MT++), with MT+ and MT++ being the t
most oppressive air mass classifications. SSC classificatioagjasted to the local
climate conditions thus air masses that would classify as MT+ wa@diare likely not
to be the same classification in Phoenix. SSC in Chicago were quaéleaduring our
study period from the coolest driest conditions (Dry Polar — DP) tetMoopical++,
often changing every few days, though some air masses can linger on for a wee&. or m
The percentage of days with moist versus dry conditions are about the SBAEMMT+
and MT++ occurred on 21% of days during our study period and 4% of days were
classed as MT+ and 5.4% days an MT++. In Phoenix, the weather is much rolere sta
particularly during early to mid-summer, when Dry Topical air magseinate. DT
conditions occurred on 61% of days between 1April through 31 October. Later in the
summer Phoenix experiences a summer “monsoon” rainy season which can lashinto ea
fall, which brings intermittent thunderstorms and a considerablenrtsgmidity, causing
hot and humid days. MT, MT+ and MT++ occurred on 14% of days and MT+ and

MT++ on 8.8% of days.
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Methods

Our data include climate and heat-related emergency dispatch (HRObdthe
years of 2003 through 2006. In both cities, the HRD are 911emergency callsrthat we
identified and coded as heat-related by the responding emergenayrsdrs These data
include the date, time and location of the 911 call, but no additional demographic data
One of the difficulties with data used in heat-related illness anthiity studies is that
there is no standardization for the criteria used to identify a bided illness or death.
Thus, there is the possibility that the same criteria were not alwagihesveen Phoenix
and Chicago or even among the different response teams within the same cigueHow
although these are caveats with the HRD data, these limitations shookbat¢ use of

these data, but does require careful interpretation of results arldsions.

Chicago's HRD are from the City of Chicago Office of Emergency Manage
All but two occurred during the warm/hot weather season of 1 May and 30 of September
These two dates, one in October and one in January, had one HRD each and, &s outlier
are excluded from our analysis. Chicago has a population (approximately 208 )nsli
similar in size to the population served by Phoenix's 911 call center. RitiebDi data
are from the Phoenix Fire Department's 911 call center with a regimisali¢tion that
includes the majority towns in Maricopa County: including the cities of Pxoeni
Buckeye, Chandler, Glendale, Goodyear, Guadalupe, Paradise Valley, PapriseSu
Tempe, Tolleson, and, as of 2005, Scottsdale. It does not include the largecitgarby
Mesa, which at the time of the study had its own 911 call center. In Phoenix 98% of
HRD occurred during its the warm/hot weather months of 1 April to 31 October, though
100+ calls (2%) occur outside of those months, and are included in the analyses, except

where noted (when an analysis was limited to the hot weather months).
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For Chicago's climate data we chose to use climate data from thelFedera
Aviation Administration's Automated Surface Observing System (AS@89rst which
is located at Midway International Airport, rather than Chicagdisiaif National
Weather Service station at O'Hare International Airport. The Midskation is more
centrally located and thus is more likely to be representative ofa¢ather conditions in
within Chicago. The Phoenix climate data are the weather data recotded\ational
Weather Service's ASOS station located at Sky Harbor InternatiopalrAiPhoenix's
hourly and normal climate data were acquired from the Arizona Statet€dfiice.

Additional climate data are from the National Climatic Data &ent

Climate data includes hourly temperature, dew point, and relative humidity as
well as daily maximum (Tmax) and minimum (Tmin) temperature, and therdaimal
maximum and minimum temperature for both cities. The daily maximumridat i
(MHI) is the highest calculated heat index for each day using hourly tetapeand
relative humidity using the National Weather Service's formutehfiesz 1990), which is

derived from Steadman (1979):

HI =-42.379+ 2.04901523 +10.143331ZR-0.22475541R -6.83783x16° T*
-5.481717xD?R? +1.22874x10T’R +8.5282x10°'TR? -1.99x10- 6 T°R?

where T = ambient dry bulb temperature in °F and R = relative humidity. ¥dethis
formula because it is easily calculated using the NWS heat indexataicand is also
an index that is used by media and thus understood by local residents. When the
temperature was < 80°F, the maximum temperature was used in liealofilated heat
index. On days when the relative humidity is low, and thus the heat index ($1pwer

than the daily maximum temperature, we chose to use the highest dailateal HI for
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maximum heat index (MHI). This was the case for many days, partjcid?hoenix.
By using these HI values that were lower than maximum temperature, éettar
able to preserve the relative impact of low humidity in our analyséd$-alArenheit data
were converted to Celsius. HRD data were aggregated into daily BilRTscand

percentages by year, and for the entire four year data set.

Two “extreme HRD” data sets were assembled: one for days thattéeihe 97
percentile of HRD (Chicago 5 days, Phoenix 22 days); and, because of the difference i
the number of days that fell into the™Fercentile, we included a data set for the highest
10 days of HRD. Additional data sets were extracted for a data set babedTomeix
difference from normal Tmax (Tmax-DFN) and MHI temperature differémee normal
Tmax (MHI-DFN). Data were sorted and grouped by one degree C divisions for the
Tmax-DFN data set and the MHI-DFN data sets. We used the “normal Tonaaily
MHI-DFN because a “normal” MHI is not an available data set. We ran pastsan of
MHI to Tmax normal using our four years of data and found a statistically signif€a
of 0.998 in both Phoenix and Chicago using our four years of data. Since “normal” are
calculated using 30 years of data, we believe that the normal Tmax and a 30 yea
calculated normal MHI would be close to identical, thus supporting our nutiyydor
calculation of an “MHI difference from normal” using the normal Tmax. Tinax-

DFN and MHI-DFN data were then separated into three seasonal diviearty, mid,

and late seasons. The seasonal divisions were made by first idgritily mid-point

where the normal Tmax is transitioning from a rising Tmax to a declinimgxT These

dates were not the same for Phoenix and Chicago. To keep Phoenix from being unduly
skewed for an overly large “mid-season” we limited the dates osgetérmine the break

points to the hot weather months (1 April to 31 October) when 98% of HRD occurred.
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We combined 1/3 of the days prior to the midpoints and 1/3 of the days following the
midpoint for the “mid-season” data. Days prior to 1 April and after 31 Octoberthen
assigned to the appropriate early season or late season, using ¥ dara@-early break
points. Mid-season was 5 June through 15 Aug for Phoenix and 21 June through 10

August for Chicago.
Statistical Analyses

Basic descriptive statistics, as well as multivariate anekssgn analyses were
calculated for several combinations of data for each city: one ddtesatcluded only
days with HRD and one that included all days, which also included days with@ut HR
Multivariate analyses used stepwise regression with limi@sG& for inclusion and 0.10
for exclusion. The dependent variable was daily HRD counts and we used 10
independent climate or climate intensity variables. The clinaiahes were daily
maximum temperature (Tmax), minimum temperature (Tmin) and maximunmiea
(MHI), and mean dew point. The remaining six variables are best descsibkhate
“intensity” variables: difference from normal variables in 0.1°Cenwents: Tmax
difference from the normal Tmax (Tmax-DFN); Tmin difference from norfinain
(Tmin-DFN); and MHI difference from normal Tmax (MHI-DFN). The remag three
variables were the number of consecutive days when Tmax, Tmin or MHI eddbede

normal.

The most significant independent variables were then included for additional
regression analyses. Some analyses used linear regression. Rébatioeisteen HRD
and the climate variables (Tmax, MHI, Tmax-DFN and MHI-DFN) werdineér;
therefore we calculated cubic regression equations which providetéaftdor our

data. Cubic regression uses a third order polynomial and we used a confidemwed int
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(CI) of 0.05. We compiled two data sets for each city's warm weather peridathabne
included all days (including days without HRD), and one that was limited tadagty
with HRD. We performed difference of means analyses between Phoenix aagdaChic
data for HRD, Tmax, Tmin, and MHI. Spatial Synoptic Classification §2®@ HRD

counts were analyzed using linear and cubic regression analyses.
Results

Basic Characteristics of the HRD data:

The differences in HRD between Chicago and Phoenix could be described as
intensity of HRD in Chicago versus persistence of HRD in Phoenix (Table Phoenix,
with 4,218 HRD, had more than three times that of Chicago (1,116 HRD) in the four
years of 2003 through 2006. In both cities, most HRBg8%) occurred during their
warm weather months—which for Chicago is May through September, andexér8g
HRD per day. In Chicago only 32% of days May through September had HRD.
Phoenix's warm weather season was two months longer — April through Oataber,

79% of those days had an HRD (an average of 4.8 HRD per day). Between 1 May
through 30 September Phoenix had HRD on 92% of days, averaging 6.4 HRD per day.
Usingonly days with HRD, these two cities averaged virtually the same numbd&f H
per day (5.7 and 5.6 HRD). However, Chicago's HRD counts had a much wider range
which is evidenced by their differences in standard deviations (GHitaghoenix 5.5).

In Chicago most days with HRD have only one or two calls, and its highestatzyes

87 HRD, much higher than Phoenix's highest day of 35 HRD.

In both cities, HRD climb rapidly with increasing Tmax and MHI, however the
thresholds between the cities are different (Fig. 13a and 13b). Scatterfpdiaily HRD

counts to Tmax and MHI illustrate these differences (Fig. 13a; 13batd8ct3d)
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Chicago's scatterplots (Fig. 13a) show HRD occur at a much lowax ffran MHI,
especially when on days with high HRD counts. In Phoenix (Fig. 13b) theréeis litt
difference between Tmax and MHI, a result of Phoenix's dry climate. Coomparis
scatter plots between Phoenix and Chicago for Tmax to HRD (Fig. 13c) shaw that

Chicago HRD occur at a Tmax much lower than in Phoenix and climb quickly when

Table 14. Comparison of the Number, Means, Medians, Standard Deviatibns a
Percentages of HRD between Chicago and Phoenix.

0, 0,
# Percent A High- # of % of Mean Med-
HRD Days Days :
of Days Days ,,,.,... €est . HRD ian Std.
; of X Within with 1 with 1
with with . # per HRD Dev
HRD HRD HRD Time HRD or2 or2 da
Period HRD HRD Y&
Chicago
Days 196 1116 100 - 87 107 55% 5.7* 20 11.0
with HRD
Phoenix
Days 752 4218 100 - 35 286 38% 56* 40 55
with HRD
Chicago
é'\é';y':so 194 1114 32 998 - 105 55% 1.8 0.00 6.7
2003 - 06
Phoenix
1May - 563 3892 92 92 - 125 20% 64 50 5.0
30Sept
2003 - 06
Phoenix
1April—31 680 4114 79 98 - 216 25% 4.8 4.8 3.0
Oct.

Tmax hits about 33°C (91.4°F); while in Phoenix the Tmax is about 40°C (104°C) before
HRD begin to rapidly increase. The MHI to HRD scatter plot shows héefaveen the
two cities closes considerably (Fig. 13d). This is due to Chis&did! frequently being

higher than the Tmax on days with HRD, and Phoenix's MHI frequently calgulatin

72



lower than its Tmax. Again, many days in Phoenix still had a much higher MHI than in
Chicago, but resulted in much lower HRD counts.
Multivariate and Cubic Regression Analyses

Multivariate stepwise regression analyses were done on two dafarseach
city (Table 15). The firstis on all days including those without HRD. Inagjaicall
days 1 May through 30 September (2003- 2006) and in Phoenix: all days 1 January
through 31 December (2003 — 2006). The second includes only days with HRD hereafter
identified as HRD Events). Thée Ralues explain about 50% of the variability in the
HRD. In both cities, MHI has the strongest relationship to HRD, though Tmésoiama
influential variable in the modelstor 3%). Consecutive Days with a Tmin > normal
have a smaller but identifiable influence on HRD in all the models, and Nwhber
Consecutive Days with a Tmax > normal were significant in 3 of the 4 mddels.
Chicago, Mean Daily Dew Point is also strong in both data sets; but noténi®ko
models. We expected to find a strong relationship to humidity in Chicago; however we
also found a strong relationship with the MHI in Phoenix. Additionally, the ¢tepzt
extended periods when heat and/or humidity exceed the normally expected conditions a

important.
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Fig. 13. Scatterplots of Daily HRD Counts and the Associated Tmidkbor a.

Chicago Tmax and MHI b. Phoenix Tmax and MHI c. Tmax for Phoenix and Chicago
d. MHI for Phoenix and Chicago Red diamonds are Chicago Tmax and HRD; Yellow
triangles are Chicago MHI; blue circles are Phoenix Tmax and greeresguarPhoenix
MHI. Solid and dotted lines are polynomial trend lines.

Table 15. Multivariate Stepwise Analyses: Variables and Maogdélsion. The first
column is the data set used in included in the analyses. numbers in each coloate indi
the order in which that variable impacted the HRD (1 is highest impa&@r right

column is the final adjusted’Ralue

Tmax MHI Tmin Consec Consec Consec

Analysis Mean

. Diff Diff Diff Days Days Days Adjusted
Data Set Tmax MHI Tmin from from from TMZX MHyI TM?/n Dew JR2
Used Point
normalnormalnormal>normal>normal>normal

Chi HRD 2 1 4 3 0.496
Phx HRD 3 1 5 2 4 0.481
Chi All
Days 2 1 6 3 5 4 0.408
May-Sept
Phx
All Days 2 1 3 7 4 6 5 0.538
Jan - Dec
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Cubic regression analyses used both data sets (all days and only day&iRjt
for each city's warm weather period. We found strong, statisticafiifisant
relationships (p-values <0.05) of HRD to Tmax, Tmin and MHI. In both citie$ idd
highest R, but explained more of the variability in the Chicago data (Table 16).
Difference of Means Analysis

As noted above, the means for the HRD in the HRD Events data set are close
(Chicago: 5.7 and Phoenix: 5.6 HRD per day) and we did not find a statistical diéferen
between them (Table 17). However, there is much more variabilitinvifitt Chicago
HRD data (standard deviation of 11.0) versus 5.5, in Phoenix. In all but two of the other
means tests we found statistically significant differences (Cl 0-98|ue <0.05)
between Chicago and Phoenix. Most variables were higher in Phoenix exagt/for
Table 16. Results of the Cubic Regression Analyses of HRD to Tmax, MdHTrain
for Phoenix and Chicago. HRD were analyzed using all days and also only daiys day

with HRD (May through September 2003 to 2006). Al/&ues were statistically
significant with a confidence interval of 0.05

R R? R’
Value Value Value
Tmax MHI  Tmin

Chicago: All data ( May — Sept 2003 — 2006) 0.51 0.71 0.46
Chicago: HRD days only (May — Sept 2003 — 2006) 0.49 0.70 0.48
Phoenix: All data (May — Sept 2003 — 2006) 0.56 0.61 0.52

Phoenix: HRD days only (May — Sept 2003 — 2006) 0.49 0.55 0.46

point and MHI-DFN. On days with HRD, Phoenix's average Tmax at3 7.3°C (99.1°F) ).
which was almost 7°C (12°F) warmer than Chicago at 30.4°C (86.7°C For MHI, only
about 4°C (7°F) separates the cities: Chicago 30.8°C (87.4°F) and Phoenix 35.0°C
(95°F), but there would likely be a larger difference had we limited thet®izhlues

equal or higher than Tmax. Chicago's higher dew point average of 16.6°C (61.9°F)
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versus 6.7°C (44.1°F) in Phoenix, and higher MHI-DFN, are indicative of how much
more of a role humidity plays in Chicago.

Table 17. Results of the Difference of Means Analyses. Table sPlaeago's and
Phoenix's means for : Days with HRD, Tmax, Tmin, MHI, Tmax difference from
normal Tmax, MHI difference from normal Tmax, Tmin difference from normahTmi
number of days consecutive days when Tmax exceeded the normal Tmax, number of
days consecutive days when MHI exceeded the normal Tmax, number of days
consecutive days when Tmin exceeded the normal Tmin and dew point, Nearly all
means between Chicago and Phoenix cites were statistically diff€ie0.05).

Asterisks indicate variables that data did not show a statistfteaettice in the means
between Chicago and Phoenix.

Tmax MHI  Tmin CSS\?:C'Consec— Consec-
Davs Diff Diff Diff Davs utive utive Mean
S TmaxTmin MHI  from  from  from Y Days w Dew
with o o W Days w .
C C °C Normal Normal Normal MHI - Point
HRD - Tmax Tmin o
Tmax Tmax Tmin > > normal C
°C °C °C normal
normal
Chicagog 2. 304 202308 23+ 28 55 27  27* 3.8  16.6
Means
Phoenx g v 373 239350 22+ 01 21 53 2.3 7.3 6.1
Means

Two variables with means that were not statistically differetvdsen Chicago
and Phoenix were Tmax-DFN and number of consecutive days when the MHI was higher
than the normal Tmax. The similarities in the number of consecutive ddnysii
higher than normal Tmax are probably not very meaningful. This is likely apteson
of Phoenix's relatively long and consistent period of relatively high hunddiiyg the
mid to late summer monsoon period. Given that almost every day during the mid to late
summer has an HRD in Phoenix, when humidity rises with the monsoon season and
produces an MHI higher than the normal Tmax, it can do so for many days, uninterrupted
by a day without HRD. So Phoenix had fewer but longer runs of consecutive days, while
Chicago had many more but shorter periods when MHI was higher than the haneal

— but they resulted in similar means.
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An unexpected finding was that on days with HRD the amount by which the
ambient Tmax varied from normal was very similar in Chicago (2.3°C) anehiho
(2.2°C). This suggests that on average these two cities possiblyeexgersimilar
increases in maximum temperatures above normal on days with HRD, the HRD count
was often much higher in Chicago. The highest MHI-DFN, in Chicago was coitydera
higher than in Phoenix: 13.9°C versus 9.8°C (25°F vs. 17.6°F), and Chicago's high HRD
counts occurred on these days. In Phoenix, days with high MHI-DFN did not coincide
with Phoenix's highest days of HRD. These different outcomes prompted usdo take
more in depth look at the conditions on the days with extremely high HRD, which we

will discuss in more detail in a subsequent section.

Air Masses

We examined the role of air mass types on HRD using SSC. Air mass types,
especially those that are associated with “oppressive” conditiadd @f(oist tropical),
MT+ (moist tropical plus) and MT++ moist tropical double plus, are oftsp@ated
with increased HRI and HRM (Sheridan et al 2009). In both cities, these tiogiedl”
SSC types MT, MT+ and MT++) were associated with the high percerdagidD,
although several days in Phoenix with high HRD were dry tropical (DT). Wel fitna
cubic regression analyses produced the strongest correlations be&@ean®&HRD.
Though the relationships were statistically significant (CI of < 0.06)Rtivalues were
low at 0.30 for Chicago and 0.04 for Phoenix. Phoenix's IbwaRies are attributable to
its very low variability in weather during its hot months, when 72% of daysd through
October were classified as Dry Tropical. Most days with one of thextveme SSC
types (MT+ and MT++) had HRD. Overall, Phoenix had more MT+ and MT++ days

(76), and all but two of these days (MT++) had HRD, however, MT+ and MT++
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produced only 15% of Phoenix's HRD. Chicago had fewer of these extreme days (33),
and not all had HRD. However, on the on days when MT+ and MT++ did produce HRD,
the counts were often very high — 46% of Chicago's HRD occurred on MT+ ot MT+
days (Table 18).

Table 18. SSC Air Mass Types That Produced the Highest HRD Cduyot. of

Phoenix's HRD (61%) occurred on day with Dry Tropical (DT) air masdes S$C that
dominates Phoenix's weather during its hot weather season

% of days

with SSC % of Average Average Average
SSC Type Days type total #HRD Tmax  MHI

producingr HRD perday °C °C

HRD

Dry Chicago 74 74% 16% 10.2 34 33.5
Tropical Phoenix 434 83% 61% 5.9 38.8 35.9
Moist Chicago 96 74% 15% 10.2 30.7 31.6
Tropical Phoenix 44 82% 5% 5.8 37.9 37.9
Moist Chicago 17 88% 15% 11.1 325 33.2
Tropical + Phoenix 43 100% 8% 8.1 38.3 38.0
Moist Chicago 16 81% 31% 26.8 33.8 36.5
Tropical++ Phoenix 33 94% 7% 9 404 39.9

Extreme Heat Events

We analyzed two different “extreme” HRD data sets: days thantel97"
percentile of HRD (Chicago 5 days, Phoenix 22 days), and a data set for tts hijhe
days of HRD (Table 19) We looked at air mass types on these extreme HRD days. In
Chicago, the type of air mass plays a more identifiable role with high HRD|ldnd a
two of the high HRD days had an air mass of MT+ or MT++. However, in Phoerfix, 9 o
the 10 highest HRD days were under the influence of its typical sumnmasé;, DT.
These high days of HRD show the pattern of persistence of HRD in Phoenix, versus

fluctuation in Chicago. In Phoenix, there was little difference in theageenumber of
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HRD between its two extreme data sets of (27 HRD and 31 HRD per day). @&hicag
average number of HRD was much more variable averaging 62 HRD per day 4t the 97
percentile (more than double that of Phoenix) and drops to an average of 46 HRD per day
for Chicago's highest 10 days of HRD — one and a half times higher than PH@datéx (

19). Phoenix's Tmax and MHI averages on extreme days were higher thagoGHhica
resulted in much lower HRD counts. This suggests that, although Phoendéntesi
experience hotter conditions, they are less impacted by the heat. @hedgeme

Tmax and MHI were considerably higher than its normal, thus exposing resident
conditions much worse than they would typically expect. On Phoenix's highesifdays
HRD, the Tmax-DFN and MHI-DFN were not nearly as high as those in Chicagp. (F

14 and Table 19).

Mean Temperature °C

#HRD Tmax Tmin MHI #HRD Tmax Tmin MHI
Days in 97th Percentile of HRD Highest 10 Days with HRD

M Chicago B Phoenix

Fig. 14. Highest daily counts of HRD: Left: Days in the 97th perceriight: 10
highest days of HRD. Red bars are Chicago data and blue bars are Phizenbhéa
left Y axis are the mean number of HRD that are associated withghsdirof bars in
97" percentile and and highest 10 days of HRD. The right Y-axis is the mean
temperature for Tmax, Tmin and MHI.

Difference from Normal
The Tmax-DFN and MHI-DFN reached much higher levels in Chicago than in

Phoenix, particularly on days with very high HRD counts. Plots of HRD to Tmax and
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MHI for Chicago and Phoenix can be seen in Fig 15a and Fig 15b. Cubic regressions
produced the strongest (and statistically significant correlasib@s > 0.05) between

HRD and Tmax-DFN or MHI-DFN (Fig. 15a and 15b).

Table 19. HRD: Ten Highest Days and in the Highest 97th PdecehtCounts.
Columns show the average number of: HRD, Tmax, MHI, Tmax difference from normal
Tmax and MHI difference from normal Tmax.

Average Average Average Average
Average Tmax MHI Tmax-DFN MHI-DFN

#HRD (OC) (OC) (OC) (OC)
Highest Chi 46 35.5 39.0 6.5 10.3
10 Days
w /HRD Phx 31 44.7 42.8 4.7 3.7
Days in Chi
of"  (5days)  °2 37.0 41.9 7.9 11.4
Percen- Phx 27 44.3 422 s -

tile (22 days)

In both cities, the Rvalues for MHI-DFN were higher than those for Tmax-DFN, but R
values were much higher in Chicago: Tmax (Chi: 0.21, Phx: 0.08) and MHI (Chi: 0.58,
Phx: 0.14). Chicago's trendlines showed a rise in HRD with increagiiggigr Tmax-

DFN and MHI-DFN. Phoenix’s trendlines show a rise in HRD, but then a drof lo&f
linear regression analyses on the Tmax or MHI to corresponding Tmisxabd MHI-

DFN (the upper clusters in Fig. 15a and 15b) found statistically sigmtifietationships,

but also much higher®Ralues in Chicago. Phoenix's very lo#Rlues (Tmax: 0.09,
MHI: 0.02) are reflective of the wide range of temperatures at which étiRDr

throughout the year. Most of Chicago's highest HRD count days coincided with
considerably higher than normal Tmax and MHI. In Phoenix, none of the highest days of
HRD occurred when Tmax-DFN or MHI-DFN were high. When Tmax-DFN and HMI-

DFN were highest, most days had <5 HRD.
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those days. Upper cluster trendlines are linear.

Seasonality in Tmax and MHI Difference from Normal

To evaluate if there might be seasonal differences within and betweetige c
we broke the data into early season (Fig. 16a and 16b), mid-season (Figd1Kid)
and late season (Fig. 16e and 16f). Cubic regressions for the HRD to Triaard
MHI-DFN produced the strongest Ralues while linear regressions were best for Tmax
to Tmax-DFN and MHI to MHI-DFN (Table 20). All’Ralues but one were statistically
significant (only Chicago's late season HRD to Tmax-DFN had aue-v#l.05).
Seasonality is clearly playing a role in the differences we foundeleet Phoenix and
Chicago, and how the Tmax-DFN and MHI-DFN impacted HRD in both cities. hy eve
season, Chicago produced highévRlues for HRD to Tmax-DFN and MHI-DFN.
Almost all of Chicago's highest days of Tmax-DFN and MHI-DFN occurreidglits
mid-season, when normal Tmax is highest, resulting in some of its hotgesifdhe
study period. This was not the case in Phoenix. Phoenix's highest dayaxeDHRN
and MHI-DFN occurred during early and late season when its normal Tmaxwes lo

This is likely one reason why Phoenix had low HRD counts on these unusually hot days.

81



During early and late seasons, the Phoenix DFN trendlines for HRD slssveend then
a slight drop off. Chicago's HRD to DFN trendlines show a similar droppingtérp

for Tmax, but continue to rise for MHI.
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Fig. 16. Seasonal Plots of HRD by Difference from Normal and Qaneling Tmax or
MHI (0.1°C). a. Early season Tmax b. Early season MHI c. Mid-season Tmax d.
Mid-season MHI e. Late season Tmax f. Late season MHI. Phoenix’s higyesf da
Tmax and MHI higher than normal occurred during the early and late season, and
resulted with low HRD counts. In Chicago, the days with Tmax and MHI much higher
than normal occurred primarily during mid-season and were generallyatssogith

high HRD. All R values were statistically significant except for Chicaguts $eason
HRD counts.
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Table 20. Ten Highest Days with Tmax or MHI > Normal Tmax. Columns show
average HRD counts, Tmax, Tmax exceedence from normal Tmax, MHI and MHI
exceedence from normal Tmax. Left set of columns are for the highelstytemwhen

Tmax and MHI exceeded normal. Right columns are the highest ten days during "mid
season” when Tmax and MHI exceeded the normal Tmax.

10 highest days of > normal
(mid-season)

10 highest days > normal |
Tmax MHI i Tmax MHI

o °C # o °C | # o °C # o °C
#HRD C DEN ' HRD C DFN : HRD C DEN | HRD C DEN

Chi 16.1 347 9.1 324 381 1151 344 36.2 7.4 40393 101
Phx 59 40.1 9.0 59 363 81 176 465 6.6 19.5.0444.1

Mid-season was when most HRD occur. We found that HRD rise with
increasing Tmax-DFN and MHI-DFN — however, Chicago's slope was meepest
During mid-season the Tmax and MHI difference from normal were bastmdlinear to
the corresponding Tmax and MHI (the upper clusters in Figures 16a through 16f).
Though Phoenix's Rvalues for HRD to Tmax-DFN and MHI-DFN are low (Tmax: 0.31,
MHI: 0.43) and much lower than Chicago (Tmax: 0.53; MHI 0.82), Phoenix's measured
Tmax and MHI were consistently higher. As Chicago's Tmax-DFN and MH-DF
climbed so did HRD. On the days when Chicago's Tmax and MHI were much higher
than normal, the ambient Tmax and the MHI were still lower than thoseypicalt
summer day in Phoenix. During mid-season, Phoenix residents were roatipesed
to hotter weather conditions than Chicago residents, but Phoenix was not asadlignorm
hot or humid. Table 20 shows a comparison of the highest 10 days of Tmax-DFN and
MHI-DFN for all the HRD days and for only those in mid-season. The TnkaXsD
were similar between Phoenix and Chicago, but the Tmax was much higher mxPhoe
The trendlines for mid-season suggest that if Phoenix residentexgsed to similarly
high Tmax-DFN and MHI-DFN as Chicago, they would probably not see similadp st

rises in HRD. The lowvalues in Phoenix show that much hotter than normal
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conditions had little correlation to HRD counts — even in mid-season whé&midgve and
MHI are normally very high. Chicago's highest difference from normal days Tadua

and MHI that was lower than residents in Phoenix experience on a typicai\tan

Tmax and MHI > normal, Phoenix's HRD rise but do not spike. Had we not used the
Tmax values when the MHI calculated lower than Tmax, Phoenix's avetdg®FN

would have been only a few degrees lower than Chicago's. On days when Phoenix's
Tmax was at least 5°C (9°F) > normal and also >43°C (109.4°F) Phoenix averaged 17
HRD, ranging from as low as 7 to as high as 34 HRD. These are weatherocsithidit

are challenging to anyone, even if high temperatures are typical, hgeni®. In

Phoenix, 8 of the highest 10 days with Tmax and MHI > norm were in early season. The
Tmax averaged 33.5°C (92.3°F ) yet only averaged 1.6 HRD during the time when
residents would have yet to be exposed to its high summertime temeeraliie low

HRD counts under both of these conditions would suggest that Phoenix's rasiagnts
have a level of year round acclimatization or tolerance to high terapesatreating a

level of adaptive capacity in Phoenix residents. Some of Phoenix's adapaaty

would be residents' near universal access to air conditioning. Howewes; dlso

suggest some level behavioral adaptation as well. High Tmax and Mitirrgsn

relatively low HRD counts would also suggest that people not only useitheir a
conditioning, but likely also choose not to participate in activities thgitthpiut them at

risk of HRI.

Conclusions

This study found that although Phoenix was much hotter, had many more HRDs

in each year, and had a much longer season when HRD occurred, it was not sthgect to
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large spikes in heat-related 911 calls that were seen in @hi¢#igD in Chicago

increased dramatically when the Tmax and especially MHI were much Hingimer

normal. In Chicago when MHI-DFN was highest it also recorded some of its highest
HRD counts but its Tmax and MHI were still lower, and in some cases much |baer, t
those that Phoenix residents experienced on a routine basis. In Phoenix, many of the
days with high HRD counts were not associated with Phoenix's highest days»ef Tma
DFN and MHI-DFN. The days that had high Tmax-DFN and MHI-DFN (>6°C) and also
had high HRD occurred primarily when the Tmax was > 43°C°@)L0Remarkably,

even under these extreme temperature conditions Phoenix's daily HRD wér®werc
than on days when Chicago experienced its most extreme weather conditions. Our
analyses could have provided much more detail had the HRD data setsdnclude
additional demographic or situational information such as age, sex, itthe kad

access to air conditioning, what activities they were engaged in whercitherit

occurred or even the location of their residence. However, in manythases

information was not included due to confidentiality constraints.

Even without demographic data, our morbidity study parallels the findings of
mortality studies (e.g. Curriero et al. 2002, Medina-Ramon and Schwartz 2@0ida®
and Kalkstein 2010, Anderson and Bell 2011) — that cities in hotter souticatiohs in
North America are less affected by high heat events. Some of themii#srwe found
in HRD between Phoenix and Chicago are likely due to Phoenix's near universal
existence of air conditioning, which is a highly effective adaptive umeds reduce HRI
and HRM. However, the results of our study and the phenomenon of lower summer
mortality in hot cities suggest a level of adaptive capacity drerese in residents of
these warmer cities, including Phoenix. Our study suggests many questiond they

scope of this paper as to what factors might be contributing to thiemesili These
85



include investigating whether residents of hot cities such as Phoeoimbecclimated
to heat or are they exposed to more information on the dangers of heat, thingadapt
behavior and activities that put them at risk of HRI. Further invagtiganto what might
be contributing to what seems to be a resilience to HRI despite frequentrexjgosu
extreme heat —could prove helpful in creating strategies to help othertemperate

cities reduce HRI and HRM.
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Chapter 5
OUTDOOR THERMAL COMFORT ADAPTATION IN PHOENIX
Abstract

This paper presents the findings of a survey-based outdoor human themrfeait c
study in Phoenix, Arizona, USA. The purpose of the study is to document residents'
outdoor human thermal comfort adaptation to Phoenix's hot, dry climate. ISevera
locations within the metropolitan area were used to collect people&ppers of the
weather conditions during the spring, summer and fall of 2010, using questionnaires and
concurrent micro-meteorological measurements to document thermgppens and
acceptance of outdoor conditions. Though Phoenix residents have nearaliaicesss
to air conditioning, the study found indications of a high level of outdoor thermal
adaptation. Surveys collected thermal comfort sensations of loa#mesiwhich were
then used to calculate several comfort indices: “thermal neutraltethperature at
which respondents were neither hot nor cold and thermal and “acceteest®tds” —
the temperatures that residents found acceptable calculated frperteatage of people
whose perception of the temperature was “a bit cool”, “OK” or "a bitntafThe study
also introduces a “heat tolerance” index — the upper microclitnggsttolds where 80%
of responders, even though saying that the temperature was “a bit hot”oafbmt
reported being “comfortable” in those conditions. Two percentage limits wged to
identify the thresholds of thermal acceptability and heat tolera8@# and a more
rigorous 90%. These thresholds are given in multiple indices of climatdiera
temperature, heat index, and three energy budget indices that incluffectseas
additional weather parameters such as wind or solar radiationoRlgysally Equivalent
Temperature (PET); Standard Effective Temperature (SET); andrsaiividnermal

Comfort Index (UTCI). Analysis showed a high level of adaptation to heatylaifed
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respondents' preference in weather is similar to those of othertemoperate regions,
they are also accepting of, and tolerant of, much hotter conditions. Thesleottds of
heat tolerance-adaptation are then compared to the results of a pstuhusomparing
heat-related 911 emergency dispatches (HRD) between Phoenix and thempmeate

city of Chicago, lllinois, USA. (For more detail see Hartz et al. 20lOhoth cities,

HRD begin to climb rapidly with increasingly high temperature and heat index, but
Chicago's HRD began its exponential climb at much lower climate threghatishose

in Phoenix. The differences in the thresholds of temperature and heat indéxtadsoc
with the steep rises in HRD are comparable to the differencesrmaheomfort

adaptation found in Phoenix and those of the thermal comfort thresholds founain mor

temperate climates.

Introduction

Entities such as the World Health Organization, U.S. Environmental footec
Agency (EPA) and the U.S. Centers for Disease Control and Preventi@) €&
concerned about the impacts of increasing heat and its effects on humanaesadthtyy
a warming planet, and also with the rapid expansion of urbanization (EPA 2012, CDC
2008,WHO 2003). As urban centers grow, an ever increasing number of people are
exposed to the additional heat associated with urbanization, a phenomenon known as the
urban heat island effect, where urbanized areas are warmer than nearbyeas.
McGeehin and Mirabelli (2001) estimated possible future health impaatcreased
exposure to heat from possible climate change. Their estimates wakmnsideration
future mitigating factors such as increased access to air @mifiand possible future

“acclimatization”. Potential acclimatization levels are noll wesearched or
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documented. Extrapolations could be made from documentation of current levels of
acclimatization that exists in populations living in hot climates.

There is a sphere of ongoing acclimatization research underwagiessaimed
at identification of human thermal comfort ranges and thresholds of pedpégik
different climates (e.g. Spagnolo and de Dear 2003; Nikolopoulou and Lykoudis 2006;
Hwang & Lin 2007). These studies are associated with the field of toulisatelto
estimate local thermal comfort differences, and extrapolate tdposapacts that
climate change may have on the tourism industry. There are also urlzantbesinal
comfort studies focused on improvement of comfort and usability of outdaoces and
mitigating heat in cities (e.g. Pearlmutter et al. 1999; Touddrivayer 2003; Shashua-
Bar and Hoffman 2003; Johansson 2006). Human thermal comfort (HTC) sttadies
yet to be widely applied to human health though application of HTC but could be
beneficial in that field.

Human thermal comfort sensations are not static, but are highly $ubjelct
addition to being impacted by physiological conditions, it is also gredhenced by
psychological factors such as expectations, previous experience, andistoais (de
Dear and Bragger 1998; de Dear and Bragger 2002; Hoppe 2002; Knez and Thorsson
2006; Lin et al. 2010). There have been relatively few outdoor thermal comftigsst
aimed at documenting local adaptation to climate, but those studies blezl\several
important findings:

a) people are also more accepting of a wider range of temperatures in

outdoor spaces (Nikolopoulou and Steemers 2003)

b) people living in different climates also have differing levels of thérma

comfort (see Nikolopoulou and Lykoudis 2006)
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C) people living in warmer climates have higher thresholds of thermal
comfort that those in more temperate climates (Hwang and Lin 2007;
Lin and Matzarakis 2008).

These thermal comfort differences may parallel differences fountrtality
studies such as those Curriero et al. (2002), and Davis et al. (2004). TDise N
American studies found a greater risk of death in cooler, northern citiesthatter,
southern cities. This regional difference is often attributeddinlents' increased access
to air conditioning and to “acclimatization”. Hartz et al. (2010) found simgégional
differences in the heat-related 911 emergency calls between two gjaioghy and
climatically different cities in the United States: Chicadimdis and Phoenix, Arizona,
which has led to the further research in this current study. Thermal ¢ehofdies that
documented adaptation were done in places with temperate or hot and humidsgclimate
but not in the hot, dry conditions epitomized by Phoenix.

From studies of heat-related 911 emergency dispatches (HRD) in Chicago (Hart
et al. 2011) and Phoenix (Golden et al 2008) researchers found that both cities
experienced a rapid increase in 911 calls with increasingly higher tetmgeand heat
index. Although Phoenix had many more HRD in a given year, it did not experience the
spikes in HRD that occurred in Chicago. Additionally, the threshold tempeeatdre
heat index where HRD began to rapidly climb were much higher in Phoenix, and thus
suggests these differences might be linked to acclimatization.

This current study seeks to document levels of outdoor thermal comfort
adaptation and heat tolerance in Phoenix, a city that experiences very tiwrwea
conditions for much of the year. Chicago has a more temperate climatesidedteare

likely to have thermal comfort levels similar to those found in ottaertemperate parts
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of the world, such as central-western Europe. Differences in thermtdrtatimate
adaptation between Phoenix and those cities with a temperate climate nmayards
the differences found in the temperature and heat index thresholds latHRIxbegan
to rapidly climb in Chicago.
Background

Thermal comfort or acceptance of one's thermal environmental surroundings c
vary across many scales — from individual to individual sitting in a roomwidex more
regional scale differing between people living in different climatgans. Outdoor
Human Thermal Comfort (OHTC) indices and models have their roatdoor thermal
comfort studies aimed at design and engineering of HVAC systems teeemeore
comfortable indoor environment (Janssen 1999). Efforts to create e tiaghal
comfort model or index that can predict human thermal comfort go back alnesguayc
to an index defined as Effective Temperature (Gonzalez et al. 1974). s@Gidkg in
documenting thermal comfort were made in the 1960's and 1970's with the work of P.O.
Fanger (1972) and Gagge et al. (1967). Fanger's book “Thermal Comfort” (1972)
describes a series of equations associated with the comfort inder kisddMV
(predicted mean vote). PMV is a seven point thermal sensatienfswal +3 (hot) to -3
(cold) with 0 being neutral. Thresholds of comfort were derived from studies us
relatively small groups of young and presumably healthy adults in the cedtroll
environment of a climate chamber. The laboratories were locatedperiae climates,
suggesting that participants likely had the thermal comfort prefesest people living in
that climate. These studies identified climate conditions thah#jerity of people
(80%) would find comfortable, and eventually led to the indoor thermal comfort

standards adopted by ASHRAE (the American Society of Heating, Reftiggeand Air-
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Conditioning Engineers), and laid the groundwork for today's HTC models (dansse
1999).

Early outdoor comfort models were modifications of indoor HTC models through
the addition of radiation fluxes (Hoppe 1999). Questions arose about thacycand
adequacy of these early outdoor human thermal comfort (OHTC) models mouified f
indoor comfort models or indices (Spagnolo and de Dear 2003; Nikolopoulou et al.
2001). In the late 1990s de Dear and Bragger (1998) reported in an ASHRABfstudy
160 buildings located around the world, that thermal comfort is not stadicasrbe
highly variable. Researchers found that when conditions are not considbeeditectly
controllable (as in outdoor situations contrasted with indoor conditiong)ge
expectations for acceptable levels of comfort expand (Nikolopoulou aech&te 2003).
To document thermal acceptability differences in varying climate$C research
basically uses two methodologies: (a) observation of behavior in outdusesjeand (b)

a more direct method that uses surveys to assess people's perceptionsad @ of

the climate conditions they are encountering. Both methodologies generiitieint

situ measurement of climate parameters — temperature, humidity,, avid sometimes

solar radiation. Observational studies primarily document behavior in éooowgetting

such as parks or squares, recording choices on where people sit (sun or shade, open or
exposed, etc.) or tracking the number of people using an outdoor space (e.g. Thorsson et
al. 2004; Thorsson et al. 2004). The direct methodologies for thermal cotoftigs fall

into basically two categories: (a) thermal comfort analyses dboutspaces or urban

design (b) methods designed to identify location/climate specifitsle¥®utdoor

thermal comfort adaptation that could be applied in geographically ditfelimates.

The vast percentage of outdoor HTC studies that measure differencedaar@aces

(such as green spaces with parks or trees, or differing urban desihras swide,
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shallow urban canyons versus narrow, deep urban canyons). These studies used
previously established thresholds of comfort used for all climateshvaa not take into
account possible adaptation to local climate.

There are also thermal comfort studies that identify local thermdbcom
adaptation, or levels, and use a survey to record perceptions of comferterturrent
microclimate measurements are taken, primarily temperature, humwiity speed and
sometimes solar radiation (Spagnolo and de Dear 2003; Hwang and Lin 2007). These
climate measurements can later be used in thermal comfort index rnwodiis a better
grasp of the more complex, and generally more accurate, assessment of ti@ensondit
encountered by participants, other than just temperature or temperatureradityh

Studies that measure acclimatization/thermal comfort aréelinm number, and not
all used the same questions/methodologies, or even the same scalasurement, thus
making comparisons difficult. Thermal comfort is calculated usingrdifite
methodologies and can be reported in differing climate units: ambientregomeeand
also temperature indices from more complex energy balance models such as
Physiologically Equivalent Temperature (PET); Standard Effediamperature (SET);
OUTSET and Effective Temperature (ET). Most studies repofthleemal neutral” —
the temperature at which respondents are neither hot nor cold — thotingid sner
determining “thermal neutral” can vary. Questionnaires used in the studre
generally adapted from those used by Fanger in the 1970's in conjunctiomevith t
point scale of respondents’ perceptions of the climate conditions theexseriencing
which range from -3 to +3 (see methods for more detail). The percentagpohdents
used to identify thermal comfort levels also varied, though most use3D%

comfortable limit that was used for the ASHRAE standards.
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Thermal comfort studies done in Sydney, Australia (Spagnolo and de Dear 2003)
and in Taiwan (Hwang and Lin 2007; Lin and Matzarakis 2008) used similar
methodology to this current study in Phoenix. These included a questionnairsettha
variation of the ASHRAE 7 point thermal sensation vote scale forarowif-3 (very
cold) to +3 (very hot) along with in-situ recording of micrometeorolagiceasurements
to identify thresholds and ranges of thermal comfort.

Methods
Climate and Survey Locations

Phoenix is located in the Sonoran Desert of the southwestern United Sthgesa It
hot, arid climate, receiving about 19 mm of rainfall each year. Summerriznmes
routinely exceed 37.7°C (100°F) and have reached 50°C (122°F). Winter temperatures
are warm during the day and cool at night, with a few freezes each yeatioralty,
over the twentieth century, average annual temperatures in thelatriolscal Phoenix
region increased 1.7°C (3.1°F) (Brazel et al. 2000). However, the urban pofttbes
region have had increases of 4.2°C (7.6°F) in the annual average temperedtee¢hree
times higher that of the region, reflecting the pronounced local infuehgarbanization.
Phoenix has a substantial urban heat island (UHI) in both size and intensity

An issue with all outdoor thermal comfort surveys is identifying gmjaite venues
where respondents are likely to be representative of an area'atpmpullhus, careful
consideration of appropriate sites was required, as there is an elerselfitseiection in
people who spend more than a few minutes in an outdoor location.  Also for this study,
it was important to identify locations where potential interviewesre wkely to be
outdoors for more than the few minutes it takes to traverse betwidindmiand/or
modes of transportation. This can be particularly important in a placedily hot

Phoenix.
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Field data were collected during the spring, early summer and earty 2410 in
several public outdoor locations within metropolitan Phoenix, primarilyarkspwhere
people were more likely to be spending time outdoors (Fig. 17). Severspiatg
special event venues were used, but the majority of surveys were takenpark that,
throughout the year, draws a wide range of people from across the rigtnop@a, as

well as non-local visitors. This park contains several reorest
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Fig. 17. Map of Phoenix Survey Locations. Survey locations Jstere scattered
across the metropolitan area, the largest star is where thetynaj@urveys were taken.
entertainment attractions, including an operating train and a largahctoousel. The

park is a favorite venue for corporate events and family celebraltiongghout the year,
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including during the summer months. As such, it attracted visitors of alttageghout

the survey period. Anecdotal comments by respondents indicated routinaratt=hg
many who would not typically choose to spend time outdoors. All but one site provided
at least some shade from trees, and the main survey location also had sthadec:
open-sided picnic areas that are scattered in several locatidrespzfrk. This shade
provided an opportunity for some relief from the intense sun and heat when needed.
However, each site was primarily open and unshaded. Locations where sueveys

taken were unshaded. The surface covering at the main survey sitenagecpaving
stones, often measured in excess of 50°C (122°F) on an infrared thermdneter.
survey collection was limited to time periods when the largest number oepgopld

be in attendance, as well as to include a wider cross-section of agésntigho
respondents. Thus surveys were taken during weekends and, during the hot weather
months, limited to mornings and early afternoons.

Survey questions and analysis methodologies were adapted from two previous
studies: Spagnolo and de Dear (2003) in Sydney, Australia and Hwang and Lin (2007) in
Central Taiwan. Survey and study design was reviewed by, and complied w@iith, th
institutional review board (IRB) at Arizona State University (speekdix A for survey
guestions and B for the IRB letter of approval). Survey questionnaires bag¢tions:
a demographic information section and the respondents' climate pemsepti
Demographic information included sex and age range; how long they had been ¢utdoors
activities engaged in during the previous 30 minutes and whether thatyagtsiin sun,
shade or indoors; zip code of their primary residence; and whether they tdoar home
and, if so, by what methods. The clothing worn was also recorded.

Climate perception questions used the ASHRAE seven-point satisfaalen sc

for temperature, humidity, sunshine and wind. Respondents were asked their
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perceptions of the weather conditions they were encountering on a scalfto +3:
with O being neutral; these are identified hereafter as the Th&enahtion Vote (TSV).
Additionally, respondents were asked an acceptability-preferenceajquesting on a
three point scale: did they want “no change”, “more”, or “less” for eadteoflimate
parameters in question. The final thermal comfort question asked wasratiDare you
comfortable right now?”

A portable weather station was used to simultaneously collect weather
measurements at one minute intervals using a fan aspirated Davis Vardageeather
station that recorded temperature (°C); humidity (in dew point °C andb¥%vee
humidity); wind speed (meters/second); and solar radiation (Watesfinefhe climate
equipment was calibrated prior to, and following the field study to ensursure@aents
fell within the manufacturer's specifications (see Table ??).

Table 21. Results of Davis Vantage Pro 2 Weather Station Calibra@iolumns show

the deviation of the equipment from that of the Arizona State Climastk@ffice that
it uses to calibrate climate equipment

Temp
(°C) RH % Wind m/s  Solar (W/h
+0.5°C
Davis Vantage above - +3% +5% of
Pro 2 Specs 7°C (0 to 90% RH) 1 m/s full scale
Measurement g 33 16 0.56 2.00
deviation

Perceptions of weather can be impacted by weather conditions they encounter
immediately prior to taking the survey, and therefore 6-minute averege calculated
from the climate variables from the recorded start time, and also foutes prior and
one minute post survey time. People within 20 feet of the portable starenrwited
to take the one to two minute survey. A total of 715 surveys were taken, acdla “lo

data set of 553 respondents was extracted. This local data setecbosrespondents
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whose primary residence was located within metropolitan Phoenix or irakever
climatically similar locations outside of the metropolitan area.

The microclimate measurements were added to each survey: ambienatenaper
and heat index, and three energy balance indices — Physiologically Eqtival
Temperature (PET); Standard Effective Temperature (SET); andrsaiividnermal
Comfort Index (UTCI). The indices were calculated using RayMan Pro, addore
Andreas Matzarakis (personal communication 2011). RayMan Pro is theetest
version of the thermal comfort model RayMan, developed by Andreas Matzdfedik
Rutz, and Helmut Mayer (see Matzarakis et al. 2007). The model estiradiation
fluxes taking into consideration the impacts of clouds and surrounding surface
RayMan calculates mean radiant temperature, and several otlgyr lbudget indices:
PET, PMV, SET and UTCI to assess the thermal bioclimate. The model usge afra
data: geographic coordinates; time/date; meteorological datpdtatare, and humidity,
though other measurements can also be input into the model); site datadsbskycl
view); thermophysiological data: (activity and clothing); and pelgamgsiological data
(sex, age, weight). These can be input manually or by a data file.

A data file was used with RayMan runs that included information from each of
the surveys: climate variables of temperature, relative humidigy, adiation, and
wind speed; the clothing worn (in clo — the unit of thermal resistaiscdditmg value
where 0 is naked and 1 would be a typical business suit (Engineering Tool Box; 2011a)
and the average metabolic rate (in watts) of the previous 30 mirctieities
(Engineering Tool Box 2011b). Sky view factors were input through using 180ydishe
photographs taken at each survey site. The personal/human physiologicairdasted
of two hypothetical American adults: an “average” man (weighing 88 kg, 1.8 ngint hei

and aged 35 years) and an “average” woman (75 kg; 1.6 m; 35 years).
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Ambient temperature and heat index plus multiple indices obtained from
RayMan (PET, SET and UTCI) were included in the analyses, allowing for csmpa
to previous studies, as well as to possible future research. Datsesethen compiled
into 1°C bins for each index to reduce the likelihood that individual survege @an
undue influence on results — the same methodology previously used by Spagnolo and de
Dear (2003) in Sydney, Australia, and Hwang and Lin (2007) and Lin and Matzarakis
(2008) in central Taiwan. The mean thermal sensation vote (MTS\Wal@sdated for
each 1°C bin. Some bins had low survey counts. To analyze the impact of these low
count bins played on the MTSV, regression analyses were done using a 8gstema
elimination of low count survey bins (1 survey bins, then 2 survey bins ... ethg. T
data set with five or fewer survey in the bin surveys produced the emlsisttrongest
R? values with the lowest number of bin exclusions. Thus, data used did not include
temperature bins with 5 or fewer surveys.

“Thermal neutral” is a term used to identify the temperature at whsgtonelents
perceived as neither hot nor cold — and therefore neutral. This is derifiadiby
MTSV for each 1°C temperature bin using the ASHRAE 7 point scale from -S(toac
cool) to +3 (much too hot) and where 0 is “OK” — neither hot nor cold. Plots f{@WMT
to 1°C temperature bins were created for each index (temperaturmdeeatPET, SET
and UTCI). A linear fitted line was added to the plots. The tempenahe the line
crosses 0 is the “thermal neutral” temperature for each index (Hwangra2007).

“Thermal acceptability” identifies the temperature rarge tvas “acceptable”
to respondents using their TSV (Hwang and Lin 2007). Three categories oiWE®/s
combined into an “acceptable” category: “a bit cold” (-1 TSV), “OKT&V) or “a bit
hot” (1 TSV). These TSVs are considered as within the range adptadie” to

respondents. The percent of people who responded -1, 0 or +1 for tempesaature w
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calculated and then plotted for each 1°C temperature bin. A second-pelyremmial
was fit to the percentage satisfied plots. The acceptabilityweas set to 80% of
responses and a more rigorous 90%. Where the fitted curve crossed the 80% and 90%
acceptable (or 20% and 10% percent dissatisfied) identifies the amgbéower limits of
“thermal acceptable”. This current study's focus was to identifydoeitmatization and
a limited number of surveys were taken in cooler weather. Thus, only the ingipéarl
thermal acceptance is discernible.

An additional thermal index was calculated— a thermal “heat toletamdex.
This is aheat tolerance level identified using the same methodology used to find the
thermal acceptance values, but identifies the number of people who responded
“comfortable” even though their TSV was outside of the three previddeshyified as
acceptable. This index was calculated because the vast majority B28pondents
with a TSV 1 or TSV 2 reported being “comfortable”. Again the percembpeople
who reported being comfortable for each 1°C bin was plotted for and fitted with a
second-order polynomial. The point at which the fit line crosses 80% and 90%

thresholds are the “heat tolerance” temperature.

Results
Thresholds of Thermal Neutral, Acceptability and Heat Tolerance

“Thermal neutral” is the average temperature where respondéntefe
temperature was neither warm nor cool. In Phoenix ambient temperature “thermal
neutral” was 22.2°C (72.0°F) and heat index was lower at 19.2°C (66.6°F) (Fig. 18).
The R values were strong and statistically significant to MTSV. PET, SETUACI
were considerably higher (from 27.2°C to 32.6°C) with PET at 32.6°C — more than 10°C

higher than that of ambient temperature. Wind speeds tend to be quite looeimx?
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and solar radiation is generally very intense due to its elevationdiatiand generally

cloudless, clear sky, which can make it feel much warmer than the aneorg@rature.

PET: 32.6°C (R? = 0.83)

SET: 27.2°C (R?=0.87) 3
UTCI: 28.4°C (R? = 0.93)
Temp: 22.2°C (R?=0.85) ‘ _ D)

Heat Index: 19.2°C (R? = 0.89)

= o
Mean Thermal Sensation Vote

|
N

3

\ \ \ \ \ \ \ \ \ -
0 5 10 15 20 25 30 35 40 45 50 55 60

OPET Degrees C OTemp
— PET — Temp
OSET AUTCI X Heat Index
—SET — UTCI — Heat Index

Fig 18: Identification of Thermal Neutral. The symbols are the teahype (x-axis) to
the Mean Thermal Sensation Vote for each 1°C temperature binsjy-atie lines are
fitted linear trendline. Where the lines cross 0 is the testyper where respondents
were neither warm nor cool and therefore "neutral”. Thermal Nexatizts for the five
indices used are shown in the upper left corner, along with the associatadés.

Thermal acceptance is the temperature that respondents found within atalslece
range. The data allowed for calculation of the upper threshold of thecoeptance and
the high R values between 0.83 and 0.96 show a good fit to the polynomial line. All of
the “thermal acceptance” values were more than 10°C higher than those mi&lther
neutral”. All three indices produced high values of acceptability at bothe®@%90%
thresholds. The 80% thresholds were a PET of 44.6°C (112.3°F) ; UTCI 37.0°C (98.6°F)
and SET was between them at 40.3°C (104.5°F) The 90% thresholds were cooler
ranging between 45.2°C PET (113.4°F) and 29.1°C PET for Heat Index (84.4°F) (Fig.

19).
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OPET

OSET

AUTCI
Temp

X Heat Index

—PET

—SET

—UTCI
Temp

., —Heat Index

Percent of Respondents

Degrees C
Upper Thresholds of Thermal Acceptability

Index 80% Limit  90% Limit Fit
PET 44.6 °C 40.9°C (R?2=0.83)
SET 40.3°C 35.8°C (R?=0.87)
UTCI 37.0°C 34.7 °C (R?=0.95)
Air Temp 31.5°C 29.7 °C (R?=0.96)
Heat Index 29.4°C 26.7 °C (R2=0.91)

Fig. 19. Thermal Acceptability. Symbols are the plotted temperature asehpef
local people surveyed who responded that the temperature was a bit. co®Vj, OK
(TSV 0), or a bit warm (TSV +1) for each degree C temperatureTliia.lines are a
fitted second order polynomial line fitted to the plotted data. Thehbisksemperature
of thermal acceptance for each index was identified by whereetindlines cross either
the 80% or the more rigorous 90% acceptable line. The table below steothermal
acceptability thresholds for each index at 80% and 90% cut offs and the @ssBtia
values.

A high percentage of respondents who thought that the temperature was “a bit hot”
(TSV 1 -91%) or “hot” (TSV 2 — 69%), reported being comfortable thus stigges
high level of heat tolerance in Phoenix (Table 21 ). The heat toldersds were all
high — considerably higher than thermal neutral and somewhat highehénarat

acceptance levels (Table)2Z'he 80% heat tolerance thresholds ranged from a high of

52.0°C (125.6°F) for PET, and 33.4°C (92.1°F) for Heat Index.
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Table 22: Heat Tolerance: Upper threshold of heat tolerancetentiperature at which
80% and 90% of respondents reported being comfortable — even though many perceived
the temperature as “a bit hot” or “hot”.

Index 80% Limit (°C)  90% Limit (°C) R
PET 52.0 45.2 0.61
SET 47.6 40.4 0.70
UTCI 41.6 37.8 0.66
Ambient Temperature  34.5 30.5 0.69
Heat Index 33.4 29.1 0.61

Comparison to Other Locations/Studies

Thermal comfort studies using surveys from other localities use ayvafie
indices, and methodologies so, making comparisons can be cumbersome, though
inferences can be done cautiouslyhermal neutral is the most reported index. Thermal
neutral is reported for 7 European cities by Nikolopoulou and Lydoudis (2006) give air
temperature values for each season and an overall mean — Table 2Bgyavesrage
thermal neutral. They used 1°C temperature bins but each bin includedtdet@nbe
0.5°C below and above the bin temperature. Therefore thermal comfort ttisasiay
be slightly underestimated when compared to Phoenix. Their key finding has
applicability to the Phoenix study: the cities with warmer climbseshigher thermal
neutrals.

Table 23. Thermal Comfort Thresholds for Phoenix.

Thermal Thermal Thermal-Heat

Neutral (°C) Acceptance (°C) Tolerance (°C)
PET 32.6 44.6 52.0
SET 27.2 40.3 47.6
UTClI 28.4 37.0 41.6
Ambient Temperature 22.2 31.5 34.5
Heat Index 19.2 29.4 33.4
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The studies whose methods are most similar to this study are those of Hhalang a
Lin (2007) and Lin and Matzarakis (2008) in Taiwan. These two studies eefi@tmal
neutral of 27.2°C PET (Lin and Matzarakis 2008) and 33.1 SET (Hwang and Lin 2007)
for Central Taiwan. Phoenix's thermal neutral was 32.6°C PET and 27.2°C SET.
Taiwan's upper limits from the “thermal acceptance” methodology wereGBBET and
34.7°C SET; Phoenix, with its warmer climate, had a higher upper therosgdtance

limits: 44.6°C PET and 40.3°C SET.

Table 24: Thermal comfort from different locations and climates.

o Thermal Heat
Thermal Neutral °C Acceptance °C Tolerance °C
. SET or Air
Location: PET *OUTSET Temp PET SET PET SET
Phoenix USA 80% 32.6 27.2 222 446 403 520 476
Phoenix USA 90% 409 358 452 404
Western/Middle 205 29
Europé
Sydney 26.2*
Taiwarf 33.1 34.7 37.4
Taiwar? 27.2 35.4
AthensGreecé 22.8
Cambridge UK 17.8
Fribourg SwitZ 12.9
Kassel Germarfy 18.5
Milan Italy* 18.3
Sheffield UK 13.3
Thessaloniki Greeée 25.3

1Spagnolo and de Dear 20683wang and Lin 2007Lin and Matzarakis 2008
*Nikolopoulou and Lykoudis 2006

Hwang and Lin (2007) also report a thermal comfort range in Taiwan that was
derived by a “direct acceptability method” which is the equivalent sfdtudy's “heat
tolerance”. Hwang and Lin calculated the percentage of respondents wiiedéper
conditions encountered as “acceptable” even if their TSV was higdei0t with the
range limit set to the temperature to the 80% acceptable limit. upper limit was
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37.4°C (99.3°F) SET. Though they report this range, they also felt it was “icptac
because this upper limit approached “the maximum outdoor air temperafiaigvan”,
though the SET values in central Taiwan are routinely higher than the umdin
temperature (Lin 2012, personal communication). Phoenix's “heat toleraasel7.6°C
(117.7°F) SET at the 80% limit and 40.4°C (104.7°F) SET at the 90% limit —
considerably higher than the air temperature, and considerably highénabhfound in
Taiwan.

As can be seen in Figure 20, all of the thermal comfort thresholds in Phoenix
reflect high levels of acclimatization. While slight differeaan how the thermal
comfort levels found in these studies are not entirely comparable tbadleaiR study or
each other, there is one key point that can be made: people in warmerschiemade

higher thresholds of temperature preference. This seems to be payticukamh .

(o2}
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Degrees C
w
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N
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0
PET SET UTCl Air Temp  Heat Index
Index
B Thermal Neutral Heat Tolerance 80%
Thermal Acceptable 80% Ml H.T. 90%
B T.A 90%

Fig 20: Thermal thresholds for all indices: Thermal Neutral amrital Acceptance
values are high in Phoenix as compared to other, more temperate regicasiwiiar
studies have been conducted. Heat Tolerance temperatures arg@hery hi
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Phoenix, with thresholds for thermal neutral, thermal acceptance andlkeatcte that

are all considerably higher than those in cities that are locatethpetate climates.

Heat-related lliness and Thermal Comfort

Heat-related 911 emergency calls in both Phoenix and Chicagopighy ia
both cities with increasingly high daily maximum temperature (Tmax) andatty
maximum heat index (MHI), though thresholds at which HRD begin its rseatrthe
same (Fig. 21). Chicago's HRD began their rapid increase at aTlaveerand MHI
than in Phoenix, and rose to much higher counts. In Chicago the HRD began to rise
rapidly when daily maximum temperatures rise above 32°C (89.6°F) and thedeeat
above 35°C (95.0°F). In Phoenix those thresholds were about 40°C (104°C) for Tmax
and 38°C (100.4°F) MHI (this is lower than the maximum temperature due ¢miRso
low humidity). The higher thermal comfort thresholds found in Phoenix when cedpa
to thresholds in cooler more temperate locations such as Taiwan ané/Middtern
Europe, whose climates more similar to Chicago's, parall@itfezences in the

thresholds at which HRD rapidly climb in Phoenix and Chicago.

Chicago and Phoenix HRD (Tmax) Chicago and Phoenix HRD (MHI)
100 100,
A
" 80

2 Ealyy
o 0 A
g g 1 O\ TRez 058
g g X
T T

15 20 25 30 35 40 45 50

MHI °C
4 ChiHRD ® PhxHRD /\ Chi HRD B Phx HRD
Trendline Chi == Trendline Phx = = Trendline Chi = = Trendline Phx

Fig. 21: Phoenix and Chicago HRD: HRD climb rapidly with increasing tenyperat
and heat index, but at different thresholds.
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Figure 22 shows a comparison of the thresholds of HRD to thermal comfshdiue

for Phoenix, Taiwan and Middle/Western Europe The bars are thermal comfort
thresholds of Phoenix and those of Taiwan and Middle/Western Europe. nRaiwa
thresholds are in values for SET (from Hwang and Lin 2007) and also RET L(fn and
Matzarakis 2008). The Europe thresholds in PET are also from Lin azdristas
(2008). The thermal comfort thresholds are higher than those of Tamdfusope at
both 80% and the more rigorous 90% . The horizontal red and blue lines are floe data
the higher thresholds at which HRD rapidly increased in Phoenix and Ghithg
differences in the HRD thresholds and the thermal comfort thresholdspeaealh other,
This does not definitively link thermal comfort adaptation to theaténaifferences in
the HRD, but it does suggest that possibility. Research in other climatesded to help

prove or disprove linkages of acclimatization to heat-related dines

Discussion

This study and previous studies from other locations show that peoptgilivtities
with warmer climates have adapted to their warmer climate. The tatupethat people
prefer when living in warmer cities, (at which they are neither hotaidj &s higher than
those found in more temperate cities. Few studies have looked at theompiance and
heat tolerance levels. Of those that have, there is evidenqeetde's levels of thermal
acceptance are also higher in warmer locations. This study found thahewgh
Phoenix residents woulatefer cooler conditions, they were also relatively comfortable
in conditions they also reported as hot — much hotter than those repostadies in
other climates. The temperatures that people in Phoenix found theacediytable are

higher than those found in other locations, and Phoenix's “heat toleravels’des even
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Thermal  Thermal Thermal  Thermal Heat Heat
Neutral Neutral ~ Accptance Acceptance Tolerance  Tolernace
PET SET PET SET PET SET
Thresholds
M Phoenix M Taiwan
Phoenix 90% Middle-Western Europe
s Phoenix HRD Temp = Chicago HRD Temp

mmmm Phoenix HRD Heat Index —==m=: Chicago HRD Heat Index

Fig. 22. Thresholds of Acclimatization and HRD. The bars show theaheamfort
thresholds of Phoenix and those of Taiwan and Middle/Western Europeani&iw
thresholds are in SET (from Hwang and Lin 2007) and in PET (from Lin and Mktzara
2008). The Europe thresholds in PET are also from Lin and Matzarakis (2008).
climate in Taiwan and Europe are more temperate than Phoenix, andeliseclimate
of Chicago. The thermal comfort thresholds are higher at both 80% and the more
rigorous 90% than those of Taiwan and Europe. The horizontal red and bl dities
data s for the higher thresholds at which HRD rapidly increased imRRtaoel Chicago.
The differences in the HRD thresholds and the thermal comfort thregiaotltel each
other. This suggests that some of differences in HRD between Phoenix aagddhay
be linked to acclimatization.

higher. In such a hot environment, “heat tolerance” may be a very good methodology for
identification of adaptation to heat because residents are expdsigt heat during

much of the year. These high levels of thermal comfort and heat toleraridesly due

in part to the continuous exposure to air temperatures that frequenthdet@¥C

(104°F) during 5 months of the year. It could also be attributable to air conuition

access.

All of the surveys' local respondents reported some form of air cooling

mechanism in their residences: 97% had central air conditioning; 2 ugediogbw air
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conditioning units; 4 used only evaporative cooling; and 18 used a combination of air
conditioning and evaporative cooling, likely using their central air conéigoumit when
increased humidity levels make evaporative cooling ineffective. itedbjs wide spread
access to air conditioning, this study found high levels of outdoor accliniaizatheat.
Perhaps the access to air conditioning may influence people's heatdelel he survey
guestions in this current study do not themselves provide a definitiweattsthe role
that air conditioning may be making to perceptions of thermal comfort, atthoug
anecdotal conversations with respondents suggests that even thoughdt, e h
conditions they were encountering were not nearly as hot as they couldse, th
suggesting a perception of relative coolness. Also, as one responderégrdedirbeing
outdoors gave them a break from being cooped up in air conditioning. It seemed that
outdoor activities provided a change from their typically indoor, air conddiomgtines
during the hot weather period and may contribute to their perceptions of codfort
study by Aljawabra and Nikolopoulou (2009) compared outdoor use by residents in
Phoenix to those Marrakesh — a city that is only slightly cooler thamBhoEhey found

a high level of tolerance to heat in Phoenix that they suggest maydebaesidents
spend a large part of their day in air conditioning.

A bit of caution does need to be taken in the thermal comfort conclusions, as
participants in the survey chose to be outdoors — sometimes in hot @asdifis
previously mentioned, on hot days many survey participants commented theytypical
would not spend much time outdoors at that time of year. The survey questions do not
lend themselves to estimate how much of the high levels of thermal caofitdtbe
attributable to people's knowledge and use of heat-stress reducingjesragach as
increasing the intake of fluids, and wearing loose fitting, light colaretllight-weight

clothing.
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One of the reasons a 90% acceptable limit was included in the arialifst
having access to shade seems to be playing an important role in thernat.cdmére
were only 21% of people surveyed who reported having spent the previous 30 minutes i
the sun and these were the least likely to be comfortable — although & 8épalit being
comfortable. The majority of interviewees (64%) reported being idesbame of the 30
minutes prior to taking the survey. People who reported being primarily in St@de (
of surveys) were less likely to be comfortable than those who had been inbaihds
shade (84% versus 88% reported being comfortable). In an arid environmenthgsteppi
into shade can dramatically increase thermal comfort. Perhaps sdmeehajh levels of
heat tolerance is related to people knowing that relief is easilalbieaby moving into
shade or air conditioned spaces when needed. People who had been prindgily insi
(12% of surveys), which generally meant an air conditioned building or cargdhen
previous 30 minutes were the most likely to still be comfortable (TableT2w.
guestionnaire used did not include questions that could assess ifdhtvattress of the
environment could have played a role in respondents' perceptions of comfert. iSTa
need for research that could better measure this dynamic in veryphares like
Phoenix.
Table: 25 Percent of Respondents In Sun, Shade Or Indoors. Participants were asked

what they had been doing the previous 30 minutes, and if these activities wexelyri
in sun; shade; inside or a combination of these.

[0)
su/?v%f s % surveys
y Comfortable
taken
Sun 21 76.5
Sun and Shade 29 88.0
Shade 35 84.6
Indoors 12 92.4
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Conclusions

Thermal comfort studies similar to this have documented increased
acclimatization in a few locations and climates, and found increasels lof thermal
acceptability in warm climates. This study found an even higher levetlifnatization
in the people who live in the hot, dry climate of metropolitan Phoenix -eesat! by the
high level of thermal comfort in hot conditions and high thresholds of bieaance.

The majority of people surveyed (82%) who thought weather conditions weiten@™d

or “hot” reported that they were also comfortable. People surveyed who lmad bee
primarily indoors during the previous 30 minutes were the most likely to beodaiie
and those who had been primarily in the shade were the least likely tolrejnor
comfortable. Also, most people surveyed (64%) had spent some or most of thagrevi
30 minutes in shade, suggesting that shade and access to air conditioningynaay pl
important role in people's perceptions of comfort.

High levels of acclimatization in Phoenix may also be playing a roleein t
differences found in the heat-relatedeat-related 911 emergency despbh&tween
Chicago and Phoenix that inspired this thermal comfort study. Though Phoenix had more
HRD over the course of a year, it did not experience the large spikels that occurred
in Chicago. Both cities experienced a rapid increase in HRD withaisiaigetemperature
and humidity, however, the thresholds at which this occurred were much higher in
Phoenix. This difference is roughly comparable to the thermal comfqrtadide
differences found between Phoenix and those of cities with a more tempienate e
climates more similar to that of Chicago.

McGeehin and Mirabelli (2001) suggest some of the regional differences they
found in mortality is likely attributable to “acclimatization”. Though ndirdgve, this

study suggests that a high level of acclimatization could be playing a @loEnix's
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resilience to high spikes in heat-related illness, despiigergs exposure to high heat

for much of the summer. It is unknown how much of Phoenix’s acclimatization is
physiological and how much is psychological. Does living in a in a hot clifsate a
encourage or even necessitate a better understanding of the dangersiofi hea
knowledge of strategies that enhance comfort such as modificatitwtrohg and

behavior to help stay cool and therefore possibly reduce the risk of latatiiéiness?
Additional research aimed at understanding the physiology and psychology ofltherma
comfort and thermal comfort adaptation is needed. So, too is more rebedancdn

assess possible linkages of thermal comfort adaptation and heat ®lerfeat-related
illness differences in other climates.

Additional research to identify current levels of acclimatizationojputations
already living in a hot climate could provide more substance and accarfutyre
estimates. This information could prove important toward applicatibhgure planning
and mitigation strategies and estimating health impacts under imgyasot conditions

in cities and elsewhere around the globe.
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Chapter 6
CONCLUSIONS AND CONTRIBUTIONS

This dissertation is comprised of studies coupling two fields of relselaeat-
related morbidity with human thermal comfort adaptation. Historicallyettves fields
of research have been separate. The heat-related morbidity componentssgadheh
are climate studies of heat-related 911 emergency dispatch data {ieROwo
geographically and climatically different cities in the United Stateot and dry Phoenix,
Arizona in the Southwestern U.S. and the more temperate Chicago, lllirmtisddc the
upper Midwest. | analyze the weather conditions associated with hegaidremergency
911 dispatches (HRD) in Phoenix, Arizona and then Chicago, Illinois, separatkely
then compare the weather-HRD relationships between these tvgo ditiese are
followed by a survey-based field study to assess outdoor human thermal comfort
adaptation in Phoenix. A key objective is to show the benefits possible from
collaboration between these two fields.

Heat-related climate impacts on health is a growing concern worldwide as
evidenced by organizations such as the World Health Organization, U.S. Emstirtah
Protection Agency (EPA) and the U.S. Centers for Disease Control anatfyeve
(CDC) who have made health and climate a research priority (EPA 2012, CDC
2008,WHO 2003). Studies of climate linkages to mortality discovered regidteinsa
in summertime mortality in North America, which showed a reduction lofrigotter
Southern cities in North America when compared to more temperateg(Citiggero et al.
2002; , Medina-Ramon and Schwartz 2007; Sheridan and Kalkstein 2010; and Anderson
and Bell 2011). The current climate-HRD analyses showed this pateraxaséts in

heat-related morbidity data.
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The HRD studies are followed by a survey-based field study that quantifie
human thermal comfort (HTC) adaptation in people living in the hot dryatdirof
metropolitan Phoenix. The results of this HTC study are then compared tadingdiof
the HRD studies.

Chapter 2 examines the heat-related 911 emergency dispatches (HRD) in
Phoenix, Arizona for the years 2001 through 2006. The study identified severalakmpor
patterns: all 12 months of the year had at least some HRD, but the majauityedcc
during the hot weather months, peaking in July. Diurnally, the fewestazallurred
between all 0600 local standard time (LST) and 0700 LST and peaked between 1400 and
1600 LST. HRD counts were compared to maximum temperature (Tmax) and heat index
(HI) calculated at 1500 LST. HI was the stronger predictor of HRD. Duringttdy
period there were 361 days with HRD counts of >5 dispatches and all but two had a
Tmax higher than the normal Tmax. The highest days of HRD occurred during a hea
wave of 2006, and a detailed examination of that period showed that the highest day of
HRD followed the day with the highest Tmax. The study found that holiday period
could increase HRD. Analyses using the energy balance model OUTCOMES, wh
includes influences of radiation and wind along with temperature and humidity,
suggested that use of a more complete index than air temperature or éveddxeaay
improve accuracy in prediction and issuance of heat warnings.

Chapter 3 analyzes the climate and spatial parameters of HRD in €hicag
2003 through 2006 in greater detail than the Phoenix study. Statistical arfalyse
high correlations between the weather and HRD, though the strongest aorselatre to
the maximum heat index (MHI). HRD began to exponentially climb with inarghysi
high Tmax and MHI. When the Tmax rose above 32° C (89.6°F) or the MHI rose above

36°C (96.8°F), HRD rapidly increased. A spatial analysis using one kilogréater
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found HRD were more randomly spaced than clustered. However, a cluster of higher
HRD counts that occurred in the downtown central business district gricheeegident
during the heat wave period of 2006. Several situations produced lower or hitjper H
counts than what would typically be expected for the climate conditigrexiat events
sometimes increased HRD, and days with a very high MHI that occurredretiréyday,
but was interrupted by rainfall in the early afternoon, would producer liwaa typical

HRD counts.

Chapter 4 compares the HRD and climate conditions between Phoenix, Arizona
and Chicago lllinois for the years 2003 through 2006. Both cities experienced the
majority of HRD during their warm/hot weather seasons, although Phoemigtnsis
two months longer, ranging from 1 April to 31 October. MHI was the strongest predictor
of HRD, though Tmax was also strong. Overall, Phoenix had more HRD than Chicago
and both cities experienced the rapid rise in HRD with increasing Tmax dhdIm
Chicago, HRD began to rise rapidly when the Tmax was above 32°C (89.6° F) and the
MHI was above 35°C (96.8°F). In Phoenix the thresholds were higher — about 40°C
(104°F) for Tmax and 38°C (100.4°F) MHI (the calculated MHI was often lower tigan t
Tmax in Phoenix due to low humidity). Chicago's highest count of HRD was 87 calls,
almost 2.5 times higher than the 35 calls on Phoenix's highest HRD day. On the ten
highest days of HRD, Chicago averaged 46 HRD dispatches while Phoeniealdia
calls. Most of Chicago's highest days of HRD were also days where Tmax drichiViH
the greatest difference from normal, but these conditions were stiéira¢bah many days
in Phoenix. The absence of high spikes in HRD in Phoenix despite its much hotter
conditions suggests a level of resilience to heat in Phoenix.

Chapter 5 investigated thermal comfort adaptation and levels dfoteraince in

residents of the Phoenix area. Most studies that assess urban desigoradidmates
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use thermal comfort thresholds that are commonly accepted as comfeviadyehere,
though they have been found to be reflective of populations from western/middle Europe
(Lin and Matzarakis 2008). However, several survey-based studie$onazkethat these
levels do not accurately represent comfort everywhere, and tleatinitvarmer climates

have higher thresholds of comfort.

| used methodologies designed to assess perceptions of thermal comfort and
acceptability: The questionnaire and analysis methods were adagtethé previously
mentioned studies, which were done in localities with hot and humid clinratesre
temperate climate than Phoenix's climate. This current study fougt &tael of
thermal comfort adaptation in Phoenix.

The microclimate parameters recorded at the time of the sunargdater used
in an energy balance model (RayMan) to calculate three energy baldesi PET,
SET and UTCI. Phoenix residents' thermal comfort preference and acceptance
levels/thresholds as well as heat tolerance thresholds weutatadtfor these three
indices, as well as air temperature and heat index. Phoenix's thermd| tieitra
temperature that is neither cool nor warm but “comfortable”, was wahaeithose
commonly accepted from western/middle Europe. The study by Hwang &Q0)#h
Central Taiwan, which has a more temperate climate than Phoenisinnled
methodology of that used for this dissertation. They discovered the therrtral meu
Taiwan was higher than that of western/middle Europe. Phoenix's therrral nes
more similar to that of Taiwan. However, the range of temperatuae®hoenix
respondents' found acceptable was higher than those in Taiwan. Thedreat#l
thresholds, the temperature at which respondents were still coméortadse even higher
than the acceptance thresholds. The current study found that Presédénts preferred

temperatures similar to or slightly warmer than those documented inctithates, but
116



residents were comfortable at much higher temperatures, indicatimgiderable
amount of adaptation/acclimatization to the local, hot climate.

Comparing the results of the HTC study to those of HRD produced some
interesting parallels. Phoenix's increased levels of acclimatizatien compared to
those of more temperature climates are similar to the diffegepbnses to weather found
in the HRD data. Though a few HRD occur nearly every day in Phoenix from May
through September, Phoenix was resistant to the very large spikes irhBiRi2d¢urred
in Chicago. Some or even much of this resilience can be attributed to théiugatous
access to air conditioning or other cooling devices in the Phoenix area, whathhe n
case in the Chicago area. The high level of adaptation to heat found mxAhag also
be a factor, though to what degree is not discernible from the design dtithisand

verification or quantification requires additional research.

Contributions and Gaps in the Literature
This dissertation adds to several different sets of literattinetate- heat-related
morbidity and mortality, the field of human thermal comfort and acclimtibiz, and in
crossover or amalgamation of these two areas of research
In the heat-related morbidity field this dissertation adds to t&tiire in several
ways and helps to fill the gap identified by McGeehin and Mirabelli in 200dre&t
need for more heat morbidity studies.
o Firstly, it provides a better understanding of the climate conditiongémetrate
and exacerbate heat-related illness for two cities.
e Secondly, it compares the climate linkages to HRD morbidity data in two

distinct climates and geographical locations: Phoenix, Arizona and Ghicag
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lllinois. The findings of the study reinforces that the regiondépafound in

the mortality data also exists in morbidity data.

This dissertation also adds to the human thermal comfort liteygiantecularly
useful in the arena of outdoor urban design. Though the “relative” thermal toMmfor
different designs can be attained with the commonly used thresholds, having m
accurate estimates for thermal comfort can prove to be impantassessing strategies
to obtain achievable levels of comfort in a hot, dry climate. Quantditati thermal
comfort adaptation in a hot, dry climate can be beneficial in urban and hmatec
design studies for outdoor thermal comfort.

There is a third area to which this dissertation makes an impoatatniozition:
the role that thermal comfort adaptation plays in heat-related merbidihis is a field
that is just beginning to be explored, and it is hoped that some of Hseddd research
methodologies contained within this dissertation will encourage the growtisin
important field of research.

In addition to its contributions, this dissertation also points to gaps arsd area
where more is needed. One is the need for uniformity in defining data stihehcageria
used to classify a 911 dispatch as “heat-related”. Definitions of morlality(and also
mortality data) vary considerably across studies making comparisfiicult. A key
limitation in this research was the lack of demographic data fdif&i2. Much more
detailed analyses could have been made had data also included informaticnasyesh a
sex; activities engaged in prior to the incident; whether theritad been indoors or
outdoors prior to the incident; were they at home, the office, shopping or avbarie
did they live — were they a local or visitor. With a home address, asalgsild be made

on the possible connections to their home and neighborhood. Future studies should
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include these additional data, if at all possible. Additional human theondbrt
adaptation studies are needed to document acclimatization in otheawcdigsother
climates and more accurately define localized human thermal comfbdre i also a
need for more studies of acclimatization levels in relationship terbleatd morbidity
and mortality that could provide more validation of this research'srittie@s.

Research is needed to assess the knowledge differences that mighetesesn
people living in temperate city like Chicago and those living in a hot &&yRhoenix. It
would be very beneficial for planning purposes and resource allocations to krooneif s
of the differences in HRD could also be attributable to a better local taa#irsy of the
dangers of heat in Phoenix, knowing the early warning signs of heat stredse and t
awareness of effective mitigation strategies and behaviors. Theaumire did not
lend itself to evaluating to what degree thermal comfort peareptvere affected by
availability of shade, the appeal of the locations or knowing thef fedm the intense
heat is easily accessible. Research of this kind could be verydeinefithe creating
cooler, more comfortable and sustainable urban design.

The National Science Foundation's Act of 1950 sets a mission statentent tha
includes the importance of research with “broader impacts” thatsaripomote the
progress of science; to advance the national health, prosperity, and wélfaleF

2007). This goal was an integral component of this dissertation.
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APPENDIX A

MAPS OF CHICAGO AND PHOENIX HRD
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APPENDIX B

THERMAL COMFORT SURVEY
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Measuring Human Comfort in Metropolitan Phoenix

Survey

To be Completed by Interviewer: Time of Survey : Sex: Male Female

1. How is your health today® ery good Good Currently Sick

2. About how long have you been outside? {Min andfor hrs)

3. What activifies were you doing during the past 30 mimnutes? [CIRCLE ALL THAT APPLY]
Sleaping walking riding a bike or motoreycle  riding the bus or light rail
sitting EXEercising in a car with alc other,
standing Swimming in a car without alc

Was this primarily inside, in the sun or in the shade? Inside  Sun Shade

SAY TO THE RESPOMDENT: “This next section is designed so thaf you can tell us how you are feeling
about the current climafe condifions.” [SHOW THE RESPOMDENT THE BACK OF THE SURVEY]. "You can
take this section of the survey by yourself by circling your responses or | can ask you the guestions —
whichever you prefer™

WHEN THE CLIMATE QUESTIONS ARE ANSWERED SAY: “Thank you. We have a few brief guesfions we'd
like to ask about you fo help us determine if comfort differences might be atiributed by how and where we
Iive.™

1. “Do you live in mefropolitan Phoenix? No  Yes [IF ¥ES] “For how long?*

If YES: “In a typical year, do you leave the mefropolitan area for an extended period of time for
vacation or fo ive? YES NO

[IF YES] “Generally for how long?™
2. May | have the zip code of your primary residence?
“Does your employment involve working outside? Mo Yes [IF YES] Aboutf how many hrs/day?

4. How do you cool your home? (CHECK ALL THAT APPLY) Evaporative Cooler— Window Air Condifioner —
Whole House Air Conditioner —  Trees or Plants — shades, awnings or shutters —  MNone

5 “Age group” 18 to 20 211035 36 to 45 46 to 55 56 to 85 Ower 85

w

CIRCLE ALL CLOTHING WORN:

[SHIRTS PANTS - GRIRTS | OUTER GARMENTS | FOOTWEAR MISC

na shirt Capris wvest no shoes chort dress

tank top shorts light jacket or coat sandalsiopen toe long dress

short sleeved shirt long pants sweater sneakers Swim suit

longed sleeved shirt | jeans heavy coat closed shoes necktie
lomg skirt hat boots stockings
short skirt gloves socks

Other

133



APPENDIX C

INSTITUTIONAL REVIEW BOARD DOCUMENTATION

134



m ARIZENA STATE
LINIVERSITY

ARREARCH AHD ECOMHOMIC AFFAIES

135

l:ﬁ-’]l'.'"ili'ltﬁ‘: -!Jl“ RC'&‘\'(‘JI'(ZI‘I ]hlc*grih_c Fl'I'I-Cl .:'uri:'-lll'._‘lﬂ-c'L‘

To: Anthony Brazel
5C0B
From: Mark Roosa, Chair
Soc Beh IRB
Date: 021232010
Committee Action: Exemption Granted
IRE Action Date: 022372010
IRB Frotocol #: 1002004847
Study Title: Measuring Human Comfort in Metropolitan Phoenix

The above-referenced protocol is considered exempt after review by the Institutional Review Board pursuant fo
Federal regulations, 45 CFR. Part 48.101(b}2) .

This part of the federal regulations requires that the information be recorded by investigators in such a manner that
subjects cannot be identified, directly or through identifiers linked to the subjects. It is necessary that the information

obtained nat be such that if disclosed outside the research, it could reasonably place the subjects at risk of criminal or
civil iability, or be damaging to the subjects’ financial standing, employability, or reputation.

“fou should retain a copy of this letter for your records.
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