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#### Abstract

One of the most important issues in femtosecond free electron laser X-ray diffraction is to reconstruct the 3D charge density of molecule from a mass of diffraction snapshots.

In order to determine the orientation of single molecule from diffraction patterns, we first determine the moments and products of inertia of this from 2D experiment data (diffraction patterns or EM images to obtain the elements of the inertia tensor. If diffraction patterns from uniformly random orientations or some preferred orientations are collected, the principal axes of the molecule can be extracted, together with the Euler angles which relate the principal axes of the molecule to the laboratory frame axes. This is achieved by finding the maximum and minimum values for the measured moments from many single-molecule patterns. Simulations for GroEL protein indicates that the calculation of the autocorrelation help eliminate the Poisson noise in CryoEM images and can make correct orientation determination.

The effect of water jacket surrounding the protein molecule is studied based on molecular dynamics simulation result. The intensities from water and interference is found to suppress those from protein itself. A method is proposed and applied to the simulation data to show the possibility for it to overcome the water background problem.

The scattering between Bragg reflections from nanocrystals is used to aid solution of the phase problem. We describe a method for reconstructing the charge density of a typical molecule within a single unit cell, if sufficiently finely-sampled diffraction data are available from many nanocrystals of different sizes lying in the same orientations without knowledge of the distribution of particle size or requiring atomic-resolution data.

Triple correlation of the diffraction patterns are made use of to reconiii


structed the 3D diffraction intensities from 2D data set. An analytical, linear, and non-iterative algorithm is developed to tackle this problem with the assumption that the spherical harmonics expansion of intensities is band-limited. The algorithm is made feasible by decoupling the large nonlinear problem and numerical implementation shows it works with ideal data but error accumulation has to be overcome before applying to real world data.
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## CHAPTER 1

## INTRODUCTION

Most of protein structures are solved by X-ray crystallography. X-ray crystallography is one of the most successful techniques ever developed for the study of structures with atomic resolution. Every year thousands of new structures are solved and posted to the Protein Data Bank. However, the success of the method depends on growing crystals of sufficient size and quality. The growth of high-quality crystals needs huge amount of investment, and even though, many proteins yield poorly grown crystals. In July 2007, there are more than 750,000 proteins sequenced, and the structures of less than $6 \%(44,700)$ of them are solved. However, only 460 of the proteins with determined structures are membrane proteins, which are extremely important as $70 \%$ of today's drugs aim at them, but are notoriously difficult to crystallize. Revolutions in both the experimental and theoretical approaches, such as new phasing and sorting algorithms, are expected to make breakthroughs in this fundamental field of nature science.

Serial Crystallography with Femtosecond X-ray Free Electron Laser (XFEL)
In conventional measurements, the necessary increase in X-ray dose to record data from crystals that are too small or lacking sufficient order leads to extensive damage before a diffraction signal can be recorded. Coherent X-ray Diffractive Imaging (CXDI), which uses a coherent, short and extremely bright pulse of X-rays to obtain a diffraction pattern which is then phased to reconstruct its charge distribution, has emerged as an promising alternative.

The idea of CXDI, as proposed by Sayre[3] in the early 1980s, is to determine the spatial distribution of electron density $\rho(\mathbf{r})$ in noncrystalline sample
from its far-field coherent diffraction pattern. There are two distinctions from conventional X-ray crystallography. Firstly, the reciprocal space data (diffraction pattern) is a continuous function for noncrystalline targets, as opposed to discrete Bragg peaks for a crystal. This allows the application of an iterative oversampling phasing algorithm $[4,5,6]$ for phase retrieval and structure determination. Secondly, The method requires an intense fully coherent X-ray incident beam to preserve the phase information in the diffraction pattern and overcome the lack of periodicity.

This technique only becomes feasible recently with the availability of XFEL. XFELs are capable of producing intense X-ray pulse, which is a billion times brighter than the third generation synchrotron light source, and its pulses duration as short as a few femtoseconds (fs, $10^{-15} \mathrm{~s}$ ). For example, the FLASH XFEL in Germany is the first soft XFEL, which was launched as the first hard XFEL int the world, generates photons with wavelength of 32 nm and pulse length of 10 fs . It has been updated to reach the wavelength of 6.5 nm . In 2009, the Linac Coherent Light Source (LCLS) is launched as the first hard XFEL in the world, whose wavelength reached $1.5 \AA$ in April 2009. This facility provides the ultimate instrument to solve the structure problem at atomic resolution.

However, the intense radiation may cause substantial damage to the biology sample. In a preliminary simulation, it has been indicated that the spatial resolution is limited to 10 nm for organic samples an 1 nm for inorganic samples (see Fig.( 1.2)[8]. Further simulation has confirmed this result, finding that multiple single-file protein beams will be needed for sub-nanometer resolution on current third-generation synchrotrons where reconstruction of secondary protein structure at a resolution of $7 \AA$ should be possible with relatively short exposure time[9, 10].


Figure 1.1: Peak brilliance of several X-ray light source[7]


Figure 1.2: Required X-ray dose and the radiation-damage limit is shown as the dotted line connecting Henderson's limit at atomic resolution and microscopy studies against mass loss at low resolutions.[10]

Neutze[11] thus proposed a scheme to overcome the radiation-damage limit as described in Fig.( 1.3)[12]. It makes use of the ultrashort pulse to record a high-resolution diffraction patter before the illuminated molecule explodes as a result of the exposure to the intense radiation. The intensity pattern formed from the intense X-ray pulse (incident from left) scattering off the object is recorded on a pixelated detector. The pulse also photoionizes the sample. This leads to plasma formation and Coulomb explosion of the highly ionized particle, so only one diffraction pattern (a single two-dimensional slice) can be recorded from the particle. Many of these individual diffraction patterns can be recorded from single particles in a jet (traveling from top to bottom). The particles travel fast enough to clear the beam by the time the next pulse (and particle) arrives. The data must be read out from the detector just as quickly. In the next stage, the full 3D diffraction data set is assembled from noisy diffraction patterns of identical particles in random and unknown orientations. Patterns are classified to group patterns of like orientation, averaged within the groups to increase signal to noise, oriented with respect to one another, and combined into a 3D map of reciprocal space. The image is then obtained by iterative phase retrieval. Although the high resolution signal in a single pattern collected is not strong enough for the future reconstruction of a protein molecule, millions of such patterns are available, and if some way can be found to sort and merge them properly, they can provide statistically significant signal at atomic resolution[13].

On the other hand, the application of the state-of-the-art facility and the novel experimental scheme also poses some key challenges to the community of diffraction physics. Firstly, the synchronized beam of protein are hydrated in order to improve the hit rate of incident pulse to an acceptable level. There-


Figure 1.3: Schematic depiction of single-particle coherent diffractive imaging with an XFEL pulse.[11]
fore, the effect of water jacket surrounding the molecule remains to be studied to extract the signal from molecule alone. Secondly, even given the ultra high flux of XFELs, the photons scattered per shot is still very few ( $\tilde{1} 000 /$ shot), which fall onto about a million of pixels on the detector. Considering the task of next step to reconstitute the 3D intensity distribution from each 2D snapshot from unknown random orientation, such weak signals invalidate the most straightforward and widely used orientation determination method, common line method[14]. Moreover, the data had better be collected within 20fs after pulse arrival, at the moment after the molecule is blown up and before it has flown apart.

Although the serial crystallography has been accepted as the on of the mainstream applications of XFELs and real-world experiments has been conducted, which confirm the power of it[15], many of the problems emerging from it, especially at the stage of data process, still remain unclear up to now due to their difficulties. The aims of this thesis are to investigate several of the issues above via theoretical and computational methods to shed some light on them.

## Coherent Diffractive Imaging

Diffractive (or lensless) imaging refers to the use of mathematical methods and computer algorithms to solve the phase problem for scattering by a nonperiodic object. Additional information about the object, such as the sign of the scattering potential an the approximate boundary of the object, may be combined with the measured scattered intensity to solve for the phases of the scattered amplitudes. By avoiding the need for a lens, the aberrations and resolution limits introduced by lenses are thus avoided. Diffractive imaging promises a 3D resolution limited only by radiation damage, wavelength, the collected solid angle, and the number of photons or electrons collected.

Sayre is the first to consider the relationship between Shannon's sampling theorem and Bragg's law[16]. He found the fact that the Bragg diffraction undersamples the diffracted intensity was important and led to more specific proposals by the same author for X-ray diffractive microscopy of nonperiodic objects.

Since the proposal of the principle, a number of groups have been working to bring it from words to reality. Robinson and co-workers applied it to hard X-ray experiments on microcrystalline particles[17]. A 3D image at 40nm
resolution has been constructed tomographically.
A collaboration between Berkeley and Livermore laboratories and Arizona State University produced 3D imaging at $10 \times 10 \times 40 \mathrm{~nm}$ resolution of test samples[18]. In this work, a simple zone plate was used as a monochromator, following by a beam-defining aperture of about $10 \mu m$ in diameter, coherently filled. A nude soft X-ray CCD camera, employing $1024 \times 102424-\mu m$ pixels was used. The sample is mounted in the center of a silicon nitride window fitted to a TEM single-tilt holder, which provides automated rotation about a single axis normal to the X-ray beam. The window is rectangular, with the long axis normal to both the beam and the holder axis. Diffraction patterns are recorded at $1^{\circ}$ rotation increments, with a typical recording time of about 15 min per orientation. The maximum tilt angle is then limited by the thickness of the silicon frame around the window to perhaps $80^{\circ}$, resulting in a missing wedge of data. In addition, data may be missing around the axial beamstop. 3D interpolation of data points near the sphere is needed, and careful intensity scaling may be necessary if several exposures with different times are required to cover the full dynamic range of the data. It is often found that missing data points in the central region can be treated as adjustable parameters in the phasing. Once a roughly spherical volume has been filled in reciprocal space (perhaps with missing wedge and beam-stop region), the 3D iterations of the phasing algorithm may be applied. The computing demands are severe, as outlined below. The converged data will provide a 3D density map (see Fig.( 1.4), proportional to the local charge density, if the single-scattering approximation of X-ray diffraction theory applies and if the spatial variation in attenuation of the beam due to the photoelectric effect can be neglected.

In the field of electron microscopy, lens aberrations limit electron imaging


Figure 1.4: (A) Tomographic reconstruction from a soft X-ray diffraction pattern shown in (B). The object consists of gold balls ( 50 nm diameter) lying along the edges of a pyramidal-shaped silicon nitride structure. This is one image from a rotation series. From the complete series, three-dimensional surfaces of constant density can be constructed. (B) The volume of soft X-ray diffraction data collected to obtain the three-dimensional reconstruction in (A).[18]
resolution to about 1 angstrom. Resolution is reduced further by low contrast from weak scattering or from the limitations on electron dose for radiationsensitive molecules. Zuo showedq that both high resolution and high contrast can be achieved by imaging from diffraction with a nanometer-sized coherent electron beam[19]. The coherent electron nanodiffraction is collected on a JEOL electron microscope with a field emission gun. The phase problem is solved by oversampling and iterative phase retrieval. Although the nominal point resolution of the machine is $2.2 \AA$ for phase contrast imaging at the Scherzer focus condition, this technique is able to image a double-wall carbon nanotube at $1 \AA$ resolution, revealing the structure of two tubes of different helicities (see Fig.( 1.5, 1.6).

## Iterative Phasing Algorithm

When we record the diffraction pattern intensity scattered by an object, the phase information is missing. Apart from normalization factors, an object of


Figure 1.5: Coherent nanoarea electron diffraction: (A) a schematic ray diagram, (B) the recorded diffraction pattern from a DWNT, and (C) the intensity profile of (B) from the center along the line indicated by arrows. The nanometer-sized parallel electron beam is formed by illuminating the condenser aperture (CA) with a coherent electron beam from the field emission electron gun and focusing the beam with the use of the condenser lens (CL) onto the front focal plane (FP) of the objective lens (OL). The size of beam is 50 nm for a $10 \mu \mathrm{~m}$ aperture. The far-field diffraction pattern of $(\mathrm{B})$ is digitized with the use of imaging plates. The pixel resolution is $0.0025 \AA^{-1}$, which defines a $400 \AA$ field of view in real space. Intensities for the center 60 pixels by 60 pixels were obtained from the Fourier transform amplitude of a low-resolution electron image of the DWNT.[19]
density $\rho(\mathbf{r})$, $\mathbf{r}$ being the coordinates in the object (or real) space, generates a diffraction pattern equal to the modulus square of the Fourier transform (FT) $\tilde{\rho}(\mathbf{k}):$

$$
\begin{align*}
I(\mathbf{k}) & =|\tilde{\rho}(\mathbf{k})|^{2} \\
I(\mathbf{k}) & =\tilde{\rho}^{\dagger}(\mathbf{k}) \tilde{\rho}(\mathbf{k}) \tag{1.1}
\end{align*}
$$

where $\mathbf{k}$ represent the coordinate in the Fourier (or Reciprocal) space. The inverse Fourier transform (IFT) of the measured intensity $I$ provides the autocorrelation $\rho(-\mathbf{r}) * \rho(\mathbf{r})$ of the object:

$$
\begin{equation*}
\operatorname{IFT}[I(\mathbf{k})]=\rho(-\mathbf{r}) * \rho(\mathbf{r}) \tag{1.2}
\end{equation*}
$$

The phase-retrieval problem consists of solving $\tilde{\rho}$ in Eq. (1.1) or $\rho$ in Eq. (1.2), using some extra prior knowledge. In diffraction microscopy, solving such


Figure 1.6: (left) A section of the reconstructed DWNT image at $1 \AA$ resolution and (right) a structural model constructed with the use of the chiral vectors of $(35,25)$ and $(26,24)$ that were determined from the image and diffraction pattern. The DWNT imaged here is one of many in our catalytic chemical vapor deposition grown samples. Yellow and red lines mark the diameters of the inner and outer tubes, respectively. One side of walls is stronger than the other, which is because of the illumination. The DWNT is incommensurate. In projection, the structure has complex patterns showing both accidental coincidences and Moire fringes, which are highlighted by hexagons and lines.[19]
problem is performed with giga-element large-scale optimization algorithms, described in the following section.

Since the intensity represents the FT of the autocorrelation function, and the autocorrelation is twice as large as the object, the diffraction pattern intensity should be sampled at least twice as finely as the amplitude to capture all possible information on the object. Finer sampling adds a 0-padding region around the recovered autocorrelation function

$$
\begin{equation*}
\rho(\mathbf{r})=0, \text { if } \mathbf{r} \notin S . \tag{1.3}
\end{equation*}
$$

which adds no further information (Shannon theorem). Less than critical sampling in the Fourier domain causes alias in the object space. Loosely, it can also be understood in the way that the missing half of the data (the phases) are compensated by requiring that half of the object values be known
(they are zero outside the support), so that the system of ellipsoid equations (Eqn.( 1.4)) are solvable in principle.

$$
\begin{align*}
\left|\sum_{\boldsymbol{r} \in S} \rho(\boldsymbol{r}) \exp (i \boldsymbol{k} \cdot \boldsymbol{r})\right|^{2} & = \\
\sum_{\boldsymbol{r}, \boldsymbol{r}^{\prime} \in S} \exp \left(i \boldsymbol{k} \cdot\left(\boldsymbol{r}-\boldsymbol{r}^{\prime}\right)\right) \rho(\boldsymbol{r}) \rho^{*}\left(\boldsymbol{r}^{\prime}\right) & =I(\boldsymbol{k}) \tag{1.4}
\end{align*}
$$

Each value of $I(\boldsymbol{k})$ in reciprocal space defines an ellipsoid (Eq. (1.4)) in the multidimensional space of the unknowns $\rho(\boldsymbol{r}),\{\boldsymbol{r} \in S\}$. The intersection of these ellipsoids forms our solution. Constant phase factors, inversion with respect to the origin (enantiomorphs), and origin shifts $\rho\left( \pm \boldsymbol{r}+\boldsymbol{r}_{\mathbf{0}}\right) e^{i \phi_{0}}$ are undetermined and considered equivalent solutions. The presence of multiple non-equivalent solutions in two- and higher- dimensional phase retrieval problems is rare[20]; it occurs when the density distribution of the object can be described as the convolution of two or more non-centrosymmetric distributions. Simple homometric structures for which the phase problem is not unique [Buerger] exist in nature, but such non-uniqueness is less likely for more complex structures.

Unfortunately this system of equations is difficult to solve, and has an enormous number of local minima. In the early 1980s, the development of iterative algorithms with feedback by Fienup[4], produced a remarkably successful optimization method capable of extracting phase information. These algorithms try to find the intersection between two sets, typically the set of all the possible objects with a given diffraction pattern (modulus set), and the set of all the objects that are constrained within a given area or support volume.



Figure 1.7: Convex sets A:(a) general geometry, (b) the convex set for a support constraint for which $x_{3}=0[21]$


Figure 1.8: Nonconvex sets A:(a) general geometry, (b) the nonconvex set for a specified image energy. It also describes the Fourier magnitude constraint[21]

## Constraints and Projections

A special role is played by constraints that are convex. Convex constraints are represented by convex constraint sets. A convex set is one for which the line joining any two points in the set is totally within the set (Fig. 1.7). An image with a given support is an example of a convex constraint. The constraints is characterized by certain pixels in the image being zero, and the constraints set is therefore a hyperplane in S , which has the property of convexity. However, the Fourier magnitude constraint set is nonconvex (Fig. 1.8)

A projector $\boldsymbol{P}$ is an operator that takes to the closest point of a set from the current point $\rho$. A repetition of the same projection is equal to one projection alone $\left(\boldsymbol{P}^{\mathbf{2}}=\boldsymbol{P}\right)$; its eigenvalues must therefore be $\lambda=0,1$. Another operator used here is the reflector $\boldsymbol{R}=\boldsymbol{I}+2[\boldsymbol{P}-\boldsymbol{I}]=2 \boldsymbol{P}-\boldsymbol{I}$, which applies the same
step as the projector but moves twice as far.
Widely used in phase retrieval, projection onto the support $\mathbf{P} s$ involves setting to 0 the components outside the support, while leaving the rest of the values unchanged

$$
\boldsymbol{P}_{s} \rho(\boldsymbol{r})= \begin{cases}\rho(\boldsymbol{r}) & \text { if } \boldsymbol{r} \in S  \tag{1.5}\\ 0 & \text { otherwise }\end{cases}
$$

And the projector onto the magnitude constraints in reciprocal space $\mathbf{P}_{m}$ is defined as

$$
\begin{equation*}
\boldsymbol{P}_{m}=F^{-1} \tilde{\boldsymbol{P}}_{m} F \tag{1.6}
\end{equation*}
$$

where $F$ and $F^{-1}$ represent the forward and inverse Fourier transforms respectively and

$$
\begin{equation*}
\tilde{\boldsymbol{P}}_{m} \tilde{\rho}(\boldsymbol{k})=\tilde{\boldsymbol{P}}_{m}|\tilde{\rho}(\boldsymbol{k})| e^{i \varphi(\boldsymbol{k})}=\sqrt{I}(\boldsymbol{k}) e^{i \varphi(\boldsymbol{k})} \tag{1.7}
\end{equation*}
$$

An important property of convex sets is that the projection onto it is unique for any point. For nonconvex sets, the projection is not necessarily unique, although in many cases it is unique for most points. The immediate result of that is it is always possible to reach the intersection of two convex set by iterative projection from anywhere. On the other hand, as a result of the nonconvexity of at least one constraint, the process may converge to a point in the intersection, converge to a point not in the intersection, converge to a limit cycle, or diverge, depending on the particular constraints and the starting point (see Fig. 1.9)[21]. Convergence to a limit cycle that is not close to the solution is often referred to as stagnation, which remains a important problem to be overcome for any practical iteration algorithm.


Figure 1.9: Geometric illustrations of (a) the projection onto convex sets, and (b) the projection onto a convex and a nonconvex set[21]

Moreover, there can be other constraints in real world such as positivity. Any number of constraint sets can be combined into a single constraint set, i.e.

$$
\boldsymbol{P}_{s+} \rho \boldsymbol{r}= \begin{cases}\rho(\boldsymbol{r}) & \text { if } \boldsymbol{r} \in S \& \rho(\boldsymbol{r}) \geq 0  \tag{1.8}\\ 0 & \text { otherwise }\end{cases}
$$

so that the number of constraint sets can be reduced to two (one in real space and another in reciprocal space). However, the sets become more complex, as do the projection operators, when sets are combined. Actually combining convex constraints generally gives a nonconvex constraint.

Iterative Projection Algorithm

Several algorithms based on these concepts have now been proposed and summarized here. The following algorithms require a starting point $\rho^{0}$, which is generated by assigning a random phase to the measured object amplitude (modulus) in the Fourier domain $|\tilde{\rho}(\boldsymbol{k})|=m(\boldsymbol{k})=\sqrt{I(\boldsymbol{k})}$.

The first algorithm called error reduction (ER)[5] is the simplest implement of the projecting back and forth between two sets, it converges to the local minimum.

$$
\begin{equation*}
\rho^{(n+1)}=\boldsymbol{P}_{\boldsymbol{s}} \boldsymbol{P}_{\boldsymbol{m}} \rho^{(n)}, \tag{1.9}
\end{equation*}
$$

Figure 1.10 shows that the step size is far from optimum, but that it guarantees linear convergence. A line search along this gradient direction would considerably speed up the convergence to a local minimum.

The solvent fipping (SF) algorithm[22] is obtained by replacing the support projector $\boldsymbol{P}_{s}$ with its reflector $\boldsymbol{R}_{s}=2 \boldsymbol{P}_{s}-\boldsymbol{I}$ :

$$
\begin{equation*}
\rho^{(n+1)}=\boldsymbol{R}_{s} \boldsymbol{P}_{\boldsymbol{m}} \rho^{(n)}, \tag{1.10}
\end{equation*}
$$

which multiplies the charge density $\rho$ outside the support by -1 .
The hybrid input-output (HIO) [4] (Fig. 1.10) is based on non-linear feedback control theory and can be expressed as:

$$
\rho^{(n+1)}(x)= \begin{cases}\boldsymbol{P}_{\boldsymbol{m}} \rho^{(n)}(x) & \text { if } x \in S  \tag{1.11}\\ \left(\boldsymbol{I}-\beta \boldsymbol{P}_{\boldsymbol{m}}\right) \rho^{(n)}(x) & \text { otherwise }\end{cases}
$$

Since the output of HIO iteration is not necessarily a good estimate of the solution, the algorithm is always terminated with a few cycles of ER. The difference map (DM) is a general set of algorithms [23], which requires 4 projections (two time-consuming modulus constraint projections) (Fig. 1.10):

$$
\rho^{(n+1)}=\left\{\boldsymbol{I}+\beta \boldsymbol{P}_{\boldsymbol{s}}\left[\left(1+\gamma_{s}\right) \boldsymbol{P}_{\boldsymbol{m}}-\gamma_{s} \boldsymbol{I}\right]-\beta \boldsymbol{P}_{\boldsymbol{m}}\left[\left(1+\gamma_{m}\right) \boldsymbol{P}_{\boldsymbol{s}}-\gamma_{m} \boldsymbol{I}\right]\right\} \rho^{(n)} ;
$$

the solution corresponding to the fixed point is described in the same article. We will use in the upcoming tests what Elser suggested as the optimum, with $\gamma_{s}=-\beta^{-1}$ and $\gamma_{m}=\beta^{-1}$.

The averaged successive reflections (ASR)[24] algorithm is:

$$
\begin{equation*}
\rho^{(n+1)}=\frac{1}{2}\left[\boldsymbol{R}_{s} \boldsymbol{R}_{\boldsymbol{m}}+\boldsymbol{I}\right] \rho^{(n)} . \tag{1.12}
\end{equation*}
$$

The Hybrid Projection Reflection (HPR)[25] algorithm is derived from a relaxation of the ASR:

$$
\rho^{(n+1)}=\frac{1}{2}\left[\boldsymbol{R}_{\boldsymbol{s}}\left(\boldsymbol{R}_{\boldsymbol{m}}+(\beta-1) \boldsymbol{P}_{\boldsymbol{m}}\right)+\boldsymbol{I}+(1-\beta) \boldsymbol{P}_{\boldsymbol{m}}\right] \rho^{(n)} .
$$



Figure 1.10: Geometric representation of various algorithms using a simplified version of the constraint: two lines intersecting. (a) Error reduction algorithm: we start from a point on the modulus constraint by assigning a random phase to the diffraction pattern. The projection onto the modulus constraint finds the point on the set which is nearest to the current one. The arrows indicate the gradients of the error metric. (b) The speed of convergence is increased by replacing the projector on the support with the reflector. The algorithm jumps between the modulus constraint (solid diagonal line) and its mirror image with respect to the support constraint (dotted line). (c) Hybrid input-output. The space perpendicular to the support set is represented by the vertical dotted line. (d) Difference map.[27]

It is equivalent to HIO if positivity is not enforced, but it is written in a recursive form, instead of a case-by-case form such as Eq. (1.11). It is also equivalent to the DM algorithm for $\gamma_{s}=-1, \gamma_{m}=\beta^{-1}$. Finally the relaxed averaged alternating reflectors (RAAR) algorithm[26]:

$$
\begin{equation*}
\rho^{(n+1)}=\left[\frac{1}{2} \beta\left(\boldsymbol{R}_{\boldsymbol{s}} \boldsymbol{R}_{\boldsymbol{m}}+\boldsymbol{I}\right)+(1-\beta) \boldsymbol{P}_{\boldsymbol{m}}\right] \rho^{(n)} . \tag{1.13}
\end{equation*}
$$

For $\beta=1, \mathrm{HIO}, \mathrm{HPR}, \mathrm{ASR}$ and RAAR coincide.


Figure 1.11: The horizontal line represents a support constraint, while the two circles represent a non-convex constraint, i.e. the modulus constraint.[27]

In conclusion, these algorithms can be grouped in two categories[27]: (1) local minimizers such as ER, SF, steepest descent and conjugate-gradient methods, with Solvent Flip having some moderate ability to escape local minima[22] (2) more global minimizers such as HIO, DM, ASR, HPR which use a feedback to reach the solution. RAAR and ER +HIO fall somewhere in between the two categories, depending on an adjustable parameter.

In order to show this important difference, a numerical example is shown in Fig. 1.11. Here the circumference of two circles represents a non-convex set (modulus constraint), while the support constraint is represented by a line. The convex set represents a simplified modulus constraint in a phaseretrieval problem. The gradient-type (ER and SF) algorithms converge to the local minimum, while HIO and its variants follow the descent-ascent direction indicated by the arrows.

A simple 2-D phase-retrieval problem, where only two variables (pixel values) are unknown. The solution is the atop minimum in the figures, is also used to test the most widely used algorithms, ER and HIO The primary advantages of iterative projection algorithms for solving inverse problems are


Figure 1.12: The error reduction algorithm proceeds toward the local minimum while the HIO method generally converges to the global minimum, however some rare starting points converge to a local minimum.[27]

1. they are computationally efficient compared to many other optimization methods (the projection operators are fast to compute)
2. the projection operators are relatively simple to implement
3. the more advanced algorithm are quite resistant to becoming trapped in local minima (stagnation)

## Beam Stop Problem

There are several approaches made to solve the problem of data lost behind a synchrotron beam stop, which is essential to protect a sensitive area detector. In several HIO applications these missing values have simply been treated as free adjustable parameters, and the algorithm was found to converge.

Here the simplest initial choice of support is the boundary of the autocorrelation function (obtained by Fourier transform of the diffracted intensity). The part of the diffraction pattern covered by a central beam stop from the transform of the current estimate of the object. Low-frequency components are treated as free parameters. Every 20 iterations the reconstructed image is convolved with a Gaussian peak to find the new support mask. The mask


Figure 1.13: Image reconstruction from an experimental x-ray-diffraction pattern. (a) X-ray diffraction pattern of a sample of 50 nm colloidal gold particles, recorded at a wavelength of 2 nm . (b-e) shows a sequence of images produced by the algorithm as it converges. Number of iterations: 1 (b), 20 (c), 100 (d), and 1000 (e). The reconstruction progresses from the autocorrelation function in (b) to an image in (e) with a steady improvement of the support boundary shown at the bottom of each frame. For comparison, a scanning electron micrograph of the object is shown in (f). The scale bar length is 300 nm and the resolution of our reconstructed image is about 20 nm .[28]
is then obtained by applying a threshold at $20 \%$ of its maximum. The width is set to 3 pixels in the first iteration, and reduced by $1 \%$ every 20 iterations down to a minimum of 1.5 pixels. This estimate is rapidly improved upon by the so called shrinkwrap algorithm[28]. This appears to be the most useful practical algorithm at present.

There is another solution using a sample consisting of an unknown object filling a small hole in an otherwise opaque mask $[29,30]$. The use of very small silicon nitride windows greatly reduces the intensity of the direct beam and blooming effects. However, the detailed shape of the partially transparent silicon wedge round the window must then be estimated and used as a support for inversion. Finally, the diffuse X-ray scattering around Bragg peaks from a cryallite has been inverted to an image, thus avoiding the direct-beam scattering.

Two-wavelength inversion of multiply scattered soft X-ray intensities to charge density[1]

For 2D soft X-ray and electron diffraction in the projection approximation, the reconstruction of the charge density (or potential) may be understood to be a two step process. The phase problem is solved for the far-field diffracted intensities, and the 2D Fourier transform of the intensities and phases provides the complex exit-wave function. However, without the assumption of single scattering, the real-space map of charge density (or potential) cannot be obtained. The parameters that define the validity domain of single-scattering approximation include extinction distance, sample thickness, and inelastic effects which may provide an effective limit on thickness.

The presence of multiple scattering destroys the simple Fourier Transform relationship of the first Born approximation between scattered amplitudes and the sample charge density. It has always been considered a severe limitation to this diffractive imaging technique[31]. However it has frequently been pointed out that in a sense multiple scattering solves the phase problem, since it allows interference between different Bragg beams in crystals and makes them sensitive to structure factor phases. An approach to inversion with multiple scattering which takes advantage of this effect, based on projection between constrained sets in the manner of the HiO algorithm, was described by Spence et al[32]. A dynamical Ptychography approach has also been described in [33].

Firstly, it is important to make sure that multiple-scattering effects can be ignored under strong absorption, although it appears an intuitional conclusion. This is due to the lack of general form of the distribution of multiple elastic scattering from a 3D nonperiodic sample apart from statement about sym-
metry. Multislice calculation at different energy is carried out on a mixture of protein and water, whose refractive parameters are obtained from CXRO website and the assumption that coherent scattering from the mixture is not greatly different from that from separated regions of each is made. The result shows that both single and multiple scattering curves commence with the correct parabolic thickness dependence, the low-angle multiple scattering a premature roll off, not present at high angles, which will enhance high spatial frequencies in images. The final effect is that although absorption does greatly attenuate the effects of multiple scattering, it still must be taken into account in order to obtain quantitative agreement for samples thicker than about half the extinction distance of the low order scattering.

Therefore, it is necessary to study the multiple scattering effect under any circumstance. Fortunately, it is possible to show that in soft X-ray diffraction the multiple scattering is a function a function only of the product $\lambda t$, where $\lambda$ is the wavelength while $t$ the thickness of sample.

In the Bloch-wave representation of scalar multiple-scattering theory, the Fourier coefficients of the dynamical wave field at depth $z$ within the sample can be formed into a column vector $\mathbf{u}$, where

$$
\begin{equation*}
\frac{d \mathbf{u}}{d z}=-2 \pi i \mathbf{A}(z) \mathbf{u}(\mathbf{z}) \tag{1.14}
\end{equation*}
$$

Assuming that the second-order derivative of $\mathbf{u}(z)$ in direction $z$ is negligible[34], for soft X-ray diffraction, the off-diagonal elements of $\mathbf{A}$ are proportional to the set of $z$-dependent Fourier coefficients $A_{\mathbf{g}-\mathbf{h}}(z)$ of the 2D charge density.

If $\mathbf{A}$ is independent of $z$ for a charge density that depends only on the 2D vector normal to the beam, the solution to Eqn.( 1.14) is

$$
\begin{gather*}
\mathbf{u}(t)=\mathbf{S u}_{0}=\exp (2 \pi i \mathbf{A} t) \mathbf{u}_{0}  \tag{1.15}\\
21
\end{gather*}
$$



Figure 1.14: (a) The thickness dependence of the scattered intensity at 500 eV and $q=0.02 \mathrm{~nm}^{-1}$, both curves with absorption. The continuous curve shows the single scattering, the crosses show the multiple scattering. (b) Similar to (a) for $q=0.05 \mathrm{~nm}^{-1}$, showing more rapid oscillations. (c) Variation of phase (in radians) with thickness at $q=0.02 \mathrm{~nm}^{-1}$. Note the second jump (phase reversal) in the continuous curve at the minimum of the single-scattering curve in (a).[1]
where $\mathbf{u} 0$ is a column vector containing Fourier coefficients of the incident coherent beam and $\mathbf{S}$ is unitary in the absence of spatially varying absorption. Now the matrix $\mathbf{A}$ has diagonal elements which are the excitation errors of the computational superlattice[35]

$$
\begin{equation*}
S_{q}=|\mathbf{q}|^{2} \lambda / 2 \tag{1.16}
\end{equation*}
$$

And the off-diagonal elements in $\mathbf{S}$ are the positive quantities $A_{\mathbf{q}}=r_{e} \rho_{\mathbf{q}} \lambda / 2 \pi$, where $\rho_{\mathbf{q}}$ is the complex Fourier coefficient of the effective charge density. Then there is

$$
\begin{equation*}
\mathbf{S}=\exp \left(2 \pi i \mathbf{A}^{\prime} \lambda t\right) \tag{1.17}
\end{equation*}
$$

where $\mathbf{A}^{\prime}$ is independent of $\lambda$ and thickness $t$ over any range of beam energy for which the effective number of electrons. Taking the derivation on both size gives

$$
\begin{equation*}
\frac{d \mathbf{S}}{d \lambda}=\left(2 \pi i \mathbf{A}^{\prime} t\right) \mathbf{S} \tag{1.18}
\end{equation*}
$$

As $\mathbf{S}$ can be measured from experiment, $\mathbf{A}$ is allowed to be found if $t$ is known.
From Eqn.( 1.14 ) and Eqn.( 1.18), the exit wave can be written in form of

$$
\begin{equation*}
\Psi(\mathbf{r}, t, \lambda)=\Psi(\mathbf{r}, t \lambda) \tag{1.19}
\end{equation*}
$$

as $\mathbf{u}(t)=\mathbf{u}(\mathbf{q}, t, \lambda)$ contains the Fourier coefficients of $\Psi(\mathbf{r}, t, \lambda)$. The dynamical solution will be unchanged if $\delta(t \lambda)=0$ or $t \delta \lambda=-\lambda \delta t$, therefore the small amount of change in wavelength is equivalent to the change in thickness

$$
\begin{align*}
\Delta \Psi_{\mathbf{r}} & =\Psi_{\mathbf{r}}(\lambda(t+\Delta t))-\Psi_{\mathbf{r}}(\lambda t) \\
& =\Psi_{\mathbf{r}}((\lambda-\Delta \lambda) t)-\Psi_{\mathbf{r}}(\lambda, t), \Delta \lambda=-\frac{\lambda}{t} \Delta t \tag{1.20}
\end{align*}
$$

The equation can be made use of by both X-ray diffraction, which is relatively easier to change wavelength, and electron diffraction, which is easier to move
the sample to change the thickness. Now the multislice iteration is

$$
\begin{align*}
\Psi(\mathbf{r}, t+\Delta t, \lambda) & =\Psi(\mathbf{r}, t, \lambda) \exp \left(r_{e}|\rho(\mathbf{r})| \Delta t \lambda\right) \otimes P(\mathbf{r}, \lambda \Delta t)= \\
\Psi(\mathbf{r}, t, \lambda+\Delta \lambda) & =\Psi(\mathbf{r}, t, \lambda) \exp \left(r_{e}|\rho(\mathbf{r})| t \Delta \lambda\right) \otimes P(\mathbf{r}, t \Delta \lambda) \tag{1.21}
\end{align*}
$$

where the Fresnel propagator P is

$$
\begin{equation*}
P(r)=\exp \left(-i \pi|\mathbf{r}|^{2} / \lambda t\right) \tag{1.22}
\end{equation*}
$$

Therefore, in case of X-ray diffraction, it is possible to obtain exponential of the charge density from the difference or division of complex images recorded at two adjacent wavelengths by deconvoluting

$$
\begin{equation*}
\frac{\Psi(\mathbf{r}, t, \lambda+\Delta \lambda)}{\Psi(\mathbf{r}, t, \lambda)}=\exp \left(r_{e}|\rho(\mathbf{r})| t \Delta \lambda\right) \otimes P(\mathbf{r}, t \Delta \lambda) \tag{1.23}
\end{equation*}
$$

Especially when $\Delta \lambda$ is small, the exponential can be approximated by the first order term of expansion, which provides the direct evaluation of $\rho(\mathbf{r})$ (see Fig. 1.15).


Figure 1.15: (a) The charge density recovered by this inversion algorithm using diffraction-pattern intensities simulated for 500 and 450 eV . The ordinal increment is $50 \mathrm{~nm}^{3}$. The thickness is 0.5 mm , at the onset of multiple-scattering perturbations, particularly in phase at low angles. (b) The multiply scattered image intensity at 500 eV , showing severe distortion. This is the Fourier transform of the complex pattern shown in (c). (c) Diffraction pattern intensity at 500 eV used to obtain (a), showing strong multiples scattering perturbations. [1]

## CHAPTER 2

## THE MOLECULAR ALIGNMENT PROBLEM

### 2.1 Orientation Determination from Three Beam Diffraction Pattern

The use of single-shot X-ray laser pulses from individual molecules has been suggested as a method for determining the structure of proteins that are difficult to crystallize[11, 12]. If this should prove technically possible, it will be necessary to merge many single-molecule two-dimensional diffraction patterns from molecules lying in random orientations into a single three-dimensional data set. The subsequent destruction of the sample following the initial elastic scattering event, however, has precluded the possibility of three-dimensional (tomographic) imaging of unique structures. Several approaches to the resulting problem of molecular orientation determination have been proposed [14, 36, 37, 38, 9, 15, 39]. A-priori molecular alignment using experimental techniques such as liquid flow alignment, laser alignment and alignment in electrical and magnetic fields have also been proposed and demonstrated with varying degrees of success[40]. In this section, we suggest a means for overcoming this limitation.

Consider the arrangement shown in Fig. 2.1. A beam-splitter and reflecting crystals direct three orthogonal beams onto a non-periodic target particle (only two beams are shown for clarity) producing three far-field diffraction patterns prior to destruction of the target. (Thermal vibration prevents overlap of these patterns.) We assume that all three two-dimensional patterns are read out after each X-ray pulse, whereupon a new, identical target such as a biomolecule is inserted in a new orientation. If the phase problem can be solved these patterns can provide three orthogonal projections of the target charge density.

We now consider the problem of defining an internal ("body", or principal


Figure 2.1: Scheme for tomographic femtosecond diffraction, drawn for only two beams for simplicity (Three orthogonal beams are proposed in the text). Beamsplitter X1 is set to the dynamical 3-beam diffraction condition. Crystals X 2 and X 3 operate at the 2-beam dynamical condition. KB1 and KB2 are Kirkpatrick-Baez focussing mirrors for target at B, with area detectors CCD1 and CCD2.[37]
axes) coordinate system for the target, and of finding the orientation of this with respect to the laboratory frame for the case where the structure of the target is unknown. If this process can be repeated for each particle, the relative orientations of successive particles will also be determined.

The use of principal axes in crystallography has been suggested recently [41]. We propose using the experimental data to determine directly the principal axes of the molecule which provide a natural means of specifying its orientation relative to the laboratory frame defined by the incident probe beams. We assume that multiple scattering can be neglected, i.e., the first Born approximation is valid, so that the patterns have inversion symmetry and the target density is a real function.

In order to expose the principle of the method, we first assume that the phase problem can be solved, by, for example, iterative methods . (We will


Figure 2.2: Two-beam beamsplitter with sample shown at P lying on the exit face of the beamsplitter. The source S is focused onto two area detectors D1 and D2 containing central beam-dump holes. The two vertical arrows show the direction of the Poynting vector. Three such orthogonal diffracted beams, rather than the two shown, are proposed in the text. [37]
relax this assumption later.) Then, at high energy, each beam delivers a projection in real space, along the direction of the corresponding beam, of the scattering strength per unit volume within the particle. The projections will be referred to different (randomly positioned) origins, and both enantiomorphs (related by inversion symmetry) will be present with equal likelihood. However once a particular enantiomorph is chosen for one projection, the resulting twodimensional envelope will constrain the choice of enantiomorph for the other two projections.

Consider the moments of the mass density $\rho(\mathbf{r})$ for the target[42]. The zeroth moment delivers the total mass, the first moment delivers the center of mass vector, and the second moment delivers the moment of inertia tensor.

By diagonalizing this, the principal axes of the target may be found and hence its orientation relative to the lab frame. Taking the center of mass position as the origin, the inertia tensor is

$$
\begin{equation*}
\mathbf{I}=\iiint \rho(\mathbf{r})\left(r^{2} \mathbf{E}-\mathbf{r} \mathbf{r}\right) d \mathbf{r} \tag{2.1}
\end{equation*}
$$

where $\mathbf{E}$ is the unit tensor and $\mathbf{r r}$ is the outer product of the position vector with itself. As with any symmetric tensor, I has only six independent elements, real eigenvalues, and orthogonal eigenvectors corresponding to different eigenvalues.

We now interpret $\rho(\mathbf{r})$ as the electronic density of the target, whose projections in three orthogonal directions are provided by the phased data, and which define the $x, y$, and $z$ directions specified by unit vectors $\mathbf{e}_{i}$ in the lab reference frame. The six independent elements of the "inertia" tensor then have the form

$$
\begin{align*}
I_{z z} & =\iint \rho_{z}(x, y)\left(x^{2}+y^{2}\right) d x d y \\
I_{x y} & =\iint \rho_{z}(x, y) x y d x d y \tag{2.2}
\end{align*}
$$

and similarly for $I_{x x}, I_{y y}, I_{y z}$ and $I_{x z}$. Here $\rho_{\alpha}$ is the projected density along the $\alpha$-direction. Two of these six tensor elements can be computed from each of the three projections, e.g. $I_{z z}$ and $I_{x y}$ from the projection along the $z$-axis. Hence the inertia tensor of the target is fully specified by computing moments and products of inertia from the three projections. While our "inertia" tensor (based solely on electron density) may differ from one based on true mass (including nuclear masses), it need only provide a consistent set of body axes fixed to the molecule to be useful for our purposes. Being symmetric, this tensor may be diagonalized in the usual fashion by constructing the eigenvalue
equations

$$
\begin{equation*}
\mathbf{I} \cdot \mathbf{B}=b \mathbf{B} \tag{2.3}
\end{equation*}
$$

for the three eigenvalues $b$ and corresponding eigenvectors $\mathbf{B}$, solving the secular equation for the eigenvalues, inserting these into the eigenvalue equation, and solving that set of equations for the eigenvectors. These eigenvectors define a new orthogonal coordinate system $\mathbf{e}_{j}^{\prime}$ in which the three unit vectors lie along the principal axes of the inertia tensor (the principal axis or "body axis" reference frame). Barring degeneracy among the eigenvalues, the three eigenvectors are unique to within a sign, and therefore offer a natural means of specifying the orientation of the target relative to the incident beam directions (lab frame). With the unit vectors $\mathbf{e}_{i}$ of the lab frame and $\mathbf{e}_{j}^{\prime}$ both known, the angles between the principal axes of the target and the lab frame can immediately be computed. Thus the orientation of the target has not only been defined by introducing the principal axes of the inertia tensor, but also specified (within polarity) relative to the lab coordinates.

To summarize, the procedure to establish the orientation of the particle is as follows: (i) Record three diffraction patterns, one for each of the three incident beam directions. (ii) Invert the diffraction patterns using phase retrieval techniques to yield three real-space projections of the scattering strength. (iii) Compute the first moment of each projection to obtain the center of mass position for that projection. (iv) Compute the second order moments of each projection (products of inertia) about the center of mass to obtain one diagonal and one off-diagonal tensor element. (v) Diagonalize the resulting tensor to obtain the eigenvectors of the tensor. (vi) Compute the orientation of each beam relative to the eigenvectors of the target in order to determine the angles
between laboratory and body (principal axes) coordinates. (vii) If this process is repeated for many successive identical targets in random orientations, their relative orientations can be found, and hence a complete three-dimensional tomographic image can be assembled by standard tomographic techniques such as filtered backprojection.

We now show that the principal axes may be found without the need to solve the phase problem by working with the autocorrelation of the sample density

$$
\begin{equation*}
A(\mathbf{r})=\int d \mathbf{r}^{\prime} \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right) \rho\left(\mathbf{r}^{\prime}\right) \tag{2.4}
\end{equation*}
$$

A typical product of inertia is

$$
\begin{array}{r}
I_{x y}^{A}=\int d \mathbf{r} x y A(\mathbf{r})=\int d \mathbf{r}^{\prime} \rho\left(\mathbf{r}^{\prime}\right)\left[\int d \mathbf{r} x y \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right)\right] \\
=\int d \mathbf{r}^{\prime} \rho\left(\mathbf{r}^{\prime}\right)\left[I_{x y}^{\rho}+x^{\prime} y^{\prime} M\right]=2 M I_{x y}^{\rho} \tag{2.5}
\end{array}
$$

where $M=\int d \mathbf{r} \rho(\mathbf{r})$, and we have used the parallel axis theorem to calculate the product of inertia for the shifted coordinates. The principal axes of the autocorrelation function are the same as the principal axes of the corresponding density.

In the high energy projection approximation, the Fourier Transform of each diffraction pattern (intensity) provides a projection of the three-dimensional autocorrelation function of the density, and the analysis simply requires changing $\rho(\mathbf{r})$ to $A(\mathbf{r})$ in Eqn. 2.2.

Alternatively, the moment of inertia can be calculated from the second derivative of the Fourier transform denoted by a tilde,

$$
\begin{equation*}
I_{x y}^{A}=\int d \mathbf{r}^{3} A(\mathbf{r}) x y=\lim _{q \rightarrow 0} \int d \mathbf{r}^{3} A(\mathbf{r}) x y e^{-i \mathbf{q} \cdot \mathbf{r}}=-\lim _{q \rightarrow 0} \frac{\partial}{\partial q_{x}} \frac{\partial}{\partial q_{y}} I(\mathbf{q}) \tag{2.6}
\end{equation*}
$$

where $I(\mathbf{q})=\tilde{\rho}(\mathbf{q}) \tilde{\rho}(-\mathbf{q})$ is the scattering intensity in reciprocal space. So that
$I_{x y}^{A}=-\left.\left[\tilde{\rho}(\mathbf{q}) \frac{\partial}{\partial q_{x}} \frac{\partial}{\partial q_{y}} \tilde{\rho}(-\mathbf{q})-\frac{\partial}{\partial q_{x}} \tilde{\rho}(\mathbf{q}) \frac{\partial}{\partial q_{y}} \tilde{\rho}(-\mathbf{q})-\frac{\partial}{\partial q_{x}} \tilde{\rho}(-\mathbf{q}) \frac{\partial}{\partial q_{y}} \tilde{\rho}(\mathbf{q})+\tilde{\rho}(-\mathbf{q}) \frac{\partial}{\partial q_{x}} \frac{\partial}{\partial q_{y}} \tilde{\rho}(\mathbf{q})\right]\right|_{q=0}$

Due to the inversion symmetry of $\tilde{\rho}(\mathbf{q})$ at $q=0$, the first derivative of it at any direction at $q=0$ is zero, therefore the second and the third terms vanish. So that the equation above can be written as

$$
\begin{equation*}
I_{x y}^{A}=-\left.2 \tilde{\rho}(0) \frac{\partial}{\partial q_{x}} \frac{\partial}{\partial q_{y}} \tilde{\rho}(\mathbf{q})\right|_{q=0}=2 \tilde{\rho}(0) \lim _{r \rightarrow 0} \int d \mathbf{r}^{3} \rho(\mathbf{r}) x y e^{-i \mathbf{q} \cdot \mathbf{r}}=2 M I_{x y}^{\rho} \tag{2.8}
\end{equation*}
$$

as before. Replacing $\tilde{A}\left(q_{x}, q_{y}, 0\right)$, corresponding to the high-energy limit, with the correct Ewald sphere diffraction pattern, for an incident wave vector $\mathbf{k}$ along $z$, shows

$$
\begin{array}{r}
\left.\partial_{q_{x}} \partial_{q_{y}} \tilde{A}\left(q_{x}, q_{y}, \sqrt{k^{2}-q_{x}^{2}-q_{y}^{2}}-k\right)\right|_{q_{x}=q_{y}=0}= \\
\left.\partial_{q_{x}} \partial_{q_{y}} \tilde{A}\left(q_{x}, q_{y}, 0\right)\right|_{q_{x}=q_{y}=0} \tag{2.9}
\end{array}
$$

so that the moments of the Fourier transform of the diffracted data give the same principal axes.

The orientation relationship between the two molecule can be determined with the principle axes of auto-correlation function:

$$
\mathbf{R}_{\mathbf{1}}=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13}  \tag{2.10}\\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)
$$

However, the other 3 matrixes can also indicate the same principle axes while
not change the handedness of the coordinates:

$$
\mathbf{R}_{\mathbf{2}}=\left(\begin{array}{ccc}
-a_{11} & -a_{12} & a_{13}  \tag{2.11}\\
-a_{21} & -a_{22} & a_{23} \\
-a_{31} & -a_{32} & a_{33}
\end{array}\right), \mathbf{R}_{\mathbf{3}}=\left(\begin{array}{ccc}
-a_{11} & a_{12} & -a_{13} \\
-a_{21} & a_{22} & -a_{23} \\
-a_{31} & a_{32} & -a_{33}
\end{array}\right), \mathbf{R}_{\mathbf{4}}=\left(\begin{array}{ccc}
a_{11} & -a_{12} & -a_{13} \\
a_{21} & -a_{22} & -a_{23} \\
a_{31} & -a_{32} & -a_{33}
\end{array}\right)
$$

The correct one is among the 4 matrixes. However, if we want to move a point on the diffraction pattern to a point in its proper position 3D reciprocal space, we do the operation

$$
\left(\begin{array}{c}
x  \tag{2.12}\\
y \\
z
\end{array}\right)=\left(\begin{array}{ccc}
a_{11} & a_{12} & a_{13} \\
a_{21} & a_{22} & a_{23} \\
a_{31} & a_{32} & a_{33}
\end{array}\right)\left(\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
0
\end{array}\right)
$$

But if using another matrix, i.e.

$$
\left(\begin{array}{c}
X  \tag{2.13}\\
Y \\
Z
\end{array}\right)=\left(\begin{array}{ccc}
-a_{11} & a_{12} & -a_{13} \\
-a_{21} & a_{22} & -a_{23} \\
-a_{31} & a_{32} & -a_{33}
\end{array}\right)\left(\begin{array}{c}
x^{\prime} \\
y^{\prime} \\
0
\end{array}\right)
$$

Then obviously

$$
\left(\begin{array}{c}
X  \tag{2.14}\\
Y \\
Z
\end{array}\right) \neq-\left(\begin{array}{l}
x \\
y \\
z
\end{array}\right)
$$

hence the Fried's law cannot be applied. It really matters whether proper matrix is chosen when filling the reciprocal space if the object doesn't have the reflection symmetry.

Now consider the intensity of the diffraction $I(\mathbf{r})$ in reciprocal space. When the molecule is rotated according to the matrix $\mathbf{R}$, the operator $P_{R}$ is applied on it so that $P_{R} I(\mathbf{r})=I\left(\mathbf{R}^{-1} \mathbf{r}\right)=I\left(\mathbf{r}^{\prime}\right)$. The diffraction patterns, which are
the only experiment result available, can be regarded the slices of reciprocal space going through the origin if the wave length is not too long. The equation of the slices, namely the diffraction patterns, obtained from $\mathrm{x}, \mathrm{y}, \mathrm{z}$ detectors are $\mathrm{I}(\mathrm{x}=0), \mathrm{I}(\mathrm{y}=0), \mathrm{I}(\mathrm{z}=0)$ for all the orientations.

Therefore, in order to find the common line from the diffraction patterns of different orientation, i.e. two different patterns on $z$ detector, take the first one as reference, then $z=0$, and the other rotated, $z^{\prime}=0$. Then we have the equation:

$$
\left.\begin{array}{l}
z=0  \tag{2.15}\\
z^{\prime}=\left(\mathbf{R}_{\mathbf{1}}{ }^{-1} \mathbf{r}\right)_{z}=a_{13} x+a_{23} y+a_{33} z=0
\end{array}\right\} a_{13} x+a_{23} y=0
$$

which is the common line equation in the first(reference) diffraction pattern. The common line equation in the second(rotated) diffraction pattern is just

$$
\left.\begin{array}{l}
z^{\prime}=0  \tag{2.16}\\
z=\left(\mathbf{R}_{\mathbf{1}} \mathbf{r}^{\prime}\right)_{z}=a_{31} x^{\prime}+a_{32} y^{\prime}+a_{33} z^{\prime}=0
\end{array}\right\} a_{31} x^{\prime}+a_{32} y^{\prime}=0
$$

Substituting $\mathbf{R}_{\mathbf{1}}$ with $\mathbf{R}_{\mathbf{2}}, \mathbf{R}_{\mathbf{3}}$ and $\mathbf{R}_{\mathbf{4}}$ gives all the 4 possible pairs of common lines in the two diffraction patterns:

$$
\left\{\begin{array} { l } 
{ a _ { 1 3 } x + a _ { 2 3 } y = 0 }  \tag{2.17}\\
{ a _ { 3 1 } x ^ { \prime } + a _ { 3 2 } y ^ { \prime } = 0 }
\end{array} \left\{\begin{array} { l } 
{ a _ { 1 3 } x + a _ { 2 3 } y = 0 } \\
{ - a _ { 3 1 } x ^ { \prime } - a _ { 3 2 } y ^ { \prime } = 0 }
\end{array} \left\{\begin{array} { l } 
{ - a _ { 1 3 } x - a _ { 2 3 } y = 0 } \\
{ - a _ { 3 1 } x ^ { \prime } + a _ { 3 2 } y ^ { \prime } = 0 }
\end{array} \left\{\begin{array}{l}
-a_{13} x-a_{23} y=0 \\
a_{31} x^{\prime}-a_{32} y^{\prime}=0
\end{array}\right.\right.\right.\right.
$$

Although the first two pairs and second two pairs indicate the same common lines, at least there will be 2 -fold ambiguity instead of 4 . The next step is do the same thing on the diffraction patterns obtained by y or z detector and it can be shown that only one of the rotation matrix is consistent, which is the correct one.


Figure 2.3: This figure shows the three orthogonal projections of the GroEL charge density (upper) and the corresponding projections of the autocorrelation function (lower). The bar indicates 10 nm .

Numerically, once we get the matrix(eigenvector of moment of inertia), make all the 4 rotation matrixes with the correct handedness. It is not necessary to find the common line of the 2 diffraction patterns. Since its possible position can be predicted by rotation matrix, just compare the similarity of the pairs of lines and choose the pair with higher similarity. The corresponding rotation matrix should be the correct one. This method has been verified with several sample problems and gives the correct one for all of them.

We have investigated this procedure using detailed numerical simulations based on data in the Protein Data base for GroEL protein (PDB entry 1SVT) in order to evaluate errors. The three-dimensional density was synthesized from tabulated atomic coordinates. Fig. 2.3 shows the projected densities and corresponding projected autocorrelation functions using the principal axes obtained from Eqn. 2.2. A second density was then generated in a random orientation 2 with respect to the first, as shown in Fig. 2.4. For each of these


Figure 2.4: This figure shows the projections of GroEL density (upper) and autocorrelation function (lower) in a second random orientation.
orientations the principal axes were determined using both the densities and the autocorrelation functions, giving similar results. When autocorrelation functions were used for the two orientations to determine the principal axes, a rotation matrix needed to rotate the principal axes of the first orientation shown in Fig. 2.4 into the second orientation of Fig. 2.4 we call $R$.

However as a result of the inversion symmetry in the diffraction patterns and autocorrelation functions (not present in the density), there are three other distinct choices for the rotation matrices whose elements differ from $R$ by alternative choices of the signs of the eigenvectors. Only one of these is correct. The correct rotation matrix may be obtained by applying all these rotation matrices to the diffraction patterns in an attempt to predict the locus along lines of intensity common to two different orientations. (Any two planes in reciprocal space passing through the origin must intersect along a common line). In this way only one rotation matrix will be found to give consistent results. Numerical trials have found this procedure to be reliable with several
different test objects. The use of common lines of intensity here differs from that described elsewhere [14], where it is shown that a complete orientation determination cannot be made from these alone.

We have also considered the case where the beams from the beamsplitter are not orthogonal. Reciprocal vectors can be defined in the usual way, so that each pattern lies in the plane of two of these vectors. Taking the direction of the beam $x^{\prime}$ and the 2D Cartesian coordinates on the detector $x^{\prime}, y^{\prime}$ gives a new 3D Cartesian coordinates with respect to the laboratory one $(x, y, z)$. They are related by the matrix $R_{i j}^{\prime}$ so that $\mathbf{r}^{\prime}=\mathbf{R}^{\prime} \mathbf{r}$. Generally, if the direction of the three beams are $z^{\prime}, z^{\prime \prime}, z^{\prime \prime \prime}$, the Fourier transformation of the diffraction patterns are actually:

$$
\left\{\begin{array}{l}
F_{1}=\int A(x, y, z) d z^{\prime}  \tag{2.18}\\
F_{2}=\int A(x, y, z) d z^{\prime \prime} \\
F_{3}=\int A(x, y, z) d z^{\prime \prime \prime}
\end{array}\right.
$$

where $A(x, y, z)$ is the auto correlation function.
Calculating the matrix element of the moment of inertia as usual yields a linear combination of these matrix elements:

$$
\begin{align*}
& \int A(x, y, z) x^{\prime} y^{\prime} d^{3} r^{\prime}=\int A(x, y, z)\left(R_{11}^{\prime} x+R_{12}^{\prime} y+R_{13}^{\prime} z\right)\left(R_{21}^{\prime} x+R_{22}^{\prime} y+R_{32}^{\prime} z\right) d^{3} r \\
& =R_{11}^{\prime} R_{21}^{\prime} I_{x x}+R_{12}^{\prime} R_{22}^{\prime} I_{y y}+R_{13}^{\prime} R_{32}^{\prime} I_{z z}+ \\
& \left(R_{11}^{\prime} R_{22}^{\prime}+R_{21}^{\prime} R_{12}^{\prime}\right) I_{x y}+\left(R_{11}^{\prime} R_{32}^{\prime}+R_{21}^{\prime} R_{13}^{\prime}\right) I_{x z}+\left(R_{12}^{\prime} R_{32}^{\prime}+R_{13}^{\prime} R_{32}^{\prime}\right) I_{y z} \tag{2.19}
\end{align*}
$$

Do the same thing for $\int A(x, y, z)\left(x^{\prime 2}+y^{\prime 2}\right) d^{3} r^{\prime}$ and there will be 2 equations for this coordinator system. Thus we have 6 linear equations in total for $6 I_{i j}$ that we are interested in. Therefore, the products of inertia may be simply evaluated in terms of these reciprocal vectors, and finally transformed into the required lab frame moments.
2.2 Orientation Determination from the Single Beam Diffraction Pattern and its Application to Cryo-EM

In the previous section, we have suggested a method which makes use of diffraction patterns projected simultaneously from one molecule by a single pulse, divided by a beamsplitter, and arriving from three different directions.

In this section a more modification of this method, in which just one beam is needed, is proposed to meet the common experiment setup. In addition to X ray diffraction, it is found especially suitable when applied to CryoEM. The routine of Cryo-EM consists of averaging, classification, and then 3D reconstruction. The most common-used 3D reconstruction methods[43] are random-conical the common line method. However, the most important difficulty in molecular biology is specimen damage, which generally prevents sufficient data for a 3D reconstruction to be obtained from a single object. In order to deal with this kind of difficulty, Kam[44] and Provencher[45] designed their own sophisticated schemes using the data of statistical uniformity. Although they both overcome the dose problem, their strict requirement of uniformity can seldom be fulfilled. The method in this paper, originated from X-ray diffraction, is found robust under noise, while depends much less on the uniformity.

## Method

## Principle Moment of Inertia extracted from Diffraction Patterns

The method is based on a determination of the principle axes of the electronic "mass" distribution $\rho(\mathbf{r})$ of the molecule from its autocorrelation function $A(\mathbf{r})$. Although its general principle has something in common with the three beam scheme, which has been described in detail in the previous section, it is briefly
restated her to make this section self-contained.
The definition of the auto correlation is:

$$
\begin{equation*}
A(\mathbf{r})=\int \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right) \rho(\mathbf{r}) \tag{2.20}
\end{equation*}
$$

A typical product of inertia is

$$
\begin{equation*}
I_{x y}^{A}=\int d \mathbf{r}^{\prime} x^{\prime} y^{\prime} \int \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right) \rho(\mathbf{r}) d \mathbf{r}=\int d \mathbf{r}^{\prime} x^{\prime} y^{\prime} \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right) \int d \mathbf{r} \rho(\mathbf{r}) d \mathbf{r} \tag{2.21}
\end{equation*}
$$

The second term can be evaluated as

$$
\begin{equation*}
\int d \mathbf{r}^{\prime} x^{\prime} y^{\prime} \rho\left(\mathbf{r}+\mathbf{r}^{\prime}\right)=\int d \mathbf{t}\left(t_{x}-x\right)\left(t_{y}-y\right) \rho(\mathbf{t})=\int d \mathbf{t} t_{x} t_{y} \rho(\mathbf{t})+x y \int d \mathbf{t} \rho(\mathbf{t})=I_{x y}^{\rho}+x y M \tag{2.22}
\end{equation*}
$$

where M is the total density and the origin is at the center of mass. Then

$$
\begin{equation*}
I_{x y}^{A}=\int d \mathbf{r} \rho(\mathbf{r})\left[I_{x y}^{\rho}+x y M\right]=M I_{x y}^{\rho}+M \int d \mathbf{r} x y \rho(\mathbf{r})=2 M I_{x y}^{\rho} \tag{2.23}
\end{equation*}
$$

In addition, $A(\mathbf{r})$ provides the moments and products of inertia needed to define the inertia tensor of the molecular density, and the eigenvectors of the inertia tensor supply the euler angles which relate the principal axes of the molecule to the laboratory frame coordinates ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) in which the diffraction patterns are recorded. In the short wave length approximation, where curvature of the Ewald sphere is neglected, the diffraction pattern is a planar slice in reciprocal space, and the Fourier transformation of the diffraction pattern intensities gives us the two-dimensional auto-correlation function $A(x, y)$. This is a projection, taken normal to z , of the three-dimensional autocorrelation $A(x, y, z)$ of the charge density $\rho(r)$. Then the $2 \times 2$ inertia tensor $\mathbf{Q}$ of the
two-dimensional auto-correlation function $A(x, y)$ has elements:

$$
\begin{array}{r}
Q_{x x}=\int A(x, y) y^{2} d x d y=\int A(x, y, z) y^{2} d x d y d z \\
Q_{y y}=\int A(x, y) x^{2} d x d y=\int A(x, y, z) x^{2} d x d y d z \\
Q_{x y}=Q_{y x} \int A(x, y) x y d x d y=\int A(x, y, z) x y d x d y d z=I_{x y}=I_{y x} \tag{2.26}
\end{array}
$$

The moments of inertia of the three-dimensional autocorrelation function $\mathrm{A}(\mathrm{x}, \mathrm{y}, \mathrm{z})$, provide the elements of the 3 x 3 inertia tensor $\mathbf{I}$, such as

$$
\begin{equation*}
I_{z z}=\int A(x, y, z)\left(x^{2}+y^{2}\right) d x d y d z=Q_{x x}+Q_{y y} \tag{2.27}
\end{equation*}
$$

Hence three entries $I_{z z}, I_{x y}$ and $I_{y x}$ in the 3 x 3 symmetric tensor I (which contains only 6 distinct elements) can be obtained from quantities measurable from the Fourier transforms of the diffraction pattern intensity of each molecule. Because each molecule lies in a different orientation, these quantities will be different for each molecule. The matrix I can be diagonalized using $\mathbf{P}=\mathbf{R}^{-\mathbf{1}} \mathbf{I R}$, where $\mathbf{R}$ is a rotation matrix (different for each molecule) whose entries are direction cosines of Euler angles, which give the rotation between the laboratory frame ( $\mathrm{x}, \mathrm{y}, \mathrm{z}$ ) and the principle axes system of the molecule, in which $\mathbf{I}$ is diagonal. Here $\mathbf{P}$ is a diagonal matrix of eigenvalues containing the principle moments of inertia $p 1 \geq p 2 \geq p 3$. This follows using $\mathbf{I}=\mathbf{R P R}^{-\mathbf{1}}$, since $I_{z z}=R_{31}^{2} p 1+R_{32}^{2} p 2+R_{33}^{2} p 3$, where the coefficients are the components of the last row of matrix $\mathbf{R}$. Then, since $R_{31}^{2}+R_{32}^{2}+R_{33}^{2}=1$, it can be shown that $p 1 \geq I_{z z} \geq p 3$. Since an equivalent ellipsoid exists for any object, with the same principle moments of inertia, and since the maximum and minimum moments of an ellipsoid run along principle axes, we may find the principle axes of the molecule by searching for maximum and minimum val-
ues of $I_{z z}=Q_{x x}+Q_{y y}$ amongst the diffraction patterns from many randomly oriented molecules.

Firstly, suppose a very large number of diffraction patterns or Cryo-EM images from uniformly random orientations are collected, from each of these, we can calculate its autocorrelation and then the trace of the 2X2 inertia tensor $\mathbf{Q}$ for each molecule. From Equ.(3.18) it can be shown that $I_{z z}$ is a maximum when the lab frame coordinate $z$ runs along the shortest principle axis of the molecule, which will occur by chance. Then $I_{z z}=p 1$. Similarly, $I_{z z}$ is minimized when the beam runs along the longest axis. Therefore the maximum and minimum of these traces of $\mathbf{Q}$ are just p 1 and p 3 respectively

$$
\begin{align*}
p_{1} & =\max \left\{Q_{x x}+Q_{y y}\right\}  \tag{2.28}\\
p_{3} & =\min \left\{Q_{x x}+Q_{y y}\right\} \tag{2.29}
\end{align*}
$$

The next step is to find the value of p 2 . If all the diffraction patterns occur with equal frequency from all possible orientations, we can take the average of all the $Q_{x x}+Q_{y y}$ and this will be equal to the integral of $I_{z z}$ with respect to the Euler angles. We therefore want to write down matrix I explicitly in terms of the 3 Euler angles. We choose an orientation in which the three principal axes of a molecule coincide with the $\mathrm{x}, \mathrm{y}, \mathrm{z}$ axes in the laboratory coordinator frame, and define these Euler angles as $(0,0,0)$. Then the matrix I at $(\alpha, \beta, \gamma)$ is:

$$
\begin{equation*}
\mathbf{I}(\alpha, \beta, \gamma)=\mathbf{R P R}^{-1} \tag{2.30}
\end{equation*}
$$

in which $\mathbf{R}$ is Euler rotation matrix


$$
\begin{equation*}
I_{z z}=\sin ^{2} \beta \cos ^{2} \gamma \cdot p_{1}+\sin ^{2} \beta \sin ^{2} \gamma \cdot p_{2}+\cos ^{2} \beta \cdot p_{3} \tag{2.31}
\end{equation*}
$$

The average of $I_{z z}$ is the integral with respect to Euler angle:

$$
\begin{equation*}
\bar{I}_{z z}=\frac{1}{8 \pi^{2}} \int_{-\pi}^{\pi} d \alpha \int_{0}^{\pi} \sin \beta d \beta \int_{-\pi}^{\pi} d \gamma \cdot I_{z z}=\frac{1}{3}\left(p_{1}+p_{2}+p_{3}\right) \tag{2.32}
\end{equation*}
$$

Since p1, p3 and $I_{z z}$ are known, p2 can be found from this expression. Note that this is the only place where sttistical uniformity is required. Such uniformity of single molecule diffraction can be replaced by the powder diffraction data without texture, if available.

Even without uniformly random orientation, the extraction of these principle values is still possible from a set of orientation-preferred images. Because large areas contact are energetically preferred[46], the most probable orientation of a molecule is its largest and second largest principle axes lying on the horizontal plane while the least one vertical. The eigenvalues of the corresponding Q are actually $\int A(x, y, z) x^{2} d x d y d z, \int A(x, y, z) y^{2} d x d y d z$ of the unrotated object. Once the orientation that the largest and smallest principle axes on the horizontal plane is found, either by chance, which is not impossible, or by tilting the sample, the last moment $\int A(x, y, z) z^{2} d x d y d z$ can also be determined. With this model, and giving that the moment of inertia is not
sensitive under noise (shown in the next section), the three principle values can also be calculated even without random distributed data.

Orientation determination of individual molecules

It remains to determine the orientation of the individual molecules, and hence of their diffraction patterns, from this determination of the eigenvalues of the inertia tensor. We have $\mathbf{I}=\mathbf{R P R}^{\mathbf{1}}$, in which $\mathbf{P}$ and some of I are now known, and we wish to find the rotation $\mathbf{R}$ for a particular molecule (given one of its diffraction patterns, which supplied the entries in I ). There are three independent elements in the inertia matrix $\mathbf{Q}$ of the two-dimensional autocorrelation $Q_{x x}, Q_{y y}, Q_{x y}$. Using the fact that $I_{x x}+I_{y y}+I_{z z}=p 1+p 2+p 3=p$, we then have:

$$
\begin{align*}
Q_{x x} & =\frac{p}{2}-I_{x x}=\frac{p}{2}-R_{11}^{2} p_{1}+R_{12}^{2} p_{2}+R_{13}^{2} p_{3} \\
Q_{y y} & =\frac{p}{2}-I_{y y}=\frac{p}{2}-R_{21}^{2} p_{1}+R_{22}^{2} p_{2}+R_{23}^{2} p_{3}  \tag{2.33}\\
Q_{x y} & =I_{x y}=R_{11} R_{21} p_{1}+R_{12} R_{22} p_{2}+R_{13} R_{23} p_{3}
\end{align*}
$$

in which $R_{i j}$ is the matrix element of $\mathbf{R}$ and due to the orthogonality of $\mathbf{R}$, only 3 of 6 elements are independent, corresponding to the 3 Euler angles. The equations can be solved since we have 3 of them for 3 unknown variables.

## Practical algorithm

The nonlinear equations above are not only difficult to solve numerically but also sensitive to errors due to noise or error during measurement. A method needs to be found to transform the equations to a linear problem. This can be done if the remaining two elements in I can be found.

Note that from one diffraction pattern we have 4 of the 6 independent moments of inertia matrix elements. The other two can be solved from the scalar equations with the known eigenvalues, so that only 2 of 3 are needed
since the third can be determined from the trace. The secular equation is of the form:

$$
\left|\begin{array}{ccc}
X & c & a  \tag{2.34}\\
c & Y & b \\
a & b & Z
\end{array}\right|=0
$$

,in which $a, b$ are unknown elements, $c=Q_{x y}$ and $X, Y, Z$ are constants, dependent on the specific eigenvalues. After some algebra this equation can be written as:

$$
\begin{align*}
& Y_{1} a^{2}-2 c a b+X_{1} b^{2}=D_{1}  \tag{2.35}\\
& Y_{2} a^{2}-2 c a b+X_{2} b^{2}=D_{2}
\end{align*}
$$

where the subscripts indicate the different corresponding eigenvalues $p_{i}$. These lead to a quadratic equation about $b^{2}$ and can be solved analytically. Once the moment of inertia matrix is found, the rotation matrix can be easily obtained by calculating its eigenvectors.

It often occurs for some proteins (such as GroEL) that two of the principal values are almost identical. Then only one principal axis can be found and the other two lie in the plane normal to that axis. The current method is not able to deal with this difficulty, however, it is able to reduce the orientation problem from 3 parameters to just 1 parameter, which is accessible to the newly developed GTM method[36] and related fiber-diffraction techniques (for an application of iterative phasing to fiber diffraction, see[38]).

## Result and Discussion

The method above suffers some ambiguities. If $R_{1 j}^{\prime}=-R_{1 j}$ and $R_{2 j}^{\prime}=-R_{2 j}$ the equations are still satisfied for $R^{\prime}$. However, on looking into the form of $\mathbf{R}$, we find that this ambiguity occurs when $\alpha^{\prime}=\alpha+\pi, \beta^{\prime}=\beta, \gamma^{\prime}=\gamma$. Considering
also the inversion symmetry of auto-correlation functions, we can choose any of them, and that would not affect the reconstruction of the 3D auto-correlation function. Another ambiguity is $\alpha^{\prime}=\alpha, \beta^{\prime}=\pi-\beta, \gamma^{\prime}=\pi-\gamma$ and this leads to a different orientation which is not consistent with the Friedel's law. This ambiguity corresponds to the 2 possible solutions (a,b) and (-a,-b) for Eqn.(5.25).

In the previous section, we showed that the moments of inertia we calculated using a curved Ewald Sphere (in the the long wave length case) gives the same result as a flat Ewald sphere. This proof remains applicable here, so that we can ignore curvature of Ewald sphere.

In order to apply this method experimentally, the influence of noise must be taken into account. We should not expect to get diffraction patterns as good as in these simulations. The most important source of error is from insufficient photons at the detector in order to prevent the radiation damage, and this kind of error can be described as Poisson noise[14].

The other problem with X ray diffraction is the beam stop. All the detectors used in the synchrotrons have a hole in the center so that the central beam would not damage the detector. However, without the central data the autocorrelation calculated from the diffraction pattern would be zero. In order to fix it, the shrinkwrap[28] method can be applied to reconstruct this part of data, with an additional $10 \%$ percent of error introduced. Therefore, Cryo EM, with the central beam diverged to the whole image, is more favorable to this method.

Now first consider the case when noisy real space image is available, and the noise is mainly Poisson noise. Define the relative error of the noisy image, its corresponding autocorrelation and $\mathbf{Q}$ tensor to be:


Figure 2.5: This figure shows the dependence of the relative error of Cryo-EM images with Poisson noise. The x-axis is the relative intensity of the original image and the $y$-axis is the error of the noisy image from Eqn.(2.36). The increase of dose help reduce the Poisson noise of the image, while the other indirect measurement of electrical potential project suffer much fewer noise.

$$
\begin{align*}
& \operatorname{err}_{A}=\frac{\sum_{\text {all pixels }}\left|A_{\text {noisy }}-A_{\text {noise-free }}\right|}{{ }_{\text {all }} \sum_{\text {pixels }}\left|A_{\text {noise-free }}\right|}  \tag{2.36}\\
& e r r_{Q}=\frac{\sum_{\text {all elements }}^{\text {all puxels }}\left|Q_{\text {noisy }}-Q_{\text {noise-free }}\right|}{\sum_{\text {all elements }}\left|Q_{\text {noise-free }}\right|}
\end{align*}
$$

The change of these errors with the intensity of initial image is plotted and it shows that during the calculation of autocorrelation error is greatly reduced. This result is not hard to predict since each pixel in autocorrelation depends on the pixels of the whole original image, and the error is cancelled during the accumulation. Actually this is the primary reason to transform potential projection to autocorrelation.

In the end the algorithm is tested for a specific case. As shown in Fig.(2.5), we have studied a GroEL protein molecule, lying in all possible orientations


Figure 2.6: (a) The simulated noisy charge density projection of GroEL in grey scale (the size of the molecule $\simeq 50 \AA$ and orientation specified by Euler angles $(45,60,80)$ degrees; (b) The difference between (a) and original value, the relative error is about 20\%; (c) The autocorrelation calculated from (a); (d) The difference between (c) and autocorrelation calculated and true value, the relative error is of the order $1 \%$
within a $70 \mathrm{~nm} \times 70 \mathrm{~nm}$ cell. For several different set of Euler angles, it is found that the first column of the pre-assigned rotation matrices and reconstructed rotation matrix agree quite well with an error of 1 degrees, which is predictable from the low error of the $\mathbf{Q}$ tensor. This indicates that the axis with a distinct eigenvalue is readily obtained. The agreement of the other two columns is poor, since the other two eigenvalues of GroEL are almost identical. However, there is only one undetermined Euler angle now, and such problem can be easily solved by those methods using the detail of the image, such as GTM[36].

### 2.3 Generative Topology Mapping method used for Orientation

## Determination

As the orientation of single molecule is hard to be pre-assigned when its snapshot is taken, it is essential to retrieve such information from a set of diffraction patterns (DP) taken from unknown orientations to enable the merging of intensities. Generative topographic mapping (GTM) has been used in data mining to reveal such intrinsic latent variables from the distribution of the observable data. In this case, the latent variables are the Euler angles that determine the orientation, and the data are experimental DP, which is a vector whose components come from every pixel of the DP. In the application here, compared with the straightforward method such as common line, the statistical method GTM is used to benefit the sorting of diffraction pattern from two of its properties:

1. making full use of flux
2. robustness under noise

GTM help figure out the mapping relationship from latent space to data space, as shown in Fig. 2.7, which make it possible to map the experimental data back to orientation.

GTM helps figure out the mapping relationship from latent space to data space, thus makes it possible to map the experimental data back to orientation. In numerical calculation, however, both of the two spaces are discrete, therefore we are dealing with the data points in them. Ideally, point in L space corresponds to point in the $n \times n$ dimensional D space. The GTM method works provided that the mapping function $\mathbf{y}=(\mathbf{x} ; \mathbf{W})$, where $\mathbf{W}$ is a set of


Figure 2.7: The non-linear function $y(x ; W)$ defines a manifold $S$ embedded in data space given by the image of the latent-variable space under the mapping x to y .[47]
mapping parameters, is smooth and continuous, so that the projected points $\mathbf{y}=\left(\mathbf{x}_{i} ; \mathbf{W}\right)$ will necessarily have a topographic ordering in the sense that any two points $\mathbf{x}_{A}$ and $\mathbf{x}_{B}$ that are close in $L$ space will map to points $\mathbf{y}_{A}$ and $\mathbf{y}_{B}$, which are close in data space.

In order to take account of the noise, the point in D space can expand to a sphere of continuous density, as shown in Fig.2.8. We choose the distribution of $\mathbf{t}$, for given $\mathbf{x}$ and $\mathbf{W}$, to be a radially symmetric gaussian centered on $\mathbf{y}=(\mathbf{x} ; \mathbf{W})$ having variance $\beta^{-1}$ so that

$$
\begin{equation*}
p(\mathbf{t} \mid \mathbf{W}, \beta)=\left(\frac{\beta}{2 \pi}\right)^{D / 2} \exp \left\{-\frac{\beta}{2}\|\mathbf{y}(\mathbf{x} ; \mathbf{W})-\mathbf{t}\|^{2}\right\} \tag{2.37}
\end{equation*}
$$

This function describes the probability of certain DP is related with some orientation if the correct mapping $(\mathrm{W}, \beta)$ is known. Fig.2.9 is the schematic diagram for such mapping where there is just one latent variable, the angle of an object that can rotate along one axis (not necessarily the same direction of incident beam), and the data space is reduce to the intensities on three pixels for the sake of visualization, which can be regarded as the projection of the manifold to the 3D subspace. The distribution of sampling in latent space is known as uniform, and the measurement distributes inside the density sphere.


Figure 2.8: We consider a prior distribution $\mathrm{p}(\mathrm{x})$ consisting of a superposition of delta functions, located at the nodes of a regular grid in latent space. Each node $x_{i}$ is mapped to a corresponding point $y\left(x_{i} ; W\right)$ in data space, and forms the center of a corresponding Gaussian distribution.[47]


Figure 2.9: The mapping from latent variable orientation to the scattering intensities on 3 pixels. Note that the point diffuses into density sphere, and the compactness of latent space is preserved in the data space

The GTM method works only when the prior distribution $p(\mathbf{x})$ of $\mathbf{x}$ in L space is known. But in our experiment the DP is obtained with pulse of XFEL, $p(\mathbf{x})$ can be regarded as a sum of delta function, , then the distribution in D space is then obtained analytically by

$$
\begin{equation*}
p(\mathbf{x})=\frac{1}{K} \sum_{i=1}^{K} \delta\left(\mathbf{x}-\mathbf{x}_{i}\right) \tag{2.38}
\end{equation*}
$$

then the distribution in D space is then obtained by

$$
\begin{equation*}
p(\mathbf{t} \mid \mathbf{W}, \beta)=\int p(\mathbf{t} \mid \mathbf{x}, \mathbf{W}, \beta) p(\mathbf{x}) d \mathbf{x}=\frac{1}{K} \sum_{i=1}^{K} p\left(\mathbf{t} \mid \mathbf{x}_{i}, \mathbf{W}, \beta\right) \tag{2.39}
\end{equation*}
$$

Apparently, only $\mathbf{y}\left(\mathbf{x}_{i}\right)$ close to $\mathbf{t}$ contributes to the probability. From that we can define a log likehood function

$$
\begin{equation*}
L(\mathbf{W}, \beta)=\ln \prod_{n=1}^{N} p\left(\mathbf{t}_{n} \mid \mathbf{W}, \beta\right)=\sum_{n=1}^{N} \ln \frac{1}{K} \sum_{i=1}^{K} p\left(\mathbf{t}_{n} \mid \mathbf{x}_{i}, \mathbf{W}, \beta\right) . \tag{2.40}
\end{equation*}
$$

If the mapping parameters $\mathbf{W}$ are correct so that the manifold in D space go through the center of the swarm of data points, we can image that every term in the above summation reaches its maximum and the likehood function reaches its maximum. Therefore, we can determine $\mathbf{W}$ and $\beta$ by maximizing $L$.

The way we do that is EM algorithm. We can choose $\mathbf{y}=(\mathbf{x} ; \mathbf{W})$ to be given by a linear model so that the component of $\mathbf{y}$ can be written as

$$
\begin{equation*}
y_{i}=W_{i 1} \phi_{1}(\mathbf{x})+W_{i 2} \phi_{2}(\mathbf{x})+\ldots+W_{i M} \phi_{M}(\mathbf{x}) \tag{2.41}
\end{equation*}
$$

in matrix form

$$
\begin{equation*}
\mathbf{y}=\mathbf{W} \phi(\mathbf{x}) \tag{2.42}
\end{equation*}
$$

The base function $\phi_{i}$ is generally choose to be radially symmetric gaussian whose centers are distributed on a uniform grid in L space with a common width parameter assigned at the beginning. Such parameters and the number of sample points in $L$ space should be able to make the manifold smooth enough while keep the precision.

Now we can start the training iterations from a initial set of parameters $\mathbf{W}_{\text {old }}, \beta_{\text {old }}$. Apparently, there is no direct mapping relationship between the sample point in L space and experiment point in D space. But we can obtain
the contribution, or responsibility of every sample point to a single data point

$$
\begin{align*}
R_{\text {in }}\left(\mathbf{W}_{\text {old }}, \beta_{\text {old }}\right) & =p\left(\mathbf{x}_{i} \mid \mathbf{t}_{n}, \mathbf{W}_{\text {old }}, \beta_{\text {old }}\right) \\
& =\frac{p\left(\mathbf{t}_{n} \mid \mathbf{x}_{i}, \mathbf{W}_{\text {old }}, \beta_{\text {old }}\right)}{\sum_{i^{\prime}=1}^{K} p\left(\mathbf{t}_{n} \mid \mathbf{x}_{i}, \mathbf{W}_{\text {old }}, \beta_{\text {old }}\right)} \tag{2.43}
\end{align*}
$$

Also only those can be mapped very close to $\mathbf{t}_{n}$ can make primary contribution to it.

Now the expectation of the log likelihood is

$$
\begin{equation*}
\langle L(\mathbf{W}, \beta)\rangle=\sum_{n=1}^{N} \sum_{i=1}^{K} R_{i n}\left(\mathbf{W}_{\text {old }}, \beta_{o l d}\right) \ln \left[p\left(\mathbf{t}_{n} \mid \mathbf{x}_{i}, \mathbf{W}, \beta\right)\right] . \tag{2.44}
\end{equation*}
$$

Maximizing Eq.2.44 with respect to $\mathbf{W}$, we obtain

$$
\begin{equation*}
\sum_{n=1}^{N} \sum_{i=1}^{K} R_{i n}\left(\mathbf{W}_{o l d}, \beta_{o l d}\right)\left[\mathbf{W}_{n e w} \phi\left(\mathbf{x}_{i}\right)-\mathbf{t}_{n}\right] \phi^{T}\left(\mathbf{x}_{i}\right)=0 \tag{2.45}
\end{equation*}
$$

This can conveniently be written in matrix notation in the form

$$
\begin{equation*}
\Phi^{T} \mathbf{G}_{\text {old }} \Phi \mathbf{W}_{\text {new }}^{T}=\Phi^{T} \mathbf{R}_{\text {old }} \mathbf{T} \tag{2.46}
\end{equation*}
$$

where $\Phi$ is a $K \times M$ matrix with elements $\Phi_{i j}=\phi_{j}\left(\mathbf{x}_{i}\right), \mathbf{T}$ is a $N \times D$ matrix with elements $t_{n k}, \mathbf{R}$ is a $K \times M$ matrix with elements $R_{i n}$, and $\mathbf{G}$ is a $K \times K$ diagonal matrix with elements

$$
\begin{equation*}
G_{i i}=\sum_{n=1}^{N} R_{i n}(\mathbf{W}, \beta) \tag{2.47}
\end{equation*}
$$

Here the $M, N, K$, and $D$ are the number of basic functions, the number of data points $\left(t_{1}, \ldots, t_{N}\right)$, the number of latent space sampling points, and the number of dimensions of data space, respectively.

Now the $\mathbf{W}_{\text {new }}$ can be solved with standard matrix techniques, based on singular value decomposition to allow for possible ill conditioning. Note that $\Phi$ is constant and only need to be evaluated once at the start.

This training process of the data set should be repeated until the likelihood function stop increasing. Meanwhile the $\mathbf{W}_{\text {new }}$ will also be changed a very little bit. Then we can regard the mapping with this $\mathbf{W}$ are most close to the true one.

With the above mapping relationship, taking any DP, its orientation, which is represented as $\mathbf{x}$, can be estimated by summarizing the posterior by its mean, given by

$$
\begin{equation*}
\left\langle\mathbf{x} \mid \mathbf{t}_{n}, \mathbf{W}, \beta\right\rangle=\sum_{i=1}^{K} R_{i n} \mathbf{x}_{i} \tag{2.48}
\end{equation*}
$$

A more straightforward way is to calculate the distance of this DP in D space with those generated from sample points in $L$ space had we know the mapping relationship. Finding out which sample point can give the DP closest to the actual one. If the sample points are dense enough, the error between the two methods is actually equivalent.

The GTM algorithm is purposed by Bishop et al [47] and successfully applied to diffraction pattern classification by Fung et al [36].

### 2.4 Expansion-Maximization-Compression method

Loh et al[48] proposed the Expansion-Maximization-Compression (EMC) algorithm for reconstructing a particle's 3D diffraction intensity from very many diffraction patterns, when the orientation in each pattern is not determined. The algorithm consists of a maximization step (M) of a logarithm likelihood function, a expansion step (E) and a compression (C) steps that map the 3D intensity model to a redundant tomographic representation and back again. The working process of the method is concluded as follow.

Firstly, define $W_{i j}=W\left(\mathbf{R}_{j} \cdot \mathbf{q}_{i}\right)$ as the average photon number of model at detector pixel $i$ when the particle has orientation $j, W(\mathbf{q})$ the time-integrated
scattered intensity at spatial frequency $\mathbf{q}$ when the particle is in some reference orientation, and $K_{i j}$ the measurement of photon number at detector pixel $i$ when the particle has orientation $j$.

The algorithm is based on expectation maximization (EM), which reconstruct a model from statistical data that is incomplete by maximizing a loglikelihood function $Q\left(W^{\prime}\right)$, then updating the model from $W \rightarrow W^{\prime}$. It is necessary to determine the form of the likelihood function at first. The logarithm likelihood function for the photon number $W_{i j}^{\prime}$ is the logarithm of the Poisson distribution:

$$
\begin{equation*}
Q_{i j k}\left(W^{\prime}\right)=K_{i k} \log W_{i j}^{\prime}-W_{i j}^{\prime} \tag{2.49}
\end{equation*}
$$

where $K_{i k}$ is the photon count at pixel $i$ in measurement $k$. Therefore the loglikelihood function for a single diffraction pattern with independent Poisson distribution on each pixel can be written as the summation of $Q_{i j k}\left(W^{\prime}\right)$

$$
\begin{equation*}
Q_{j k}\left(W^{\prime}\right)=\sum_{i=1}^{M_{\mathrm{pix}}} Q_{i j k}\left(W^{\prime}\right) \tag{2.50}
\end{equation*}
$$

Then define the the conditional probability of each diffraction pattern

$$
\begin{equation*}
R_{j k}(W)=\prod_{i=1}^{M_{\mathrm{pix}}} W_{i j}^{K_{i k}} \exp \left(-W_{i j}\right) \tag{2.51}
\end{equation*}
$$

Now any prior distribution of the orientation $j$ can be written as

$$
\begin{equation*}
P_{j k}(W)=\frac{w_{j} R_{j k}(W)}{\sum_{j} w_{j} R_{j k}(W)} . \tag{2.52}
\end{equation*}
$$

given the normalized weights of orientations $w_{j}$. Then it is possible to write down the total log-likelihood function of the whole set of diffraction patterns

$$
\begin{align*}
Q\left(W^{\prime}\right) & =\sum_{k=1}^{M_{\text {data }}} \sum_{j=1}^{M_{\mathrm{rot}}} P_{j k}(W) Q_{j k}\left(W^{\prime}\right) \\
& =\sum_{i=1}^{M_{\mathrm{pix}}} \sum_{j=1}^{M_{\mathrm{rot}}}\left(A_{i j} \log W_{i j}^{\prime}-B_{j} W_{i j}^{\prime}\right) \tag{2.53}
\end{align*}
$$

where

$$
\begin{aligned}
A_{i j} & =\sum_{k=1}^{M_{\text {data }}} P_{j k}(W) K_{i k} \\
B_{j} & =\sum_{k=1}^{M_{\text {data }}} P_{j k}(W) .
\end{aligned}
$$

The EMC iterations can be started from random 3D intensities. In the E-step, the initial or previously calculated 3D intensities $W$ on the grid are expanded into a tomographic model $W_{i j}$ of diffraction patterns for the calculation of log-likehood function by rotation and interpolation.

$$
\begin{equation*}
W_{i j}^{\prime}=\sum_{\mathbf{p}} f\left(\mathbf{p}-\mathbf{R}_{j} \cdot \mathbf{q}_{i}\right) W(\mathbf{p}) \tag{2.54}
\end{equation*}
$$

Although the $W_{i j}$ s are redundant, they are treated as independent variables by the next step.

In the M-step, the data is classified and their aggregation into tomographic model is improved by maximizing the log-likehood function. Such function is very easy to maximize noting that each term of the summation (2.53) is of the form $a \log W-b W$ where $a$ and $b$ are positive constants and all these terms are independent. The global maximum can be obtained when each term is maximized, which updates the $W_{i j}$ into $W_{i j}^{\prime}$

$$
\begin{equation*}
W_{i j}^{\prime}=A_{i j} / B_{j} \tag{2.55}
\end{equation*}
$$

In the C-step, the redundant $W_{i j} \mathrm{~s}$ are "condensed/compressed" back into the intensities on the regular 3D grid. In this process, it is necessary to define the interpolation weights $f(\mathbf{q})$ that vanish for large $|\mathbf{q}|$ and is normalized

$$
\begin{equation*}
1=\sum_{\mathbf{p}} f(\mathbf{p}-\mathbf{q}) \tag{2.56}
\end{equation*}
$$

Then the 3D intensities are given by

$$
\begin{equation*}
W(\mathbf{p})=\frac{\sum_{i=1}^{M_{\mathrm{pix}}} \sum_{j=1}^{M_{\mathrm{rot}}} f\left(\mathbf{p}-\mathbf{R}_{j} \cdot \mathbf{q}_{i}\right) W_{i j}}{\sum_{i=1}^{M_{\mathrm{pix}}} \sum_{j=1}^{M_{\mathrm{rot}}} f\left(\mathbf{p}-\mathbf{R}_{j} \cdot \mathbf{q}_{i}\right)} . \tag{2.57}
\end{equation*}
$$

The progress of iterations are monitored by the update magnitudes:

$$
\begin{equation*}
\left.\Delta W^{2}=\langle | W^{\prime}(\mathbf{p})-\left.W(\mathbf{p})\right|^{2}\right\rangle_{\mathbf{p}} \tag{2.58}
\end{equation*}
$$

The vanishing of $\Delta W$ is used as the stopping criterion for the merging stages, and the reconstructed intensities can b used in further phasing stage.

## CHAPTER 3

## HYDRATION EFFECT ON CXDI IMAGE RETRIEVAL

### 3.1 Introduction

In order to solve the structure of proteins that are hard to crystallize, new experimental methods called femtosecond X-ray single molecule diffraction have been proposed to do the crystallography of single molecules[11, 15, 40]. Since most of the conventional methods in X-ray crystallography dealing with crystal samples are not applicable here. Therefore, new algorithms concerning the sorting $[14,39,38]$ and phasing[27] of single molecule diffraction patterns (DPs) have been proposed and tested to ensure their effectiveness and robustness under all kinds of error and noise. Some of them have been proved to be feasible when applied to simplified sample objects[18].

The next step toward the application of these methods on real world protein is to add the water background, since the experiment requires that the single molecule sample should be dissolved and wrapped in the water so that aggregation can be avoided. The single molecule sample can be ejected one by one to scatter the incident x-ray and increase the hit rate. The nozzles made at ASU[49, 50], which have been used at the LCLS (Linac Coherent Light Source), are able to generate droplets or liquid stream with the dimensions as small as 1 micron.

In recent work[51], simulation is carried out on a satellite tobacco necrosis virus (STNV), whose capsid structure has been solved by x-ray crystallography (Protein Data Bank ID: 2BUK): object size 17 nm , icosahedral symmetry. Realistic water shells around the virus using the Tip3P model of liquid water with average thicknesses of $0.5,1.5$, and 2.5 nm is added. It is found that the limiting orientational (angular) resolution is weakly inuenced by water layer
or Poisson noise. The effects of the random water layer or Poisson noise on the relative error are of comparable magnitude for $q$ below the water peak value. For $q$ above the water peak value the effect of WL is dominant and leads to a large relative error. However, the water layer here is too thin to be realistic.

Compared with the radius of a typical protein molecule (around 10 nm ), the amount of water is so significant that it can be easily expected that the DP of the current experimental setup cannot be simply that of the single molecule alone. It is calculated in the next section that generally it is impossible to separate the DP into the water part and protein part due to the coupling term. A method to overcome the difficulty is also suggested and tested against all kinds of possible experimental errors.

### 3.2 Water window

The water window is the soft x-ray energy range between the carbon and the oxygen K edges, where water has a much lower x-ray attenuation coefficient than carbon-containing cells. The contrast between water and protein is therefore magnified, and the technique has been widely used in the microscopy of cells.

## Theory

Firstly, it should be noted that the effect of exponential decay is a dynamics effect. The macroscopic refractive index is related with the microscopic structure factor by

$$
\begin{equation*}
n=1-\frac{n_{a} r_{e} \lambda^{2}}{2 \pi}\left(f_{1}+i f_{2}\right) \tag{3.1}
\end{equation*}
$$

where $f_{1}$ and $f_{2}$ are the real and imaginary part of the structure factor respectively. $f_{1}$ and $f_{2}$ are energy-dependent and have been tabulated by Henke et al[52] for all the elements. When the atom is much smaller than the X-ray
wavelength, as is the case in the soft X-ray region, the scattering amplitude of each electron can be added coherently for all the $k \mathrm{~s}$, where the $f_{1}$ and $f_{2}$ table is applicable and independent of $k$.

Start from Schrodinger equation, neglecting the spin and doing the scalar scattering theory

$$
\begin{equation*}
\nabla^{2} \psi+i 4 \pi \mathbf{k}_{0} \cdot \nabla \psi=-4 \pi^{2}\left(f_{1}+i f_{2}\right) \psi \tag{3.2}
\end{equation*}
$$

and separate the $z$-component from the $x y$-component

$$
\begin{equation*}
\frac{\partial^{2} \psi}{\partial z^{2}}+i 4 \pi k_{0 z} \frac{\partial \psi}{\partial z}+\nabla_{x y}^{2} \psi+i 4 \pi \mathbf{k}_{0} x y \cdot \nabla_{x y} \psi=-4 \pi^{2}\left(f_{1}+i f_{2}\right) \psi \tag{3.3}
\end{equation*}
$$

If the high-energy approximation that the Laplacian derivative along the bean direction is negligible can be used here, the equation becomes

$$
\begin{equation*}
\frac{\partial \psi}{\partial z}=\left(\bar{\nabla}^{2}+\bar{V}\right) \psi \tag{3.4}
\end{equation*}
$$

where

$$
\begin{array}{r}
\bar{\nabla}^{2} \equiv \frac{i}{4 \pi k_{0 z}}\left(\nabla_{x y}^{2}+i 4 \pi \mathbf{k}_{x y} \cdot \nabla_{x y}\right)  \tag{3.5}\\
\bar{V} \equiv \frac{i \pi}{k_{0 z}}\left(f_{1}+i f_{2}\right)
\end{array}
$$

Therefore, the geometry of the problem $\left(\bar{\nabla}^{2}\right)$ is separated from the electron interaction $(\bar{V})$ and can be treated respectively.

For a very thin slice of material, it is reasonable to set $\bar{\nabla}^{2}=0$, which implies no lateral scattering, and the equation is solved by direct integral along the slice of thickness $\Delta z$

$$
\begin{equation*}
\psi(x, y)=e^{\int_{0}^{\Delta z} \bar{V} d z}=e^{\frac{i \pi}{k_{0 z}} f_{1} \Delta z} e^{-\frac{\pi}{k_{0 z}} f_{1} \Delta z} \tag{3.6}
\end{equation*}
$$

which is of the same form as the exponential decay in classical electrodynamics, where the media is assumed uniform so that the assumption $\bar{\nabla}^{2}=0$ also
establishes due to the translational symmetry on the transverse $x y$-plane. On the other hand, it is not guaranteed that the index of the exponential is small enough to be approximated by its first order

Then, for the vacuum, we solve

$$
\begin{equation*}
\frac{\partial \psi}{\partial z}=\bar{\nabla}^{2} \psi \tag{3.7}
\end{equation*}
$$

Note that the second term in 3.5 vanishes if the beam is incident along the $z$-axis. Doing Fourier transformation on $x, y$ components and transforming back leads to the solution that

$$
\begin{equation*}
\psi(x, y, \Delta z)=e^{\Delta z \bar{\nabla}^{2}} \psi(x, y, 0)=\mathscr{F}^{-1}\left[e^{-i \pi \lambda \Delta z q^{2}}\right] \otimes \psi(x, y, 0) \tag{3.8}
\end{equation*}
$$

If the scattering object is divided into $N$ slices of thickness $\Delta z$, then we have

$$
\begin{equation*}
\psi(x, y, \Delta z)=e^{\Delta z \bar{\nabla}^{2}} e^{\bar{V}^{N} \Delta z} \cdots e^{\Delta z \bar{\nabla}^{2}} e^{\bar{V}^{2} \Delta z} e^{\Delta z \bar{\nabla}^{2}} e^{\bar{V}^{1} \Delta z} \psi(x, y, 0) \tag{3.9}
\end{equation*}
$$

which is the form of the Cowley-Moodie multislice method[53] in real space. Thibault et al[31] claimed that this method uses the small angle approximation and developed an actually equivalent propagation method. However, it is reasonable to apply this assumption for even soft X-ray scattering if the slice is thin enough. The transverse scattering is already included in 3.8.

Additionally, it is worth mentioning that for materials with a real potential, for its first term in the Born expansion, the optical theorem give the total cross section as zero, which surely cannot be true. This also indicates that the first Born approximation is not suitable to the absorption problem. If we consider up to the second Born approximation

$$
\begin{align*}
\psi^{(2)}(\mathbf{r}) & =\frac{\mu}{4 \pi} \int \frac{e^{-i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} V\left(\mathbf{r}^{\prime}\right) \psi^{(1)}\left(\mathbf{r}^{\prime}\right) d \mathbf{r}^{\prime}  \tag{3.10}\\
& =\frac{\mu^{2}}{16 \pi^{2}} \int d \mathbf{r}^{\prime} \int d \mathbf{r}^{\prime \prime} \frac{e^{-i k\left|\mathbf{r}-\mathbf{r}^{\prime}\right|}}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \frac{e^{-i k\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|}}{\left|\mathbf{r}^{\prime}-\mathbf{r}^{\prime \prime}\right|} V\left(\mathbf{r}^{\prime}\right) V\left(\mathbf{r}^{\prime \prime}\right)
\end{align*}
$$

Here $\psi^{(1)}$ cannot be written as

$$
\begin{equation*}
\frac{\mu}{4 \pi} \frac{e^{i k_{0} R}}{R} \int V\left(\mathbf{r}^{\prime}\right) e^{i \mathbf{q} \cdot \mathbf{r}^{\prime}} d \mathbf{r}^{\prime}=\frac{\mu}{4 \pi} \frac{e^{i k_{0} R}}{R} \tilde{V}(\mathbf{q}) \tag{3.11}
\end{equation*}
$$

which is the Fourier transformation of the potential and quite widely used when single scattering approximation is used. However, this form implies that $R=\left|\mathbf{r}^{\prime}\right|$ is very large compared with the dimensions of the scattering field $\left|\mathbf{r}^{\prime \prime}\right|$, and this approximation fails in the integral of Eqn.(3.10) as it has to be evaluated everywhere in $\left|\mathbf{r}^{\prime}\right|$. The result is that the second term of Born series Eqn.(3.10) is no longer real given the real potential $V$ and the total cross section is nonzero in the optical theorem.

## Simulation

The multislice method is implemented to see the effect of multiple scattering and difference in attenuation coefficients of water and protein on the exit wave. The PSI molecule (1JB0) is chosen as the sample and it is immersed in a water droplet with varying size. The refractive indices were obtained from CXRO library $\left(\delta_{\text {water }}=0.0022, \delta_{\text {protein }}=0.0019, \beta_{\text {water }}=0.000157, \beta_{\text {protein }}=\right.$ 0.00128);

The simulation shows that the exit wave is quite different from the projection of charge density. Although the contrast is enhanced due to the difference in attenuation factors of water and protein.

Some kind of inversion algorithm needs to be developed to convert the exit wave back to the original structure.


Figure 3.1: This figure shows the exit wave intensity calculated from multiple slice method (slice thickness is $5 \AA$ ) and charge density projection of protein PSI in water droplet of radius $56 \AA$ (a) and $94 \AA$ (b).
3.3 Calculating the diffraction pattern of the protein molecule within water jacket

When the protein molecule is immersed in water, it is well known that its structure changes. In simulation, this can be done by putting such a molecule inside a spherical container and the molecular dynamics software (in this paper VMD/NAMD[54]) is used to fill the sphere with water molecules and find the position of every atom in the sphere when the system is stable (see Fig. 3.2 for example). However, due to the limitation of computational ability, it is impossible to get the position of each atom in a droplet with practical size,
i.e. $1000 \AA$ in radius. Therefore, some structural properties of water are used to make the calculation feasible while realistic.


Figure 3.2: This figure shows the atom model of protein 1UBQ inside water droplet as the result of molecular dynamics simulation. The inner blue atoms are protein and the outer red ones are water.

In the calculation of the spherical droplet, it is divided into 3 regions.

- The core of the droplet is as small as possible to contain the protein molecule. The rest of the volume is filled with water by molecule simulation.
- A thin inner water shell surrounding the core with the thickness $8 \AA$. The position water atoms in this shell is also found by molecule dynamics simulation
- The outer water jacket surrounding the thin water shell, the thickness of which goes up to the radius of the droplet.

The scattering intensity of hydrated protein (Region I) can easily be calculated since all the positions of atoms in this region are known. That of the water jacket (Region II \& III) can be evaluated directly from the experimental results, which gives the first peak (at around $\frac{2 \pi}{2.8} \AA^{-1}$ ) [55]corresponding to the nearest neighborhood distance between oxygen atoms in addition to the central peak. The radial distribution function derived from the intensity spectrum also indicates that the water can be regarded as homogeneous from the position $8 \AA$ Åaway, which is the reason that the thickness of Region II is chosen.

Therefore, the interference term within this range of resolution between region I and the outer water is

$$
\begin{equation*}
I_{\text {inter }}(\mathbf{k})=\operatorname{Re}\left[\sum_{I} \sum_{I I, I I I} f_{I} f_{I I, I I I} e^{i \mathbf{k}\left(\mathbf{r}_{\mathbf{I}}-\mathbf{r}_{I I, I I I}\right)}\right] \tag{3.12}
\end{equation*}
$$

Since the water in region III is uniform when interacting with protein atoms, the summation in region III can be reduced to an integral and can be evaluated analytically. For the spherical droplet, this term is

$$
\begin{equation*}
\sum_{I} \sum_{I I I} f_{I} f_{I I I} e^{i \mathbf{k}\left(\mathbf{r}_{\mathbf{I}}-\mathbf{r}_{I I I}\right)}=\sum_{I} f_{I} e^{i \mathbf{k} \mathbf{r}_{I}} \sum_{I I I} f_{I I I} e^{-i \mathbf{k} \mathbf{r}_{I I I}} \tag{3.13}
\end{equation*}
$$

and in which

$$
\begin{equation*}
F_{I I I}=\sum_{I I I} f_{I I I} e^{-i \mathbf{k r}_{I I I}}=\rho f_{O} \int_{I I I} e^{-i \mathbf{k r}_{I I I}} d \mathbf{r}_{I I I}=\rho f_{O} S \tag{3.14}
\end{equation*}
$$

where $S$ is the shape factor, and for a sphere droplet

$$
\begin{align*}
S & =\int_{r}^{R} \int_{\Omega} \sum_{l=0}^{\infty} r^{2} \cdot i^{l}(2 l+1) j_{l}(k r) P_{l}(\cos \gamma) d r d \Omega \\
& =4 \pi \int_{r}^{R} r^{2} \frac{\sin k r}{k r} d r=\frac{4 \pi}{k^{3}}[(\sin k R-k R \cos k R)-(\sin k r-k r \cos k r)] \tag{3.15}
\end{align*}
$$

in which $r$ is the inner radius of region III and $R$ is the outer one. $\rho$ is the density of water (calculated to be $0.033 \frac{\text { atoms }}{A^{3}}$ from its density). $F_{I I I}$ oscillates and goes to zero with the envelop of $\frac{2 \pi \rho(R-r)}{k^{2}} \frac{2 \pi}{100} A^{-1}$.

In the end, in order to calculate the intensity from pure water, the only calculation needed is to convert the reduced intensity $H(\mathbf{k})$ from literature[56] to the real intensity of a specific droplet. Note that for the bulk sample used in a conventional experiment, at the low resolution where the short range structure can be ignored, the water background can be considered to be of inverse symmetry. Apparently the scattering amplitude is real, and the following equation can be used:

$$
\begin{equation*}
I_{\text {water }}=\left|\sqrt{N(H(\mathbf{k})+1) f_{o}(\mathbf{k})} \otimes S(\mathbf{k})\right|^{2} \tag{3.16}
\end{equation*}
$$

In the equation above $N$ is the number of water molecules in the droplet, while $S(\mathbf{k})$ is the shape factor determined by the size of a droplet and can be evaluated from Eq.(3.15) since the experimental spectrum is measured from bulk water where $S(\mathbf{k})=\delta(k)$.

In the sample calculation, 4 PFK , which is a medium molecule containing ~2300 atom for the sake of molecule dynamics simulation speed, the intensity of DP in region I and the interference term between I-II and I-III are plotted in Fig.(3.3) along a line going through the center of the pattern and the range of resolution that we are interested in (from 20 $\begin{aligned} & \text { to } 6 \AA \text { ). }\end{aligned}$

It is found that the intensity of the cross term is significant compared with that of protein diffraction. Consequently, the DP obtained from experiment cannot be simply separated into water intensity and protein intensity at any resolution. The thinner water jacket will help reduce the interference, however, even when the thickness is $10 \AA$, the effect of water is still not negligible.

Compared with the spherical droplet, the only difference of the water stream is the change of shape factor $S$. According to experimental setup, the water stream illuminated by the incident beam can be regarded as a cylin-


Figure 3.3: This figure shows the comparison of intensity between diffraction intensity of protein alone and interference term between protein and outer water jacket (droplet radius $10000 \AA$ ). Note that the first term is negligible compared with the interference term. The x -axis is the radius in reciprocal space, corresponding to resolution from $25 \AA$ to $6 \AA$
der, the length $L$ of which is the segment in the beam spot. Therefore $S$ can also be evaluated analytically

$$
\begin{equation*}
S=\int_{-L / 2}^{L / 2} e^{i k_{z} z} d z \int_{D} e^{i \mathbf{k} \cdot \mathbf{r}} d^{2} \mathbf{r}=\frac{\sin \pi \mathrm{£} k_{z}}{\pi k_{z}} \cdot \frac{R}{2} \frac{J_{1}\left(\pi R k_{r}\right)}{k_{r}} \tag{3.17}
\end{equation*}
$$

### 3.4 Making use of the cross term

Since the cross term is so strong that the protein term is suppressed, the conventional method of solving protein structure by phasing the intensity scattered by protein is no longer valid with the presence of the water jacket and the cross term it introduces. However, the cross term of the water jacket itself can serve as an important source of structural information.

The DP of protein inside the water jacket can be written as

$$
\begin{equation*}
I=\mathscr{F}\left[\rho_{\text {water }}+\delta \rho\right] \cdot \mathscr{F}\left[\rho_{\text {water }}+\delta \rho\right]^{*} \tag{3.18}
\end{equation*}
$$

and Fourier transformation of both side yields

$$
\begin{align*}
A & =\left(\rho_{\text {water }}(\mathbf{r})+\delta \rho(\mathbf{r})\right) \otimes\left(\rho_{\text {water }}(-\mathbf{r})+\delta \rho(-\mathbf{r})\right)  \tag{3.19}\\
& =A_{\text {water }}+\rho_{\text {water }} \otimes[\delta \rho(\mathbf{r})+\delta \rho(-\mathbf{r})]+\delta \rho(\mathbf{r}) \otimes \delta \rho(-\mathbf{r})
\end{align*}
$$

,where we assume again that the water is inversely symmetrical so that $\rho_{\text {water }}(\mathbf{r})=$ $\rho_{\text {water }}(-\mathbf{r})$ can be used. Note that here $\delta \rho$ is not the charge density of protein, instead, $\delta \rho=\rho_{\text {mol }}-\rho_{\text {water }}$ is the fluctuation of the protein charge density with respect to the water background. Considering the protein molecule itself is composed of light atoms whose Z number is close to that of the water, this term should be much smaller than $\rho_{\text {mol }}$.

The left hand side of Eqn.(3.19) can be obtained by experiments, the first term on the right hand side is from the preliminary knowledge of the shape and size of water, while the last term can be neglected if $\delta \rho$ is much less than $\rho_{\text {water }}(\mathbf{r})$. Then $\delta \rho(\mathbf{r})+\delta \rho(-\mathbf{r})$ can be calculated from experimental results by deconvolution. And if the molecule is not centered and small enough it can be separated from its space inverse copy and thus the water serves as the reference to solve the phase problem. Fortunately, both the above requirements of the $\delta \rho$ are consistent to the real experiment. The intermediate results of each step is shown in Fig.(3.4).

Numerical calculation shows that if only the charge density projection is less than $1 / 20$ of the water background it can be successfully reconstructed and the smaller the ratio the better. This requirement should not be difficult to satisfy considering the fact that the size of the water jacket is of the order of micron, while that of the molecule is less than 100 nm , and that $\delta \rho$ itself is a small term.


Figure 3.4: This figures shows the process of water background deconvolution: (a) is the charge density projection of the original object (b) is the charge density projection of the object in the water stream. The width of the streamm is 300 nm and the object is circled as it can barely be seen. (c) The autocorrelation of the protein-stream mixture. (d) The difference between the autocorrelation of the protein-stream mixture and that of pure water stream $A-A_{\text {water }}$. (e) The intermediate step of deconvolution, which is actually the Fourier transformation of object with its inversion.(f) The enlarged area of reconstruction result, showing two inves symmetrical object.

### 3.5 Effect of errors and noise

The validity of the algorithm under ideal circumstance is far from enough, it is largely determined by its performance on the experimental data which contain all possible errors and noise. In this section several major source of errors are simulated for the upcoming experiment of virus MSII in LCLS to test the robustness of the deconvolution method above.

For the CCD cameras used at present, most of them have a beam stop to block the strong transmission beam, thereby avoid its damage to the detecto. Thus the low resolution data is missing. The other important error source is the poisson noise of the detector pixels which count the number of x-ray photons scattered to them, which is related to the number of photons of each incident pulse. Finally, the success of the method heavily depends on the $a$ prior knowledge of the shape of the water background, which is not always available.

The evaluation of these effects to the final result of reconstruction is conducted under the combination of all the above factors. If not specified, the parameters are chosen to match the LCLS experiment: The photon energy is 8 keV , the resolution at the edge of DP is set to $6 \AA$, the CCD camera is a $1024 \times 1024$ array with the beam stop 8 pixels in radius. The flux of photons is $10^{12} /$ pulse and Poisson noise is applied to the photon amount collected by each pixel of the detector. The water background is a cylinder whose diameter is 300 nm . The sample used is the virus whose PDB entry is 1 Z 8 Y .

Firstly, it is found that given the correct estimate of the water background, the quality of the reconstructed image is relatively insensitive to the size of the beam stop (see Fig.(3.5)). Thus satisfactory images are expected to be
obtained with the CCD detector used in LCLS. The missing of low resolution data is once an important issue in diffractive imaging. Some special algorithms used to interpolate[18] or reconstruct such information iteratively[28]. Sometimes low resolution optical image is used to complement this part. With the water background deconvolution method, all the above trouble can be avoided and the result follows directly from the original data. (I think some equations would make the argument above more solid, but still don't have any idea)


Figure 3.5: This figure shows the effect of beam stop: result with beam stop radius $5(\mathrm{a}), 10(\mathrm{~b}), 20(\mathrm{c})$ and $50(\mathrm{~d})$ pixels respectively for a . The quality of reconstruction is not sensitive to the beam stop size.

The success of the method is closely related to the estimate of the water background. In Fig.(3.6), the estimated value is changed a little bit from the correct size of the water background and the same process of deconvolution is conducted. Apparently the method collapses when the error is increased to some extent. The numerical experiment shows that the threshold value is
$0.15 \%$, which requires very accurate method of the size of the water stream. Although practically impossible currently, it is still possible to search for that value by going through the small portion of parameter space, which is not difficult to estimate, including the true value, with fine enough intervals. When the feature of the isolated object appears in the reconstructed image, the reconstruction can be regarded successful and the background parameter used is therefore the true value, and therefore the estimate problem is solved in expense of computational time.

(b)


Figure 3.6: This figure shows the reconstructed image with $0.1 \%$ error of the estimated water background width (a) and $0.3 \%$ error (b). The quality of reconstruction is sensitive to the estimated water background, which should be less than $0.2 \%$ within the real size.

Additionally, there is also restriction on the size of the water stream. As stated above, If the stream size too small, the protein term cannot be regarded as perturbation and algorithm fails. On the other hand, if the stream size is too big, which might be more often in the experiment, the performance of the method is also harmed. This is because in that case the increase of water noise, with the increase of water signal, overwhelms the subtle difference between
protein-water and pure water. Fortunately, numerical calculation shows that for the current simulation configuration, the stream diameter can be safely increased to 1 micron, which can be practically produced with ASU nozzle.

The incident photon flux is also an important factor that determines the quality of the result. For Poisson noise, more photons lead to higher signalnoise ratio. Without controlling the noise under some certain level, as mentioned above, the signal from the perturbation cannot be distinguished. The simulation result that the image quality reconstructed from a $10^{11}$ photons/pulse DP badly degenerates indicates the necessity of the ultra high brightness of LCLS.

In the successful reconstruction, it is found that the noise and the perturbation signal are of the same order, which indicate the method is noise-robust to some extent. It is a natural result that the noise distributes all over the image, while the perturbation concentrates on a small portion of the image.

### 3.6 Conclusion

Immersing the protein single molecule in water and injecting them for diffraction has been proved to be one of the most feasible plan to do single molecule diffraction, and the experiment preparation is almost ready for the LCLS in the coming year. However, processing the DP of water-sheltered protein requires new method since the scattering intensity of protein alone cannot be directly separated from the whole pattern.

The following process is proposed to overcome the difficulty of water:

1. Do the Fourier transformation of the experimental(simulated) DP to get the autocorrelation of the whole system
2. Make a estimation of the water background, and calculate the autocorrelation of such background with the same experimental parameters
3. Deconvolute the difference of the above result with the assumed water background. If two isolated objects with inverse symmetry appear, the reconstruction is successful, or change the assumed background a little bit and repeat the process.

This method is tested numerically and found to work properly under the combination of all kinds of simulated errors and noise during real world experiment. Therefore, it is a suitable candidate algorithm to process the experimental data in the near future.

## CHAPTER 4

## PHASING NANO-CRYSTALS DIFFRACTION PATTERNS

### 4.1 Introduction

It has been appreciated for many years that if scattering could be obtained at points between Bragg reflections, the additional information so provided would greatly assist solution of the phase problem. For protein crystals, variations in water content can be used to vary the cell dimensions, offering the possibility of obtaining this information. Since they contain acentric alphahelices, protein crystals are invariably non- centrosymmetric, however they may contain projections which are centric, such as those along 2,4 or 6 -fold axes, in which case the structure factors on the corresponding plane in reciprocal space will be real, with an ambiguity of sign only. Thus it was pointed out at an early stage[16] that on these planes, for adjacent structure factors to have opposite signs, the continuous Fourier Transform of the unit cell density (which modulates all scattering) must have a zero crossing between Bragg reflections. This could be identified if intensity were detectable at the half-order positions, thus solving the phase problem for centrosymmetric crystals and projections. Bragg "sampling" of intensities is consistent with the Shannon sampling theorem requirement for reconstruction of the autocorrelation of the molecular density; half-orders with reconstruction of the molecular density. The modern field of diffractive imaging, whose methods we will use, has developed, from these and other considerations, iterative algorithms which are capable of solving the phase problem for non-periodic objects under certain conditions[27]. For X-ray diffraction at higher energies well away from absorption edges, the occurance of a real charge density of known sign greatly facilitates these iterative methods. It is immediately clear then that one ap-
proach to phasing nanocrystal data would be to treat the entire nanocrystal as a single non-periodic object, and phase it as such. For a large protein, however, the computational demands of this approach be very great and, if the surfaces were not of interest, the resulting identical molecular densities would need to be summed to reduce noise. We describe a more efficient approach below.

In both electron and X-ray diffraction, nano-crystallography has developed rapidly in recent years. For a crystallite consisting of a few unit cells, the sharp Bragg reflections are convoluted with a shape-transform function, which therefore provides the required inter-Bragg scattering needed to assist in solving the phase problem. This paper develops that idea, in the light of recent results from the Linac Coherent Light Source, in which femtosecond X-ray snapshots where obtained from protein nanocrystals of Photosystem 1 containing a dozen or more unit cells on a side[57]. These show strong inter-Bragg interference fringes. Elementary theory [58] shows that, as for a finite grating, the number of unit cells N between crystal facets along direction g is just equal to ( $\mathrm{n}+2$ ) where n is the number of subsidiary maxima between Braggs along direction g . Thus the dimensions of the nanocrystal can be found by counting fringes along various directions in reciprocal space. In this paper we present simulations for X-ray diffraction from a protein nanocrystal, and demonstrate solution of the phase problem for the general non-centrosymmetric (acentric) case by using the inter-Bragg scattering. In simple terms we show that a finite grating solves the phase problem.

### 4.2 X-ray scattering from a nanocrystal

In an earlier paper, we give the exact expression for diffraction from a finite crystal of parallelepiped form, illuminated by plane-polarized monochromatic incident radiation, with wavevector $\mathbf{k}_{i}\left(\left|\mathbf{k}_{i}\right|=1 / \lambda\right)$ and negligible beam divergence. Then the diffracted photon flux I (counts/time) at $\Delta \mathbf{k}=\mathbf{k}_{i}-\mathbf{k}_{o}$ produced by the n-th parallelepiped crystallite, consisting of $\mathrm{N}(\mathrm{n})=\mathrm{N} 1 \times \mathrm{N} 2$ x N3 unit cells, is given in the kinematic theory as

$$
\begin{equation*}
I_{n}\left(\Delta \mathbf{k}, \alpha, \beta, \gamma, N_{i}\right)=I_{0}|F(\Delta \mathbf{k})|^{2} r_{e}^{2} P(\Delta \mathbf{k}) \frac{\left.\sin ^{2}\right)\left(N_{1} \Psi_{1}\right.}{\sin ^{2} \Psi_{1}} \frac{\sin ^{2}\left(N_{2} \Psi_{2}\right)}{\sin ^{2} \Psi_{2}} \frac{\sin ^{2}\left(N_{3} \Psi_{3}\right)}{\sin ^{2} \Psi_{3}} \Delta \Omega \tag{4.1}
\end{equation*}
$$

where $F(\Delta \mathbf{k})$ is continuous scattering from one unit cell, which we take here to contain one molecule. $I_{0}$ is the incident photon flux density (counts/time/area), $r_{e}^{2}$ the electron cross section, and $\Delta \Omega$ is the solid angle subtended by a detector pixel at the sample. Here

$$
\begin{align*}
& \Psi_{1}=2 \pi a \sin \theta \cos \alpha / \lambda \\
& \Psi_{2}=2 \pi b \sin \theta \cos \beta / \lambda  \tag{4.2}\\
& \Psi_{3}=2 \pi c \sin \theta \cos \gamma / \lambda
\end{align*}
$$

where $\theta$ is half the scattering angle, and $\alpha, \beta$, and $\gamma$ define the crystal orientation as the angles which the scattering vector $\Delta \mathbf{k}$ makes with the directions of the real-space unit cell vectors $\mathbf{a}$, a and $\mathbf{c} . \Delta \mathbf{k}$ is defined by the position of the detector pixel and X-ray wavelength, and defines a point in reciprocal space where the Ewald sphere intersects the shape transform.

To simplify simulations, we take the incident X-ray wavevector $\mathbf{k}_{i}$ to lie parallel to the c axis of a cubic crystallite, and use a high X-ray energy ap-
proximation, in which $k_{z}=0$, so that the Ewald sphere is approximately planar, resulting in two-dimensional diffraction. Then the third term in 4.1 is unity, and, if polarization effects are neglected, we may write 4.1 as

$$
\begin{equation*}
I_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)=c|F(\Delta \mathbf{k})|^{2} S_{n}\left(\Delta \mathbf{k}, N^{(n)}\right) \Delta \Omega \tag{4.3}
\end{equation*}
$$

where $S\left(\Delta \mathbf{k}, N^{(n)}\right)$ is the interference term in Eqn. 4.1 and $c$ is a constant.
4.3 Phasing from shape-transform

We consider the case of femtosecond diffraction from a stream of nanocrystals, in which one diffraction pattern is read out each time one X-ray pulse hits one nanocrystal, and the process is repeated at the repetition rate of the X-ray laser (perhaps at 60 Hz ). Our essential strategy is to divide the recorded intensity $I_{n}\left(\Delta \mathbf{k}, N_{i}\right)$ by the known interference function $S_{n}\left(\Delta \mathbf{k}, N_{i}\right)$ (which depends only on the number of unit cells), to obtain the modulus squared $|F(\Delta \mathbf{k})|^{2}$ of the Fourier Transform of the molecular density $\rho(r)$. The phase problem for the continuous function $|F(\Delta \mathbf{k})|^{2}$ may then be solved by iterative methods[28], to yield a density map for one unit cell.

The femtosecond diffraction method produces millions of diffraction patterns from randomly oriented crystals covering a range of sizes, so that the results may be sorted into various size classes. We consider a set of 2D diffraction patterns from nanocrystals differing only in size $N=N_{1} \times N_{2}$. Then the problem of division by zero when inverting Eqn. 4.1 may be addressed by summing the required ratio $I_{n} / S_{n}$ over n , so that the denominator passes through zero at different values of $\Delta \mathbf{k}$ in each term. We form

$$
\begin{equation*}
c|F(\Delta \mathbf{k})|^{2}=\sum_{n} \frac{I_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)}{S_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)+\epsilon} \tag{4.4}
\end{equation*}
$$

Alternatively we may obtain the same result by summing Eqn. 4.2 over crystal sizes, giving

$$
\begin{align*}
\sum_{n} I_{n}\left(\Delta \mathbf{k}, N^{(n)}\right) & =\sum_{n} c|F(\Delta \mathbf{k})|^{2} S_{n}\left(\Delta \mathbf{k}, N^{(n)}\right) \Delta \Omega  \tag{4.5}\\
& =c|F(\Delta \mathbf{k})|^{2} \sum_{n} S_{n}\left(\Delta \mathbf{k}, N^{(n)}\right) \Delta \Omega
\end{align*}
$$

so that

$$
\begin{equation*}
c|F(\Delta \mathbf{k})|^{2}=\frac{\sum_{n} I_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)}{\sum_{n} S_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)+\epsilon} \tag{4.6}
\end{equation*}
$$

If information is available from, for example, dynamic light scattering, on the distribution of nanocrystal sizes, we may consider the approximation

$$
\begin{equation*}
c|F(\Delta \mathbf{k})|^{2}=\frac{\sum_{n} I_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)}{\sum_{n} F_{n}\left(N^{(n)}\right) S_{n}\left(\Delta \mathbf{k}, N^{(n)}\right)+\epsilon} \tag{4.7}
\end{equation*}
$$

where $F_{n}\left(N^{(n)}\right)$ is the particle size distribution. This avoids the need to determine individual values of $N_{1}, N_{2}$, and $N_{3}$.

### 4.4 Simulations and phasing Two dimensions

We commence with simple non-statistical two-dimensional examples to clarify the method. Fig. 4.1 shows the density of a simple protein, Alpha-Conotoxin PNIB from Conos Pennaceus (1AKG in the PDB, orthorhombic, $a=14.60 \AA, b=$ $26.10 \AA, c=29.20 \AA, P 2_{1} 2_{1} 2_{1}$ ), projected along the c axis. We have taken one molecules per unit cell, giving symmetry P1 for generality. Fig. 4.2 shows $|F(\Delta \mathbf{k})|^{2}$, the Fourier modulus squared for the molecule. (This function is equal to the structure factors at the lattice sites). Fig. 4.3 shows the interference function $S_{n}(\Delta \mathbf{k})$ for a nanocrystal of 6 unit cells on a side $(\mathrm{N}(1)=216$ molecules). The calculation samples the shape transform at 7


Figure 4.1: This figure shows the density projection of a simple protein, AlphaConotoxin PNIB from Conos Pennaceus 1AKG in the PDB, orthorhombic, a $=14.60 \AA, \mathrm{~b}=26.10 \AA, \mathrm{c}=29.20 \AA, P 2_{1} 2_{1} 2_{1}$, projected along the c axis. The resolution is $1 \AA$.


Figure 4.2: This figure shows $|F(\Delta \mathbf{k})|^{2}$, the Fourier modulus squared for the molecule in logarithm scale. (This function is equal to the structure factors at the lattice sites).
points within each sinc function subsidiary maximum. Fig. 4.4 shows the simulated diffracted intensity $\mid I_{n}(\Delta \mathbf{k}, N)$, extending to 2 Angstroms resolution, with the effects of Poisson noise added. Fig. 4.5 shows the recovered molecular transform $|F(\Delta \mathbf{k})|^{2}$ based on Eqn. 4.7, using just two nanocrystals in the sum for $\mathrm{N}=6$ and $\mathrm{N}=8$.


Figure 4.3: This figure shows the interference function $S_{n}(\Delta \mathbf{k})$ for a nanocrystal of 6 unit cells on a side $\left(N^{(1)}=216\right.$ molecules). The calculation samples the shape transform at 7 points within each sinc function subsidiary maximum.

## Three dimensions[2]

The restricting assumption of a flat Ewald sphere (and consequent resolution limit) may be eliminated by working directly with Eqn. 4.1 and Eqn. 4.7 in a statistical approximation, or with Eqn. 4.6, in which a particular interference function is modelled for each particle. The second approach requires a value of $N_{3}$, which might be extracted from high-order reflections, where the sphere cuts through the shape transform at a high angle. The results will


Figure 4.4: This figure shows the summation of diffraction patterns from different size of nanocrystals, as in the denumerator of Eqn. 4.7


Figure 4.5: This figure shows the reconstructed single molecule diffracted intensity, extending to 2 A , resolution, in logarithmic display. It is almost identical to the original one
duplicate those obtained in two dimensions. A more practical approach can be based on Eqn. 4.7, which uses independent measurements of the particle size distribution $F\left(N^{(n)}\right)$. Then the sum in Eqn. 4.7 must be interpreted as follows. The diffraction patterns are first indexed[58] in order to determine their relative orientation. We then add shape transforms from different crystals together with the same Miller index, at each of the pixels which finely sample the shape transform. The result produces a three-dimensional diffraction volume including diffuse scattering between Bragg reflections. This is divided by the denominator in Eqn. 4.7. Fig. 4.6 shows 3D simulations. The accuracy of these is measured using a real-space R-factor, which measures the difference between the original model charge density, and that recovered by the algorithm.


Figure 4.6: (a) Sum of many patterns (Eqn. 4.7) ; crystal size $\mathrm{N}=20, \delta=2$, on zone axis [001]. (b) The recovered molecular transform.

## CHAPTER 5

## EXTRACTION OF SPHERICAL HARMONICS EXPANSION COEFFICIENTS FROM TRIPLE CORRELATION <br> 5.1 Introduction

This chapter deals with the following problem. Given the hard X-ray snapshot scattering from many randomly oriented, identical molecules in solution, reconstruct a charge-density map for one of them. This problem differs from the problem addressed by the conventional small-angle X-ray scattering (SAXS) method in that, for brief X-ray pulses, the molecules do not rotate during the exposure, and are thus frozen in time. (The method we will discuss would work equally well for molecules frozen in space, such at those in vitreous ice irradiated with continuous X-rays). We assume that there is no interference between X-rays scattered by different molecules. The resulting diffraction pattern will show two-dimensional fluctuations in intensity, unlike the isotropic , one-dimensional patterns produced by conventional SAXS data. This indicates that they contain more information, and it can thus be expected that the inversion to a real-space image from these two-dimensional snapshot patterns will be easier than inversion from one-dimensional SAXS patterns. Conventional SAXS analysis relies on modelling and use of a-priori information - by contrast we are concerned here with ab-initio methods. Iterative phasing may therefore be used in the steps in which a density map is obtained from the angular autocorrelation functions. In 1978 [59] , Z. Kam derived a remarkable result. He found that the sum of the angular autocorrelation functions from many such snapshot SAXS patterns (each containing contribuitons from many identical molecules in solution) would converge to that of a single molecule, added to a conventional SAXS background. In recent work [60] we have demonstrated the
practical application of this result for experimental soft X-ray scattering from a set of gold nanorods lying on their side on a transparent membrane. In this chapter, we discuss the extension of these methods to the more important case of proteins in solution, with the aim of obtaining a three-dimensional density map

The idea of using single molecule diffraction has been proposed as a method to solve the structure of macromolecule that are difficult to crystallize with has been proposed by[15, 40]. Essential parts of the whole experiment setup, such as the nozzle to feed the sample[50, 49] and the free electron laser X-ray light source (LCLS), of the whole experiment setup have already been launched. Experiments on nanocrystals at the LCLS has been considered successful and promising[57], and the experiments on single particles at atomic resolution will soon be carried out at this state-of-the-art facility. Although the new generation light source provides quite an effective weapon to attack structure problems which are formidable with conventional crystallography methods, the need for new data analysis algorithms arises at the same time.

Two of the most imminent challenges in data analysis are Poisson statistical noise and missing information about the orientation for the diffraction pattern from each X-ray pulse. In the analysis of nanocrystal data[61], the intensity is quite concentrated so that the noise is not significant and the crystallinity helps align the molecules and makes automatic indexing, and hence orientation determination possible.

However, even with the enormous flux of photons, the ability of single molecules to scatter photon is still so weak that the number of photons detected at high angles are quite limited. Consequently, the low signal-noise ratio makes it hard to classify the diffraction patterns of the same orientation pre-
cisely. And without the noise-free diffraction pattern, the conventional sorting method such as common line cannot work correctly, which make the whole 3D reconstruction fail.

In order to overcome the difficulties discussed above and make full use of the information contained in the millions of diffraction patterns collected, several sophisticated statistical algorithms[36, 48] have been proposed and tested on simulated data. The fact that all these algorithms make use of statistics to approach the most probable scattering intensity, which is regarded as the true intensity, indicates that the non-iterative analytical algorithm described in this chapter should also be based on the statistics of the noisy data to ensure the precision when exploiting the data.

Although only SAXS is left after simply averaging the diffraction over the spatial correlation, which is the product of intensity at different positions with the same relative coordinates averaged over many randomly oriented patterns, includes much more information, which is needed for reconstruction. Kam[44] used double correlation to process the electron micrograph of a macromolecule but cannot apply it to diffraction patterns. Kakarala[62] developed a systematic algorithm to recover a spherical function from its triple correlation. However, due to the fundamentally different nature of the practice, in X-ray diffraction the measurement is conducted in a spherical cap passing through the origin, instead of a set of homocentric spherical surfaces.

The most recent progress is that of Saldin et al[38]., who has successfully used cross correlation and triple correlation to reconstruct the diffracted intensity from a single particle from the diffraction patterns of many random particles that were randomly spatially distributed and in random orientation, and phase it. However, this gives a 2D projection instead of a 3D structure, 85
which people are most interested in. In this chapter, an entirely new algorithm is introduced to deal with the simplest single particle 3D problem.

### 5.2 General theory

Firstly, it would be convenient to expand the scattering intensity in reciprocal space in term of spherical harmonics

$$
\begin{equation*}
I^{\omega=0}(\mathbf{q})=\sum_{\ell m} I_{\ell m}(q) Y_{\ell m}(\hat{\mathbf{q}}) \tag{5.1}
\end{equation*}
$$

so that it is convenient to rotate it to any orientation explicitly with Wigner D-function

$$
\begin{equation*}
I^{\omega}(\mathbf{q})=\sum_{\ell m m^{\prime}} I_{\ell m}(q) D_{m m^{\prime}}^{\ell}(\omega) Y_{\ell m^{\prime}}(\hat{\mathbf{q}}) \tag{5.2}
\end{equation*}
$$

It is natural to take the incident beam as $z$ in spherical coordinates, then what we measure is a slice with $\phi$ from 0 to $2 \pi$, and $\theta$ depends on the radius $q$

$$
\begin{equation*}
\theta(q)=\frac{\pi}{2}-\sin ^{-1}\left(\frac{q \lambda}{2}\right) \tag{5.3}
\end{equation*}
$$

Now the diffraction pattern recorded at pixel $i$ is

$$
\begin{equation*}
I^{\omega}\left(q_{i}, \theta_{i}, \phi_{i}\right)=\sum_{\ell m m^{\prime}} I_{\ell m}\left(q_{i}\right) D_{m m^{\prime}}^{\ell}(\omega) Y_{\ell m^{\prime}}\left(\theta\left(q_{i}\right), \phi_{i}\right) \tag{5.4}
\end{equation*}
$$

If the radial coefficients $I_{l m}$ for each $q_{i}$ can be obtained, it is expected that the intensity distribution is available and good enough for further phasing. Note that in theory the $\ell$ in the summation can be taken to inf, however, in the detecter array used in LCLS experiments, the upper limit of $\ell$ for nonvanishing $I_{l m}$ is determined by the granularity of pixels and can be estimated to be

$$
\begin{equation*}
\ell_{\max }\left(q_{i}\right)=2 \pi i \tag{5.5}
\end{equation*}
$$

The other property of the problem is that according to Frediel's law, the intensity is inversely symmetrical. This fact indicates that $I_{l m}=0$ when $\ell$ is odd and provides the redundancy to deal with real world data.

## Cross correlation and triple correlation

The spatial correlation can also be evaluated with the spherical harmonics expansion. The simplest case is the cross correlation

$$
\begin{align*}
& \left\langle I^{\omega}(q, \theta, \phi) I^{\omega}\left(q^{\prime}, \theta^{\prime}, \phi^{\prime}\right)\right\rangle_{\omega}=  \tag{5.6}\\
& \left\langle\sum_{\ell m m^{\prime \prime}} I_{\ell m}(q) D_{m m^{\prime \prime}}^{\ell}(\omega) Y_{\ell m^{\prime \prime}}(\theta(q), \phi) \sum_{\ell^{\prime} m^{\prime} m^{\prime \prime \prime}} I_{\ell^{\prime} m^{\prime}}\left(q^{\prime}\right) D_{m^{\prime} m^{\prime \prime \prime}}^{\ell^{\prime}}(\omega) Y_{\ell^{\prime} m^{\prime}}\left(\theta\left(q^{\prime}\right), \phi^{\prime}\right)\right\rangle
\end{align*}
$$

where the $<\ldots>$ stands for $\int_{S O(3)} \cdots d \omega$, indicating the average over the $\omega$ of uniformly random orientation, which is the most important prerequisite for this method. As only the D-functions are included in the averaging, the orthogonality

$$
\begin{equation*}
\left\langle D_{m_{1}^{\prime} m_{1}}^{\ell_{1}}(\omega) D_{m_{2}^{\prime} m_{2}}^{\ell_{2}}(\omega)\right\rangle=C_{\ell_{1} m_{1} \ell_{2} m 2}^{00} C_{\ell_{1} m_{1}^{\prime} \ell_{2} m 2^{\prime}}^{00} \tag{5.7}
\end{equation*}
$$

helps remove most of the cross terms in the multiplication and in the end we have

$$
\begin{align*}
& \left\langle I^{\omega}(q, \theta, \phi) I^{\omega}\left(q^{\prime}, \theta^{\prime} \phi^{\prime}\right)\right\rangle_{\omega} \\
= & \sum_{\ell} \sum_{m m^{\prime}} C_{\ell m \ell^{\prime} m^{\prime}}^{00} I_{\ell m}(q) I_{\ell^{\prime} m^{\prime}}\left(q^{\prime}\right) \sum_{m m^{\prime}} C_{\ell m \ell^{\prime} m^{\prime}}^{00} Y_{\ell m}(\theta(q), \phi) Y_{\ell^{\prime} m^{\prime}}\left(\theta\left(q^{\prime}\right), \phi^{\prime}\right) \\
= & \sum_{\ell}\left\{I_{\ell}(q) \otimes I_{\ell}\left(q^{\prime}\right)\right\}_{00}\left\{Y_{\ell}(i) \otimes Y_{\ell}\left(i^{\prime}\right)\right\}_{00} \tag{5.8}
\end{align*}
$$

where the direct product is a concise way to write the coupling of two spinors by Clebsch-Gordan coefficients, and $Y_{\ell}(i)$ is used to simplify the writing of $Y_{\ell}\left(\theta\left(q_{i}\right), \phi_{i}\right)$ from here on.

The quantities $\left\{Y_{\ell}\left(i_{1}\right) \otimes Y_{\ell}\left(i_{2}\right)\right\}_{\ell m}$ are the bipolar spherical harmonics. The $\ell=m=0$ term are the bipolar scalar harmonics which are proportional to the Legendre polynomials

$$
\left\{Y_{\ell}\left(i_{1}\right) \otimes Y_{\ell}\left(i_{2}\right)\right\}_{00}=\sum_{\ell m} C_{\ell m \ell-m}^{00} Y_{\ell m}\left(i_{1}\right) Y_{\ell-m}\left(i_{2}\right)=(-1)^{\ell} \frac{\sqrt{2 \ell+1}}{4 \pi} P_{\ell}\left(i_{1} \cdot i_{2} \gamma .5 .9\right)
$$

where $i_{1} \cdot i_{2}$ indicates the angle between the directions given by $\theta\left(q_{i_{1}}\right), \phi_{i_{1}}$ and $\theta\left(q_{i_{2}}\right), \phi_{i_{2}}$.

For triple correlation, the orthogonality becomes

$$
\begin{equation*}
\left\langle D_{m_{1}^{\prime} m_{1}}^{\ell_{1}}(\omega) D_{m_{2}^{\prime} m_{2}}^{\ell_{2}}(\omega) D_{m_{3}^{\prime} m_{3}}^{\ell_{3}}(\omega)\right\rangle=C_{\ell_{3} m_{3} \ell_{3}-m_{3}}^{00} C_{\ell_{3} m_{3}^{\prime} \ell_{3}-m_{3}^{\prime}}^{00} C_{\ell_{1} m_{1} \ell_{2} m 2}^{\ell_{3}-m_{3}} C_{\ell_{1} m_{1}^{\prime} \ell_{2} m 2}^{\ell_{3}-m_{3}^{\prime}} .10 \tag{5.10}
\end{equation*}
$$

so that we also have the triple correlation in terms of tripolar harmonics expansion

$$
\begin{align*}
& \left\langle I^{\omega}\left(\mathbf{q}_{1}\right) I^{\omega}\left(\mathbf{q}_{2}\right) I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle  \tag{5.11}\\
= & \sum_{\ell_{1} \ell_{2} \ell_{3}}\left\{\left\{I_{\ell_{1}}\left(q_{1}\right) \otimes I_{\ell_{2}}\left(q_{2}\right)\right\}_{\ell_{3}} \otimes I_{\ell_{3}}\left(q_{3}\right)\right\}_{00}\left\{\left\{Y_{\ell_{1}}\left(i_{1}\right) \otimes Y_{\ell_{2}}\left(i_{2}\right)\right\}_{\ell_{3}} \otimes Y_{\ell_{3}}\left(i_{3}\right)\right\}_{00} \tag{5.12}
\end{align*}
$$

The expansions of both cross correlation and triple correlation make sense as any function depending on two or three vector direction can be expanded in terms of bipolar harmonics or tripolar harmonics, and after angular averaging only the terms with $\ell=0$ survive. In the following section it will be shown that these two kinds of correlations are sufficient for reconstruction.

Correlation under noise

Before moving on to the reconstruction algorithm, it would be necessary to evaluate whether triple correlation can be regarded as reliable data under noise, which is extremely important as all the following steps, from intensity reconstruction to phasing, depend on the precise measurement of this value.

If the real intensity $I^{\prime}$ is written as the sum of the true value $I$ and the random noise $\delta I$ (which can be much higher than $I$ ), the triple correlation
becomes

$$
\begin{gather*}
\left\langle\left[I^{\omega}\left(\mathbf{q}_{1}\right)+\delta I^{\omega}\left(\mathbf{q}_{1}\right)\right]\left[I^{\omega}\left(\mathbf{q}_{2}\right)+\delta I^{\omega}\left(\mathbf{q}_{2}\right)\right]\left[I^{\omega}\left(\mathbf{q}_{3}\right)+\delta I^{\omega}\left(\mathbf{q}_{3}\right)\right]\right\rangle \\
=\quad T\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}_{3}\right)+\left\langle I^{\omega}\left(\mathbf{q}_{1}\right) I^{\omega}\left(\mathbf{q}_{2}\right) \delta I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle+\left\langle I^{\omega}\left(\mathbf{q}_{1}\right) \delta I^{\omega}\left(\mathbf{q}_{2}\right) \delta I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle \\
+\left\langle I^{\omega}\left(\mathbf{q}_{1}\right) \delta I^{\omega}\left(\mathbf{q}_{2}\right) I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle+\left\langle\delta I^{\omega}\left(\mathbf{q}_{1}\right) I^{\omega}\left(\mathbf{q}_{2}\right) I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle+\left\langle\delta I^{\omega}\left(\mathbf{q}_{1}\right) I^{\omega}\left(\mathbf{q}_{2}\right) \delta I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle \\
+\quad\left\langle\delta I^{\omega}\left(\mathbf{q}_{1}\right) \delta I^{\omega}\left(\mathbf{q}_{2}\right) I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle+\left\langle\delta I^{\omega}\left(\mathbf{q}_{1}\right) \delta I^{\omega}\left(\mathbf{q}_{2}\right) \delta I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle \tag{5.13}
\end{gather*}
$$

If the expectation of the noise $E[\delta I]=0$, the expected triple correlation can be firstly simplified by dropping terms that contain first order noise $\delta I$. Furthermore, note that $\delta I^{\omega}\left(\mathbf{q}_{i}\right)$ and $\delta I^{\omega}\left(\mathbf{q}_{j}\right)$ are independent if $i \neq j$, which leads to

$$
\begin{equation*}
E\left[\delta I^{\omega}\left(\mathbf{q}_{i}\right) \delta I^{\omega}\left(\mathbf{q}_{j}\right)\right]=E\left[\delta I^{\omega}\left(\mathbf{q}_{i}\right)\right] E\left[\delta I^{\omega}\left(\mathbf{q}_{j}\right)\right]=0 \tag{5.14}
\end{equation*}
$$

Similarly,

$$
\begin{equation*}
E\left[\delta I^{\omega}\left(\mathbf{q}_{i}\right) \delta I^{\omega}\left(\mathbf{q}_{j}\right) \delta I^{\omega}\left(\mathbf{q}_{k}\right)\right]=0 \tag{5.15}
\end{equation*}
$$

Substitute Equ.(5.14) and Equ.(5.15) into the expectation of Equ.(5.13), to obtain the relationship between the triple correlation of noisy data and that of ideal data:

$$
\begin{equation*}
E\left[\left\langle I^{\prime \omega}\left(\mathbf{q}_{1}\right) I^{\prime \omega}\left(\mathbf{q}_{2}\right) I^{\prime \omega}\left(\mathbf{q}_{3}\right)\right\rangle\right]=E\left[\left\langle I^{\omega}\left(\mathbf{q}_{1}\right) I^{\omega}\left(\mathbf{q}_{2}\right) I^{\omega}\left(\mathbf{q}_{3}\right)\right\rangle\right] \tag{5.16}
\end{equation*}
$$

This conclusion should be applicable to all kinds of error distribution whose expectation is zero, like Gaussian or Poisson distribution, the most possible random error during the measurement of number of photons. Consequently, the triple correlation can be used as ideal data in the following process.

Moreover, now in this sense the meaning of the average of "many" diffraction pattern is changed. Not only do enough patterns from different orientations need to be collected to cover every possible orientation, but that kind of covering also needs to be done many times to approach the expectation.

## Uniqueness of spatial correlation

In would be useful to check the uniqueness before attempting to do the reconstruction, or the effort might be pointless. Obviously the cross correlation of intensity is unique, as it is the 3D Fourier transformation of the "intensity" of intensity, which lacks the phase information to correctly determine the original function.

The ambiguity of cross correlation will emerge in the next section when trying to get $I_{\ell m}$ from it, although it is still useful. This fact necessitates the use of triple correlation. The uniqueness of triple correlation up to a 3D rotation has been proved in [62]

### 5.3 Reconstruction

The triple correlation is a function of a 3-tuple of vectors. In the general case, for a set of $N \times N$ patterns without inverse symmetry, the independent triple correlation is $\frac{N^{6}}{6}$ due to the invariance on the interchange of the order of $\mathbf{q s}$. Thus it seems that triple correlation provides a sufficient number of equations to obtain the value of $I(\mathbf{q})$ on each pixel $\left(\frac{N^{3}}{2}\right.$ of them). However, solving or doing optimization on so many nonlinear equations is impractical, the problem must be reduced and linearized to make it analytically possible.

Triple correlation in terms of tripolar harmonics expansion
In Equ.(5.18) the $\ell=0$ component of 3 -folded direct product can be simplified as

$$
\begin{align*}
& \left\{\left\{I_{\ell_{1}}\left(q_{1}\right) \otimes I_{\ell_{2}}\left(q_{2}\right)\right\}_{\ell_{3}} \otimes I_{\ell_{3}}\left(q_{3}\right)\right\}_{00} \\
= & (-1)^{\ell_{1}+\ell_{2}+\ell_{3}} \sum_{m_{1} m_{2} m_{3}}\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) I_{\ell_{1} m_{1}}\left(q_{1}\right) I_{\ell_{2} m_{2}}\left(q_{2}\right) I_{\ell_{3} m_{3}}\left(q_{3}\right) \tag{5.17}
\end{align*}
$$

and the tripolar harmonics component bears the same form. Therefore, Equ.(5.18) can be regarded as a linear equation with $\left(\ell_{1}^{\max }+1\right)\left(\ell_{2}^{\max }+1\right)\left(\ell_{3}^{\max }+1\right)$ variables, where $\ell_{i}^{\max }$ depends on $q_{i}$. Larger $q_{i}$ requires larger $\ell$ to achieve the desired resolution. For any set of $q_{1}, q_{2}, q_{3}$, it is possible to make all kinds of combination of $\omega_{1}, \omega_{2}, \omega_{3}$ to produce enough linear equations to solve each $\left\{\left\{I_{\ell_{1}}\left(q_{1}\right) \otimes I_{\ell_{2}}\left(q_{2}\right)\right\}_{\ell_{3}} \otimes I_{\ell_{3}}\left(q_{3}\right)\right\}_{00}$. However, there are still too many equations considering that $\ell_{\max }$ may reach more than 1000 .

The orthogonality of tripolar harmonics[63] can be made use of to readily obtain the corresponding coefficients if all the triple correlations among the 3 spherical surface $q_{1}, q_{2}$ and $q_{3}$ are known. Unfortunately, this is impossible as we can only measure a spherical cap in the experiment. On the other hand, the fact that on the spherical cap we have the data of all the $\phi$ from 0 to $2 \pi$ for certain $q$ and $\theta(q)$ indicates that the orthogonality of an the exponential function can be exploited.

Fourier transformation of triple correlation on $\phi_{i} s$

Writing out the explicit form of the tripolar harmonics, and setting $\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}\left(q_{1}, q_{2}, q_{3}\right)=$ $\left\{\left\{I_{\ell_{1}}\left(q_{i_{1}}\right) \otimes I_{\ell_{2}}\left(q_{i_{2}}\right)\right\}_{\ell_{3}} \otimes I_{\ell_{3}}\left(q_{i_{3}}\right)\right\}_{00}$, which is of interest here, we have the triple
correlation

$$
\begin{align*}
T\left(\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}_{3}\right)= & \sum_{\ell_{1} \ell_{2} \ell_{3}} \mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}\left(q_{1}, q_{2}, q_{3}\right)(-1)^{l_{1}+l_{2}+l_{3}} \sqrt{\frac{\ell_{1}+1}{4 \pi} \frac{\ell_{2}+1}{4 \pi} \frac{\ell_{3}+1}{4 \pi}} . \\
& \sum_{m_{1} m_{2} m_{3}} \sqrt{\frac{\left(\ell_{1}-m_{1}\right)!}{\left(\ell_{1}+m_{1}\right)!} \frac{\left(\ell_{2}-m_{2}\right)!}{\left(\ell_{2}+m_{2}\right)!} \frac{\left(\ell_{3}-m_{3}\right)!}{\left(\ell_{3}+m_{3}\right)!}}\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) . \\
& P_{\ell_{1}}^{m_{1}}\left(\cos \theta_{q_{1}}\right) P_{\ell_{2}}^{m_{2}}\left(\cos \theta_{q_{2}}\right) P_{\ell_{3}}^{m_{3}}\left(\cos \theta_{q_{3}}\right) e^{i\left(m_{1} \phi_{1}+m_{2} \phi_{2}+m_{3} \phi_{3}\right)} \tag{5.18}
\end{align*}
$$

The exponential function indicates the triple correlation is also a Fourier expansion, and it is fairly easy and fast to do the discrete Fourier transformation on $\phi_{i}$. The result is equivalent to set all the $\phi \mathrm{s}$ in spherical harmonics to zero:

$$
\begin{align*}
\widetilde{T}\left(m_{1}, m_{2}, m_{3}\right)= & \sum_{\ell_{1} \geq\left|m_{1}\right|, \ell_{2} \geq\left|m_{2}\right|, \ell_{3} \geq\left|m_{3}\right|} \mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}\left(q_{1}, q_{2}, q_{3}\right)\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) . \\
& Y_{\ell_{1} m_{1}}\left(\cos \theta_{q_{1}}, 0\right) Y_{\ell_{2} m_{2}}\left(\cos \theta_{q_{2}}, 0\right) Y_{\ell_{3} m_{3}}\left(\cos \theta_{q_{3}}, 0\right) \tag{5.19}
\end{align*}
$$

where the sign $(-1)^{\ell_{1}+\ell_{2}+\ell_{3}}$ disappears as all the $\ell$ s are even. In the linear equation above, the $\widetilde{T}$ is from experiment, the coefficients of $\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}$ are only dependent on $\ell, m$ and experimental conditions such as wave length, therefore, if there are enough number of $\widetilde{T}\left(m_{1}, m_{2}, m_{3}\right)$ s, the tripolar coefficients can be determined from experiment.

However, it should be noted that only a few of the $\widetilde{T}\left(m_{1}, m_{2}, m_{3}\right)$ s are independent considering that the Wigner $3 j$ coefficients are non-vanishing only when $m_{1}+m_{2}+m_{3}=0$. This corresponds to the fact that the triple correlation itself only depends on the two angles between the vectors $\mathbf{q}_{1}, \mathbf{q}_{2}$, and $\mathbf{q}_{3}$ as it is invariant to rotation. Moreover, the symmetry of Wigner coefficients and
spherical harmonics

$$
\begin{array}{r}
\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{\ell_{1}+\ell_{2}+\ell_{3}}\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
-m_{1} & -m_{2} & -m_{3}
\end{array}\right) \\
Y_{\ell m}(\cos \theta, 0)=(-1)^{m} Y_{\ell-m}(\cos \theta, 0) \tag{5.20}
\end{array}
$$

imply that $\widetilde{T}\left(m_{1}, m_{2}, m_{3}\right)=\widetilde{T}\left(-m_{1},-m_{2},-m_{3}\right)$, which halves the available equations again. The number is further reduced by the constraint that those $\widetilde{T}\left(m_{1}, m_{2}, m_{3}\right)$ s whose $\left|m_{1}+m_{2}\right|=\left|m_{3}\right| \geq l_{3}^{\max }$ must be zero. Finally, the number of independent $\widetilde{T}\left(m_{1}, m_{2}, m_{3}\right)$ s increases as $\left(2 l_{1}^{\max }+1\right)\left(2 l_{2}^{\max }+1\right) / 2$ while that of tripolar coefficient increase as $\left(l_{1}^{\max }+1\right)\left(l_{2}^{\max }+1\right)\left(l_{3}^{\max }+1\right)$, which is an order higher and makes the direct solving of all of them impossible.

Fortunately, not all the $\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}} \mathrm{~S}$ are independent. Firstly, there is the triangle constraint

$$
\begin{equation*}
\left|\ell_{1}-\ell_{2}\right| \leq \ell_{3} \leq \ell_{1}+\ell_{2} \tag{5.21}
\end{equation*}
$$

Those coefficients whose subscripts fail to satisfy it are simply zeros. In addition, if some of the $q$ s in the triple correlation are chosen to be the same, from $\operatorname{Eqn}(2.31)$ and symmetry property of $3 j m$ symbols, the permutation of their corresponding $\ell$ s leads to identical value up to a factor of -1 :

$$
\begin{align*}
\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}} & =\mathcal{I}_{\ell_{2} \ell_{1} \ell_{3}}=\mathcal{I}_{\ell_{1} \ell_{3} \ell_{2}}=\mathcal{I}_{\ell_{3} \ell_{2} \ell_{1}} \\
& =(-1)^{\ell_{1}+\ell_{2}+\ell_{3}} \mathcal{I}_{\ell_{2} \ell_{3} \ell_{1}}=(-1)^{\ell_{1}+\ell_{2}+\ell_{3}} \mathcal{I}_{\ell_{3} \ell_{1} \ell_{2}} \tag{5.22}
\end{align*}
$$

The actual number of independent, unknown $\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3} \mathrm{~S}}$ depends on the specific number of both $\ell_{1}^{\max }, \ell_{2}^{\max }, \ell_{3}^{\max }$ and $m_{1}, m_{2}, m_{3}$ and has to be calculated at runtime. These two properties indicate that there should also be much less unknown than $\left(l_{1}^{\max }+1\right)\left(l_{2}^{\max }+1\right)\left(l_{3}^{\max }+1\right)$. Consequently, it is still possible to build more equations than unknown when $\ell^{\max }$ is small $(\simeq 10)$, and a least
square optimization routine can be applied to evaluate the $\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3} \mathrm{~S}}$ of interest at proper precision. This numerical calculation has been implemented and confirmed the expected result.

There is another advantage for using triple correlation worth mentioning. The rotational invariance of the triple correlation can be used to deal with fragmented data. $\mathbf{q}_{1}, \mathbf{q}_{2}, \mathbf{q}_{3}$ used in averaging in $\operatorname{Eqn}(5.18)$ can be rotated together along the $z$ axis to avoid bad pixels without affecting the final result. It is not difficult to conclude that the omission of up to $\frac{2 \pi}{3}$ of the circle can be tolerated.

From tripolar coefficients to spherical harmonics coefficients

In the previous subsection the radial components of the diffraction intensity were separated from the angular components in the triple correlation. However, the $I$ of different $\ell, m$ and $q$ are still coupled by the Clebsch-Gordan coefficients.

To solve this problem, note that firstly, all the $I_{00}(q)$ come directly from

$$
\begin{equation*}
\left\{\left\{I_{0}\left(q_{i}\right) \otimes I_{0}\left(q_{i}\right)\right\}_{0} \otimes I_{0}\left(q_{i}\right)\right\}_{00}=I_{00}^{3}\left(q_{i}\right) \tag{5.23}
\end{equation*}
$$

Then the cross correlation of $\ell=2, B_{2}\left(q, q^{\prime}\right)$ can be calculated from the following relationships

$$
\begin{align*}
& \left\{\left\{I_{2}(q) \otimes I_{2}(q)\right\}_{0} \otimes I_{0}\left(q^{\prime}\right)\right\}_{00}=B_{2}(q, q) I_{00}\left(q^{\prime}\right) \\
& \left\{\left\{I_{2}(q) \otimes I_{0}(q)\right\}_{2} \otimes I_{2}\left(q^{\prime}\right)\right\}_{00}=I_{00}(q) B_{2}\left(q, q^{\prime}\right) \\
& \left\{\left\{I_{0}(q) \otimes I_{2}(q)\right\}_{2} \otimes I_{2}\left(q^{\prime}\right)\right\}_{00}=I_{00}(q) B_{2}\left(q, q^{\prime}\right) \tag{5.24}
\end{align*}
$$

If the correct $I_{2} \mathrm{~S}$ of some of the $q_{1} \mathrm{~S}$ and $q_{2} \mathrm{~S}$ are already solved (see the next subsection), the rest can only be calculated by solving the following linear
equations for different $q_{3} s$

$$
\begin{equation*}
\left\{\left\{I_{2}\left(q_{1}\right) \otimes I_{2}\left(q_{2}\right)\right\}_{2} \otimes I_{2}\left(q_{3}\right)\right\}_{00} \tag{5.25}
\end{equation*}
$$

Similarly, $I_{4}$ comes from

$$
\begin{equation*}
\left\{\left\{I_{2}\left(q_{1}\right) \otimes I_{2}\left(q_{2}\right)\right\}_{4} \otimes I_{4}\left(q_{3}\right)\right\}_{00} \tag{5.26}
\end{equation*}
$$

and $I_{6}$ from

$$
\begin{align*}
& \left\{\left\{I_{2}\left(q_{1}\right) \otimes I_{4}\left(q_{2}\right)\right\}_{6} \otimes I_{6}\left(q_{3}\right)\right\}_{00} \\
& \left\{\left\{I_{4}\left(q_{1}\right) \otimes I_{4}\left(q_{2}\right)\right\}_{6} \otimes I_{6}\left(q_{3}\right)\right\}_{00} \tag{5.27}
\end{align*}
$$

$I_{8}$ from

$$
\begin{align*}
& \left\{\left\{I_{2}\left(q_{1}\right) \otimes I_{6}\left(q_{2}\right)\right\}_{8} \otimes I_{8}\left(q_{3}\right)\right\}_{00} \\
& \left\{\left\{I_{4}\left(q_{1}\right) \otimes I_{4}\left(q_{2}\right)\right\}_{8} \otimes I_{6}\left(q_{3}\right)\right\}_{00} \\
& \left\{\left\{I_{4}\left(q_{1}\right) \otimes I_{6}\left(q_{2}\right)\right\}_{8} \otimes I_{8}\left(q_{3}\right)\right\}_{00} \\
& \left\{\left\{I_{6}\left(q_{1}\right) \otimes I_{6}\left(q_{2}\right)\right\}_{8} \otimes I_{8}\left(q_{3}\right)\right\}_{00} \tag{5.28}
\end{align*}
$$

Generally, there are $2 \ell+1$ unknown variables for $I_{\ell}\left(q_{3}\right)$. On the other hand, the number of equations formed by different combinations of the triple correlation, in which two of $I_{\ell}$ are know with lower $\ell$ is much higher than this number. Firstly, to solve for $I_{\ell+2}$, there are $\ell^{2} / 4$ pairs of $I_{\ell_{1}} \otimes I_{\ell_{2}}$ to be utilized, however, in order that $\ell_{1}+\ell_{2} \geq \ell_{3}$, only $\frac{\ell}{4}\left(\frac{\ell}{2}+1\right)$ pair of them are nonzero. And there are also another $n^{2}$ pairs, where $n$ is the number of sampling along radial direction, of different $q_{1}$ and $q_{2}$ which increase the number to $\frac{\ell}{4}\left(\frac{\ell}{2}+1\right) n^{2}$. All the spherical harmonics coefficients at the $q$ s where the tripolar coefficients are solvable from triple correlation can be calculated in this way.

The $I_{2}$ as starting point from cross correlation
For certain $\ell$, choosing $2 \ell+1$ different $q$ s, a $2 \ell+1$ dimension square matrix $\mathbf{I}$ can be composed with each row the $I_{\ell}$ of certain $q$

$$
\begin{equation*}
\mathbf{I}_{i, j}=I_{\ell j}\left(q_{i}\right) \tag{5.29}
\end{equation*}
$$

so that

$$
\begin{equation*}
\mathbf{B}=\mathbf{I} \mathbf{I}^{\mathbf{T}} \tag{5.30}
\end{equation*}
$$

The elements $\mathbf{B}_{q q^{\prime}}$ is just $\left\{\left\{I_{\ell}(q) \otimes I_{\ell}\left(q^{\prime}\right)\right\}_{00}\right.$. As $\mathbf{B}$ is a real symmetrical matrix, I can be solved analytically as a eigenvalue problem up to an unitary matrix R.

$$
\begin{equation*}
\mathbf{B}=\mathbf{I} \mathbf{I}^{\mathbf{T}}=\mathbf{I R}(\mathbf{I R})^{\mathbf{T}} \tag{5.31}
\end{equation*}
$$

The origin of this kind of ambiguity is that the initial orientation of the object when $\omega=0$ is not specified. The $\mathbf{R}$ matrix is the $2 \ell+1$ dimensional representation of this arbitrary rotation. From the definition of triple correlation, $\left\{\left\{I_{\ell_{1}}\left(q_{1}\right) \otimes I_{\ell_{2}}\left(q_{2}\right)\right\}_{\ell_{3}} \otimes I_{\ell_{3}}\left(q_{3}\right)\right\}_{00}$ is invariant if the $\mathbf{R s}$ of $I_{\ell_{1}}\left(q_{1}\right), I_{\ell_{2}}\left(q_{2}\right)$ and $I_{\ell_{3}}\left(q_{3}\right)$ are different representations for the same $\mathrm{SO}(3)$ group element.

It is now clear that for each $\mathbf{I}, \mathbf{R}$ can be chosen freely when solving Equ.(5.30). However, these $\mathbf{I}$ values cannot be used together in a single spherical harmonics expansion as they come from the different orientation of the same method, and to which orientation it belongs to is unpredictable unless the whole structure is known. Actually, this fact corresponds to the ambiguity of cross correlation that has already been discussed in Sec.(5.2). However, it is still very useful as it provides a starting point for the recursive method using triple correlation to reduce the third order equations to linear equations. In the recursive process the orientation assigned by cross correlation is fixed as
triple correlation is unique up to a 3D rotation and this degree of freedom has been used up when choosing the eigenvalues as the solution of $\mathbf{I}$.

### 5.4 Bootstrapping

Although the previous method can only be applied to the low frequency band limited $q \mathrm{~s}$, it provides the data to push ahead the calculation on those $q \mathrm{~s}$ where tripolar coefficients are not solvable.

The general idea is to make use of Eqn(5.19), separating the summation into two parts with respect to the $\ell$ of interest, and substituting $m_{3}=-m_{1}-$ $m_{2}$ make it an linear equations in $I_{\ell_{3} m}$

$$
\begin{align*}
\widetilde{T}\left(m_{1}, m_{2}\right)= & \sum_{\substack{\ell_{1} \geq\left|m_{1}\right|, \ell_{2} \geq\left|m_{2}\right|, \ell_{3}^{m a x} \geq \ell_{3}>\ell}} \mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}\left(q_{1}, q_{2}, q_{3}\right)\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) . \\
& Y_{\ell_{1} m_{1}}\left(\cos \theta_{q_{1}}, 0\right) Y_{\ell_{2} m_{2}}\left(\cos \theta_{q_{2}}, 0\right) Y_{\ell_{3} m_{3}}\left(\cos \theta_{q_{3}}, 0\right)+ \\
& \sum_{\ell_{1} \geq\left|m_{1}\right|, \ell_{2} \geq\left|m_{2}\right|, \ell \geq \ell_{3} \geq\left|m_{1}+m_{2}\right|} \mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}\left(q_{1}, q_{2}, q_{3}\right)\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) . \\
& Y_{\ell_{1} m_{1}}\left(\cos \theta_{q_{1}}, 0\right) Y_{\ell_{2} m_{2}}\left(\cos \theta_{q_{2}}, 0\right) Y_{\ell_{3} m_{3}}\left(\cos \theta_{q_{3}}, 0\right) \tag{5.32}
\end{align*}
$$

If the first term on the right hand side is available and we call $\widetilde{T}\left(m_{1}, m_{2}\right)_{\text {partial }}$, and choose the proper $m_{1}, m_{2}$ that $\left|m_{1}+m_{2}\right|=\ell$, so that only the $\ell_{3}=\ell$ is left in the summation, then expanding $\mathcal{I}_{\ell_{1} \ell_{2} \ell_{3}}$ gives

$$
\begin{align*}
& \widetilde{T}\left(m_{1}, m_{2}\right)-\widetilde{T}_{\text {partial }}= \\
& \sum_{\ell \geq m \geq-\ell \ell_{1} \geq\left|m_{1}\right|, \ell_{2} \geq\left|m_{2}\right|}\left(\sum_{\ell_{1} \geq m_{1}^{\prime} \geq-\ell_{1}, \ell_{2} \geq m_{2}^{\prime} \geq-\ell_{2}}\left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell \\
m_{1}^{\prime} & m_{2}^{\prime} & m
\end{array}\right) I_{\ell_{1} m_{1}^{\prime}}\left(q_{1}\right) I_{\ell_{2} m_{2}^{\prime}}\left(q_{2}\right)\right) \\
& \left(\begin{array}{ccc}
\ell_{1} & \ell_{2} & \ell \\
m_{1} & m_{2} & m_{3}
\end{array}\right) Y_{\ell_{1} m_{1}}\left(\cos \theta_{q_{1}}, 0\right) Y_{\ell_{2} m_{2}}\left(\cos \theta_{q_{2}}, 0\right) Y_{\ell_{3}, m_{3}}\left(\cos \theta_{q_{3}}, 0\right) I_{\ell_{m}}\left(q_{3}\right) \tag{5.33}
\end{align*}
$$

which is a linear equation in $I_{\ell m}\left(q_{3}\right)$. Had all the $I_{\ell m}\left(q_{1}\right)$ and $I_{\ell m}\left(q_{2}\right)$ been solved, $I_{\ell_{3}^{m a x} m}\left(q_{3}\right)$ could be solved at first as there is no $\widetilde{T}_{\text {partial }}$ at this moment. If $\ell_{3}^{\max }$ is not much larger than $\ell_{1}^{\max }$ or $\ell_{2}^{\max }$, enough equations can be collected from all the $\widetilde{T}\left(m_{1}, m_{2}\right),\left(\left|m_{1}+m_{2}\right|=\ell_{3}^{\max }, \ell_{3}^{\max }-1\right)$ from all the possible $q_{1}, q_{2}$ pairs. The exact number of equation also depends on these parameters and is up to runtime determination, but there is almost always enough of them compared with the $2 \times \ell+1$ unknowns in practical simulation. Once all the $I_{\ell_{3}^{\max } m}\left(q_{3}\right) \mathrm{s}$ are available, we can move on to do the same thing for $I_{\ell_{3}^{\max }-2, m}\left(q_{3}\right)$ until we reach $I_{2 m}\left(q_{3}\right)$, and in this process, all the higher order $I_{\ell m}\left(q_{3}\right)$ than the current one are used to calculate $\widetilde{T}_{\text {partial }}$. After all the spherical harmonics coefficients are solved for $q_{3}$, they can be used as $q_{1}$ or $q_{2}$ when taking the step up to the next $q_{i}$.

The whole algorithm can be concluded as a bootstrap process. It starts from some solved coefficients to solve the highest order $\ell$ for the next point along the radius, then uses the result for the next lower $\ell$ until all of them are calculated. That point is then marked as solved and used to repeat the same process for next point.

Obviously, in practical computation, when error is taken into account, the problem of error accumulation becomes significant as each step depends on the previous result and serves as the reference for the future calculations. Numerical simulation is conducted for data generated from a set of preassigned spherical harmonics expansions, and it is found that if preassigned data is used as the solved part of each $I_{\ell m}\left(q_{i}\right)$ the algorithm works effectively. However, if the calculated value is used, and if the slightly different data is substituted back for further calculation provided that the error at the beginning is small, the error accumulates very fast and error is seen above $10 \%$ after less than 100


Figure 5.1: This figure shows the bootstraping method in $m$ space. Each dot is an independent $T\left(m_{1}, m_{2}\right)$. Those within the green zone have been used to calculate spherical harmonics coefficients for higher order $\ell+3$, and those along the dashed lines are used to form the equations for the current $\ell_{3}$. Then the dashed lines move down for two units to the next set of unused dots.
iterations, which is far from enough for real world problem.
The fast exponential error accumulation indicates that the decoupling conducted in the previous subsection is too aggressive. The current computer is capable of doing least linear fitting at much larger scale than $2 \ell+1$ we encountered at low resolution (thus small $\ell$ ). Combining a bunching of different $\ell$ s at the same $q_{i}$ in the bootstraping stage reduces the number of iterations significantly, and numerical calculation shows that the error increases much slower and it is possible to propagate from the $q_{i} \mathrm{~s}$ calculated from cross correlation to at least 20 more outer $q_{i} \mathrm{~s}$, therefore make it a practical algorithm.

### 5.5 Conclusion

The method above can be applied to the data with high signal-noise ratio and highly incomplete (due to beam stop, gap or dead zone in the detector, or streak from water buffer) and yield the 3D intensity in reciprocal space without explicit sorting. The only requirement is the diffraction patterns be taken from uniformly random orientation.

The bootstrapping algorithm is linear, analytical and determinant in theory. The correctness is verified with numerical calculation with error-free data.
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