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ABSTRACT

Dengue is a mosquito-borne arboviral disease that causes significant public health

burden in many trophical and sub-tropical parts of the world (where dengue is en-

demic). This dissertation is based on using mathematical modeling approaches, cou-

pled with rigorous analysis and computation, to study the transmission dynamics and

control of dengue disease. In Chapter 2, a new deterministic model was designed and

used to assess the impact of local fluctuation of temperature and mosquito vertical

(transvasorial) transmission on the population abundance of dengue mosquitoes and

disease in a population. The model, which takes the form of a deterministic sys-

tem of nonlinear differential equations, was parametrized using data from the Chiang

Mai province of Thailand. The disease-free equilibrium of the model was shown to

be globally-asymptotically stable when a certain epidemiological quantity is less than

unity. Vertical transmission was shown to only have marginal impact on the disease

dynamics, and its effect is temperature-dependent. Dengue burden in the province is

maximized when the mean monthly temperature lie in the range [26-28] ◦C. A new

deterministic model was designed in Chapter 3 to assess the impact of the release of

Wolbachia-infected mosquitoes on curtailing the mosquito population and dengue dis-

ease in a population. The model, which stratifies the mosquito population in terms of

sex and Wolbachia-infection status, was rigorously analysed to characterize the bifur-

cation property of the model as well as the asymptotic stability of the various disease-

free equilibria. Simulations, usingWolbachia-based mosquito control from Queensland,

Australia, showed that the frequent release of mosquitoes infected with the bacterium

can lead to the effective control of the local wild mosquito population, and that such

effective control increases with increasing number of Wolbachia-infected mosquitoes

released (up to 90% reduction in the wild mosquito population, from their baseline

values, can be achieved). It was also shown that the well-known feature of cytoplas-
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mic incompatibility has very little effect on the effectiveness of the Wolbachia-based

mosquito control.
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Chapter 1

PRELIMINARIES

1.1 Mathematical Biology

Mathematical scientists (modelers, applied mathematicians, statisticians, computa-

tional mathematicians etc.) and biologists (e.g., public health practitioners, clini-

cians, epidemiologists etc.) have a long history of successful collaborations aimed

at gaining insight into the transmission dynamics and control of emerging and re-

emerging diseases of humans and non-human primates. These collaborations typically

entail the design, analysis, parameterizations and simulations of robust mathemati-

cal models for studying the transmission dynamics and control of emerging and re-

emerging diseases of public health importance (see, for instance, the pioneering works

of Daniel Bernouli [17], Sir Ronald Ross [170] and Kermack-Mckenrick [94]). Vari-

ous types of models, such as deterministic, stochastic, network, agents-based, spatial

etc. [15; 52; 73; 109; 141; 174], have been designed and used for these settings. This

dissertation is based on the use of mathematical modeling approaches to study the

transmission dynamics and control of dengue fever, one of the most important vector-

borne diseases affecting mankind [42; 69].

1.1.1 Vector-borne Diseases

A disease is a particular abnormal condition that negatively affects the structure or

function of all or part of an organism, and that is not due to any immediate external

injury [162]. Vectors (such as mosquitoes, sandflies etc.) are living organisms that

can transmit infectious pathogens between humans, or from animals to humans [65;

171]. Many of these vectors are bloodsucking insects, which ingest disease producing
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microorganisms during a blood meal from an infected host (human or animal) and

later transmit it into a new host, after the pathogen has replicated [42; 69]. Often,

once a vector becomes infectious, it is capable of transmitting the pathogen for the

rest of its natural life during each subsequent bite/blood meal [195].

Vector-borne diseases (VBDs) are human illnesses caused by parasites, viruses and

bacteria that are transmitted by vectors. Historically, malaria, dengue, yellow fever,

plague, filariasis, louseborne typhus, trypanosomiasis, leishmaniasis, and other vector-

borne diseases were responsible for more human disease and death in the 17th through

the early 20th centuries than all other causes combined [42; 69]. The burden of these

diseases is highest in tropical and subtropical areas, and they disproportionately affect

the poorest populations [66; 161].

Since 2014, major outbreaks of dengue, malaria, chikungunya, yellow fever and Zika

have affected numerous populations, claimed lives, and overwhelmed health systems

in many countries [65; 171]. Other VBDs, such as Chikungunya, leishmaniasis and

lymphatic filariasis, cause chronic diseases, life-long morbidity, disability and occa-

sional stigmatisation [42]. In terms of human morbidity and mortality, malaria and

dengue are the most important of these reemerging VBDs [66; 161]. Mosquito-borne

diseases causes a huge burden on human societies. Recent vector control campaigns

have resulted in promising declines in the incidence and prevalence of these diseases,

notably malaria, but resistance to insecticides and drugs are on the rise, threatening

to overturn these gains [10; 117; 119; 171].

VBDs can be classified into two categories, namely emerging (newly-emerging) or

re-emerging. Emerging (or newly-emerging) diseases are infections that have newly

appeared in the population, or have existed but are rapidly increasing in disease in-

cidence or geographic range [120; 121]. Kilbourne [95] and Morse [121] state that a

disease is new when its symptoms are distinct from any disease that has previously

existed (and they are usually caused by preexisting zoonotic agents).
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Re-emerging VBDs are diseases that were under control through the use of vector

habitat modification and insecticides, but have re-emerged in recent times, and are

spreading (including in geographical areas in which they have not been previously

found) [65]. This category of VBDs are the most abundant form of VBDs, some of

which are believed to have existed since 16th-18th century [65]. Since the focus of

this dissertation is dengue, a mosquito-borne disease, it is instructive to provide some

basic background on mosquito life cycle.

1.2 Mosquito Life Cycle

Mosquitoes involve a group of about 3,500 species of small insects that are flies that

constitute the family Culicidae [10; 48]. The mosquito life cycle consists of four de-

velopment stages, namely egg, larva, pupa, and adult stages [119; 134]. These are

described in some detail below.

1. Egg: Eggs are laid one at a time or attached together to form rafts. They float

on the surface of the water. Most eggs hatch into larvae within 48 hours; others

might withstand subzero winters before hatching. Water is a necessary part of

their habitat.

2. Larva: The larva (plural - larvae) lives in the water and comes to the surface

to breathe. Larvae shed (molt) their skins four times, growing larger after each

molt. Most larvae have siphon tubes for breathing and hang upside down from

the water surface. The larvae feed on microorganisms and organic matter in the

water. During the fourth molt the larva changes into a pupa. This stage takes

5-7 days, on average, (depending on temperature [48]).

3. Pupa: The pupal stage is a resting, non-feeding stage of development, but pupae

are mobile, responding to light changes and moving (tumble) with a flip of their

tails towards the bottom or protective areas. This is the time the mosquito
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changes into an adult. This process is similar to the metamorphosis seen in

butterflies when the butterfly develops-while in the cocoon stage from a caterpillar

into an adult butterfly. In Culex species in the southern United States this takes

about two days in the summer. When development is complete, the pupal skin

splits and the adult mosquito emerges. Pupa stage takes 2-3 days, on average,

(depending on temperature [48]).

4. Adult: The newly emerged adult rests on the surface of the water for a short

time to allow itself to dry and all its body parts to harden. The wings have to

spread out and dry properly before it can fly. Blood feeding and mating does

not occur for a couple of days after the adults emerge. Adult mosquitoes survive

20-50 days, on average.

As stated earlier, the duration of each stage depends on both temperature and species

characteristics. For instance, Culex tarsalis, a common mosquito in State of California,

might go through its life cycle in 14 days at 70◦ F and take only 10 days at 80◦ F

[10; 48]. On the other hand, some species have naturally adapted to go through their

entire life cycle in as little as four days or as long as one month [119; 134]. Figure 1.3

depicts the life cycle of the culex mosquito.

While adult male mosquitoes feed on plant liquids, such as nectar, honeydew, fruit

juices and other sources of sugar for energy, the adult female mosquitoes, in addition

to feeding on sugar sources (for energy), feed on the blood of human and other animals

solely to acquire the proteins needed for eggs development [139]. Once a blood meal

is taken successfully (and eggs are developed), the adult female mosquito moves to a

convenient breeding site where it lays its eggs. The chances of survival of the female

adult mosquitoes depend on temperature and humidity, as well as their ability to

successfully obtain a bloodmeal while avoiding host defenses [119; 134; 139].
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Figure 1.1: Life Cycle of culex Mosquito [122].

1.3 Dengue Fever

Dengue, caused by dengue virus (DENV), is a mosquito-borne, single positive-stranded

RNA virus of the family Flaviviridae; genus Flavivirus [68; 131]. Four serotypes of the

virus have been found [67; 154], all of which can cause the full spectrum of disease.

Dengue virus has increased dramatically within the last 20 years, becoming one of the

worst mosquito-borne human pathogens [33; 142]. Current estimates indicate that as

many as 50-100 million infections occur each year [74] and causing over 20,000 deaths,

especially among children under the age of 15. Dengue remains endemic in over 100

countries [41; 136; 151; 168; 180] (see Figure 1.2 for global distribution of dengue

disease).

Dengue fever (DF) is an acute illness when left untreated and can lead to severe

case of dengue called the dengue hemorrhagic fever (DHF) or dengue shock syndrome

(DSS), which are more common after a secondary infection with dengue virus [63; 151].

Infection with one serotype enhance long-term protective immunity to reinfection

with the serotype but the individual remains susceptible (or gain only a short-term
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immunity) to all other serotypes [47; 63; 41; 180]. In addition, an important char-

acteristic of DF and DHF/DSS is its properties of antibody-dependent enhancement

(ADE), whereby dengue infection becomes more severe in individual who have acquired

dengue antibodies after recovering from a previous dengue infection [47; 78; 96; 173].

Figure 1.2: Worldwide distribution of dengue. Source European Center for Disease Prevention and Control
[50].

Aedes aegypti mosquito is largely responsible for the transmission of dengue viruses

that cause disease in humans. The virus is taken up with an infected blood meal from

which it will first infect the mosquito gut tissue [40].
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Figure 1.3: Aedes-aegypti mosquito. Source: Centers for Disease Control and Prevention [32].

1.3.1 Control Strategies Against Dengue Disease

The control of dengue has been based on a number of strategies [10; 117; 149], includ-

ing source reduction (locating and destroying mosquitoes breeding places), larvicides,

ultra-low volume (ULV) application of aerosol adulticides [10; 117; 149]. The first two

strategies have been applied with varying degrees of success. However, there is still

considerable controversy over the efficacy of the current methods for controlling adult

mosquitoes [10; 117; 149]. At the time of the advent of DDT (Dichloro-Diphenyl-

Trichloroethane), Aedes aegypti was highly susceptible to this agent [149]. DDT is a

colorless, tasteless, and almost odorless crystalline chemical compound, an organochlo-

rine. Originally developed as an insecticide, it became infamous for its environmental

impacts [10; 117]. DDT was first synthesized in 1874 by the Austrian chemist Oth-

mar Zeidler [10; 117]. The successful application of DDT resulted in the eradication

of Aedes aegypti from 22 countries in the Americas in 1962 and from all countries in

the Mediterranean region in 1972 [149]. DDT was abandoned due to the evolution

of resistant insects and due to the environmental impacts of the insecticide [10; 117].
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Therefore, the control of dengue disease shifted to the use og other approaches, such

as, source reduction, larvicides and adulticides from other chemical families [10; 117].

From a theoretical perspective, significant advances were made by George Macdon-

ald in the 1950s [110], who proposed that the most effective control strategy against

vector-borne infections is to kill adult mosquitoes.

Additionally, control effort have also been emphasized on public-health programs

that promote and encourage communal understanding of the vector specie and the

disease, to enhance community vector control and practice of personal protection [68;

149; 151]. However, these substantial vector control efforts have not stopped the rapid

emergence and global spread of DENV [68; 131]. A vaccine for DENV (Dengvaxia by

Sanofi Pasteur) was released in 2015 [183]. However, the ADE property of the DENV

plays an important factor for the development of dengue vaccine as "ADE suggest

that dengue vaccines must induce protective neutralizing antibodies to all 4 serotypes

simultaneously, rather than sequentially, to avoid enhancement of dengue illness after

subsequent infection" [47]. As a result, the manufacturer (Sanofi) issued a press release

in 2017 stating that "for individuals who have not been previously infected by dengue

virus, vaccination should not be recommended" [156].

Over the years, a range of alternative biological control measures, aimed at sup-

pressing or replacing the mosquito vector via the mass release of genetically-modified

mosquitoes, have been proposed [3; 60; 88]. These modifications include the steriliza-

tion of adult male mosquitoes (SIT) to reduce the reproduction of adult wild female

mosquitoes [3; 23], genetic modification to introduce lethal genes [60; 160] or introduc-

tion of genes that reduce disease transmission [88; 89] into wild adult female mosquito

population and the infection of mosquitoes by a second agent, such as the bacterium

Wolbachia, aimed at suppressing pathogen transmission [89].
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1.3.2 Mathematical Preliminaries

This section introduces some of the key mathematical theories and methodologies

relevant to the dissertation. Consider the equation below

dx
dt

= f(x), x ∈ Rn. (1.3.1)

The equation (1.3.1) is an ordinary differential equation (ODE) and the right-hand side

function, f(x), is called a vector field. ODEs that explicitly depend on time are called

non-autonomous, while those that are independent of time are called autonomous.

This dissertation focuses on autonomous ODEs.

Definition 1.3.1 ([140]). An equilibrium solution of (1.3.1) is given by x = x̄ ∈ Rn

where f(x̄) = 0. The point x̄ is called an equilibrium point.

Definition 1.3.2 ([140]). The class C1 consists of all differentiable functions whose

derivative is continuous; such functions are called continuously differentiable.

Theorem 1.3.1 (Fundamental Existence-Uniqueness Theorem [140]). Let E be an

open subset of Rn containing x0 and assume that f ∈ C1(E). Then there exists an

a > 0 such that the initial value problem (IVP)

dx
dt

= f(x), x(0) = x0 ,

has a unique solution x(t) on the interval [−a, a].

1.3.3 Stability of Solutions

The following are standard definitions and theorems required to analyze the asymptotic

stability of an equilibrium of an autonomous system. Let x̄(t) be any solution of

(1.3.1). Then, x̄(t) is stable if solutions starting "close" to x̄(t) at a given time remain
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close to x̄(t) for all later times. It is asymptotically stable if nearby solutions converge

to x̄(t) as t→∞. These concepts are formally defined below.

Definition 1.3.3 ([192]) The equilibrium x̄(t∗) is said to be stable if given ε > 0,

there exists a δ = δ(ε) > 0 such that, for any solution y(t) of (1.3.1) satisfying

|x̄(t∗)− y(t0)| < δ, it follows |x̄(t∗)− y(t)| < ε for t > t∗, t∗ ∈ R.

Definition 1.3.4 ([192]) The equilibrium x̄(t∗) is said to be asymptotically stable if it

is stable and, in addition, there exists δ0 > 0 such that whenever |x̄(t∗)− y(t0)| < δ0,

then limt→∞ |x̄(t∗)− y(t)| = 0.

Definition 1.3.5 A solution which is not stable is said to be unstable.

Theorem 1.3.2 [140]. Suppose all the eigenvalues of Df(x̄) have negative real parts.

Then the equilibrium solution x = x̄ of the system (1.3.1) is locally-asymptotically

stable, and unstable if at least one of the eigenvalues has positive real part.

Definition 1.3.6 ([192]). A function V : Rn → R is said to be a positive-definite

function if

• V (x) > 0 for all x 6= 0,

• V (x) = 0 if and only if x = 0,

• V (x)→∞ as x→∞.

The general Lyapunov Function Theorem is given below.

Theorem 1.3.3 ([192]) Let x̄ be an equilibrium solution of the system (1.3.1) and

V : U → R be a C1 function defined on some neighbourhood U of x̄ such that

1. V is positive definite

2. V̇ (x) ≤ 0 in U \ {x̄}.

Then x̄ is stable. Moreover, if
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3. V̇ (x) < 0 in U \ {x̄}

then x̄ is asymptotically stable. Any function that satisfies the above items is called

Lyapumov function. If U = Rn, then x̄ is globally-asymptotically stable (GAS) when-

ever Items 1 and 3 of Theorem 1.3.3 hold.

The equilibrium x̄ is GAS if it attracts all solutions in the feasible region of the system.

Compartmental mathematical models have been widely used to gain insight into

the spread and control of emerging and re-emerging human diseases, dating back to

the pioneering work of Bernoulli (on modelling the transmission dynamics of smallpox)

in 1760 and the likes of Ross, Kermack and McKendrick and others (see [6; 81; 152]

and the references therein). The dynamics of these models tend to generally be com-

pletely characterized by a threshold quantity, known as the basic reproduction number

(denoted by R0), which measures the average number of new cases an index case can

generate in a completely susceptible population [81; 152]. Typically, when R0 is less

than unity, a small influx of infected individuals will not generate large outbreaks, and

the disease dies out in time (in this case, the corresponding disease-free equilibrium

(DFE) is LAS). On the other hand, the disease will persist if R0 exceeds unity, where

a stable endemic equilibrium point (EEP) exists. This phenomenon, where the DFE

and an EEP exchange their stability at R0 = 1, is known as forward bifurcation (or

transcritical bifurcation).

The forward bifurcation phenomenon was first noted by Kermack and McKendrick

[94], and has been observed in many disease transmission models. In general, for

models that exhibit forward bifurcation, the requirement R0 < 1 is necessary and

sufficient for disease elimination (i.e., the number of infectives at steady-state depends

continuously on R0 [6; 81; 152]).

A number of studies have shown that whilst R0 < 1 is necessary for disease elim-

ination, this requirement may not be sufficient. This is owing to the phenomenon
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of backward bifurcation, where a stable endemic equilibrium co-exists with a stable

disease- free equilibrium for R0 < 1 [81; 152]. This phenomenon has been observed

in numerous disease transmission models such as those in [26; 73; 94; 129]. The phe-

nomenon of backward bifurcation has important public health implication, since it

renders the classical requirement of reproduction number being less than unity to be

insufficient (in general) for disease elimination.

1.4 Outline of the Dissertation

The research work in this dissertation is based on use of mathematical approaches, to-

gether with rigorous analysis (using theories and techniques from nonlinear dynamical

systems) and computations (including statistics and data analysis) to gain the insights

into the population ecology of the dengue mosquito (Aedes aegypti and disease in a

community. In particular, I studied the impact of local temperature fluctuation and

mosquito vertical transmission on the population abundance of Aedes aegypti mosquito

and dengue disease in Chiang Mai province of Thailand. I also studied the impact of

the release of Wolbachia-infected mosquitoes on the control of dengue mosquitoes and

disease in Queensland, Australia. Chapter 1 provides a detailed introduction of the

dissertation, as well as brief review of some of the mathematical tools (theories, tech-

niques, concepts etc.) used in the dissertation.

In Chapter 2, a new deterministic model is designed and used to assess the combined

impact of local temperature fluctuation and vector vertical transmission on dengue

transmission dynamics and control. The model, which incorporates many pertinent

aspects of dengue disease (such as immature mosquito structure, vector vertical trans-

mission, larval mortality, effects of temperature variability and dengue ecology and

epidemiology in the vector and human hosts populations) is rigorously analyzed. In

particular, theoretical results for the local and global asymptotic stability of the asso-

ciated disease-free equilibria are provided.
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In Chapter 3, I studied the potential impact of Wolbachia-based intervention on
the population abundance of dengue mosquitoes and and disease in a population. I
designed a new model, which incorporates numerous crucial aspects of the Wolbachia-
vector-pathogen dynamics (such as fitness cost of Wolbachia infection, sex structure
in the vector, dynamics of the aquatic stages of vector life cycle, vertical and hori-
zontal transmission of Wolbachia, the effect of Wolbachia infection in mosquitoes and
dengue epidemiology in humans). The model which takes the form of an impulsive
deterministic system of nonlinear differential equations, is also rigorously analyzed.
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Chapter 2

MATHEMATICS OF DENGUE TRANSMISSION DYNAMICS: ROLES OF

VECTOR VERTICAL TRANSMISSION AND TEMPERATURE FLUCTUATIONS

2.1 Introduction

Dengue, a viral disease caused by one of the four closely-related Flavivirus (DENV

1-4), is endemic in many tropical and subtropical regions of the world with over 2.5

billion people at risk of acquiring dengue infection [194]. Annually, the disease accounts

for approximately 50 million cases and 20, 000 fatalities [131; 194]. Dengue and dengue

haemorrhagic fever are on the rise in the Americas [68; 138]. In Latin America, about

78% of the population (around 81 million people) live in urban areas, and the incidence

of the rise has been on the increase in the past decade [64; 137]. In Puerto Rico, for

example, almost 10,000 dengue fever cases are reported annually (dengue outbreaks

are recorded in almost all Caribbean countries and Mexico [68; 138]).

Dengue has also been periodically endemic in Texas over the past 20 years [68;

138]. The disease, which is transmitted to humans by female Aedes aegypti mosquito

(following taking a blood meal, needed for eggs laying), threatens other non-endemic

countries in Europe. For instance, the first local transmission of the disease in France

and Croatia was recorded in 2010 [127; 153] (outbreaks were also recorded in Madeira

islands of Portugal in 2012, imported cases (mainly from Portugal) were also detected

in three other European countries [153; 194]). Furthermore, in 2013, dengue outbreaks

were recorded in Miami, USA and Yunnan province of China [45; 201].

Dengue causes life-threatening complications (such as Dengue Hemorrhagic fever

and Dengue Shock syndrome [77]), often triggered by immune responses to secondary

infections [184].
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The incidence of dengue has significantly increased globally over the last few years [45;

153; 194]. This is due to a number of factors [64] (notably the geographic expansion,

enhanced transmission intensity in endemic areas, variability in local weather and

habitat conditions). Furthermore, vertical (transovarial) transmission, which has been

observed in dengue transmission dynamics [38; 135], is believed to retain dengue viral

disease in nature during inter-epidemic periods of dengue [8].

Changes in local temperature is known to significantly affect the dynamics of vector-

borne diseases, including dengue [64; 187]. In particular, temperature variability affects

the maturation, survival, biting rate and abundance of dengue-competent mosquitoes

[64]. As the global temperature is increasing due to greenhouse-gas effects (daily

average temperature in southern borders of USA have increased by 0.4◦C over the past

30 years [93]; and it is estimated that global temperature will rise by 1.0− 3.5◦C over

the next 100 years [64; 187]), it is imperative to carry out detailed modeling studies to

analyse the potential impact of such increases on the dynamics of vector-borne diseases

(it should be mentioned that health risks due to these climate changes differ between

countries, depending on the level of infrastructure and economic development [93]).

Vertical transmission (i.e., disease transmission from an infected mother to a child)

is also another factor affecting the dynamics of many pathogens and diseases includ-

ing dengue [2; 8; 39; 92; 98]. For instance, evidence for vertical transmission has

been established in the dynamics of VBDs such as, La Crosse virus [115], St Louis

Encephalitis virus ([124]), West Nile virus [14] and Yellow fever [44]. Vertical trans-

mission of dengue virus has been demonstrated in the lab in Aedes aegypti, Aedes

albopictus and Aedes scutellaris mosquitoes [57; 91; 116; 154; 164] (including in the

wild [8; 92; 98]). It should also be mentioned that local temperature affects vertical

transmission in the vector population. In subtropical regions, for example, dengue

disease shows a resurgent pattern with yearly epidemics (which starts typically in the

months with heavy rains and heat, peaking some 3 or 4 months after the beginning
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of the rainy season) [118]. In the dry months, the number of dengue cases typically

drops essentially to zero (because the disease (vector) has virtually disappeared dur-

ing this period) [118]. Dengue continues to re-emerge for many years in some regions

[39; 64]. This (re-emergence) is attributed to many factors, such as the survival of

long-lived infected adult female mosquitoes, infected eggs (laid by infected adult fe-

male mosquitoes, vertically) that remain infected during the dry season (and their

hatching during the beginning of the raining season) [39; 64; 118].

Although numerous climate variables such as temperature, precipitation and hu-

midity [34; 64; 93; 101] affect the transmission dynamics of vector-borne diseases, this

dissertation focuses on the singular effects of temperature. Consequently, the purpose

of the current chapter is to use mathematical modeling approaches to gain insight into

the role of temperature variability, and vertical transmission in the vector population,

on the transmission dynamics of dengue disease in the community.

A new deterministic model, which includes the dynamics of both the immature

(i.e., modeling the eggs-larvae-pupae lifecycle stages) and adult female Aedes aegypti

mosquitoes, as well as the effect of vector vertical transmission and temperature vari-

ability, will be designed. The chapter is organized as follows. The model is designed

in Section 2.2. The case of the model where temperature is fixed (i.e., the autonomous

equivalent of the non-autonomous model) is rigorously analysed (for the existence and

asymptotic stability of some of its equilibria, as well as to characterize bifurcation

types) in Section 2.3. Uncertainty and sensitivity analysis of the parameters of this

version of the model, as well as numerical simulations of the effect of temperature

variability, are also carried out. The (full) non-autonomous model, which accounts for

daily fluctuations in local temperature, is rigorously analysed in Section 2.4.
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Figure 2.1: Schematic Description of the Lifecycle of the Aedes Aegypti Mosquito [48].

2.2 Model Formulation

This study is motivated by dengue transmission dynamics in Chiang Mai province

of Thailand [36; 142; 176]. Although there are four dengue serotypes (DENV 1-4),

serological data from this province (for 2004 to 2010) shows that one of the four

serotypes typically dominates the others each year [142] (for example, in the year 2004,

the percentage prevalence of DENV-1, DENV-2, DENV-3 and DENV-4 were 56.4%,

28.2%, 5.1% and 10.3%, respectively [142]). Consequently, this chapter will consider

only one dengue serotype in the community (this simplifying assumption allows for

the tractability of the mathematical analysis to be carried out; a number of models

for dengue transmission dynamics also use a single dengue serotype, such as those in

[2; 39; 49; 61; 67; 77]).
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The model to be designed is based, first of all, on splitting the total immature

mosquito population at time t (denoted by NV I(t)) into compartments of susceptible

eggs (SE(t)), infected eggs (IE(t)), susceptible larvae (SL(t)), infected larvae (IL(t)),

susceptible pupae (SP (t)) and infected pupae (IP (t)), so that

NV I(t) = SE(t) + IE(t) + SL(t) + IL(t) + SP (t) + IP (t).

Furthermore, the total adult female mosquito population at time t (denoted byNV A(t))

is split into the sub-populations of susceptible adult female mosquitoes (SM(t)) and

infected adult female mosquitoes ((IM(t)). Thus,

NV A(t) = SM(t) + IM(t).

Finally, the total human population at time t (denoted by NH(t)) is sub-divided into

susceptible (SH(t)), exposed (EH(t)), symptomatic (IH(t)) and recovered (RH(t)) hu-

mans. Hence,

NH(t) = SH(t) + EH(t) + IH(t) +RH(t).

The model to be designed in this chpater incorporates the effect of variability in

ambient (air) temperature (denoted by T (t)) on the dynamics of the mosquito-borne

disease in a community. It is assumed that T (t) is non-negative, continuous and

bounded periodic functions of t (it is also assumed, for mathematical convenience, that

air temperature and the temperature near the surface of the water are approximately

the same; so that we can use T (t) to approximate the temperature near the surface of

the water where the development process of the immature mosquitoes occurs [8]).

The weather-driven model for the transmission dynamics of dengue, with vertical

transmission in the vector, is given by the following deterministic system of non-linear

differential equations (the state variables and parameters of the model are described in

Table 3.2, their ranges and values are given in Table 2.3; a flow diagram of the model
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is depicted in Figure 2.2):

dSE(t)
dt

= φV (T )
[
1− NV A(t)

KV (t)

]
+

[SM(t) + (1− r)IM(t)]− [σE(T ) + µE(T )]SE(t),

dIE(t)
dt

= rφV (T )
[
1− NV A(t)

KV (t)

]
+
IM(t)− [σE(T ) + µE(T )] IE(t),

dSL(t)
dt

= σE(T )SE(t)− {σL(T ) + µL(T ) + δL(T ) [SL(t) + IL(t)]}SL(t)

dIL(t)
dt

= σE(T )IE(t)− {σL(T ) + µL(T ) + δL(T ) [SL(t) + IL(t)]} IL(t),

dSP (t)
dt

= σL(T )SL(t)− [σP (T ) + µP (T )]SP (t),

dIP (t)
dt

= σL(T )IL(t)− [σP (T ) + µP (T )] IP (t),

dSM(t)
dt

= fV σP (T )SP (t)− [λHV (T,NH(t), NV A(t)) + µV (T )]SM(t), (2.2.1)

dIM(t)
dt

= fV σP (T )IP (t) + λHV (T,NH(t), NV A(t))SM(t)− µV (T )IM(t),

dSH(t)
dt

= ΠH − [λV H(T,NH(t), NV A(t)) + µH ]SH(t),

dEH(t)
dt

= λV H(T,NH(t), NV A(t))SH(t)− (σH + µH)EH(t),

dIH(t)
dt

= σHEH(t)− (γH + µH)IH(t),

dRH(t)
dt

= γHIH(t)− µHRH(t),

where,

λHV (T,NH(t), NV A(t)) = aV (T )βV (T )IH(t)
NH(t) ,

λV H(T,NH(t), NV A(t)) = aV (T )βH(T )IM(t)
NH(t) . (2.2.2)

In the model (2.2.1), eggs are laid by adult female Aedes aegypti mosquitoes at a

logistic growth rate φV (T )
[
1− NV A(t)

KV (t)

]
+
, where φV (T ) is the temperature-dependent

egg oviposition rate, KV (t) is the carrying capacity of the breeding habitats for adult

female mosquitoes to lay eggs. The notation (m)+, where m+ = max{0,m} with
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m > 0, is used to ensure that the term
(
1− NV A(t)

KV (t)

)
≥ 0 for all t. The parameter

r (with 0 ≤ r < 1) represents the proportion of mosquito offsprings that are born

infected (due to vertical transmission). Table 2.1 shows the average proportion of

eggs laid that are infected, for various subtypes of dengue fever, based on laboratory

experiments [67; 154].

Table 2.1 Proportion of Infected Eggs (r) for Various Dengue Subtypes.
Species Dengue subtype Proportion of infected eggs (r) per 1, 000 Reference
Ae. aegypti DENV-1-4 [0.61-15] [67; 154]

Ae. albopictus DENV-1 [1.7-14] [67]
DENV-2 [0.91-2.5] [67]
DENV-3 [0.23-0.78] [67]
DENV-4 [0.22-5.2] [67]

Eggs hatch into larvae at a temperature-dependent rate σE(T ), larvae mature into pu-

pae at a temperature-dependent rate σL(T ), and pupae become adult female mosquitoes

at a temperature-dependent rate fV σP (T ) (where 0 < fV < 1 is the proportion of new

adult mosquitoes that are females). Eggs, larvae and pupae suffer natural mortal-

ity loss at temperature-dependent rates µE(T ), µL(T ) and µP (t), respectively. Lar-

vae suffer additional density-dependent mortality at a temperature-dependent rate

δL(T ) (SL(t) + IL(t)) [109].

Susceptible adult female mosquitoes acquire dengue infection, following effective

contact with an infected human (after taking a blood meal), at a rate λHV (given in

(2.2.2)), where aV (T ) is the temperature-dependent effective contact (biting) rate of

adult female mosquitoes on humans (regardless of infectious status of the vector or the

host), βV (T ) is the temperature-dependent probability that a bite from a susceptible

adult female mosquito to an infected human results in an infection. Adult mosquitoes

suffer natural death at a temperature-dependent rate (µV (T )). The parameter ΠH

represents the per capita recruitment rate of humans into the community (by birth or

immigration). Susceptible humans acquire dengue infection, following effective contact
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with an infected adult female mosquito, at a rate λV H (given in (2.2.2)), where aV (T )

is as defined above, and βH(T ) is the temperature-dependent probability of infection

from an infected mosquito to a susceptible human per bite. Exposed humans develop

clinical symptoms of the disease at a rate σH . Infectious humans recover at a rate

γH (it is assumed that recovery induces permanent immunity against reinfection).

Natural death occurs in all human compartments at a rate µH . Since dengue-induced

mortality in humans is generally negligible [35; 53; 61; 104; 157] (for instance, there

were only 126 dengue-induced fatalities in Thailand in 2017 [157]), no human disease-

induced mortality is assumed in the model. Furthermore, no disease-induced mortality

is assumed in the adult mosquito population.

The model (2.2.1) is an extension of numerous dengue transmission models that include

vertical transmission in the vector population (such as those in [2; 39; 49; 61; 67; 77])

by (inter alia):

(i) adding the dynamics of immature mosquitoes (this was not included in [49; 61;

77]);

(ii) incorporating the effect of temperature variability (this was not considered in

[2; 49; 61]);

(iii) including the effects of temperature on vertical transmission in the vector popu-

lation and on the dynamics of dengue disease (this was not considered in [39; 49;

77]).
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Figure 2.2: Flow Diagram of the Model (2.2.1). Notation: Red Arrow Indicates Infection Route.

Table 3.2. Description of Variables and Parameters of the Model (2.2.1)

Symbol Description

Variables

SE Population of susceptible eggs

IE Population of infected eggs

SL Population of susceptible larvae

IL Population of infected larvae

SP Population of susceptible pupae

IP Population of infected pupae

SM Population of susceptible adult female mosquitoes

IM Population of infected adult female mosquitoes

SH Population of susceptible humans

EH Population of latently-exposed humans

IH Population of symptomatically-infected humans

RH Population of recovered humans
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NV I Total population of immature mosquitoes

NV A Total population of adult female mosquitoes

NH Total population of humans

Parameters

σE(T ) Hatching rate of eggs into larvae

µE(T ) Natural mortality rate of eggs

σL(t) Maturation rate of larvae to pupae

µL(T ) Natural mortality rate of larvae

δL(T ) Density-dependent mortality rate of larvae

σP (T ) Maturation rate of pupae to adult mosquito

µP (T ) Natural mortality rate of pupae

λHV (T,NH , NV A) Transmission rate from infected humans to susceptible mosquitoes

λVH(T,NH , NV A) Transmission rate from infected mosquitoes to susceptible humans

aV (T ) Per capita contact (biting) rate of adult female mosquitoes on humans

φV (T ) Per capita egg oviposition rate

µV (T ) Natural mortality rate of adult mosquitoes

KV (t) Carrying capacity of breeding habitats for adult female mosquitoes

to lay eggs

fV Proportion of new adult mosquitoes that are females

µH Natural mortality rate of humans

σH Rate of development of disease symptoms in humans

γH Recovery rate for humans

ΠH Recruitment rate (by birth and immigration) into the community

βV Probability of infection of a susceptible mosquito per bite on an

infected human

βH Probability of infection of a susceptible human per bite by an

infected mosquito

r Proportion of infected eggs laid by infected adult female mosquitoes

(due to vertical transmission)
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2.2.1 Functional Forms of Temperature-dependent Parameters for Adult Mosquitoes

The functional forms of the temperature-dependent parameters of the model related

to adult mosquitoes Aedes aegypti (namely, aV (T ), βH(T ), βV (T ),φV (T ) and µV (T ))

are defined as follows (for 12.4◦C < T (t) < 32◦C):

1. The biting rate of adult female mosquitoes on the human host (aV ) is given by

(see [159], Figure 5):

aV (T ) = 0.0943 + 0.0043T. (2.2.3)

2. The probability of infection from an infected mosquito to a susceptible human

(βH) per bite is given by (see [103], Supporting Information) :

βH(T ) = 0.001044T (T − 12.286)
√

32.461− T . (2.2.4)

3. The probability of infection from an infected human to a susceptible mosquito

per bite (βV ) is given by (see [103], Supporting Information):

βV (T ) = −0.9037 + 0.0729T. (2.2.5)

4. The oviposition rate (φV ) is given by ([103]):

φV (T ) = −15.837 + 1.2897T − 0.0163T 2. (2.2.6)

5. The mortality rate µV of the Aedes aegypti mosquito is given by [198]:

µV (T ) = 0.8692− 0.159T + 0.01116T 2 − 3.408× 10−4T 3 + 3.809× 10−6T 4.

(2.2.7)
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The aforementioned functional forms are depicted in Figure 2.3. Furthermore, typi-

cally, a sinusoidal function of the following form is used to account for hourly fluctua-

tions in local ambient temperature [130]:

T (t) = T0 −
∆T

2 sin
[2π

24
(
th + 14

)]
, (2.2.8)

where T0 is the mean daily air temperature, ∆T captures variation about the mean (i.e.,

∆T is the diurnal temperature range), and th denotes for time in hour for any given

day. If a formulation such as (2.2.8) is used for the temperature-dependent functional

forms, then the parameters defined in Equations (2.2.3)-(2.2.7) are time-dependent.

Hence, the model (2.2.1) is non-autonomous. However, if fixed temperature values

are used (e.g., using the mean daily or mean monthly temperature), then each of

the parameters defined in Equations (2.2.3)-(2.2.7) is constant. Hence, the model

(2.2.1) is autonomous in this case. In the absence of good data to realistically derive

the functional forms for the other temperature-dependent parameters related to the

immature Aedes aegypti mosquitoes (i.e., σE(T ), µE(T ), σL(T ), µL(T ), σP (T ) and

µP (T )), numerical simulations of the model (2.2.1) will be carried out using fixed

(constant) values for these parameters (available in the literature).
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Figure 2.3: Profile of the Functional Forms of the Temperature-dependent Parameters of the Model (2.2.1)
Related to the Adult Aedes Aegypti Mosquito. (a) Probability of Infection from an Infected Mosquito to a
Susceptible Human per Bite (βh(T )). (b) the Biting Rate of Adult Female Mosquitoes (av(T )). (c) Probability
of Infection from an Infected Human to a Susceptible Mosquito per Bite (βv(T )). (d) Egg Oviposition Rate
(φv(T )). (e) Mortality Rate of Adult Female Mosquito (µv(T )).
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2.2.2 Data Fitting

The model (2.2.1) is, first of all, fitted using available epidemiological and weather

data relevant (see Tables 2.3, 2.4 and 2.5) to dengue transmission dynamics in the

Chiang Mai province of Thailand [25; 176] (using least square regression). In particular,

both the temperature data (provided by Thai Meteorological Department [176]) and

incidence data (provided by Thailand Bureau of Epidemiology [25]; see also Appendix

A) are given for monthly periods between 2005-2016. The mean monthly temperature

for Chiang Mai (given in Table 2.4) is plotted alongside the average monthly dengue

incidence (given in Table 2.5) in Figure 2.4 (a). This figure shows that peak dengue

incidence is attained for temperatures between 26◦C and 28◦C, which are recorded in

the Chiang Mai province during the period between June and August annually.

Furthermore, the model (2.2.1) is fitted using the aforementioned mean monthly

temperature and incidence data (Tables 2.4 and 2.5) using the baseline parameter

values given in Table 2.3, where the temperature-dependent biting rate (aV (T )) is

chosen as a fitting parameter (and the remaining temperature-dependent parameters

of the model are computed using their respective functional forms given in Section

2.2.1). The result obtained, depicted in Figure 2.4 (b), shows a reasonably good fit.

Plots of the fitted biting rates (using the data in Table 2.3) and the incidence data

(given in Table 2.5) are depicted in Figure 2.4 (c), from which it follows that the

dengue incidence positively correlates with increasing biting rate.

Table 2.3. Values and Ranges of the Parameters of Autonomous Version of the Model (2.2.1).

Parameter Range Baseline value Reference

σE (0.1,0.5)/day 0.4/day [37; 55]

µE (0.07,0.3)/day 0.2/day [37; 55]

σL (0.08,0.35)/day 0.14/day [37; 55]

µL (0.07,0.3)/day 0.18/day [37; 55]

27



σP (0.1,0.5)/day 0.3/day [37; 55]

µP (0.07,0.25)/day 0.17/day [37; 55]

aV (0,1)/day 0.12/day [7]

µV (0.047,0.071)/day 0.05/day [35; 53; 104]

µH (0.00003,0.000042)/day 0.00005/day [181]

σH (0,1)/day 0.15/day [61]

γH (0,1)/day 0.1428/day [61]

ΠH (60,300)/day 66/day [36]

βV (0.3,0.75) 0.5 [55; 61]

βH (0.1,0.75) 0.4 [55; 61]

r (0,0.3) 0.007 [22; 57; 164]

fV (0.4,0.6) 0.55 [108]

KV (104, 106) 40,000 [53; 104]

φV (1,500) 1.84/day [35; 53; 104]

Table 2.4. Mean Monthly Temperature (in ◦C) for Chiang Mai Province of Thailand for the Period 2005-2016
[176].
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
High 28.9 32.2 34.9 36.1 34.1 32.3 31.7 31.1 31.3 31.1 29.8 28.3
Mean 20.5 22.9 26.4 28.7 28.1 27.3 27.0 26.6 26.5 25.8 23.8 21.0
Low 13.7 14.9 18.2 21.8 23.4 23.7 23.6 23.4 23.0 21.8 19.0 15.0

Table 2.5. Average Monthly Dengue Incidence Data for Chiang Mai Province of Thailand, for the Period
2005-2016 [33].

Month Dengue cases per 100, 000 People
January 3.8
February 2.3
March 3.5
April 7.5
May 21.4
June 51.63
July 73.33
August 72.61
September 45.14
October 23.82
November 17.44
December 7.38
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Table 2.6. Fitted Values of Monthly Biting Rates (Obtained from Fitting the Model with Data).
Month Jan Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
Biting rate (aV ) 0.05 0.01 0.01 0.09 0.15 0.12 0.15 0.1 0.05 0.03 0.02 0.02

(a)

(b)

(c)
Figure 2.4: Data Fittings of the Autonomous Version of the Model (2.2.1). (a) Plot of the Average Monthly
Temperature (In ◦C) for Chiang Mai (Table 2.4) Superimposed with the Monthly Dengue Incidence Data (Table 2.5).
(b) Data Fitting of the Model (2.2.1) Using the Average Monthly Incidence Data in Table 2.5 (And the Fitted Monthly
Biting Rates in Table 2.6). (c) Fitted Biting rate (aV ) Used to Fit the Model with the Data. Plots Are Generated
Using the Baseline Parameter Values in Table 2.3.
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2.2.3 Basic Qualitative Properties

Since the model (2.2.1) monitors the temporal dynamics of mosquitoes (immature

and mature) and humans, all parameters of the model are assumed to be non-negative.

Define the region

D =
{

(SE, IE, SL, IL, SP , IP , SM , IM , SH , EH , IH , RH) ∈ R12
+ ∪ {0}

}
. (2.2.9)

Theorem 2.2.1 If the initial values of the system (2.2.1) lie in the region D, then

there exists a unique positive solution for (2.2.1), such that

Γ = {(SE, IE, SL, IL, SP , IP , SM , IM , SH , EH , IH , RH) ∈ D : NV (t) ≤ m1, NH(t) ≤ m2, t ≥ 0} ,

is positively-bounded and invariant for the model (2.2.1), where 0 ≤ m1,m2 <∞.

2.3 Analysis of Autonomous Version of the Model

The model (2.2.1) will, first of all, be analysed for the case when fixed temperature

values are used (i.e., the autonomous equivalent/version of the model (2.2.1) will be

considered first).

2.3.1 Disease-free Equilibria

It is convenient to define the quantity:

r0 = φV fV σEσLσP
µV (σE + µE)(σL + µL)(σP + µP ) . (2.3.10)

The autonomous version of the model (2.2.1) has two disease-free equilibria, described

below:
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1. Trivial (mosquito-free) disease-free equilibrium (TDFE):

T0 = (S∗E, I∗E, S∗L, I∗L, S∗P , I∗P , S∗M , I∗M , S∗H , E∗H , I∗H , R∗H)

= (0, 0, 0, 0, 0, 0, 0, 0, ΠH

µH
, 0, 0, 0).

2. Non-trivial (mosquito-present) disease-free equilibrium (NDFE):

T1 = (S†E, I
†
E, S

†
L, I

†
L, S

†
P , I

†
P , S

†
M , I

†
M , S

†
H , E

†
H , I

†
H , R

†
H)

= (S†E, 0, S
†
L, 0, S

†
P , 0, S

†
M , 0,

ΠH

µH
, 0, 0, 0),

where,

S†M = k1

k2 + δLk2
3
(r0 − 1), S†E = φV

σE + µE

(
1− S†M

KV

)
+
S†M , S†P = σLS

†
L

σP + µP
,

(2.3.11)

S†L =
−(σL + µL) +

√
(σL + µL)2 + 4σEδLS†E

2δL
,

with k1 = µV (σP + µP )(σL + µL)
fV σPσL

, k2 = φV σE
KV (σE + µE) , k3 = µV (σP + µP )

fV σLσP
and

KV > S†M in D. It follows from (2.3.11) that T1 exists if and only if r0 > 1. The

quantity r0 represents the average number of new adult female mosquitoes generated

by a single susceptible adult female mosquito that has successfully taken a blood meal.

It is the product of the rate at which eggs are laid eggs by an adult female mosquito

(φV ), the proportion of eggs survived to become larvae ( σE
σE+µE ), proportion of larvae

survived and matured into pupae ( σL
σL+σL ), proportion of pupae survived and become

adult female mosquitoes ( σP fV
σP+µP ), and the average lifespan of a susceptible adult female

mosquito ( 1
µV

).
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2.3.1.1 Local asymptotic stability of TDFE (T0)

The TDFE (T0), which always exists, corresponds to the case without mosquitoes. It

can be shown, by linearizing the autonomous version of the model (2.2.1) around T0,

that the associated eigenvalues of the linearization have negative real part whenever

rvV H = max{r0, rr0} < 1, (2.3.12)

where, r0 is given in (2.3.10). Since we assumed 0 ≤ r < 1, it follows that rvV H = r0 in

this case. The following result can be established using standard linearization of the

autonomous version of the model (2.2.1) around the TDFE (T0).

Theorem 2.3.1 The TDFE point (T0) is locally-asymptotically stable (LAS) whenever

rvV H < 1, and unstable if rvV H > 1.

It is worth noting that, since the quantity r0 is the average number of new susceptible

adult female mosquitoes generated by a single susceptible adult female mosquito that

has successfully taken a blood meal, the quantity rr0 measures the average number

of new infected adult female mosquitoes generated by a single infected adult female

mosquito that has successfully taken a blood meal. It is worth noting, from the

expression (2.3.12), the threshold quantity rvHV increases with increasing values of r.

That is, as expected, increasing the vertical transmission rate (0 ≤ r < 1) increase the

disease burden (by increasing in rvV H).

2.3.1.2 Local asymptotic stability of NDFE (T1)

The local asymptotic stability of T1 can be established using the next generation
operator method [46; 182]. The non-negative matrix F of new infection terms and the
matrix V of the transition terms associated with the autonomous case of the model
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(2.2.1) are, respectively, given by:

F =



0 0 0 φV r(1−
S

†
M
KV

)+ 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 βV aV S
†
M

N
†
H

0 0 0 βHaV 0 0

0 0 0 0 0 0


,V =



g1 0 0 0 0 0

−σE g2 0 0 0 0

0 −σL g3 0 0 0

0 0 −fV σP g4 0 0

0 0 0 0 g5 0

0 0 0 0 −σH g6


,

(2.3.13)

where, g1 = σE + µE, g2 = σL + µL, g3 = σP + µP , g4 = µV , g5 = σH + µH , and

g6 = γH + µH . It follows, from [182], that the basic reproduction number (R0V ) of

autonomous case of the model (2.2.1) is given by (where ρ is the spectral radius):

R0V = ρ(FV−1) = 1
2

[
Rv
V +

√
(Rv

V )2 + 4R0

]
, (2.3.14)

with, Rv
V = rr0

(
1− S†M

KV

)
+
and R0 = a2

V βV βHS
†
M

µV (σH+µH)(γH+µH)N†H
. It is worth noting from

(2.3.14) that, in the absence of vertical transmission, the reproduction threshold (R0V )

reduces to

R0V |r=0 =
√
R0 .

The result below follows from Theorem 2 of [182].

Theorem 2.3.2 The NDFE (T1) is LAS whenever R0V < 1, and unstable if R0V > 1.

The epidemiological implication of Theorem 2.3.2 is that a small influx of infected

individuals or vectors into the population will not generate a large outbreak in the

community if R0V < 1. Hence, the disease may be effectively-controlled if R0V can be

brought to (and maintained at) values less than unity. A plot of R0V , as a function of

fixed mean monthly temperature (for T (t) ∈ [14− 32]◦C) for the Chiang Mai province

of Thailand [176], is depicted in Figure 2.5. This figure shows, that the profile of R0V
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lies in the range [0.18, 1.6]. Furthermore, the values of R0V increase with increasing

temperature values in the range [18 − 28]◦C (and decrease thereafter, for increasing

temperatures above the peak temperature of 28◦C). Thus, disease burden increases

with increasing temperature values in the range [18−28]◦C, and decreases for increasing

temperature values thereafter.

Figure 2.5: Profile of the Reproduction Number (R0V ) as a Function of Mean Monthly Temperature for
Chiang Mai Thailand. Parameters Values Used as given by the Baseline Values in Table 2.3.

2.3.1.3 Effects of vertical transmission on the reproduction number

The effect of vertical transmission in the vector population (i.e., r 6= 0) on the re-

production number (R0V ) is assessed by using the approach in [165] as follows. Let

K = FV−1 (recall that the matrices F and V are given by Equation (2.3.13)) be the
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next-generation matrix of the autonomous version of the model (2.2.1) [46], given by:

K =



K11 K12 K13 K14 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 K45 K46

K51 K52 K53 K54 0 0

0 0 0 0 0 0



,

where, K11 = rfV σEσLσPφV
g1g2g3g4

(
1− S†M

KV

)
+
, K12 = rfV σLσPφV

g2g3g4

(
1− S†M

KV

)
+
,

K13 = rfV σPφV
g3g4

(
1− S†M

KV

)
+
, K14 = rφV

g4

(
1− S†M

KV

)
+
, K45 = aV βV σHS

†
M

g5g6N
†
H

, K46 = aV βV S
†
M

g6N
†
H

,

K51 = aV fV βHσEσLσP
g1g2g3g4

, K52 = aV fV βHσLσP
g2g3g4

, K53 = aV fV βHσP
g3g4

, K54 = aV βH
g4

. The notion

of target reproduction number (as introduced by Shuai et al. [46; 165]) will be used.

Using the notation in [165], the entries Kij (i, j = 1, . . . , 6) of the matrix K represent

the average number of new cases of infections in humans (vectors) generated by an

average infected (immature and mature) vector (humans). In particular, the entry

K51 is the effect of infected eggs (j = 1) on the generation of new infected (exposed)

humans (i.e., i = 5). Furthermore, following [165], let S = {(i, j) = (5, 1)} be the set

of target entries and S1 = {5} and S2 = {1}.

Following [165], it is convenient to define the following projection matrices asso-

ciated with the autonomous case of the model (2.2.1). Let I be the 6 × 6 identity

matrix, ES1 , PS1 and PS2 be 6 × 6 matrices with entries (ES1)kk = 1 if k ∈ S1 and

(ES1)ij = 0 otherwise, and PS1 and PS2 are 6× 6 projection matrices (e.g., (PS1)kk = 1

if k ∈ S1 and (PS1)ij = 0 otherwise) [165]. It follows that the target reproduction

number (denoted by TS = THr ) with respect to the set S is given by [165]:

THr = ρ(ES1PS1KPS2(I −K + PS1KPS2)−1ES1),
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provided the spectral radius ρ(K − PS1KPS2) < 1. Hence,

THr = σHR0

1− rr0

(
1− S†M

KV

)
+

= σHR0

1− Rv
V

, (2.3.15)

provided ρ(K − PS1KPS2) = rr0

(
1− S†M

KV

)
+
< 1. It is worth noting that, the ex-

pression σHR0

1− rr0(1− S†M
KV

)+

in Equation (2.3.15) accounts for the average number of

infected humans caused by an infected egg (after maturation to adulthood). Figure 2.6

compares the target reproduction number (THr ) with the basic reproduction number

(R0V ) of the autonomous version of the model (2.2.1) for various values of r, from

which it follows that THr is always less than R0V for r ∈ [0, 1).

Furthermore, for the range of the vertical transmission rate for Aedes aegyptimosqu-

itoes given in Table 2.1 (where r ∈ (0.0025, 0.13)), it follows from Figure 2.6 that ver-

tical transmission has very marginal population-level impact on the disease dynamics

(vertical transmission becomes relevant far larger values of r, outside the aforemen-

tioned realistic range). This result is consistent with the numerical simulation results

reported in [2].
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Figure 2.6: Plot of R0V and THr as function of r. Parameters values used are as given by the baseline values
in Table 2.3.

Figure 2.7 shows that, in the absence of human-mosquito interaction (i.e., no mosquito

bites on humans), vertical transmission (r) has very marginal effect on the abun-

dance of infected adult female mosquitoes (Figure (2.7a)). However, when the human-

mosquito interaction is slightly increased (such as by setting the biting rate to aV =

0.1), the number of infected adult female mosquitoes significantly increases with in-

creasing values of the proportion of new infected eggs (Figure (2.7b)). Figure (2.7 b)

clearly shows that vertical transmission in the vector population has little or no effect

on the number of infected adult female mosquitoes (this result supports the finding in

Figure 2.6).
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Figure 2.7: Simulations of the Model (2.2.1) Showing the Effect of the Proportion of Infected Eggs (r) on the
Disease Dynamics for (a) Mosquito-human Interaction Set at aV = 0, (b) Mosquito-human Interaction Set at aV = 0.1.
Parameter Values Used Are as given in Table 2.3.

2.3.2 Endemic Equilibria

In this section, conditions for the existence of endemic equilibria will be derived. Let

E1 = (S∗∗E , I∗∗E , S∗∗L , I∗∗L , S∗∗P , I∗∗P , S∗∗M , I∗∗M , S∗∗H , E∗∗H , I∗∗H , R∗∗H ) be any arbitrary endemic

equilibrium of autonomous version of the model (2.2.1). Furthermore, let

λ∗∗V H = aV βHI
∗∗
M

N∗∗H
, and N∗∗H = S∗∗H + E∗∗H + I∗∗H +R∗∗H . (2.3.16)

It is convenient to define

R∗0V = R0 + Rv
V , (2.3.17)

where, R0 and Rv
V are as defined in Section 2.3.1.2. It can be shown that R∗0V < 1 (> 1)

if and only if R0V < 1 (> 1) (so that R∗0V behaves like the target reproduction number

discussed in [166]). It can be shown, by solving for the variables of the autonomous

version of the model (2.2.1) at steady-state, that the solutions of the autonomous

model satisfy the following linear equation in terms of λ∗∗V H :

b1λ
∗∗
V H + b0 = 0, (2.3.18)

38



where, b1 = µH ((1− r)µV g5g6 + aV βV µHσH) > 0, b0 = g5g6(1 − R∗0V ). It follows

from (2.3.18) that λ∗∗V H = −b0
b1

, (so that λ∗∗V H > 0 (< 0) if R∗01 > 1 (< 1)). The

components of the positive equilibrium of autonomous version of the model (2.2.1)

can then be obtained by solving for λ∗∗V H from (2.3.18), and substituting the result into

the steady-state expressions for each of the state variables in (2.2.1). It follows that

the autonomous case of the model (2.2.1) has a unique endemic equilibrium whenever

R∗0V > 1. Thus, the autonomous version of the model (2.2.1) will not have an endemic

equilibrium point if R∗0V < 1. Hence, the model will not undergo the usual phenomenon

of backward bifurcation [35; 53; 104; 61]. A global asymptotic stability result is given

below for the NDFE (T1). It is convenient, first of all, to define the threshold quantity:

RG = 1
2

[
rr0 +

√
rr2

0 + 4R0

]
,

where, r0 and R0 are as defined in Sections 2.3.1 and 2.3.1.2, respectively. We claim

the following result.

Theorem 2.3.3 The NDFE (T1) of the autonomous version of the model (2.2.1) is

GAS in D whenever r0 > 1 and RG < 1.

The proof of Theorem 2.3.3, based on using the approach in [86; 87], is given in

Appendix B. The epidemiological significance of Theorem 2.3.3 is that, for the au-

tonomous version of the model (2.2.1), reducing (and maintaining) the threshold quan-

tity (RG) to a value less than unity is necessary and sufficient for the effective control

or elimination of the disease in the community.

2.3.3 Simulations: Effect of Temperature Variability

The effect of temperature variability on the disease dynamics, as a function of vertical

transmission in the vector (r), is monitored by simulating the model (2.2.1) with

various fixed temperature values in the range 16◦C to 32◦C. In the absence of vertical
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transmission (i.e., r = 0), Figure 2.8 (a) shows that the disease burden, as measured

in terms of the number of new infected humans, increases with increasing temperature

values until 28◦C (where the maximum peak is attained). The disease burden then

decreases for increasing temperatures thereafter. Similar pattern is observed when

10% vertical transmission is assumed (Figure 2.8 (b)), although an increase in the

number of new cases in humans is observed as expected. Furthermore, the number

of infected mosquitoes exhibit similar pattern (that is, the number of infected adult

female mosquitoes increases with increasing temperature until 28◦C, and decreases for

increasing temperatures thereafter), although oscillatory dynamics, due to the assumed

logistic eggs oviposition rate (φV (T )), was observed (Figures 2.8 (c) and (d)).

The overall effect of temperature on disease dynamics is assessed by simulating

the model (2.2.1) using various values of temperature in the range [16 − 32]◦C (for

Chiang Mai province of Thailand [176]). The results obtained (depicted in Figure 2.9)

show that the total number of new dengue cases (in both the human and mosquito

populations) reaches a peak during the period June to August (which correspond to

the temperature range of 26◦C- 28◦C). The potential impact of temperature variability

on the burden of disease caused by vertical transmission (r) is monitored by simulating

the non-autonomous model (2.2.1) using various value of r and temperature. Figure

2.10 shows that the effect of r in generating new infected cases is more pronounced for

temperature values in the range [16− 26]◦C (Figures 2.10 (a) and (b)) and decreases

thereafter (Figures 2.10 (d) and (e)). Thus, this study shows that the ability of vertical

transmission to cause significant increase in disease burden is temperature-dependent.
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(d)
Figure 2.8: Simulations of the Model (2.2.1), for the Effect of Temperature and Vertical Transmission on Disease
Dynamics. (a) Total Number of Symptomatic Humans (IH) as a Function of Time for r = 0. (b) Total Number of
Symptomatic Humans (IH) as a Function of Time for r = 0.1. (c) Total Number of Infected Adult Mosquitoes (IM ) as
a Function of Time for r = 0. (d) Total Number of Infected Adult Mosquitoes (IM ) as a Function of Time for r = 0.1.
Parameters Values Used Are given in Table 2.3. The Functional Forms for the Temperature-dependent Parameters
(aV (T ), βH(T ), βV (T ), φV (T ) and µV (T )), given in Section 2.2, Are Used.
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Figure 2.9: Simulation of the Model 2.2.1 for the Disease Dynamics in Chiang Mai, Thailand. (a) Monthly
Total Number of Infected Mosquitoes. (b) Monthly Total Number of Infected Humans. Parameters Values
Used Are given in Table 2.3. The Functional Forms for the Temperature-dependent Parameters (aV (T ),
βH(T ), βV (T ), φV (T ) and µV (T )), given in Section 2.2, Are Used, Using Mean Monthly Temperature (T )
given in Table 2.4.
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Figure 2.10: Cumulative Number of Infected Humans for Various Values of the Proportion of Infected Eggs
Laid by an Infected Mosquito (0 ≤ r < 1) and Temperature (T ): (a) T = 16, (b) T = 20, (c) T = 28, (d)
T = 30, (e) T = 32. Color Notation from Blue (r = 0) to Gold (r = 0.9) Represent Varying Values of r, from
0 to 0.9, in Steps of Length 0.1.
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2.3.4 Uncertainty and Sensitivity Analysis

The autonomous version of the model (2.2.1), with fixed temperature values, contains

19 parameters, and uncertainty in their estimates are expected to arise. The effect

of such uncertainties is assessed using uncertainty and sensitivity analysis [29]. In

particular, Latin Hypercube Sampling (LHS) and Partial Rank Correlation Coefficients

(PRCC) is used for this model, as below. The purpose of sensitivity analysis is to

assess the effects of parameters on the outcomes of the simulations of the model [29].

A highly-sensitive parameter should be more carefully estimated, since a small change

in that parameter can cause a large quantitative change in the result [29]. On the

other hand, a parameter that is not sensitive does not require as much attempt to

estimate (because a small change in that parameter will not cause a large variation

to the quantity of interest) [21; 29; 111]. The analyses will be carried out using

data (temperature, demographic and epidemiological) relevant to dengue transmission

dynamics in the Chiang Mai province of Thailand [36; 103; 159; 198]. The total

population of the Chiang Mai province is estimated to be 1.7 million, and the average

lifespan is 65-72 years [36] (so that µH ∈ [0.000037 − 0.000042] per day with a mean

of µ∗H = 0.000039). Thus, ΠH
µ∗H

= 1.7 million. Hence, ΠH ≈ 66 per day. The analysis

will be carried out using the baseline values and ranges tabulated in Table 2.3.

Using the population of infectious humans (IH) as the response function, it is shown

in Table 2.7 that the top PRCC-ranked parameters of the model (i.e., parameters

with PRCC values greater or equal to 0.5) are the mosquito biting rate (aV ) and the

transmission probability per contact for susceptible human (βH). Similarly, using the

population of infectious mosquitoes (IM) as the response function, the top PRCC-

ranked parameters are the egg deposition rate (φV ), maturation rate of pupae to adult

mosquito (σP ) and the environmental carrying capacity of immature mosquitoes (KV ).

Furthermore, using the population of infected pupae (IP ) as the response function,
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the top PRCC-ranked parameters of the model are the egg deposition rate (φV ),the

environmental carrying capacity (KV ) and the maturation rate of larvae to pupae (σL).

Considering the population of infected larvae (IL) as the response function, the top

PRCC-ranked parameters of the model are egg deposition rate (φV ) and maturation

rate of eggs to larvae (σE). Finally, using the population of infected eggs (IE) as the

response function, the top PRCC-ranked parameters of the model are egg deposition

rate (φV ), the environmental carrying capacity (KV ) and the natural death rate of

adult female mosquitoes (µV ).

In summary, We identified four parameters that dominate the transmission dynam-

ics of the autonomous version of the model (2.2.1), namely the environmental carrying

capacity of immature mosquitoes (KV ), biting rate (aV ), probability of infection of a

susceptible human (βH) and the egg oviposition rate (φV ). It is worth noting from

Table 2.7 that the parameter related to vertical transmission in the vector (r) does not

have significant PRCC values, suggesting that vertical transmission plays a marginal

(if at all) role on the transmission dynamics of the disease.

Table 2.7. PRCC Values for the Parameters of Autonomous Case of the Model (2.2.1) Using the Total Number
of Infected Eggs (IE), Larvae (IL), Pupae (IP ), Adult Mosquitoes (IM ) and Infectious Humans (IH) as Response
Functions (with PRCC ≥ .5). The Top Parameters That Affect the Model with Respect to Each of the Six Response
Functions Are Highlighted in Bold Font.
Parameters IE IL IP IM IH

σE -0.21966 +0.8402 +0.5515 0.6804 -0.1074
µE -0.0241 +0.1490 -0.1112 +0.0171 -0.0313
σL -0.0334 -0.2195 +0.5821 +0.4081 +0.0458
µL +0.2574 -0.3229 -0.0120 -0.0845 -0.0513
σP +0.3572 +0.0673 -0.2042 +0.7500 -0.0245
µP +0.2973 +1453 -0.3415 +0.0376 +0.0100
aV -0.1988 +0.3124 -0.1143 +0.281 +0.9463
µV -0.4202 -0.0292 0.0854 +0.1701 -0.1462
µH -0.3149 -0.3936 +0.2996 +0.2687 0.0856
σH +0.0409 -0.1667 +0.0184 +0.2364 -0.0995
γH +0.0475 +0.0176 -0.0262 +0.1769 -0.4349
ΠH 0.0506 +0.1099 +0.2162 -0.0028 -0.2039
βV -0.1364 -0.1257 +0.0843 +0.4012 +0.1832
βH -0.1176 -0.2754 -0.2405 -0.0476 +0.8009
r -0.2010 +0.1766 -0.3528 +0.0543 -0.0186
fV +0.2057 +0.1517 +0.1094 +0.3173 -0.0903
KV +0.5157 +0.4100 +0.6001 +0.7446 +0.0310
φV +0.8603 +0.8999 +0.7805 +0.8113 -0.0185
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2.4 Analysis of Non-autonomous Model

Consider, now, the full non-autonomous model (2.2.1), where the function (2.2.8),

for the daily temperature fluctuations is used (so that the temperature-dependent

parameters, given in Equations (2.2.3)-(2.2.7), are now functions of t). Although the

concept of basic reproduction number has been extensively addressed for autonomous

models for disease transmission over the decades, such a concept has only been recently

extended to disease transmission models with periodic coefficients (see, for instance,

[11; 12; 13; 186]). In this section, the methodology in [186] will be used to compute the

reproduction number associated with the non-autonomous model (2.2.1) with (2.2.8).

Although the non-autonomous model (2.2.1) has two disease-free solutions, namely the

trivial disease-free equilibrium and a non-trivial disease-free periodic solution, only the

non-trivial disease-free periodic solution will be analyzed (since the former, associated

with the absence of mosquitoes in the population, is ecologically unrealistic). It is

convenient to define the functional threshold quantity

r0(t) = φV (t)fV σE(t)σL(t)σP (t)
µV (t)[σE(t) + µE(t)][σL(t) + µL(t)][σP (t) + µP (t)] .

The non-trivial disease-free solution (NDFS), obtained by setting IE = IL = IP =

IM = EH = IH = RH = 0 in (2.2.1), has the form

ε0n(t) = (S∗nE(t), 0, S∗nL(t), 0, S∗nP (t), 0, S∗nM(t), 0, ΠH

µH
, 0, 0, 0),

(recalling that T = T (t)) with (S∗nE(t), S∗nL(t), S∗nP (t), S∗nM(t), S∗nH(t))T being the unique

periodic solution (for r0(t) > 1 for all t ≥ 0) satisfying:

dS∗nE(t)
dt

= φV (t)
[
1− S∗nM(t)

KV (t)

]
+
S∗nM(t)− [σE(t) + µE(t)]S∗nE(t),

dS∗nL(t)
dt

= σE(t)S∗nE(t)− [σL(t) + µL(t) + δL(t)S∗nL(t)]S∗nL(t), (2.4.19)
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dS∗nP (t)
dt

= σL(t)S∗nL(t)− [σP (t) + µP (t)]S∗nP (t),

dS∗nM(t)
dt

= fV σP (t)S∗nP (t)− µV (t)S∗nM(t),

dS∗nH(t)
dt

= ΠH − µHS∗nH(t).

The next generation matrix F (t) (of the new infection terms) and the M -Matrix V (t)

(of the remaining transfer terms), associated with the non-autonomous model (2.2.1)

with (2.2.8), are given, respectively, by

F (t) =



0 0 0 φV (t)r(1− S∗nM (t)
KV (t) )+ 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 βV (t)aV (t)S∗nM (t)
N∗H

0 0 0 βH(t)aV (t) 0 0

0 0 0 0 0 0



, (2.4.20)

and,

V (t) =



v1(t) 0 0 0 0 0

−σE(t) v2(t) 0 0 0 0

0 −σL(t) v3(t) 0 0 0

0 0 −fV σP (t) v4(t) 0 0

0 0 0 0 v5 0

0 0 0 0 −σH v6



, (2.4.21)

where, v1(t) = σE(t)+µE(t), v2(t) = σL(t)+µL(t), v3(t) = σP (t)+µP (t), v4(t) = µV (t),

v5 = σH + µH , and v6 = γH + µH , N∗H = ΠH
µH

. Let h = (h1, h2, h3, h4)T be the vector
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field in the right-hand sides of Equation (2.4.19) and x(t) = (x1(t), x2(t), x3(t), x4(t))T

= (S∗nE(t), S∗nL(t), S∗nP (t), S∗nM(t))T .

Following [186], let ΦM be the monodromy matrix of the linear ω-periodic system

dZ

dt
= M(t)Z,

where, M(t) =
(
∂hi(x(t), t)

∂xj

)
1≤i,j≤4

. Further, let Y (t, s) t ≥ s, be the evolution

operator of the linear ω-periodic system

dy

dt
= −V (t)y,

that is, for each s ∈ R , the 6× 6 matrix Y (t, s) satisfies

dY (t, s)
dt

= −V (t)Y (t, s), ∀t ≥ s, Y (s, s) = I6,

where, I6 is the 6 × 6 identity matrix. Suppose that φ(s) (ω - periodic in s) is the

initial distribution of infectious individuals. Thus, F (s)φ(s) is the rate at which new

infections are produced by infected individuals who were introduced into the popula-

tion at time s [186]. Since t ≥ s, it follows that Y (t, s)F (s)φ(s) is the distribution of

those infected individuals who were newly-infected at time s, and remain infected at

time t. Hence, the cumulative distribution of new infections at time t, produced by all

infected individuals (φ(s)) introduced at a prior time s = t, is given by [186]

Ψ(t) =
∫ t

−∞
Y (t, s)F (s)φ(s)ds =

∫ ∞
0

Y (t, t− a)F (t− a)φ(t− a)da.

Let Cω be the ordered Banach space of all ω-periodic functions from R to R6, which

is equipped with maximum norm and positive cone C+
ω = {φ ∈ Cω : φ(t) ≥ 0,∀t ∈ R}.
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Define a linear operator L : C+
ω → C+

ω given by [186]

L(φ)(t) =
∫ ∞

0
Y (t, t− a)F (t− a)φ(t− a)da, ∀t ∈ R+, φ ∈ C+

ω .

The basic reproduction ratio for non-autonomous model (2.2.1) (denoted by R0n) is

then given by the spectral radius of the linear operator L, denoted by ρ(L) [186]. That

is, R0n = ρ(L). It can be verified that the assumptions A1− A7 in [186] are valid for

the model (2.2.1) with periodic parameters. Therefore, the below fllows from Theorem

2.2 in [186].

Theorem 2.4.1 Let r0(t) ≥ 1 for all t ≥ 0. The NDFS (ε0n(t)), of the non-

autonomous model (2.2.1), is LAS if R0n < 1, and unstable if R0n > 1.

We claim the following result.

Theorem 2.4.2 Let r0(t) > 1. The NDFS (ε0n(t)) of the special case of the non-

autonomous model (2.2.1) is GAS in C([0],R12
+ ) \ {T0, T1} if R0n < 1.

The proof of Theorem 2.4.2 is given in Appendix C. Theorem 2.4.2 shows that the

disease can be effectively-controlled or eliminated if the threshold quantity R0n can be

brought to and maintained at, a value less than unity. In other words, the prospects of

such effective control in the Chiang Mai province is promising if the control measures

implemented in the province can bring, and maintain, R0n to a value less than unity.

2.5 Discussion and Conclusions

This chapter is based on the design and analysis of a new deterministic model for

assessing the impact of vertical transmission, in the vector population, and tempera-

ture variability on the transmission dynamics and control of dengue disease. Although

dengue is primarily transmitted horizontally (via the vector-host-vector transmission

cycle), vertical transmission has also been observed in the two main dengue-competent
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Aedes mosquitoes (namely Aedes albopictus and Aedes aegypti [67; 154]) and the hu-

man host population [38].

The consequence of the vertical transmission process is that infected vectors con-

tinue to emerge (during favorable temperature and habitat conditions) even when

there are no infected hosts, since the infected eggs can survive the dry season and

re-emerge as infected adult mosquitoes [2; 135]. Temperature affects the dynamics of

both immature and adult stages of the dengue-competent mosquito lifecycle by gen-

erally affecting vector dynamics (e.g., survival, development, etc.) and mosquito-host

interactions (e.g., biting) [4].

The new model designed, which incorporates the dynamics of the aquatic stages of

the mosquito (including logistic eggs oviposition and density-dependent larval mortal-

ity), vertical transmission effects in the vector, was rigorously analysed to gain insight

into its dynamical features. It was further shown that, for small enough dengue mor-

tality rate, the non-trivial disease-free equilibrium of autonomous version of the model

is globally-asymptotically stable if the associated reproduction number of the model

is less than unity. The epidemiological implication of this result is that the disease

can be effectively-controlled if the control strategies implemented in the community

can bring (and maintain) the reproduction number to a value less than unity. In other

words, this result shows that bringing (and maintaining) the reproduction number to

a value less than unity is necessary and sufficient for the effective control of the disease

in the community.

The model was used to assess the population-level impact of vertical transmission.

It should be recalled from Table 2.1 that proportion of dengue-competent vector born

infected (r) is quite small (with r ∈ (0.0025, 0.13) ). Numerical simulations of the

autonomous version of the model (Figure 2.6(a)) show that vertical transmission has

very marginal effect on the disease dynamics. However, when temperature effects

are incorporated, simulations of the resulting model show that the effect of vertical
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transmission is more pronounced for temperature values in the range [16−26]◦C (Figure

2.10). This effect decreases for temperature values greater than 28◦C.

The model designed in this chapter contains numerous parameters, and the effect

of the associated uncertainties of the parameters on the numerical simulations of the

model was assessed using Latin Hypercube Sampling (LHS) and Partial Rank Correla-

tion Coefficients (PRCC) [21; 29; 111], based on parameter values and ranges relevant

to dengue transmission dynamics in the Chiang Mai province of Thailand [176]. These

analyses reveal some of the parameters of the model that play a dominant role on the

disease transmission dynamics, including the mosquito carrying capacity, biting rate

and eggs oviposition rate. Hence, effective dengue control is dependent on the design

of strategies that reduce the values of these parameters (e.g., using larviciding and

adulticiding to reduce the egg oviposition rate and mosquito carrying capacity, using

insecticide-treated bednets and insect repellents to minimize the biting rate).

Furthermore, simulations of the model show that vertical transmission has very

marginal (if at all) impact on the disease transmission dynamics in the community.

Finally, it is shown that dengue-associated burden, as measured in terms of the total

number of new dengue cases in humans, increases with increasing mean monthly tem-

perature in the recorded range for Chiang Mai ( [16 − 28]◦C). Further, such burden

is maximized when the mean monthly temperature lie in the range [16− 28]◦C. This

range is recorded in Chiang Mai province during 3-4 months of the year (between

June and August). Thus, this study suggests that anti-dengue control efforts should

be intensified in the Chiang Mai province of Thailand during these months (this result

supports the finding in [1]). Furthermore, dengue-associated burden decreases with

decreasing mean monthly temperature below 15◦C and above 32◦C and this result

supports the finding in [36; 61; 73; 103; 159; 198].
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Some of the relevant computer codes for this chapter (and next chapter) are ap-

pended in Appendix J. I plan to work on converting the codes into an easy-to-use

Decision Support System for members of the general public (including public health

and other researchers) to use to run scenario analysis.
Although the model we developed in this chapter accounts for many important fea-

tures of mosquito dynamics (such as the detailed mosquito lifecycle, at both immature
and and adult stages) and dengue dynamics in humans, in addition to the roles of tem-
perature fluctuations and vertical transmission, the model has a number of limitations.
These include not explicitly accounting for mosquito dispersal (e.g., using a diffusion
or metapopulation model to account for the effect of the mobility of mosquitoes within
the community), and the effect of land use changes and human mobility on the disease
dynamics. Furthermore, the homogeneous mixing assumption (where every resident
of the community is assumed to have equal chance of being bitten- and infected - by
a mosquito) can be relaxed, since people in certain neighbourhoods are less likely to
encounter mosquitoes than people in other neighbourhoods (i.e., aspects of socioeco-
nomic and health disparities need to be incorporated into the model). The model can
also be extended to explicitly account for the dynamics of all four serotypes of dengue
disease (as against considering only one dengue serotype).
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Chapter 3

DYNAMICS OF A TWO-SEX MODEL FOR THE POPULATION ECOLOGY OF

DENGUE MOSQUITOES IN THE PRESENCE OF WOLBACHIA

3.1 Introduction

Mosquito-borne diseases (MBDs) are infections transmitted to humans via the bite of

infected adult female mosquitoes. MBDs, such as chikungunya, dengue, malaria, West

Nile and Zika, continue to pose major public health challenges globally (particularly

in the tropical and sub-tropical regions [18; 70; 72; 90]). There are over 3,500 species

of mosquitoes, of which about 200 are known to be competent vectors of human dis-

eases [9; 71]. Dengue fever, chikungunya and Zika, the most significant and widely

spread arthropod-borne viral diseases [62; 79; 197], are vectored by Aedes mosquitoes

(with the world’s prevalent Aedes aegypti as the primary vector and the now-expanding

Aedes albopictus as the secondary vector) [99; 197]. Of the aforementioned three ar-

boviral diseases, dengue poses the heaviest burden (accounting for 390 million cases

and 300,000 mortality annually in over 120 countries) [100; 191].

Unfortunately, there is no specific therapy available against dengue fever. Further-

more, the world’s first anti-dengue vaccine (Sanofi’s Dengvaxia licensed in 2016 [193])

proved to be ineffective and had to be withdrawn from the market [54]. Other tra-

ditional methods for controlling mosquito population abundance, such as the use of

chemical insecticides to kill immature (larvicide) and adult (adulticiding via indoor

residual spraying IRS) and/or the use of long-lasting insecticidal nets (LLINs), in-

sect repellents etc, have also generally proved to be ineffective, largely due to adult

mosquito resistance to the chemicals used in each of the insecticide-based preventive

control measures mentioned above [10; 117]. In the context of dengue fever, traditional
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measures (focused on reducing the population abundance of Aedes aegypti mosquitoes)

have failed to significantly reduce or slow dengue outbreaks. Xue et al. [102] noted

that, there has been about 30-fold increase in dengue fever cases over the last 50 years.

The failure of traditional mosquito control methods necessitate a paradigm shift in

the effort to control MBDs. Over the years, a range of alternative biological control

measures, aimed at suppressing or replacing the mosquito vector via the mass release

of genetically-modified mosquitoes, have been proposed [3; 60; 88; 132; 163]. These

modifications include the sterilization of adult male mosquitoes (sterile insect technol-

ogy, (SIT)) to reduce the reproduction of adult wild female mosquitoes [3; 23], genetic

modification to introduce lethal genes [60; 160] or introduction of genes that reduce

disease transmission [88; 89; 113] into wild adult female mosquito population and the

infection of mosquitoes by a second agent, such as the bacterium Wolbachia, aimed

at suppressing pathogen transmission [132]. As noted by Segoli et al. [163], although

these alternative methods have potential effect, their success solely depend on the

ability of the released modified mosquitoes to survive and reproduce in the field. For

instance, the success of SIT is crucially dependent on the ability of the released sterile

male mosquitoes to be competitive and attractive to wild adult female mosquitoes [80].

Similarly, transgenic mosquitoes need to be able to survive and mate in the field in

order to induce their novel genes into the wild mosquito population [112].

The release of lab-reared mosquitoes that are infected with the bacteriumWolbachia

pipientis is considered to be a promising development for the control of dengue [51; 163].

Wolbachia is a maternally-transmitted intracellular parasitic infection naturally found

in over 60% of insect species, including mosquitoes [150; 178]. Although Wolbachia

is rarely found in Aedes aegypti (the primary vector of dengue), Wolbachia strains

derived from Drosophila Melanogaster artificially introduced into Aedes mosquitoes

(via embryo microinjection) was shown to suppress the development of the dengue

virus [5; 58; 163].
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Furthermore, Wolbachia induces cytoplasmic incompatibility (CI) by disrupting the

reproductive cycle between the sperm and the eggs, resulting in the development failure

of offsprings in the cross betweenWolbachia-infected males and uninfected females [188;

189]. In other words, CI occurs when Wolbachia-infected males mate with Wolbachia-

uninfected females to produce fewer or no offspring [188; 189]. This phenomenon

causes embryos from Wolbachia-uninfected females to die when the females mate with

Wolbachia-infected males (Wolbachia-infected females are not affected in this manner).

The overall ecological consequence of CI is that it increases the relative success

of Wolbachia-infected females in the population, thereby enhancing the spread of the

bacterium [163; 179]. In other words, since Wolbachia is maternally inherited, the

CI effect provides a transmission advantage for the symbiont, resulting in the rapid

invasion of the uninfected wild mosquito population [150; 178]. Successful invasion

depends on the CI overcoming incomplete maternal transmission of the Wolbachia

infection, as well as overcoming a loss of fitness of infected hosts [82].

In summary, Wolbachia induces resistance to dengue virus in Aedes aegypti (and

limits transmission of dengue virus in Aedes albopictus) [19; 123; 197]. As noted by

Xue et al. [197], Wolbachia-based mosquito control primarily focus on the release

of Wolbachia-infected mosquitoes aimed at creating sustaining Wolbachia infection in

the wild (Wolbachia-uninfected) mosquito population. If such (Wolbachia) infection

is sustained, then, the wild Wolbachia-infected mosquitoes will be less effective in

transmitting dengue virus to humans [89; 113]. Studies have shown that maintaining

Wolbachia infection in a wild mosquito population requires continually introducing

new Wolbachia-infected mosquitoes into the wild population [126].

Furthermore, a recent large-scale release ofWolbachia-infected mosquitoes in Cairns,

Australia, showed that the infected mosquitoes successfully invade and spread through

the wild population [89]. On the other hand, smaller releases of Wolbachia-infected

mosquitoes resulted in the failure of infected mosquitoes to invade (owing to the immi-

55



gration of Wolbachia-free mosquitoes from surrounding areas [89]). At least 12 coun-

tries, (namely Australia, Brazil, Colombia, Fiji, India, Indonesia, Kiribati, Mexico,

New Caledonia, Sri Lanka, Vanuatu and Vietnam) have been using Wolbachia-based

strategy to control the abundance of dengue mosquitoes and disease [133].

A number of mathematical models, typically of the form of deterministic systems

of nonlinear ordinary differential equations (ODEs), have been developed and used

to gain insight into the dynamics and impact of large scale release of Wolbachia-

infected mosquitoes on the control dengue virus in a population. Caspari and Watson

[31] developed the first mathematical model for assessing the dynamics of CI-causing

infections, and showed that the frequency of release Wolbachia-infected mosquitoes

should always tend to increase for infections that impose no fitness cost. Qu and

Hyman [144] presented a hierarchy of reduced ODE models for the spread of Wolbachia

in mosquitoes. Numerical simulations of the ODE models developed by Qu et al. [145]

and by Xue et al. [197] show that, although a small Wolbachia infection will die out

with time, Wolbachia epidemic can be sustained if the fraction of Wolbachia-infected

mosquitoes exceed a certain threshold (this result, which is supported by a recent

large scale field trial in Australia [59; 82], is owing to the presence the phenomenon of

backward bifurcation [61; 128]).

Koiller et al. [97] presented a 13-dimensional ODE model that included each aquatic

stage of the mosquito and fitness cost from Wolbachia infection.

Zheng et al. [203] presented a delay differential equations model for studying the

population biology of Wolbachia-infected mosquitoes in a community. This study

shows that when the Wolbachia infection does not alter the mean lifespan of the

Wolbachia-infected mosquito, the bacterium can spread into the entire population (of

wild adult mosquitoes) as long as the infection frequency stays strictly above a certain

threshold for a period no less than the pre-productive time τ . Furthermore, Zheng

et al. [199] developed a diffusion model to asses the impact mosquito mobility on
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the effectiveness of the Wolbachia-based mosquito control strategy. Their study shows

that diffusion is able to lower threshold value of the Wolbachia infection frequency

over which Wolbachia can invade the whole population. They also studied the impact

of imperfect maternal transmission (of Wolbachia) on the population ecology of the

Wolbachia-infected mosquitoes [204].

Li and Liu [106] presented an impulsive differential equation model for Wolbachia

infection, and showed that factors such as birth and death rates and Wolbachia strain

type play crucial roles on the persistence of Wolbachia-infected mosquitoes in the wild

population. Hughes and Britton [85] showed that Wolbachia has excellent potential

for dengue control in areas where the basic reproduction number for dengue-infected

mosquitoes (denoted by R0) is not too large. Ndii et al. [125], using an ODE model

that incorporates seasonal forcing, showed that a significant reduction in dengue cases

can be achieved via the release of wMel strain of Wolbachia. Similarly, Ferguson et al.

[56] showed that wMel Wolbachia strain can reduce the basic reproduction number of

dengue virus by 66-70%.

In this chapter, a mathematical model will be designed and used to gain realistic

insight into the population-level impact of the large-scale release of Wolbachia-infected

mosquitoes on the control of dengue disease and mosquitoes. The central objective

of this project is to determine whether or not a Wolbachia-based strategy will lead to

the effective control of dengue virus. To achieve this objective, a new mathematical

model is designed. The new two-sex model, which takes the form of a deterministic

system of nonlinear differential equations is designed> The model incorporates nu-

merous pertinent aspects of Wolbachia-vector-pathogen dynamics, such as the fitness

cost of Wolbachia infection, dynamics of the aquatic stages of the vector, vertical and

horizontal transmission of Wolbachia infection and the effects of Wolbachia infection

in mosquitoes and humans infected with dengue disease. The chapter is organized as

follows. The model is formulated in Section 3.2. Its basic qualitate features are also
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explored. The model is rigorously analysed in Section 3.3.1. Numerical simulations

are reported in Section 3.3.5.

3.2 Model Formulation

The total population of immature Aedes aegypti mosquitoes at time t, denoted by

NA(t), is subdivided into mutually exclusive compartments of Wolbachia-uninfected

(denoted byAU(t)) andWolbachia-infected (AW (t)) immatureAedes aegyptimosquitoes,

so that,

NA(t) = AU(t) + AW (t).

Similarly, the total population of adult Aedes aegypti mosquitoes at time t, denoted

by NV (t), is subdivided into subpopulation of Wolbachia-uninfected (i.e., wild or sus-

ceptible) adult female (FU(t)), Wolbachia-uninfected adult male (MU(t)), Wolbachia-

infected adult female (FW (t)),Wolbachia-infected adult male (MW (t)) and adult female

mosquitoes infected with dengue (FD(t)). Hence,

NV (t) = FU(t) +MU(t) + FW (t) +MW (t) + FD(t).

Finally, the total human population at time t, denoted by NH(t), is subdivided into the

compartments of susceptible (SH(t)), exposed (EH(t)), infectious (IH(t)) and recovered

(RH(t)) humans, so that

NH(t) = SH(t) + EH(t) + IH(t) +RH(t).

3.2.1 Birth Functions of Mosquitoes

After emergence, adult female Aedes aegypti mosquitoes seek male partners to mate.

Let BUU(t) be the rate at which offsprings are produced following the mating of
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Wolbachia-uninfected female and Wolbachia-uninfected male mosquitoes. The rate

BUU(t) is modelled using the logistic growth rate function:

BUU(t) = (φuψu)
( 1 +MU

1 +MU +MW

)(
1− NA

KA

)
+
FU . (3.2.1)

In (3.2.1), φu represents the number of eggs laid per oviposition, while ψu is the

oviposition rate of mated Wolbachia-uninfected adult female Aedes aegypti mosquitoes

(FU). The term 1 +MU

1 +MU +MW

represents the probability that the mating partner is

a Wolbachia-uninfected male mosquito. The offspring growth rate is modulated by the

the logistic term (
1− NA

KA

)
+
,

where KA > NA(t), for all t > 0, is the carrying capacity of immature mosquitoes.

The notation (x)+ = max{0, x} is used to ensure the non-negativity of the logistic

term. Similarly, let BWU represents the rate at which offsprings are produced follow-

ing mating of Wolbachia-infected adult female mosquitoes and a Wolbachia-uninfected

adult male mosquito. Hence,

BWU(t) = (φwψw)
( 1 +MU

1 +MU +MW

)(
1− NA

KA

)
+
FW , (3.2.2)

where, φw is the number of eggs laid per oviposition by FW mosquito and ψw is the

oviposition rate of mated FW mosquito. Let BWW represents the birth rate of off-

springs between Wolbachia-infected adult female and Wolbachia-infected adult male

mosquitoes. It follows that:

BWW (t) = (φwψw)
(

MW

1 +MU +MW

)(
1− NA

KA

)
+
FW . (3.2.3)

Let BDU(t) represents the rate at which offsprings are produced following the mating

of dengue-infected adult female mosquito (FD) and Wolbachia-uninfected adult male
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mosquito (MU). Hence,

BDU(t) = (φuψu)
( 1 +MU

1 +MU +MW

)(
1− NA

KA

)
+
FD (3.2.4)

Let BUW represents the rate at which uninfected offsprings are produced following

mating of Wolbachia-uninfected female and Wolbachia-infected male mosquitoes. It

follows that

BUW (t) = (1− ci)(φwψw)
(

MW

1 +MU +MW

)(
1− NA

KA

)
+
FU ,

where, φw and ψw are as defined before, and 0 ≤ ci ≤ 1 denotes for proportion of

eggs that failed to hatch due to cytoplasmic incompatibility (resulting from the mat-

ing between a Wolbachia-uninfected female and a Wolbachia-infected male mosquito).

Finally, let

BDW (t) = (1− ci)(φwψw)
(

MW

1 +MU +MW

)(
1− NA

KA

)
+
FD,

be the rate at which offsprings are produced following the mating ofWolbachia-infected

adult male mosquitoes and dengue-infected adult female mosquitoes.

It is worth noting that, in dengue-endemic areas, adult dengue-competent (Aedes)

mosquitoes (particularly adult wild mosquitoes) always exist. Hence, it is reasonable

to assume, in the formulation of the mating probabilities above, that MU(t) ≥ 1 and

MW (t) ≥ 0 for all t ≥ 0. In other words, MU(t) is never zero in dengue-endemic ar-

eas. On the other hand, the population of Wolbachia-infected adult male mosquitoes

(MW (t)) can certainly be zero (e.g., in a dengue-endemic area where the Wolbachia-

infected mosquitoes are not released or are released in small quantities that they

failed to ultimately survive in the community). Hence, based on the assumption that

MU(t) ≥ 1 and MW (t) ≥ 0, our formulation of the mating probabilities guarantee

that an adult female mosquito has a higher probability of mating with the adult male
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mosquito type (wild or Wolbachia-infected) that has higher population-level abun-

dance in the community. For example (noting that MU(t) > 1 and MW (t) ≥ 0),

if MW (t) − MU(t) − 1 > 0, then an adult female mosquito has a higher proba-

bility of mating with an adult Wolbachia-infected male mosquito (MW ) than with

a Wolbachia-uninfected adult male mosquito (MU) in the community. Similarly, if

1 + MU(t) − MW (t) > 0, then an adult female mosquito has a higher probability

of mating with a Wolbachia-uninfected male mosquito (MU) than with a Wolbachia-

infected male mosquito (MW ) in the community.

3.2.2 Equations of the Model

Based on the above derivations and assumptions, the two-sex compartmental model

for assessing the population-level impact of Wolbachia introduction on the population

ecology of Aedes aegypti mosquitoes and dengue disease in a community is given by

the following deterministic system of nonlinear differential equations:

dAU
dt

= BUU + (1− vw)(BWU +BWW +BUW ) +BDU − σmAU − µaAU ,

dAW
dt

= vw(BWU +BWW +BUW ) +BDW − σmAW − µaAW ,

dFU
dt

= bfσmAU −
(
aV βV IH
NH

)
FU − q

(
MW

1 +MU +MW

)
FU − µufFU ,

dFW
dt

= bfσmAW + q
(

MW

1 +MU +MW

)
FU − θwµufFW ,

dMU

dt
= (1− bf )σmAU − µumMU ,

dMW

dt
= (1− bf )σmAW − µumMW , (3.2.5)

dFD
dt

=
(
aV βV IH
NH

)
FU − µufFD,

dSH
dt

= ΠH −
(
aV βHSH
NH

)
FD − µHSH ,

dEH
dt

=
(
aV βHSH
NH

)
FD − σHEH − µHEH ,
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dIH
dt

= σHEH − γHIH − µHIH ,

dRH

dt
= γHIH − µHRH .

In the model (3.2.5), the birth functions BUU , BWU , BUW ,BDU and BDW are defined as

before. The parameter 0 < vw < 1 is the proportion of offsprings of Wolbachia-infected

adult female mosquitoes that are born infected with Wolbachia (via vertical transmis-

sion). The parameter σm models the development rate of immature mosquitoes to

adulthood, with 0 < bf < 1 representing the proportion of new adult mosquitoes

that are female. Natural death occurs in all aquatic mosquito stages at a rate µa.

Adult female (male) mosquitoes die naturally at a rate µuf (µum). It is assumed that

both Wolbachia-uninfected and Wolbachia-infected immature mosquitoes mature to

adulthood at the same rate σm.

Wolbachia-uninfected adult female mosquito acquire dengue infection, following an

effective bite on a dengue-infected human (by a susceptible adult female mosquitoes)

at a rate aV βV , where aV is the per capita biting rate of FU mosquito from infec-

tious human (IH) and βV is the probability of transmission (from IH to FU per bite).

Further, Wolbachia-uninfected adult female mosquito acquire Wolbachia infection fol-

lowing successful mating with Wolbachia-infected adult male mosquitoes at a rate
qMW

1 +MU +MW

, where, q is the rate of horizontal Wolbachia transmission (following

mating between a Wolbachia-infected adult male and a Wolbachia-uninfected adult fe-

male mosquito). The modification parameter θw accounts for the assumed increase of

natural mortality rate of Wolbachia-infected adult female mosquitoes, in comparison

to Wolbachia-uninfected adult female mosquitoes (i.e., due to fitness cost of Wolbachia

infection) [188; 189].

Recruitment into the human population (by birth or immigration) occurs at per

capita rate ΠH . Susceptible humans acquire dengue infection at a rate aV βH , where

βH is the probability of infection per bite from a dengue-infected adult female mosquito.
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Exposed humans develop clinical symptoms of dengue at a rate σH . Infectious humans

recover at a rate γH , and humans in all epidemiological compartments are assumed to

die naturally at a rate µH (no dengue-induced mortality is assumed).

The main assumptions made in the formulation of the model (3.2.5) are:

(i) The eggs laid by Wolbachia-uninfected adult female mosquito (FU) that has suc-

cessfully mated with a Wolbachia-infected adult male mosquito (MW ) will not

hatch into larvae due to perfect cytoplasmic incompatibility (CI) effect [20; 113].

(ii) Wolbachia-infected adult female mosquitoes (FW ) do not acquire dengue infec-

tion. This is owing to the fact that Wolbachia blocks the RNA of dengue virus,

making dengue transmission in the Wolbachia-infected adult female mosquitoes

impossible [20; 185]. In other words, Wolbachia-infected adult female mosquito

has a fitness advantage of not acquiring dengue infection, as against Wolbachia-

uninfected adult female mosquito.

(iii) Wolbachia-infected adult female mosquitoes have a shorter lifespan (θw > 1),

in comparison to Wolbachia-uninfected adult female female mosquitoes. This

is a fitness cost in favour of Wolbachia-uninfected adult female mosquitoes. It

should be mentioned that such heterogeneity (between Wolbachia-infected and

Wolbachia-uninfected adult female mosquitoes) in lifespan is not assumed in the

adult male mosquito population [113; 185].

(iv) No heterogeneity in natural mortality rate (µa) and maturation rate (σm) in the

aquatic stage of the mosquito lifecycle is assumed.

(v) Wolbachia male-killing effect (i.e., feminization) is not accounted for. This is a

simplifying assumption [143; 158].

(vi) No vertical transmission of dengue disease is assumed. Numerous earlier modeling

studies, including the study by Taghikhani and Gumel [175], have shown that
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vertical transmission has no significant effect on dengue transmission dynamics

[67; 154].

Table 3.1. Description of the State Variables of the Model (3.2.5)
State Variables Description
AU (AW ) Number of Wolbachia-uninfected (infected) immature mosquitoes
FU (FW ) Number of Wolbachia-uninfected (infected) adult female mosquitoes
MU (MW ) Number of Wolbachia-uninfected (infected) adult female mosquitoes
FD Number of dengue-infected adult female mosquitoes
SH Number of susceptible humans
EH Number of exposed (infected but not infectious) humans
IH Number of symptomatically-infected (infectious) humans
RH Number of recovered humans

Table 3.2. Description of the Parameters of the Model (3.2.5)
Parameters Description
KA Carrying capacity of aquatic stage of mosquitoes
ΠH Recruitment rate of humans (via birth or immigration)
σm Development rate of immature mosquitoes in aquatic stage
bf Proportion of new adult mosquitoes that are female
q Rate of horizontal transmission of Wolbachia from Wolbachia-infected

adult male mosquitoes to Wolbachia-uninfected adult female mosquitoes
ci Fraction of unviable offsprings due to cytoplasmic incompatibility
φu Per capita egg laying rate by Wolbachia-free mosquitoes
ψu Probability of successful mating between uninfected adult female and

uninfected adult male mosquitoes
φw Per capita egg laying rate by Wolbachia-infected mosquitoes
ψw Probability of successful mating between Wolbachia-infected mosquitoes
µa Per capita mortality rate of aquatic stage of mosquitoes
µuf Per capita mortality rate of uninfected adult female mosquitoes
µum Per capita mortality rate of adult male mosquitoes
vw Proportion of offsprings of Wolbachia-infected adult female mosquitoes that

are born with Wolbachia infection
aV Biting rate of Wolbachia-free mosquitoes
βH Probability of infection of a susceptible human per bite by an infected mosquito
βV Probability of infection of a susceptible mosquito per bite by an infected human
σH Rate of development of clinical symptoms of disease by exposed humans
γH Recovery rate for humans
θw Modification parameter for the assumed increase in the mortality rate of

Wolbachia-infected adult female mosquitoes, in comparison to Wolbachia-
uninfected adult female mosquitoes

The model (3.2.5) is an extension of numerous Wolbachia-infected mosquitoes models

that include vertical transmission in the vector population (such as those in [2; 39; 56;

61; 67; 77; 85; 197] by (inter ralia) :
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• adding the dynamics of dengue disease in the human and mosquito populations

(this was not included in the models in [56; 105; 106; 146; 197]);

• allowing for horizontal transmission of Wolbachia infection (this was not consid-

ered in the models in [56; 85; 105; 106; 125; 146; 197]).

Table 3.3. Ranges and Baseline Values of the Parameters of the Model (3.2.5).
Parameter Range Baseline Reference
bf [0.5-0.57] 0.5 [107]
φu [0-75] 50 [43]
ψu [0-1] 0.8 [200]
φw [0-70] 47 [85; 196]
ψw [0-1] 0.8 –
µa [0.01-0.04] 0.02 [83; 114]
µuf [1/21-1/14] 1/17 [113; 172]
µm [1/14-1/7] 1/11 [113; 172]
vw [0.89-1] 0.95 [185]
βH [0.1-0.75] 0.2 [196; 82]
βV [0.05-0.35] 0.1 [196; 82]
σH [0.07-0.3] 0.15 [61]
γH [0.09-0.25] 0.2 [61]
θw [1-1.7] 1.1 [85; 196]
aV [0-1] 0.12 [7]

3.2.3 Basic Qualitative Analysis of the Model

In this section, the basic qualitative features of the model (3.2.5) will be explored.

The aim is to assess the well-posedness of the model (with respect to positivity and

boundedness of solutions of the model). We claim the following result.

Theorem 3.2.1 Let X(t) = (AU(t), AW (t), FU(t), MU(t), FW (t), MW (t),FD(t),

SH(t), EH(t), IH(t) ,RH(t))T be solutions of the model (3.2.5) at time t. If initial

data X(0) of the model be strictly positive, then, all solutions of the model remain

non-negative and bounded in R11
+ for all time t > 0.

Proof of Theorem 3.2.1 is given in Appendix D.
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3.3 Analysis of Model Without Cytoplasmic Incompatability

Numerous laboratory studies [20; 113] have shown that the phenomenon of Cytoplas-

mic Incompatability (CI) is almost perfect (i.e., it is about 95% to 100% effective in

preventing these eggs from hatching). Hence, it is instructive to analyse the dynamics

of the model (3.2.5) in the absence of CI. It should be recalled that cytoplasmic in-

compatability causes the eggs produced by Wolbachia-unifected adult female mosquito

that has mater with a Wolbachia-infected adult male mosquito not to hatch. The

proportion of these eggs was denoted by the parameter ci in the formulation of the

model (3.2.5). Assuming perfect cytoplasmic incompatability in the model (3.2.5)

gives the following reduced model (obtained by setting ci = 1 in (3.2.5), so that

BUW (t) = BDW (t) = BDW = 0 in (3.2.5)):

dAU
dt

= BUU + (1− vw)(BWU +BWW ) +BDU − σmAU − µaAU ,

dAW
dt

= vw(BWU +BWW )− σmAW − µaAW ,

dFU
dt

= bfσmAU −
(
aV βV IH
NH

)
FU − q

(
MW

1 +MU +MW

)
FU − µufFU ,

dFW
dt

= bfσmAW + q
(

MW

1 +MU +MW

)
FU − θwµufFW ,

dMU

dt
= (1− bf )σmAU − µumMU ,

dMW

dt
= (1− bf )σmAW − µumMW , (3.3.6)

dFD
dt

=
(
aV βV IH
NH

)
FU − µufFD,

dSH
dt

= ΠH −
(
aV βHSH
NH

)
FD − µHSH ,

dEH
dt

=
(
aV βHSH
NH

)
FD − σHEH − µHEH ,

dIH
dt

= σHEH − γHIH − µHIH ,
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dRH

dt
= γHIH − µHRH .

3.3.1 Existence and Asymptotic Stability of Equilibria

The reduced model (3.3.6) will now be analysed for the existence and asymptotic

stability of its disease-free (i.e., dengue-free) equilibria.

3.3.1.1 Existence of Disease-free Equilibria

It is convenient, first of all, to define the following quantities

RU = (φuψu)
(

σm
σm + µa

)
(bf )

(
1
µuf

)
. (3.3.7)

The quantity RU represents the average number of new Wolbachia-uninfected adult

female Aedes mosquitoes produced by a Wolbachia-uninfected adult female Aedes

mosquito during its lifetime. Ecologically-speaking, it is product of the eggs laying rate

of Wolbachia-uninfected adult Aedes female mosquitoes (φuψu), the probability that

these eggs survived to become adult mosquitoes
(

σm
σm+µa

)
, the proportion of new adult

mosquitoes that are females (bf ), and the average lifespan of Wolbachia-uninfected

adult female mosquitoes
(

1
µuf

)
. The model (3.3.6) has the following disease-free and

boundary equilibria (dengue-present).

3.3.1.2 Trivial (mosquito-free and dengue-free) equilibrium (T0)

T0 = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W , F

∗
D, S

∗
H , E

∗
H , I

∗
H , R

∗
H)

= (0, 0, 0, 0, 0, 0, 0, ΠH

µH
, 0, 0, 0).

This equilibrium is ecologically unrealistic (since mosquitoes always exist, and will not

be considered in the analysis of the model).
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3.3.1.3 Wolbachia-free and Dengue-free Equilibrium (T1)

T1 = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W , F

∗
D, S

∗
H , E

∗
H , I

∗
H , R

∗
H)

= (A∗U , 0,
bfσmA

∗
U

µuf
, 0, (1− bf )σmA∗U

µum
, 0, 0, ΠH

µH
, 0, 0, 0),

with A∗U = KA(1 − 1
RU

). Clearly, this equilibrium exists if and only if RU > 1 (since

A∗U > 0 if and only if RU > 1).

3.3.2 Existence of Wolbachia-free and Dengue-present Boundary Equilibrium (T2)

.

T2 = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W , F

∗
D, S

∗
H , E

∗
H , I

∗
H , R

∗
H)

=
(
A∗U , 0,

µHµufF
∗
D

aV βV I∗H
, 0, (1− bf )σmA∗U

µum
, 0, F ∗D, S∗H ,

aV βHF
∗
DS
∗
H

N∗H(σH + µH) ,
σHE

∗
H

γH + µH
,
γHI

∗
H

µH

)
,

where,

A∗U = KAφuψu(F ∗U + F ∗D)
φuψw +KA(σm + µa)

, F ∗D = A−B − C
D

, and S∗H = ΠHµH
aV βHF ∗D + µHN∗H

,

with,

A = σmKAΠHa
2
V bfβHβV φuψuσH ,

B = φuψuN
2
HµH (µH + σH) (γH + µH)µ2

uf ,

C = ΠHa
2
VKAσHβV βH (σm + µa)µuf ,

D = aV (NH (µH + σH) (γH + µH)µuf + ΠHaV βV σH)φuβHµufψu.
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It follows that this equilibrium (T2) exists (i.e., F ∗D > 0) if and only if

σmKAΠHaV
2bfβHβV φuψuσH

φuψuNH
2µH (µH + σH) (γH + µH)µuf 2 + ΠHaV 2KAσHβV βH (σm + µa)µuf

> 1.

(3.3.8)

The results above are summarized below.

Theorem 3.3.1 The model (3.3.6) has the following equilibria:

(i) A trivial mosquito-free and dengue-free equilibrium (T0), which always exists.

(ii) A Wolbachia-free and dengue-free equilibrium (T1), which exists if and only if

RU > 1.

(iii) AWolbachia-free and dengue-present boundary equilibrium (T2), which exists when-

ever Inequality (3.3.8) holds.

It should be mentioned that the model (3.3.6) has at least one co-existence equilibrium

(where both Wolbachia-uninfected and Wolbachia-infected mosquitoes are present, as

well as humans and dengue). However, expressing this equilibrium in closed form is

difficult (and not given here).

3.3.3 Asymptotic Stability of Disease-free Equilibria

In this section, the local asymptotic stability of the disease-free equilibria T0 and T1

will be explored.

3.3.3.1 Asymptotic Mosquito-free and Dengue-free Equilibrium (T0)

The linear stability of the trivial equilibrium (T0) can be established by linearizing the
model (3.3.6) around T0. In particular, the Jacobian of the linearized system (3.3.6)
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around T0 is given by

J (T0) =



j1,1 0 φuψu j1,4 0 0 0 0 0 0 0

0 j2,2 0 vwφwψw 0 0 0 0 0 0 0

bfλ 0 −µuf 0 0 0 0 0 0 0 0

0 bfλ 0 −θwµuf 0 0 0 0 0 0 0

j5,1 0 0 0 −µum 0 0 0 0 0 0

0 j6,2 0 0 0 −µum 0 0 0 0 0

0 0 0 0 0 0 −µuf 0 0 0 0

0 0 0 0 0 0 −aV βH −µH 0 0 0

0 0 0 0 0 0 aV βH 0 j9,9 0 0

0 0 0 0 0 0 0 0 σH j10,10 0

0 0 0 0 0 0 0 0 0 γH −µH



,

where, j1,1 = j2,2 = −(σm + µa), j1,4 = (1− vw)φwψw, j5,1 = (1− bf )σm, j6,2 =

(1− bf )σm, j9,9 = −(σH + µH), j10,10 = −(γH + µH). The associated eigenvalues of

J (T0) are given by

λ1 = −1
2

[
θwµuf + σm + µa +

√
(σm + µa − θwµuf )2 + 4 bfσm φwψwvw

]
,

λ2 = −1
2

[
θwµuf + σm + µa −

√
(σm + µa − θwµuf )2 + 4 bfσm φwψwvw

]
,

λ3 = −1
2

[
µuf + σm + µa +

√
(σm + µa − µuf )2 + 4 bfσm φuψu

]
, (3.3.9)

λ4 = −1
2

[
µuf + σm + µa −

√
(σm + µa − µuf )2 + 4 bfσm φuψu

]
,

λ5 = −µuf , λ6 = λ7 = −µum, λ8 = λ9 = −µH , λ10 = −(σH + µH),

λ11 = −(γH + µH).

It follows from (3.3.9) that the eigenvalues λ1, λ3, λ5, λ6, λ7, λ8, λ9, λ10 and λ11 all

have negative real part. Furthermore, it can be seen that the eigenvalue λ2 < 0 if and
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only if

RW = vwbfσm φwψw
θwµuf (σm + µa)

< 1. (3.3.10)

Similarly, the eigenvalue λ4 < 1 if and only if

RU = bfσm φuψu
µuf (σm + µa)

< 1. (3.3.11)

These results are summarized below.

Theorem 3.3.2 The trivial equilibrium (T0) of the model (3.3.6) is locally-asymp-

totically stable whenever RU < 1 and RW < 1, and unstable if RU > 1 or RW > 1.

The ecological implication of Theorem 3.3.2 is that a small influx of mosquitoes (both

wild and Wolbachia-infected) into the community will not lead to the persistence of

the mosquito population whenever both RU and RW are less than unity. In other

words, for small initial number of mosquitoes (both wild and Wolbachia-infected), the

mosquito population will go extinct whenever RU and RW are less than unity.

3.3.3.2 Asymptotic Stability of Wolbachia-free and Dengue-free Equilibrium (T1)

The Wolbachia-free and dengue-free equilibrium (T1) is the more realistic (in nature)

of the disease-free (i.e., dengue-free) equilibria discussed above. Hence, it will be

solely considered for the asymptotic stability analysis of the model (3.3.6). The next

generation operator method [46; 182] will be used for the analysis. Using the notation

in van den Driessche and Watmough [182], the associated matrices F and V , for the
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new infection and transmission terms, respectively, are given by

F =



0 vmφwψw
(
1− A∗U

KA

)
0 0 0 0 0

0 0 qF ∗U
(1+M∗U ) 0 0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 aV βV F
∗
U

N∗H
0

0 0 0 aV βHS
∗
H

N∗H
0 0 0

0 0 0 0 0 0 0

0 0 0 0 0 0 0



,

V =



σm + µa 0 0 0 0 0 0

−σm bf µuf θw 0 0 0 0 0

− (1− bf )σm 0 µum 0 0 0 0

0 0 0 µuf 0 0 0

0 0 0 0 σH + µH 0 0

0 0 0 0 −σH γH + µH 0

0 0 0 0 0 −γH µH



.

It follows that the reproduction number of the model (3.3.6), denoted by R0, is given

by (where, ρ is the spectral radius; that is, ρ is the dominant eigenvalue of FV −1)

R0 = ρ(FV −1) = max{R0W ,R0D}, (3.3.12)
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where,

R0W = 1
2

RW

RU

+

√√√√(RW

RU

)2
+ 4 KAqσm(1− bf )(RU − 1)RW

µuf [µumRU +KAσm(1− bf )(RU − 1)]RU

 ,
(3.3.13)

and,

R0D =
√√√√a2

VKAbfβHβV σmσHµH (RU − 1)
ΠHµ2

uf (σH + µH)(σH + µH)RU

, (3.3.14)

with RU and RW are defined in Equations (3.3.7) and (3.3.10), respectively.

The quantity R0W represents the average number of Wolbachia-infected mosquitoes

produced by one Wolbachia-infected adult female mosquito introduced into a mosquito

population with only the wild adult mosquitoes present (near to the Wolbachia-free

and dengue-free equilibrium T1). Similarly, R0D is the average number of new dengue

cases generated by one dengue-infected human (dengue-infected and Wolbachia - unin-

fected adult female mosquito) introduced into a population of susceptible adult female

Wolbachia-uninfected mosquitoes (susceptible humans) near the Wolbachia-free and

dengue-free equilibrium T1. The result below follows from Theorem 2 of [182].

Theorem 3.3.3 Consider the model (3.3.6) with RU > 1. The Wolbachia-free and

dengue-free equilibrium T1 is locally-asymptotically stable whenever R0 < 1, and un-

stable if R0 > 1.

The epidemiological implication of Theorem 3.3.3 is that releasing small number of

Wolbachia or dengue-infected mosquitoes into the wild mosquito population will not

lead to the persistence (or dominance) of the Wolbachia-infected mosquitoes or dengue

disease in the community when RU > 1 and R0 < 1.

The result of Theorem 3.3.3 is numerically-illustrated by simulating the model

(3.3.6) using various combinations of R0W and R0D (here, various combinations of
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R0). The results obtained are tabulated in Table 3.4. Items (i) and (iii) of Table 3.4

suggest the possibility of backward bifurcation in the model (3.3.6) (see [24; 27] and

some of the references therein). This is owing to the fact that these two items show

that Wolbachia-infected mosquitoes may die out or persist when R0 < 1. Backward

bifurcation is a dynamic phenomenon associated with the co-existence of multiple

asymptotically-stable equilibrium (namely, the locally-asymptotically stable T1 and a

locally-asymptotically stable co-existence equilibrium) when R0W < 1 [24; 27]. In

particular, Figure 3.1 shows such persistence (Figure 3.1a) or decay (Figure 3.1b) of

Wolbachia-infected mosquitoes when R0 < 1 for two different sets of initial conditions.
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Figure 3.1: Simulation of the Model (3.3.6) Showing the Persistence or Decay of the Total Population
of Adult Wolbachia-infected Mosquitoes (FW + MW ) as a Function of Time, Using Two Different Set of
Initial Conditions. Parameter Values Used Are: σm = 0.25, q = 0.1, KA = 120000, bf = 0.5, µa = 0.001,
µuf = 1/18, µum = 1/11, vw = 0.5, φu = 3, ψu = 0.8, φw = 3, ψw = 0.6, θw = 1.1, aV = 0.3, βH = 0.8,
βV = 0.8, σH = 0.15, γH = 0.2, ΠH = 100, and µH = 0.00005, such that RU = 21.51, RW = 7.82,
R0W = 0.95 and R0D = 0.94. The initial values used are: (a) AU (0) = 100, AW (0) = 0, FU (0) = 10, 000,
FW (0) = 10, 000, MU (0) = 100, MW (0) = 10, 000, FD(0) = 1, 000, SH(0) = 100, 000, EH(0) = 10, IH(0) = 2,
and RH(0) = 0. (b) AU (0) = 10, 000, AW (0) = 1, 000, FU (0) = 10, 000, FW (0) = 100, 000, MU (0) = 10, 000,
MW (0) = 1, 000, 000, FD(0) = 1, 000, SH(0) = 100, 000, EH(0) = 10, IH(0) = 2, and RH(0) = 0.

Table 3.4. Possible Outcomes Based on Values of the Reproduction Number.
Item R0W R0D R0 outcome
(i) < 1 < 1 < 1 Wolbachia dies out or persists
(ii) > 1 < 1 R0W Wolbachia persists
(iii) < 1 > 1 R0D Wolbachia dies out or persists
(iv) 1 < R0W < R0D > 1 R0D Wolbachia dies out or persists
(v) > 1 1 < R0D < R0W R0W Wolbachia persists
(vi) R0W = R0D > 1 R0W = R0D > 1 R0W or R0D Wolbachia persists
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The epidemiological implication of backward bifurcation is that the classical require-

ment of having R0 < 1, while necessary, is no longer sufficient for the effective control

of mosquitoes in the community [24; 27]. In such a backward bifurcation scenario (in

the context of the model (3.3.6)), the effective control of mosquitoes and dengue dis-

ease (including the persistence of Wolbachia-infected mosquitoes) depend on the initial

size of the sub-populations of the model (3.3.6). The presence of the phenomenon of

backward bifurcation is now explored rigorously for a special case of the model (3.3.6).

3.3.4 Backward Bifurcation Analysis

For simplicity, the phenomenon of backward bifurcation will be explored for a special

case of the model (3.3.6) with mosquitoes only (i.e., no humans and dengue disease).

This special case of the model (3.3.6) is given by (where the expressions for BUU(t),

BWU(t) and BWW (t), given in Section 3.2.1, are used now)

dAU
dt

= BUU + (1− vw)(BWU +BWW )− σmAU − µaAU ,
dAW
dt

= vw(BWU +BWW )− σmAW − µaAW ,

dFU
dt

= bfσmAU −
(
aV βV IH
NH

)
FU − q

(
MW

1 +MU +MW

)
FU − µufFU ,

dFW
dt

= bfσmAW + q
(

MW

1 +MU +MW

)
FU − θwµufFW , (3.3.15)

dMU

dt
= (1− bf )σmAU − µumMU ,

dMW

dt
= (1− bf )σmAW − µumMW .

The model (3.3.15) will be studied in the following invariant region:

D = {(AU , AW , FU , FW ,MU ,MW ) ∈ R6
+|AU , AW , FU , FW ,MU ,MW < KA}.
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For the model (3.3.15), the equilibria T0 and T1 now, respectively, reduce to

T0� = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W ) = (0, 0, 0, 0, 0, 0),

and,

T1� = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W ) = (A∗U , 0,

bfσmA
∗
U

µuf
, 0, (1− bf )σmA∗U

µum
, 0),

with A∗U = KA(1 − 1
RU

). The equilibrium T1� exists if and only if RU > 1. We claim

the following result for the trivial equilibrium T0� of the model (3.3.15).

Theorem 3.3.4 The trivial equilibrium (T0�) of the model (3.3.15) is locally-asympt-

otically stable whenever RU < 1 and RW < 1, and unstable if RU > 1 or RW > 1.

The proof of Theorem 3.3.4, based on using standard linearization, is given in Appendix

E. Further, we claim the the following result.

Theorem 3.3.5 The model (3.3.15) with RU > 1 undergoes a backward bifurcation at

R0W = 1 whenever a certain bifurcation coefficient, denoted by a(φ∗w) and defined in

Equation (.0.6), is positive.

The proof of Theorem 3.3.5, based on using Center Manifold theory [27; 30], is given in

Appendix F. Figure 3.2 depicts the backward bifurcation diagram of the model (3.3.15).

It is worth mentioning that some earlier studies for Wolbachia-dengue dynamics, such

as those in [2; 39; 56; 61; 67; 77; 85; 197], have illustrated the presence of backward

bifurcation numerically.

As stated earlier, the presence of backward bifurcation in the transmission dynamics

of a disease emphasize the importance of initial conditions in determining the disease

outcome when the reproduction number of the model is less than unity. In other words,

the presence of backward bifurcation phenomenon makes the effective disease control
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more difficult. Consequently, it is instructive to explore the mechanism(s) that cause

the presence of backward bifurcation in the model (3.3.15). This is explained below.

Figure 3.2: Backward Bifurcation Diagram of the Model (3.3.15), Showing a Plot of A∗W as a Function
of the Reproduction Number R0W . Parameter Values Used to Generate This Bifurcation Diagram Are:
σm = 1/5, q = 0.26,KA = 120000, bf = 1/2, µa = 0.001, µuf = 1/18, µum = 1/9, φu = 17, vw = 0.88076, ψu =
1, ψw = 0.42, θw = 0.997 and φw = 8 (so that a = 2.9496711 × 10−6, R0 = 1). Red and blue lines indicate
unstable and stable endemic equilibrium points (EEP), respectively.

It is convenient to consider the special case of the model (3.3.15) with q = 0 (no

horizontal transmission of Wolbachia) and with fixed mating probabilities MW

1+MU+MW

and 1+MU

1+MU+MW
. That is, let q = 0 in (3.3.15) and

mw = MW

1 +MU +MW

= m̄w, and mu = 1−mw = 1 +MU

1 +MU +MW

= m̄u,

with m̄u ∈ (0,1] and m̄w ∈ [0,1). Using constant values of mu and mw (given by m̄u

and m̄w above, respectively) in the model (3.3.15), it follows that the equilibria T0�

and T1� now have the forms:

T0c = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W ) = (0, 0, 0, 0, 0, 0),

and,

T1c = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W ) = (A∗U , 0,

bfσmA
∗
U

µuf
, 0, (1− bf )σmA∗U

µum
, 0),
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with A∗U = KA(1− 1
m̄uRU

). Furthermore, let

R̃0W = RW

m̄uRU

,

be the associated reproduction number of the model (3.3.15). We claim the following

result.

Theorem 3.3.6 Consider the model (3.3.15) with mw = m̄w ∈ [0, 1), mu = m̄u ∈

(0, 1] and q = 0. The trivial equilibrium T0c of the model (3.3.15) is locally-asymptotical-

ly stable if RW < 1 and m̄w > 1− 1
RU

.

The proof of Theorem 3.3.6, based on using standard linearization, is given in Appendix

G. We claim the following result.

Theorem 3.3.7 Let RU > 1. The model (3.3.15) with mw = m̄w, mu = m̄u and

q = 0 does not undergo a backward bifurcation at R̃0W = 1 whenever m̄w < 1− 1
RU

.

The proof of Theorem 3.3.7, based on using Center Manifold theory [27; 30], is given

in Appendix H. Theorem 3.3.7 guarantees the non-existence of backward bifurcation

in the model (3.3.15) when RU > 1, mw = m̄w, mu = m̄u and q = 0. Thus, this study

identifies two main mechanisms that cause the presence of backward bifurcation in the

model (3.3.6), namely

(i). horizontal transmission of Wolbachia from a Wolbachia-infected male mosquito to

a Wolbachia-uninfected female mosquito (i.e., q 6= 0);

(ii). variable mating probabilities forWolbachia-infected (mw) andWolbachia-uninfected

(mu) adult male mosquitoes. In particular, as shown in the proof of Theorem 3.3.7

(Appendix H), backward bifurcation does not exist at R̃0W = 1 if m̄w < 1− 1
RU

.
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Figure 3.3: Transcritical (Forward) Bifurcation Diagram of the Special Case of the Model (3.3.15), With
mwm̄w, mu = m̄u and q = 0. Parameter Values Used to Generate This Bifurcation Diagram Are: σm = 1/5,
KA = 120000, bf = 1/2, µa = 0.001, µuf = 1/17, µum = 1/9, φu = 17, ψu = 1, ψw = 0.42, θw = 0.997,
m̄u = 0.5, m̄w = 0.5, vw = .88076 and φw = 25.2 (so that a = −5.565182480 × 10−7, R̄0W = 1, w2 = 1 and
v2 = 1). Red and Blue Lines Indicate Unstable and Stable Endemic Equilibrium, Respectively.

It is instructive to explore whether or not the Wolbachia-free equilibrium of the model

(3.3.15), given by T1c, is globally-asymptotically stable when the aforementioned condi-

tions for backward bifurcation are relaxed (i.e., when q = 0, mu = m̄u and mw = m̄w).

This is done below. We claim the following result.

Theorem 3.3.8 Consider the model (3.3.15) with mw = m̄w, mu = m̄u, q = 0 and

RU > 1. The Wolbachia-free equilibrium of the model (3.3.15), given by T1c, is globally-

asymptotically stable in D\{T0�} whenever R̃0W ≤ 1
RU (1−m̄w) < 1.

The proof of Theorem 3.3.8, based on using Lyapunov function theory, is given in

Appendix I. The epidemiology implication of Theorem 3.3.8 is that the Wolbachia-

infected mosquito population will not survive in the community regardless of the initial

number of Wolbachia-infected mosquitoes released into the wild mosquito population

(if R̃0W < 1
RU (1−m̄w) and m̄w < 1− 1

RU
).
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3.3.5 Periodic Release of Wolbachia-infected Mosquitoes

To allow for the impulsive/periodic release of mosquitoes in the reduced model (3.3.6),

the equations for dynamics of the Wolbachia-infected females (FW ) and males (MW )

will now be re-defined as [84; 167]

dFW
dt

= bfσmAW + q
(

MW

1 +MU +MW

)
FU − θwµufFW , t 6= nτ,

dMW

dt
= (1− bf )σmAW − µumMW , t 6= nτ,

FW (nτ+) = FW (nτ+) +WRf , t = nτ, (3.3.16)

MW (nτ+) = MW (nτ+) +WRm, t = nτ,

FW (0+) ≥ 0, MW (0+) ≥ 0,

where, τ > 0 is the time lag between successive releases of adult Wolbachia-infected

mosquitoes (either males or females or both), nτ+ is the moment immediately after the

nthWolbachia-infected mosquitoes release andWRf andWRm denote for the number of

Wolbachia-infected female and male mosquitoes released, respectively, at each release

time nτ .

3.3.5.1 Release effect statistic

Following White et al [190], we define the release effect statistic, denoted by R(t), given

by

R(t) =
∫ t+τ
τ N1(s)ds∫ t+τ
τ N0(s)ds

, (3.3.17)

where, N1 is the total abundance of uninfected adult female mosquitoes over a pe-

riod of time with the release of Wolbachia-infected mosquitoes and N0 is the total

abundance of un-infected adult female mosquitoes over that same period without the

80



release of Wolbachia-infected mosquitoes. The time-dependent measure R(t) in Equa-

tion (3.3.17) gives the relative effect of the Wolbachia-infected mosquitoes release at

different time points in the population cycle of the wild-type mosquitoes [190]. Equa-

tion (3.3.17) gives the following three ecological explanation for the release statistic R

[190]:

1. If R = 1, then there is no relative effect of the control strategy on the wild-type

mosquito population.

2. If R < 1, then the release have a negative (desirable) effect on the wild-type

mosquito population.

3. If R > 1, then the release have a positive (not desirable) effect on the wild-type

mosquito population.

3.3.5.2 Simulations: effect of periodic release of Wolbachia-infected mosquitoes

The model (3.3.6), with (3.3.16), will now be simulated, using the baseline values tabu-

lated in Table 3.3 (unless otherwise stated), to assess the population-level impact of the

release of certain quantities of adult Wolbachia-infected mosquitoes on the population

abundance of the local wild adult mosquitoes. The model (3.3.6), with (3.3.16), will,

first of all, be simulated in the absence of the release of Wolbachia-infected mosquitoes

(i.e., AW = FW = MW = 0), for a period of two year, to determine the baseline worse-

case abundance of the local wild adult mosquito population (Figure 3.4). The adult

Wolbachia-infected mosquitoes are then released periodically for a one year duration.

The model (3.3.6), with (3.3.16), is now simulated to assess the impact of the

periodic release of Wolbachia-infected mosquitoes on the population abundance of the

wild adult mosquitoes. In particular, the model will be simulated using a frequency

release period of three weeks (i.e., τ = 21 days) and various values of WRf and WRm.
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The chosen 3-week release period is consistent with what was done in Australia during

the period 2014-2017 [155].

Releasing 10, 000 Wolbachia-infected female and male mosquitoes (i.e., WRf =

WRm = 10, 000), for the 3-week release period for a one-year duration (Figure 3.5),

shows that the implementation of Wolbachia-based mosquito control resulted in a sig-

nificant decrease in the wild adult mosquito population (in comparison to the baseline

worse-case scenario, Figure 3.4). In particular, Figure 3.5 shows that the populations

of un-infected adult female (FU) and adult male (MU) mosquitoes decreased by 85%

and 70%, respectively, in comparison to the worst-case scenario in Figure 3.4. It should

be mentioned that, for the number of Wolbachia-infected mosquitoes released and fre-

quency of release in this simulation (i.e., WRf = WRm = 10, 000 and τ = 21 days),

the associated release effect statistic of the model is R = 0.79 (from which it follows

that the release of Wolbachia-infected mosquitoes will lead to the effective control or

elimination of the wild mosquitoes[190]) .

When the number of Wolbachia-infected adult mosquitoes released is increased to

100, 000 (i.e., WRf = WRm = 100, 000), for the same 3-week (τ = 21 days) release

period and the same one year duration, the results obtained (depicted in Figure 3.6)

show a decrease of 93% (from the baseline worse-case scenario) for the un-infected

adult female mosquitoes (FU) and 73% for the un-infected adult male mosquitoes

(MU). The corresponding larger release effect statistic of the model is R = 0.66 < 1.

Finally, when the number of Wolbachia-infected mosquitoes released is increased to

200, 000 (i.e., WRf = WRm = 200, 000, with the same τ = 21 days frequency of release

and one year duration), our simulations show an increase in the reduction in the in

the wild adult mosquito population (Figure 3.7). In particular, the populations of un-

infected adult female and male mosquitoes decreased by 96% and 76%, respectively.

For this case, the corresponding release effect statistic of the model is R = 0.64 < 1.
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The model (3.3.6), with (3.3.16), is further simulated for the case where Wolbachia-

infected mosquitoes of one gender are released. In particular, when 200, 000 Wolbachia-

infected male mosquitoes are released (i.e., WRm = 200, 000) and no Wolbachia-

infected female mosquitoes are released (i.e.,WRf = 0), our simulations (for the 3-week

release period over a one-year duration) show a reduction (from their baseline values)

of 95% and 75% in the population of adult wild mosquitoes, respectively (Figure 3.8).

Similarly, when only 200, 000 adult female mosquitoes are released, and no adult

male mosquitoes are released (WRf = 200, 000 and WRm = 0), the simulation results

obtained, depicted in Figure 3.9, show a reduction (from baseline) of 90% and 70%

in the population of the wild adult mosquitoes. Thus, this study shows that releas-

ing adult male Wolbachia-infected mosquitoes is more beneficial than releasing adult

female Wolbachia-infected mosquitoes. For these simulations, the release effect statis-

tic (R) is given by R = 0.65 if only adult male Wolbachia-infected mosquitoes are

released, and 0.68 if only adult females are released. This result can be ecologically

explained based on the fact that the Wolbachia-infected adult male mosquitoes sig-

nificantly affect the cytoplasmic incompatibility aspect of Wolbachia implementation

[188; 189] (thereby reducing the population abundance of the wild mosquitoes).

It is worth stating that if the release frequency is increased, for instance from the

default release frequency of every three weeks to weekly (i.e., τ is decreased from

τ = 21 days to τ = 7 days), the simulation results obtained for the case with WRf =

WRm = 100, 000 (depicted in Figure 3.10) show similar dynamics as those obtained in

Figure 3.7. Thus, increasing the frequency of release from the default value of every

three weeks to weekly does not significantly affect the effectiveness of the Wolbachia-

based control program in curtailing the local abundance of the wild mosquitoes. This

is contrary to other studies for biological control of mosquitoes, such as sterile insect

technology, where the effectiveness of the intervention increase with more frequent

releases [16; 28; 177].
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Figure 3.4: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wild Adult Wild
Male and Female Mosquitoes, in the Absence of the Release of Wolbachia-infected Mosquitoes, over a Two-
year Period (This Is Needed to Generate Baseline Values for the Number of Wild Mosquitoes Prior to the
Release of Wolbachia-infected Mosquitoes). Parameter Values Used Are as given in Table 3.3 (with This Set
of Parameter Values, the Reproduction Number (R0) Takes the Value R0 = 1.24).
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Figure 3.5: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 10,000 Wolbachia-
infected Female (WRf = 10, 000) and Male (WRm = 10, 000) Mosquitoes Are Released per Release Period.
Parameter Values Used Are as given in Table ??. Notation: The Dashed Vertical Lines Represent the Time
for the Onset of the Release of the Wolbachia-infected Mosquitoes.
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Figure 3.6: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 100,000 Wolbachia-
infected Female (WRf = 100, 000) and Male (WRm = 100, 000) Mosquitoes Are Released per Release Period.
Parameter Values Used Are as given in Table 3.3. Notation: The Dashed Vertical Lines Represent the Time
for the Onset of the Release of the Wolbachia-infected Mosquitoes.
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Figure 3.7: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 200,000 Wolbachia-
infected Female (WRf = 200, 000) and Male (WRm = 200, 000) Mosquitoes Are Released per Release Period.
Parameter Values Used Are as given in Table 3.3. Notation: The Dashed Vertical Lines Represent the Time
for the Onset of the Release of the Wolbachia-infected Mosquitoes.
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Figure 3.8: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 200,000 Only Wolbachia-
infected Male Mosquitoes (WRm = 200, 000 andWRf = 0) Are Released per Release Period. Parameter Values
Used Are as given in Table 3.3. Notation: The Dashed Vertical Lines Represent the Time for the Onset of
the Release of the Wolbachia-infected Mosquitoes.
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Figure 3.9: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 200,000 Only Wolbachia-
infected Female Mosquitoes (WRf = 200, 000 and WRm = 0) Are Released per Release Period. Parameter
Values Used Are as given in Table 3.3. Notation: The Dashed Vertical Lines Represent the Time for the
Onset of the Release of the Wolbachia-infected Mosquitoes.
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Figure 3.10: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every One-week (I.E., τ = 7 Days) for a Period of One Year. A Total of 100,000 Wolbachia-
infected Female (WRf = 100, 000) and Male (WRm = 100, 000) Mosquitoes Are Released per Release Period.
Parameter Values Used Are as given in Table 3.3. Notation: The Dashed Vertical Lines Represent the Time
for the Onset of the Release of the Wolbachia-infected Mosquitoes.

3.3.6 Simulations for Effect of Cytoplasmic Incompatibility (CI)

In this section, the full model (3.2.5) (with ci 6= 1), together with with (3.3.16), will

now be simulated to assess the community-wide impact of CI on the effectiveness of

the Wolbachia-based mosquito control strategy. In particular, the full model (3.2.5),

with (3.3.16), is simulated using the baseline parameter values tabulated in Table 3.3.

The specific objective is to assess the community-wide impact of CI on the population

abundance of the local wild (i.e., Wolbachia-uninfected adult female and male) adult

mosquitoes. We first considered the case where CI is at a low level. In particular, we

first simulated the model (3.2.5), with (3.3.16), where CI is set at 10% (i.e., ci = 0.1).

This means 90% of the eggs laid by the Wolbachia-uninfected adult female mosquito

that mated with a Wolbachia-infected adult male mosquito will hatch into larvae. For

this simulation, 100, 000 Wolbachia-infected adult female and male mosquitoes are

released for the 3-week release period (i.e., we set WRf = WRm = 100, 000, τ = 21) for

a one-year duration.
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The simulation results obtained, depicted in Figure 3.11, show a dramatic decrease

in the local abundance of the Wolbachia-uninfected adult mosquito population (by

about 92% for the adult female and 72% for the adult male mosquitoes, from the

baseline worse-case scenario shown in Figure 3.4, respectively). It should, however, be

recalled that almost exactly the same dramatic reductions in the population abundance

of the Wolbachia-uninfected adult mosquito population were achieved for the same

scenario but with perfect CI (Figure 3.6). In other words, this simulation shows

that CI (at the low level of ci = 0.1) has no significant effect on the effectiveness of

Wolbachia-based mosquito control strategy.

Additional simulation was carried out, for the same setting (i.e., the model (3.2.5)

with WRf = WRm = 100, 000, τ = 21) but with CI increased to 50% (i.e., ci = 0.5).

The simulation results obtained show a 93% and 73% reduction in the population

abundance of theWolbachia-uninfected adult female and male mosquitoes, respectively.

Again, these numbers are similar to those recorded in Figure 3.6 with perfect CI. In

summary, our simulations clearly show (by comparing Figures 3.11 and 3.12, where CI

is set at 10% and 50%, respectively, with Figure 3.6, where CI is set at 100%) that CI

has no significant effect on the effectiveness of Wolbachia introduction to curtail the

local abundance of the wild adult mosquito population in the community.
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Figure 3.11: Simulations of the Model (3.3.6), With (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 100,000 Wolbachia-
infected Female (WRf = 100, 000) and Male (WRm = 100, 000) Mosquitoes Are Released Per Release Period
With ci = 0.1. Parameter Values Used Are As Given in Table 3.3. Notation: The Dashed Vertical Lines
Represent the Time for the Onset of the Release of the Wolbachia-infected Mosquitoes.
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Figure 3.12: Simulations of the Model (3.3.6), with (3.3.16), Showing the Dynamics of Wolbachia-infected
and Wolbachia-uninfected (Wild) Adult Mosquitoes. The Simulations Were Ran for Two Years Without
the Release of the Wolbachia-infected Mosquitoes, Following Which the Wolbachia-infected Mosquitoes Are
Released Every Three Weeks (I.E., τ = 21 Days) for a Period of One Year. A Total of 100,000 Wolbachia-
infected Female (WRf = 100, 000) and Male (WRm = 100, 000) Mosquitoes Are Released per Release Period
with ci = 0.5. Parameter Values Used Are as given in Table 3.3. Notation: The Dashed Vertical Lines
Represent the Time for the Onset of the Release of the Wolbachia-infected Mosquitoes.

3.4 Discussion and Conclusions

Dengue fever is one of the most important vector-borne diseases affecting mankind.

The disease, which is spread between humans via the bite of adult female Aedes
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mosquitoes (its main vector), affects over one-third of the world’s population (par-

ticularly those residing in the tropical and sub-tropical regions) [100; 191]. In general,

there are no safe and effective vaccine or drug therapy for use against diseases caused

by mosquitoes, such as dengue. Consequently, control measures against mosquito-

borne diseases are mostly limited to implementing strategies that target the mosquito

population. The traditional methods for controlling mosquito population abundance,

such as the use of chemical insecticides to kill immature and adult mosquitoes, the

use of long-lasting insecticidal nets (LLINs), insect repellents etc. Unfortunately, the

widespread use of these insecticides in endemic areas has resulted in the emergence

of insecticide resistance in the adult mosquito population [10; 117]. Consequently,

other alternative methods for mosquito control are needed. One of such methods is

the implementation of biological measures, such as the release of Wolbachia-infected

mosquitoes in the endemic areas [16; 28; 177]).

This chapter presents a new sex-structured mathematical model for assessing the

community-wide impact of the release of Wolbachia-infected mosquitoes on the pop-

ulation abundance of the local wild (i.e., Wolbachia-uninfected) Aedes mosquitoes, as

well as on the transmission dynamics of dengue disease. The model developed in this

chapter incorporates many of the many pertinent aspects of Wolbachia transmission

in mosquito populations. Rigorous analysis of the special case of the model, where the

assumption for incomplete cytoplasmic incompatability is relaxed, showed that the

Wolbachia-free and dengue-free equilibrium of the model is locally-asymptotically sta-

ble whenever a certain epidemiological threshold, known as the reproduction number

of the model, is less than unity.

Furthermore, using Center Manifold theory, it was shown that the model undergoes

the dynamic phenomenon of backward bifurcation (when this threshold is less than

unity). This bifurcation is characterized by the co-existence of the locally- asymptot-

ically stable Wolbachia-free and dengue-free equilibrium with a locally-asymptotically
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stable endemic equilibrium. The epidemiological implication of this phenomenon is

that the effective control of the wild mosquito population (using the Wolbachia-based

control intervention) will depend on the initial size of the sub-populations of the model.

In other words, the presence of the phenomenon of backward bifurcation makes the

prospects for the effective control of the wild mosquito population, using Wolbachia-

based control, more difficult. This (to the authors’, knowledge) is the first time this

phenomenon is rigorous established for a two-sex model for the transmission dynamics

of a mosquito-borne disease that employs a Wolbachia-based anti-mosquito interven-

tion.

Numerous numerical simulations were carried out to assess the population-level

impact of the number of Wolbachia-infected mosquitoes released into the wild, as well

as the frequency of such releases. Based on the reasonable set of parameter values used

in the numerical simulations, The simulations carried out in this chapter show, for

instance, that releasing 10,000 each of Wolbachia-infected adult male and adult female

mosquitoes every three weeks for a one year duration can lead to a dramatic reduction

of up to 85% and 70% of the local wild adult female and male mosquito populations,

respectively. These reductions increase to 93% for adult female and 73%, respectively,

for adult male mosquitoes if the number of Wolbachia-infected mosquitoes is increased

to 100,000 each for adult female and adult male mosquitoes. Further reductions (by

96% for adult female and 76% for adult male) are achieved if the number of Wolbachia-

infected mosquitoes released is increased to 200,000 for each gender.

We observed (generally) qualitatively similar results when the release frequency is

decreased from every three weeks to every two weeks or even weekly. Thus, these sim-

ulations show that the Wolbachia-based intervention can significantly reduce the local

population abundance of the wild adult Aedes mosquitoes if the number of Wolbachia-

infected mosquitoes periodically released into the wild is high enough. In particular,

our study shows that up to 90%-95% of the local wild adult female Aedes mosquito
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population can be eliminated using the aforementioned Wolbachia-based intervention.

Reducing such a huge number of the local wild adult female Aedesmosquitoes certainly

imply a great reduction in the burden of dengue disease in the community.

The simulations in this chapter further showed that if only Wolbachia-infected

mosquitoes of one gender (e.g., only males or only females) can be released, it is

more beneficial if Wolbachia-infected male mosquitoes, rather than Wolbachia-infected

female mosquitoes, are released into the wild. This is intuitive ecologically, since

the Wolbachia-infected adult male mosquitoes significantly affect the cytoplasmic in-

compatibility property of the Wolbachia implementation (thereby reducing the pop-

ulation abundance of the wild mosquitoes in the community). We further showed

that cytoplasmic incompatability (CI) does not significantly affect the effectiveness of

the Wolbachia-based strategy to reduce the local population abundance of the wild

mosquito population.

In summary, this chapter aimed to provide insight into the effectiveness of the

Wolbachia-based biological control strategy in combating the population abundance of

the targeted mosquito population (i.e., wild adult Aedesmosquitoes) in the community.

This was achieved via the development, analysis and simulations of a novel, two-sex,

mathematical model for the population dynamics of the Aedes mosquito (both imma-

ture and adult) in a community. In addition to incorporating many relevant features

of the mosquito population dynamics (such as vertical and horizontal transmission

in Wolbachia-infected mosquito population), the model developed in this study also

incorporated the effect of cytoplasmic incompatibility (CI) in the mosquito dynamics

(to account for the fact CI significantly affects the population abundance of the local

wild mosquito population [150; 178]). We showed the that the prospect for the effec-

tive control (or elimination) of dengue disease in a community using Wolbachia-based

mosquito control are promising provided a relatively large number of the Wolbachia-

infected mosquitoes (both males and females) are released into the wild at reasonable

92



frequency (e.g., every three weeks or biweekly, or even weekly). We further showed that

if resources are limited, and only Wolbachia-infected mosquitoes of one gender (e.g.,

only males or only females) can be released, then releasing male Wolbachia-infected

mosquitoes is more beneficial. Some of the relevant computer codes for this chapter

are given in Appendix J.

Although the model we developed in this chapter contains numerous aspects of

mosquito-Wolbachia dynamics, as well as the dynamics of dengue disease in the mosquito

and the human host, the model can be extended to account for some of its limitations.

For instance, the model can be extended to incorporate the spatial heterogeneity of

the vector (i.e., mosquito dispersal/diffusion). This may also entail using a patch

(metapopulation) modeling framework to account for the dispersal of the mosquitoes

within various patches. The model can also be extended to include the effect of cli-

mate factors (such as temperature and rainfall) on the population biology of both the

wild and Wolbachia-infected mosquitoes. Furthermore, the assumption of lumping all

three aquatic stages into one can be relaxed (so that the full immature lifecycle can

be incorporated; this will allow, for instance, the assessment of the impact density-

dependent larval mortality on the mosquito dynamics). The effects of land use changes

and human mobility (i.e., immigration and migration) can also be incorporated.
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Monthly dengue incidence data in Chiang Mai province of Thailand [25; 33]

Table A1. Average monthly DENV incidence in Chiang Mai, Thailand, for the period of 2005-2016.
Month 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 2015 2016 Average (per 100,000)
January 4 8 1 21 87 44 29 19 138 12 17 80 3.8
February 12 4 3 21 44 30 7 23 90 9 13 28 2.3
March 9 8 3 27 34 44 11 5 175 2 7 42 3.5
April 21 18 12 74 54 45 12 20 573 5 25 61 7.5
May 164 95 32 227 151 158 87 65 1293 19 173 109 21.4
June 168 301 99 591 314 525 142 170 3120 89 400 277 51.63
July 148 217 160 987 322 1850 93 252 3146 150 400 1074 73.33

August 103 137 156 971 287 2304 96 335 1691 184 826 1624 72.61
September 79 47 98 561 177 1153 49 332 818 168 1067 868 45.14
October 56 35 48 383 144 283 22 373 240 83 889 303 23.82
November 35 16 43 270 133 69 40 215 106 40 911 215 17.44
December 9 9 10 128 44 41 13 129 42 25 363 73 7.38

Table A2. Full monthly DENV incidence in Chiang Mai, Thailand, for the period of 2005-2016 [25; 33].
Month 2005-2016 Temp ( ◦C ) Rain (mm) Dengue cases
2005
1 22.6 0 4
2 25.5 0 12
3 27.2 24.7 9
4 29.8 57.2 21
5 29.6 104.7 164
6 29 193.5 168
7 28.4 179.1 148
8 27 155.2 103
9 26.9 436.3 79
10 26.8 192 56
11 25.5 22.8 35
12 22.6 27.9 9
2006
1 22.4 0 8
2 25.1 0 4
3 28 18 8
4 29.2 206.7 18
5 26.4 219.5 95
6 28.6 180.4 301
7 26.3 269.3 217
8 26 341.4 137
9 26.6 194.8 47
10 25.7 69.9 35
11 23.9 0 16
12 21.8 0 9
2007
1 21 0 1
2 23.3 0 3
3 26.5 0 3
4 29.5 56 12
5 26.4 393.5 32
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6 27.8 130.1 99
7 26.9 74.6 160
8 26.9 153.2 156
9 26.8 179.8 98
10 25.7 64.6 48
11 23 73.5 43
12 21.8 0 10
2008
1 22.2 16.6 21
2 24.5 13.8 21
3 27.7 9.4 27
4 29.8 57.2 74
5 27.3 158.7 227
6 27.9 147.1 591
7 27.7 101.6 987
8 27.2 170.9 971
9 26.9 236.4 561
10 26.6 188.1 383
11 24.2 34.1 270
12 21.5 7.1 128
2009
1 21.3 0 87
2 25.3 0 44
3 27 16.7 34
4 29.5 97.9 54
5 28.4 142 151
6 27.6 140.2 314
7 27.7 124 322
8 27.9 126.8 287
9 27.9 191.7 177
10 27.3 223.4 144
11 25 0 133
12 22.4 7.5 44
2010
1 24.1 21.7 44
2 24.4 0 30
3 26.9 0 44
4 31.5 3.9 45
5 31.3 46.4 158
6 29.6 122.7 525
7 28.5 114.5 1850
8 27 470.6 2304
9 27.4 196.2 1153
10 26.8 169.6 283
11 24.7 0 69
12 23.4 6.1 41
2011
1 22.6 2.6 29
2 24.4 0.8 7
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3 25.3 60.4 11
4 27.2 92.6 12
5 27.2 292.7 87
6 27.7 216.8 142
7 27.6 191.2 93
8 26.8 260.5 96
9 27.1 254.9 49
10 26.4 69.7 22
11 24.9 6.7 40
12 23 0.6 13
2012
1 23 11 19
2 25.1 0 23
3 27.4 8.3 5
4 29.3 75.9 20
5 28.5 216.4 65
6 28.1 55.9 170
7 27.5 106 252
8 27.6 185.4 335
9 27.6 179.6 332
10 27.3 80.1 373
11 26.9 38.8 215
12 24.2 1 129
2013
1 23.2 25 138
2 26.9 31.6 90
3 27.6 17.1 175
4 31.2 1.2 573
5 29.8 89.9 1293
6 28.9 39.7 3120
7 27.9 272.9 3146
8 27.3 299.4 1691
9 27.4 275.6 818
10 26.2 123.4 240
11 26.4 85.4 106
12 21 26.8 42
2014
1 21.3 0 12
2 24.3 0 9
3 27.7 5.9 2
4 29.6 34.9 5
5 29.1 236.1 19
6 28.8 58.2 89
7 28 175.2 150
8 27.4 231.3 184
9 27.6 177.5 168
10 27.3 129.3 83
11 25.8 16 40
12 23.5 0 25
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2015
1 22.3 78.9 17
2 24.3 0 13
3 27.9 27.5 7
4 29.7 53.8 25
5 30.4 76.5 173
6 29.9 15.2 400
7 28.2 120.2 613
8 28.2 143 826
9 28.2 139.4 1067
10 27.3 93.2 889
11 26.8 79.2 911
12 24.5 4.9 363
2016
1 21.6 34.2 80
2 24.2 45.3 28
3 29.4 0 42
4 32.4 17.7 61
5 31.1 85.7 109
6 28.1 236.1 277
7 27.6 162.1 1074
8 27.7 132.1 1624
9 27.6 213.1 868
10 27.6 141.7 303
11 26.3 105.3 215
12 24 6 73
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Proof. Let r0 > 1 and RG < 1. The proof is based on using the approach in [86; 87].
In particular, the following theorem will be used (where a dot represents differentiation
with respect to time t).

Theorem .0.1 [86; 87] Let D \ {0} ⊂ R6
+ × R6

+ , D the compact subset defined in
page 30. The system (2.2.1) is C1 class defined on D. If
1. D is positively invariant relative to (2.2.1);
2. The autonomous case of the model (2.2.1) reduced to the disease-free sub-manifold
D ∩ (R6

+ × {0}) : ẋS = A1(xS,0)(xS − x†S) is GAS at x†S;

3. For any x ∈ D, the matrix A2(x) is Metzler irreducible;

4. There exists a matrix Ā2 , which is an upper bound of the set M = {A2(x) ∈
M6(R) | x ∈ D} with the property that if Ā2 ∈ M , for any x̄ ∈ D, such that
A2(x̄) = Ā2 , then x̄ ∈ R6 × {0};

5. The stability modulus of Ā2 satisfies Re(ρ(Ā2)) ≤ 0.

Then DFE (x†S,0) is GAS in D.
Let x(t) = (xS(t), xI(t)), where, xS(t) = (SE(t), SL(t), SP (t), SM(t), SH(t), RH(t)),

xI(t) = (IE(t), IL(t), IP (t), IM(t), EH(t), IH(t)). Following [86], it is convenient to re-
write the autonomous case of the model (2.2.1) as:

ẋS = A1(x)(xS − x†S) + A12(x)xI ,
ẋI = A2(x)xI , (.0.1)

where,

A1(x) =



−g1 0 0 a1,4 0 0

σE −g2 0 0 0 0

0 σL −g3 0 0 0

0 0 fV σP −µV 0 0

0 0 0 0 −µH 0

0 0 0 0 0 −µH


, A12(x) =



0 0 0 b1,4 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 b4,5 0

0 0 0 b5,4 0 0

0 0 0 0 0 γH


,

A2(x) =



−gE 0 0 c1,4 0 0

σE −gL 0 0 0 0

0 σL −gP 0 0 0

0 0 fV σP −µV 0 aV βHSH
NH

0 0 0 aV βHSH
NH

−g5 0

0 0 0 0 σH −g6


,

with a1,4 = φV

(
1− SM+S†M

KV

)
, b1,4 = φV

[
SM (r−2)
KV

+ (1− r)
(

1− S†M
KV

)]
,

b4,5 = −aV βV SM
NH

, b5,4 = −aV βHSH
NH

, c1,4 = rφV
(
1− SM+IM

K

)
.
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It can be seen that the eigenvalues ofA1(x) are negative. Therefore, ẋS = A1(xS,0)(xS−
x†S) is GAS at x†S. Furthermore, following [147; 148], the matrix A2(x) can be written
as A2(x) = Λ +B(x), where

Λ =



−g1 0 0 0 0 0

σE −g2 0 0 0 0

0 σL −g3 0 0 0

0 0 fV σP −µV 0 0

0 0 0 0 −g5 0

0 0 0 0 σH −g6


, B(x) =



0 0 0 d1,4 0 0

0 0 0 0 0 0

0 0 0 0 0 0

0 0 0 0 0 aV βV SM
NH

0 0 0 aV βHSH
NH

0 0

0 0 0 0 0 0


,

with d1,4 = φV r
(

1− SM+S†M
KV

)
. Since Λ is a Metzler matrix and B(x) is a positive

and bounded matrix, it follows [87; 147; 148] that the matrix A2(x) has all eigenvalues
with negative real part if and only if [87]

RG = ρ(−BΛ−1) = 1
2

[
rr0 +

√
rr2

0 + 4R0

]
< 1. (.0.2)

Furthermore, it can be seen that if RG < 1, then R0V < 1 (since R0V ≤ RG). �
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Appendix C

PROOF OF THEOREM 2.4.2
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Proof. Consider the special case of the non-autonomous model (2.2.1). The model
(2.2.1) can be re-written as (for infected compartments)

dIE(t)
dt

≤ rφV (t)
[
1− S∗nM(t)

KV (t)

]
IM − [σE(t) + µE(t)] IE,

dIL(t)
dt

≤ σE(t)IE − [σL(t) + µL(t)] IL,

dIP (t)
dt

= σL(t)IL − [σP (t) + µP (t)] IP ,

dIM(t)
dt

≤ fV σP (t)IP + aV (t)βV (t)S∗nM(t)
S∗nH(t) IH − µV (t)IM ,

dEH(t)
dt

≤ aV (t)βV (t)IM − (σH + µH)EH ,

dIH(t)
dt

≤ σHEH − (γH + µH)IH ,

dRH(t)
dt

= γHIH − µHRH . (.0.1)

The equation (.0.1), with equality used in place of the inequality, can be re-written in
terms of the matrices F (t) and V (t), as follows

dW

dt
= [F (t)− V (t)]W. (.0.2)

It follows from Lemma 2.1 in [202] that there exists a positive ω-periodic function
w(t) =

(
IE(t), IL(t), IP (t), IM(t), EH(t), IH(t), RH(t)

)T
such that

W (t) = eθtw(t), with θ = 1
ω

ln ρ[φF−V (ω)],

is a solution of the equation given by (.0.2). Furthermore, the assumption R0n < 1
implies that ρ (φF−V (ω)) < 1 (by Theorem 2.2 in [186]). Hence, θ is a negative
constant. Thus, W (t) → 0 as t → ∞. Therefore, the unique disease-free solution of
the linear system (.0.2) given by W (t) = 0 is GAS.

For any non-negative initial solution
w(0) =

(
IE(0), IL(0), IP (0), IM(0), EH(0), IH(0), RH(0)

)T
of the system (.0.2), there

exists a sufficiently large M∗ > 0 such that

(IE(0), IL(0), IP (0), IM(0), EH(0), IH(0), RH(0)) < M∗w(0).

Thus, by comparison theorem [169], it follows that

(IE(t), IL(t), IP (t), IM(t), EH(t), IH(t), RH(t)) < M∗W (t), for all t ≥ 0,

where, M∗W (t) is also a solution of (.0.2). Hence,
(IE(t), IL(t), IP (t), IM(t), EH(t), IH(t), RH(t)) → 0 as t → 0. Finally, it follows from
Theorem 1.2 in [75] that
(SE(t), SL(t), SP (t), SM(t), SH(t)) → (S∗nE(t), S∗nL(t), S∗nP (t), S∗nM(t), S∗nH(t)), where,

114



(S∗nE(t), S∗nL(t), S∗nP (t), S∗nM(t), S∗nH(t)) satisfies (2.4.19). Thus, for R0n < 1,

(SE(t), IE(t), SL(t), IL(t), SP (t), IP (t), SM(t), IM(t), SH(t), EH(t), IH(t), RH(t))→ ε0n(t)

as t→∞. �
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PROOF OF THEOREM 3.2.1
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Proof. We first show the non-negativity of the state variables SH(t) and NH(t)
for all t > 0. Let SH(t1) = 0 for some t = t1 > 0. Then, it follows from the eighth
equation of (3.2.5) that (noting that all parameters of the model are assumed to be
non-negative)

dSH
dt
|t=t1 = ΠH > 0.

Hence, the solution SH(t) is increasing at t = t1. Thus, SH(t) cannot decrease below
zero. This shows that SH(t) > 0 for all t ≥ 0.

For the non-negativity ofNH(t), it is convenient to consider the equation for the rate
of change of the total human population (obtained by adding the last four equations
of the model (3.2.5)), given by

dNH

dt
= ΠH − µHNH · (.0.1)

Let NH(t2) = 0 for some t = t2 > 0. It follows from (.0.1) that

dNH

dt
|t=t2 = ΠH > 0,

so that (using similar argument as above) NH(t) > 0 for all t ≥ 0.
To show the non-negativity of the remaining 10 state variables of the model (3.2.5),

it is convenient to define

t∗ =
min
t>0
{t|at least one of the remaining 10 state variables of the model (3.2.5) is zero}.

(.0.2)

First of all, the case where no such t∗ exists (i.e., when each of the remaining 10 state
variables of the model is strictly positive) is the trivial case (and no proof is needed).

Suppose such t∗ exists. Further, without loss of generality, let AU(t∗) = 0 and the
other remaining state variables of the model (3.2.5) are non-negative at t = t∗. Based
on the definition of t∗ in (.0.2), the assumption AU(t∗) = 0 is equivalent to saying
AU(t) > 0 for all t < t∗. It follows from the first equation of the model (3.2.5) that

dAU
dt
|t=t∗ = BUU(t∗) + (1− vw)(BWU(t∗) +BWW (t∗)) +BDU(t∗)

= φuψu

(
1− NA(t∗)

KA

)(
MU(t∗) + 1

1 +MU(t∗) +MW (t∗)

)
(FU(t∗) + FD(t∗)) (.0.3)

+ (1− vw)φwψw
(

1− NA(t∗)
KA

)(
1

1 +MU(t∗) +MW (t∗)

)
(FU(t∗)MU(t∗)

+MW (t∗)FW (t∗)).

To show that AU(t) ≥ 0 for all t, we need to show that each of the state variables in
(.0.3) (namely FU(t), FW (t), MU(t) and MW (t)) is non-negative at t = t∗.

117



Let MW (t∗) = 0. If AW (t∗) > 0, then it follows from the sixth equation of the
model (3.2.5) that, at t = t∗,

dMW

dt
|t=t∗ = (1− bf )σmAW (t∗) > 0.

Since dMW

dt
|t=t∗ > 0, it follows that MW (t) is an increasing function at t = t∗. Hence,

MW (t) is non-negative in a neighbourhood of t∗.
Next, consider the case whereMW (t∗) = AW (t∗) = 0. Since (in this case)MW (t∗) =

0, it follows that, for any ε1 > 0, there exists a δ1 > 0 such that, for |t− t∗| < δ1, the
inequality |MW (t)| < ε1

µum
holds. It can be seen from the sixth equation of the model

(3.2.5) that the equation for the derivative of MW (t) in a neighborhood of t∗ (where,
now, t ∈ (t∗ − δ1, t

∗) or (t∗, t∗ + δ1))

dMW

dt
≥ (1− bf )σmAW (t)− ε1. (.0.4)

Since AW (t) > 0 for t < t∗, ε1 can be chosen small enough such that AW (t) > ε1
(1−bf )σm

in a neighbourhood of t∗. Therefore, from equation (.0.4), the derivative of MW is
positive in a neighbourhood of t∗. Hence, MW is an increasing function at t = t∗ and
MW (t) ≥ 0 in an interval of t∗ (i.e., sub-interval of (t∗− δ1) or (t∗, t∗ + δ1)). Similarly,
it can be shown that MU(t) ≥ 0 in an interval of t∗.

Next, we show that IH(t) ≥ 0 in a neighbourhood of t∗. Let IH(t∗) = 0. Then, for
any ε2 > 0, there exists δ2 > 0 such that for |t − t∗| < δ2, the inequality |IH(t)| <

ε2
γH+µH holds. It follows from the tenth equation of the model (3.2.5) that, in the
neighbourhood of t∗,

dIH
dt

> σHEH − ε2. (.0.5)

Since EH(t) > 0 for t < t∗, ε2 can be chosen small enough such that EH(t) > ε2
σH

, in a
neighbourhood of t∗. Hence, it follows from equation (.0.5) that IH(t) is an increasing
function when t is close enough to t∗. Thus, IH(t) ≥ 0 in a neighbourhood of t∗. Next
we show that FU(t) ≥ 0 in a neighbourhood of t = t∗. Let FU(t∗) = 0. Then, for any
ε3 > 0, there is δ3 > 0 such that for |t − t∗| < δ3, the inequality |FU(t)| < ε3 holds.
Since we showed previously that IH(t), MU(t) and MW (t) are all greater or equal to
zero in a neighbourhood of t = t∗, then it follows from the fourth equation of the
model (3.2.5) that (in a neighbourhood of t∗, and recall that IH(t) < NH(t) for all t),

dFU
dt

> bfσmAU − aV βV FU − qFU − µufFU . (.0.6)

Let λ = max{aV βV , q, µuf}. Then, equation (.0.6) satisfies

dFU
dt

> bfσmAU − 3λFU > bfσmAU − 3λε3. (.0.7)

Since AU(t) > 0 for t < t∗, then it follows from (.0.7) that ε3 can be chosen small enough
such that AU(t) > 3λε3

bfσm
in a neighbourhood of t∗, (i.e., sub-interval of (t∗ − δ3, t

∗) or
(t∗, t∗ + δ3)). Hence, FU(t) is increasing function near t∗. Therefore, FU(t) ≥ 0 in a
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neighbourhood of t∗. Since we showed IH(t) > 0 and FU(t) > 0 in a neighbourhood of
t∗, it can be shown that FD(t) > 0 in a neighbourhood of t∗ by the same argument.
We have shown that all the state variables on the right-hand side of the equation (.0.3)
are positive. Hence, AU(t) is an increasing function in a neighbourhood of t∗, which
implies that AU(t) cannot be negative.
This proof can be applied for any other state variable of the model (3.2.5) such that
the state variable is zero at t = t∗ for the first time. Hence, all the state variables of
the model (3.2.5) are non-negative if the initial vector X(0) is positive.

For the boundedness of the solutions of the model, it should first be noted that
AU(t) < KV for all t ≥ 0. Suppose this assumption is relaxed and AU(t) can be equal
to KV . Let t1 be the first time such that AU(t) equals KV . That is, define t1 such that
AU(t1) = KV . Thus, it follows from the first equation of (3.2.5) that dAU

dt
|t=t1 < 0

(since
(
1− NA(t1)

KA

)
< 0). This implies that AU(t) is a decreasing function of t in some

t1 neighborhood. Therefore, AU(t) can not exceed KV (since AU(t) is decreasing in a
neighbourhood of t1). Hence, AU(t) < KV for all t > 0. Using similar argument, it
can be shown that AW (t) < KV for all t > 0.

To show the boundedness for FU(t), the equation for dFU
dt

in (3.2.5) can be rewritten
as (noting that AU(t) < KV for all t > 0)

dFU
dt

< bfσmKV − µufFU ,

from which it follows that

FU(t) < bfσm
µuf

KV + e−µuf t
(
FU(0)− bfσm

µuf

)
.

Hence, FU(t) is bounded for all t > 0. Similarly, it can be shown that the remaining
mosquito state variables, FW (t), MU(t), MW (t) and FD are all bounded for all t > 0.

For the boundedness of the state variables for the human components of the model
(3.2.5), it is convenient to consider the equation for the rate of change of total human
population (NH(t)), given by

dNH

dt
= ΠH − µHNH ,

from which it follows that NH(t) <
ΠH

µH
+ NH(0) for all t > 0. Hence, NH(t) is

bounded. Thus, since NH(t) = SH(t) + EH(t) + IH(t) + RH(t), it follows that SH(t),
EH(t), IH(t) and RH(t) are bounded for all t > 0.

�
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APPENDIX E

PROOF OF THEOREM 3.3.4
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Proof. Consider the model (3.3.15) with RU < 1 and RW < 1. The Jacobian of the
model (3.3.15) at the trivial equilibrium T0� is given by

J (T0�) =



−σm − µa 0 φuψu (1− vw)φwψw 0 0
0 −σm − µa 0 vwφwψw 0 0

bfσm 0 −µuf 0 0 0
0 bfσm 0 −θwµuf 0 0

(1− bf )σm 0 0 0 −µum 0
0 (1− bf )σm 0 0 0 −µum


.

The associated eigenvalues of the matrix J (T0�) are

λ1 = −1
2

[
θwµuf + σm + µa +

√
(σm + µa − θwµuf )2 + 4 bfσm φwψwvw

]
,

λ2 = −1
2

[
θwµuf + σm + µa −

√
(σm + µa − θwµuf )2 + 4 bfσm φwψwvw

]
,

λ3 = −1
2

[
µuf + σm + µa +

√
(σm + µa − µuf )2 + 4 bfσm φuψu

]
, (.0.1)

λ4 = −1
2

[
µuf + σm + µa −

√
(σm + µa − µuf )2 + 4 bfσm φuψu

]
,

λ5 = λ6 = −µum.

It is clear from (.0.1) that eigenvalues λ1, λ3, λ5 and λ6 are automatically negative.
Furthermore, it can be shown easily, using similar argument as in the proof of Theorem
3.3.2, that the eigenvalue λ2 < 0 wheneverRW < 1 and the eigenvalue λ4 < 0 whenever
RU < 1. �
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APPENDIX F

PROOF OF THEOREM 3.3.5
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Proof. Consider the model (3.3.15) with RU > 1. It is convenient to define the
following change of variables for the model (3.3.15), AU = x1, AW = x2, FU = x3,
FW = x4, MU = x5 and MW = x6. Furthermore, by using the vector notation
x = (x1, x2, x3, x4, x5, x6)T , the model (3.3.15) can be written in form dx

dt
= f =

(f1, f2, f3, f4, f5, f6)T , as follows,

dx1

dt
=
(

1− x1 + x2

KA

) [
φuψu

( 1 + x5

1 + x5 + x6

)
x3 + φwψw(1− vw)x4

]
− (σm + µa)x1,

dx2

dt
= vwφwψw

(
1− x1 + x2

KA

)
x4 − (σm + µa)x2,

dx3

dt
= bfσmx1 − q

(
x6

1 + x5 + x6

)
x3 − µufx3, (.0.1)

dx4

dt
= bfσmx2 + q

(
x6

1 + x5 + x6

)
x3 − θwµufx4,

dx5

dt
= (1− bf )σmx1 − µumx5,

dx6

dt
= (1− bf )x2 − µumx6.

The proof is based on using Center Manifold theory [27; 30]. In particular, the following
Theorem from [27] will be used.

Theorem .0.1 ([27]) Consider a system of ordinary differential equations

dx

dt
= f(x, φ), f : Rn × R→ Rn (.0.2)

with a parameter φ, assumed such that:
1. 0 is an equilibrium of the system, f(0, φ) = 0 for all φ ∈ R;

2. 0 is a simple eigenvalue of J = Dxf(0, 0) = [ ∂fi
∂xi

(0, 0)] and all other eigenvalues
of J have negative real parts.

Let W = [w1, w2, . . . , wn]T and V = [v1, v2, . . . , vn] be a right and a left eigenvector
matrix J , respectively, associated to eigenvalues 0 and fk(x, φ) be the kth component
of f(x, φ). Then the local dynamics of system around the equilibrium point 0 is totally
determined by the signs of a and b below:

a =
n∑
k=1

n∑
j=1

n∑
k=1

vkwiwj
∂2fk
∂xi∂xj

(0, 0),

b =
n∑
k=1

n∑
i=1

vkwi
∂2fk
∂φ∂xi

(0, 0),

Then local dynamics of (.0.2) around 0 are totally determined by a and b.
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(i). a > 0, b > 0. When φ < 0 with |φ| < 1, 0 is locally asymptotically stable, and
there exists a positive unstable equilibrium; when 0 < φ < 1, 0 is unstable and
there exists a negative and locally asymptotically stable equilibrium;

(ii). a < 0, b < 0. When φ < 0 with |φ| < 1, 0 is unstable; when 0 < φ < 1, 0 is
locally asymptotically stable, and there exists a positive unstable equilibrium;

(iii). a > 0, b < 0. When φ < 0 with |φ| < 1, 0 is unstable, and there exists a locally
asymptotically stable negative equilibrium; when 0 < φ < 1, 0 is stable, and a
positive unstable equilibrium appears;

(iv). a < 0, b > 0. When φ changes from negative to positive, 0 changes its stability
from stable to unstable. Correspondingly a negative unstable equilibrium becomes
positive and locally-asymptotically stable.

If a > 0 and b > 0, then a backward bifurcation occurs at φ = 0 for the system (.0.2).
It can be seen that the Jacobian of the model (.0.1) at T1 is given by:

J (T1) =



j11 −φuψuF ∗U
KA

j13 j14 0 j16

0 −σm − µa 0 j24 0 0

bfσm 0 −µuf 0 0 − qF ∗U
(M∗U+1)

0 bfσm 0 −θwµuf 0 qF ∗U
(M∗U+1)

(1− bf )σm 0 0 0 −µum 0
0 (1− bf )σm 0 0 0 −µum


,

where, j11 = −φuψuF ∗U
KA

− σm−µa, j13 = φuψu
(
1− A∗U

KA

)
, j14 = (1− vw)φwψw

(
1− A∗U

KA

)
,

j16 = − φuψuF ∗U
(M∗U+1)

(
1− A∗U

KA

)
, j24 = vwφwψw

(
1− A∗U

KA

)
. Consider the case where R0W = 1.

Suppose, further, that φw be chosen as a bifurcation parameter. Solving for φw from
R0W = 1 gives

φ∗w =
[
vwψw

(
1− A∗U

KA

)(
RU

θwφuψu
+ q(1− bf )F ∗URU

µumbf (1 +M∗
U)θwφuψu

)]−1

.

Let w = [w1, . . . , w6]T and v = [v1, . . . , v6] be the right and left eigenvectors of J (T1),
respectively, given by:

w1 = w2(A1 + A2)
D

, w2 > 0,

w3 = w2σm(B1 +B2)
µufD

, w4 = w2σm (M∗
Ubfµum − qF ∗Ubf + qF ∗U)
θwµumµufM∗

U

,

w5 = σm (bf − 1)w2(C1 + C2)
µumD

, w6 = w2σm (1− bf )
µum

, (.0.3)

v1 = 0, v2 > 0,

124



v3 = 0, v4 = ψwφ
∗
wvwv2

θwµufRU

,

v5 = 0, v6 = qψwφ
∗
wvwv2F

∗
U

θwµumµufM∗
URU

,

where,

A1 = −σm F ∗U (A∗U −KA) (bf − 1) (φuψuθwq + qφ∗wψwvw + φuψuθwµuf − qφ∗wψw) ,
A2 = σmM

∗
Ubfµumφ

∗
wψw (A∗U −KA) (vw − 1)− F ∗UM

∗
Uµufµumφuψuθw,

B1 = σmM
∗
Ubf

2µumφ
∗
wψw (A∗U −KA) (vw − 1) +

qF ∗Uµuf θw (bf − 1) (F ∗Uφuψu + σmKA +KAµa) ,
B2 = −σm F ∗Ubf (A∗U −KA) (bf − 1) (qφ∗wψwvw + φuψuθwµuf − qφwψw)−

F ∗UM
∗
Ubfµufµumφuψuθw,

C1 = σmM
∗
Ubfµumφ

∗
wψw (A∗U −KA) (vw − 1)− F ∗UM

∗
Uµufµumφuψuθw, (.0.4)

C2 = −σm F ∗U (A∗U −KA) (bf − 1) (φuψuθwq + qφ∗wψwvw + φuψuθwµuf − qφ∗wψw)

D =
(
KAµuf (σm + µa) + F ∗Uµufφuψu −

σm bfφuψu
RU

)
θwµumM

∗
U .

Applying Theorem .0.1, it can be shown, by computing the non-zero partial deriva-
tives of f , that the associated backward bifurcation coefficients, a and b, are given,
respectively, by

a =
6∑

k=1

6∑
j=1

6∑
k=1

vkwiwj
∂2fk
∂xi∂xj

(T1), and b =
6∑

k=1

6∑
i=1

vkwi
∂2fk
∂φw∂xi

(T1), (.0.5)

where, (with the eigenvectors wi and vi, i = 1, 2, . . . , 6, are as given in (.0.3))

a(φ∗w) = 2ψwφ∗wvwv2w
2
2σm (M∗

Ubfµum − qF ∗Ubf + qF ∗U) vwφ∗wψw(A1 + A2)
D θwµumµufM∗

UKA

+

2v2vwφ
∗
wψww2w4

KA

+ 2q(1− bf )ψwφ∗wvwv2w2
2σm

2(B1 +B2)
D θwµumµ2

ufM
∗
URU

−

2qF ∗U ψwφ∗wvwv2σm
2 (bf − 1)2w2

2(C1 + C2)
θwµuf µum2M∗

U
2RU

+ 2ψwφ∗wvwv2w2
2σm

2 (bf − 1)2 qF ∗U
θwµuf µum2M∗

U
2RU

,

(.0.6)

and, (noting that 0 < bf < 1)

b(φ∗w) = v2w2σm (M∗
Ubfµum + qF ∗U (1− bf ))φwψw
θwµumµufM∗

URU

> 0, (.0.7)

where, the expressions for A1, A2, B1, B2, C1, C2 are given in (.0.4). Hence, it follows
from Theorem .0.1 that, the model (3.3.15) undergoes a backward bifurcation whenever
a(φ∗w), given in (.0.6), is positive. �
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Proof. Consider the model (3.3.15) with RW < 1 and m̄w > 1− 1
RU

. The Jacobian
of the model (.0.1) at the trivial equilibrium T0� is given by

J (T0�) =



−σm − µa 0 φuψum̄u (1− vw)φwψw 0 0
0 −σm − µa 0 vwφwψw 0 0

bfσm 0 −µuf 0 0 0
0 bfσm 0 −θwµuf 0 0

(1− bf )σm 0 0 0 −µum 0
0 (1− bf )σm 0 0 0 −µum


.

The associated eigenvalues of the matrix J (T0�) are

λ1 = −1
2

[
θwµuf + σm + µa +

√
(σm + µa − θwµuf )2 + 4 bfσm φwψwvw

]
,

λ2 = −1
2

[
θwµuf + σm + µa −

√
(σm + µa − θwµuf )2 + 4 bfσm φwψwvw

]
,

λ3 = −1
2

[
µuf + σm + µa +

√
(σm + µa − µuf )2 + 4 bfσm φuψu(1− m̄w)

]
, (.0.1)

λ4 = −1
2

[
µuf + σm + µa −

√
(σm + µa − µuf )2 + 4 bfσm φuψu(1− m̄w)

]
,

λ5 = λ6 = −µum.

It is clear from (.0.1) that eigenvalues λ1, λ3, λ5 and λ6 are automatically negative.
Furthermore, it can be shown that the eigenvalue λ2 < 0 whenever RW < 1 and the
eigenvalue λ4 < 0 whenever m̄w > 1− 1

RU
. �
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Proof. Consider the model (3.3.15) with mw = m̄w, mu = m̄u, q = 0 and RU > 1.
Further, let

mw = MW

1 +MU +MW

= m̄w ∈ [0, 1), andmu = 1−mw = 1 +MU

1 +MU +MW

= m̄u ∈ (0, 1].

In this case, the Wolbachia-free and dengue-free equilibrium (T1c) is given by

T1c = (A∗U , A∗W , F ∗U , F ∗W ,M∗
U ,M

∗
W ) = (A∗U , 0,

bfσmA
∗
U

µuf
, 0, (1− bf )σmA∗U

µum
, 0),

with A∗U = KA(1 − 1
m̄uRU

). This equilibrium exists if and only if m̄uRU > 1 (or,
equivalently, 0 ≤ m̄w <

RU−1
RU

). Let

R̃0W = RW

m̄uRU

, (.0.1)

be the associated reproduction number of the model (3.3.15), with mw = m̄w, mu =
m̄u and q = 0. Solving R̃0W = 1 for φw (chosen as the bifurcation parameter) gives

φ∗w = m̄uθwµuf (σm + µa)RU

vwσmbfψw
.

The Jacobian of the model (3.3.15), with mw = m̄w, mu = m̄u and q = 0, at T1c, is
given by

G(T1c) =



g11 −φuψu(1−m̄w)F ∗U
KA

g13 g14 0 0
0 −σm − µa 0 j24 0 0

bfσm 0 −µuf 0 0 0
0 bfσm 0 −θwµuf 0 0

(1− bf )σm 0 0 0 −µum 0
0 (1− bf )σm 0 0 0 −µum


,

where, g11 = −φuψu(1−m̄w)F ∗U
KA

− σm− µa and g13 = g14 = (1− m̄w). The right and a left
eigenvector of the matrix G, are given, respectively, by

w1 = (B1 +B2)w2

θw (KAµuf (σa + µa) (1− m̄uRU)) , w2 > 0, w3 = σmw1

µuf
, w4 = σabfw2

θwµuf
,

w5 = 0, w6 = λ (1− bf )w2

µum
, v1 = 0, v2 > 0, v3 = 0, v4 = vwφwψwv2

θwµuf m̄uRU

v5 = 0, v6 = 0,

(.0.2)
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where,

B1 = KAbfσaψwφw (1− vw)
m̄uRU

, and B2 = KAbfφuψuθwµufσam̄u

(
1− 1

m̄uRU

)
.

The associated backward bifurcation coefficients, a and b, are given, respectively, by
(where the eigenvectors wi and vi, i = 1, 2, . . . , 6, are given in (.0.2))

a(φ∗w) = 2v2w2
2σm bfvwφwψwRW (1− vw)

θwµufKAm̄uRU (1−RU(1− m̄w)) , (.0.3)

and,

b = v2w2bfvwψwσm
θwµuf (1− m̄w)RU

> 0.

It follows from Equation (.0.3) that, b > 1, (since 0 < m̄w < 1). Hence, a(φ∗) < 0
whenever m̄w < 1− 1

RU
. Thus, it follows from item (iv) of Theorem .0.1 [27] that the

model (3.3.15) does not undergo a backward bifurcation at R̃0W = 1 whenever RU > 1
and m̄w < 1− 1

RU
. �

130



APPENDIX I

PROOF OF THEOREM 3.3.8

131



Proof. Consider the model (3.3.15) with mw = m̄w, mu = m̄u, q = 0 and RU > 1.
Also, let R̃0W ≤ 1

RU (1−m̄w) < 1. Further, consider the Lyapunov function

V = bfσmAW + (σm + µa)FW .

so that the derivative of V with respect to t is given by
dV

dt
= bfσm

dAW
dt

+ (σm + µa)
dFW
dt

= bfσmvwφwψw

(
1− AU + AW

KA

)
FW − bfσm(σm + µa)FW

+bfσm(σm + µa)FW − (σm + µa)θwµufFW

< bfσmvwφwψw

(
1− AU

KA

)
FW − (σm + µa)θwµufFW

= θwµuf (σm + µa)FW
[
bfσmvwφwψw
θwµuf (σm + µa)

(
1− AU

KA

)
− 1

]

= θwµuf (σm + µa)FW
[

bfσmφuψu
µuf (σm + µa)

vwφwψw
θwφuψu

(
1− AU

KA

)
− 1

]

= θwµuf (σm + µa)FW
[
R̄0WRU(1− m̄w)

(
1− AU

KA

)
− 1

]
< θwµuf (σm + µa)FW

[
R̄0WRU(1− m̄w)− 1

]
(.0.1)

= θwµuf (σm + µa)RU(1− m̄w)FW
[
R̄0W −

1
RU(1− m̄w)

]
(.0.2)

≤ 0 for R̃0W ≤
1

RU(1− m̄w) < 1. (.0.3)

Thus, dV
dt
≤ 0 whenever R̄0W ≤

1
RU(1− m̄w) with dV

dt
= 0 if and only if FW = 0. Let

L = {x ∈ D|dV
dt

(x) = 0}\{T0�} = {x ∈ D|FW = 0}\{T0�}.

Since V is positive definite function and the set L does not contain any equilibria of
the system besides the equilibria T1� when m̄w <

RU−1
RU

(T0� is unstable, by Theorem
3.3.6) then by the LaSalle’s invariance principle [76] as t→∞, then AW → 0, FW → 0,
MW → 0, AU → A∗U , FU → F ∗U and MU → M∗

U . Hence, the equilibria T1� is globally
asymptotically stable when R̄0W ≤

1
RU(1− m̄w) < 1. �
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Codes for Chapter 1

#i n s t a l l . packages ( " deSo lve " )
#i n s t a l l . packages ( " s f smi s c " )

require ( " deSolve " )
require ( " s f sm i s c " )
par ( pch=20)

####################################################
####################################################
# t h i s f unc t i on g e t s passed to the ODEsolve package
##################################################
z ika func=function ( t , x , vparameters ) {

SE=x [ 1 ]
IE=x [ 2 ]
SL=x [ 3 ]
IL=x [ 4 ]
SP=x [ 5 ]
IP=x [ 6 ]
SM=x [ 7 ]
IM=x [ 8 ]
SH=x [ 9 ]
EH=x [ 1 0 ]
IH=x [ 1 1 ]
RH=x [ 1 2 ]
IHC=x [ 1 3 ]

i f ( IH<0) IH=0 # t h i s i s a c ros s check to ensure t ha t we always
have s e n s i c a l va lue s o f I
i f (EH<0) EH=0
i f (IM<0) IM=0
i f ( IE<0) IE=0
i f ( IL<0) IL=0
i f ( IP<0) IP=0

with ( as . l i s t ( vparameters ) ,{

NH=SH+EH+IH+RH
dSE=phiV∗(1−(SM+IM)/KV)∗ (SM+(1−r )∗IM)−(sigmaE+muE)∗SE
dIE=r∗phiV∗(1−(SM+IM)/KV)∗IM−(sigmaE+muE)∗IE
dSL=sigmaE∗SE−(sigmaL+muL)∗SL
dIL=sigmaE∗IE−(sigmaL+muL)∗IL
dSP=sigmaL∗SL−(sigmaP+muP)∗SP
dIP=sigmaL∗IL−(sigmaP+muP)∗IP
dSM=fV∗sigmaP∗SP−(betaV∗aV∗IH/NH)∗SM−muV∗SM
dIM=fV∗sigmaP∗IP+(betaV∗aV∗IH/NH)∗SM−muV∗IM
dSH=PIH+alphaH∗ (SH+EH+RH+(1−q)∗IH)−(betaH∗aV∗IM/NH)∗SH−muH∗SH
dEH=(betaH∗aV∗IM/NH)∗SH+q∗alphaH∗IH−(sigmaH+muH)∗EH
dIH=sigmaH∗EH−(gammaH+muH+deltaH )∗IH
dRH=gammaH∗IH−muH∗RH
dIHC=sigmaH∗EH
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out = c (dSE , dIE , dSL , dIL , dSP , dIP ,dSM,dIM ,dSH,dEH, dIH ,dRH, dIHC)
l i s t ( out )

})
}

###############################################
############################################
########################################
z i k a i n f = read . table ( "Data_dengue . txt " , header=F, sep=" " )
##########################################
# I n i t i a l Values
############################################
SE_0 =0
IE_0 = 0
SL_0 = 5
IL_0 = 2
SP_0 = 1
IP_0 = 1
SM_0 = 90000
IM_0 =5
SH_0 = 100000
EH_0=5
#IH_0=run i f (1 ,1 ,10)
RH_0=0
IHC_0=1
# Parameter va l u e s
###########################################
sigmaE=0.2
muE=0.2
sigmaL=0.2
muL=0.2
sigmaP=0.3
muP=0.2
fV=0.6
#sigmaH=0.3
muH=0.000042
deltaH=0.1
gammaH=0.2
r=0.1
alphaH=0.000041
q=0.1
PIH=50
#betaV=0.4
#phiV=1.80
muV=0.04
# KV=100000
# aV=0.1
# betaH=0.4

vtime = seq (1 ,360 ,30) #
###########################################
vsigmaE=numeric (0 )
vmuE=numeric (0 )
vsigmaL=numeric (0 )
vmuL=numeric (0 )
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vsigmaP=numeric (0 )
vmuP=numeric (0 )
vfV=numeric (0 )
vsigmaH=numeric (0 )
vmuH=numeric (0 )
vdeltaH=numeric (0 )
vgammaH=numeric (0 )
vr=numeric (0 )
valphaH=numeric (0 )
vq=numeric (0 )
vPIH=numeric (0 )
vbetaV=numeric (0 )
vphiV=numeric (0 )
vmuV=numeric (0 )
vKV=numeric (0 )
vaV=numeric (0 )
vbetaH = numeric (0 )

SE_b e s t f i t = numeric (0 )
IE_b e s t f i t = numeric (0 )
SL_b e s t f i t = numeric (0 )
IL_b e s t f i t = numeric (0 )
SP_b e s t f i t = numeric (0 )
IP_b e s t f i t = numeric (0 )
SM_b e s t f i t = numeric (0 )
IM_b e s t f i t = numeric (0 )
SH_b e s t f i t = numeric (0 )
EH_b e s t f i t = numeric (0 )
IH_b e s t f i t = numeric (0 )
RH_b e s t f i t = numeric (0 )
IHC_b e s t f i t = numeric (0 )

vpearsonsq = numeric (0 )
# t h i s w i l l c on ta in t the pearson ch i
#squared s t a t i s t i c c a l c u l a t e d f o r the

upperbound =1e30 # t h i s c on t r o l the maximum d i f f e r e n c e s
#between the data and model ’ s outcome

n i t e r = 500 # number o f d i f f e r e n t alphaN and deltaM
#hypotheses we shou ld t e s t
f o r ( i t e r in 1 : n i t e r )
{

i f ( i t e r %%100==0) cat ( " Doing i t e r a t i o n " , i t e r , " out o f " , n i t e r , " \n " )
# inform user the s c r i p t i s doing something , and not hung
#beta1 = run i f (1 ,0 ,1)
#beta2 = run i f (1 ,0 ,1)

#########################################
############################################
vparameters = c ( sigmaE=sigmaE ,muE=muE, sigmaL=sigmaL , muL=muL,

sigmaP=sigmaP ,
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muP=muP,muP=muP,
fV=fV , sigmaH=sigmaH ,muH=muH, deltaH=deltaH ,gammaH=gammaH, r=r ,
alphaH=alphaH ,
q=q , PIH=PIH , betaV=betaV , phiV=phiV ,muV=muV, aV=aV,
betaH=betaH ,KV=KV)

#I2_0 =I1_0∗c ;
i n i t s = c (SE =SE_0 , IE=IE_0 ,SL=SL_0 , IL=IL_0 ,SP=SP_0 , IP=IP_0 ,

SM=SM_0 ,IM=IM_0
,SH=SH_0 ,EH=EH_0 , IH=IH_0 ,RH=RH_0 ,IHC=IHC_0)

i f ( vtime <31){
aV=0.01
else i f (30<vtime <61){
aV=0.5

}

betaH = runif ( 1 , 0 . 0 1 , 0 . 5 )
KV = runif (1 ,91000 ,100000) # randomly sample

#alphaN uni formly
aV = runif ( 1 , 0 . 0 1 , 0 . 2 ) # randomly sample PS uni formly
sigmaH=runif ( 1 , 0 . 1 , 0 . 3 )
phiV=runif ( 1 , 0 . 0 1 , 5 )
betaV=runif ( 1 , 0 . 0 1 , 0 . 8 )
IH_0=runif (1 , 1 , 20 )
zikamodel = as . data . frame ( l soda ( i n i t s , vtime ,

z ika func ,
vparameters ) )

# t h i s numer ica l l y s o l v e s the SIR model
# alphaN∗Pmin∗r
#alphaM∗k
#####################################

SE_pred = zikamodel$SE
IE_pred = zikamodel$IE
SL_pred = zikamodel$SL
IL_pred = zikamodel$IL
SP_pred = zikamodel$SP
IP_pred = zikamodel$IP
SM_pred = zikamodel$SM
IM_pred = zikamodel$IM
SH_pred = zikamodel$SH
EH_pred = zikamodel$EH
IH_pred = zikamodel$IH
RH_pred = zikamodel$RH
IHC_pred = zikamodel$IHC

y_pred=numeric (0 )
Weeks=z i k a i n f [ [ 1 ] ]
f o r ( i in 1 : 11 ) {

y_pred [ 1 ] = IHC_pred [ 1 ]
y_pred [ i +1]=IHC_pred [ i +1]−IHC_pred [ i ]

}
y_pred

##################################################
###############################################
# ca l c u l a t e the Pearson ch i squares s t a t i s t i c
#################################################
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P_ch i_sq = sum( ( ( y_pred )−z i k a i n f [ [ 2 ] ] ) ^2/ ( y_pred ) )

vsigmaE =append( vsigmaE , sigmaE )
vmuE=append(vmuE,muE)
vsigmaL=append( vsigmaL , sigmaL )
vsigmaP=append( vsigmaP , sigmaP )
vmuP=append(vmuP,muP)
vfV=append( vfV , fV )
vsigmaH=append( vsigmaH , sigmaH)
vmuH=append(vmuH,muH)
vdeltaH=append( vdeltaH , deltaH )
vgammaH=append(vgammaH,gammaH)
vr=append( vr , r )
valphaH=append( valphaH , alphaH )
vq=append( vq ,q)
vPIH=append(vPIH ,PIH)
vbetaV=append( vbetaV , betaV )
vphiV=append( vphiV , phiV )
vmuV=append(vmuV,muV)
vKV=append(vKV,KV)
vaV=append(vaV , aV)
vbetaH=append( vbetaH , betaH )

vpearsonsq = append( vpearsonsq ,P_ch i_sq )

i f (P_ch i_sq < upperbound ) {
upperbound = P_ch i_sq
y_b e s t f i t=y_pred
SE_b e s t f i t = SE_pred
IE_b e s t f i t = IE_pred
SL_b e s t f i t = SL_pred
IL_b e s t f i t = IL_pred
SP_b e s t f i t = SP_pred
IP_b e s t f i t = IP_pred
SM_b e s t f i t = SM_pred
IM_b e s t f i t = IM_pred
SH_b e s t f i t = SH_pred
EH_b e s t f i t = EH_pred
IH_b e s t f i t = IH_pred
RH_b e s t f i t = RH_pred
IHC_b e s t f i t = IHC_pred

##########################################

par (mfrow=c ( 1 , 1 ) )
plot ( z i k a i n f [ [ 1 ] ] , z i k a i n f [ [ 2 ] ]

#, yl im=c (0 ,1 .3∗max( z i k a i n f [ [ 3 ] ] ) )
, x lab="Weeks "
, y lab="Number o f Cases because o f Zika "
, cex=1)

l ines ( z i k a i n f [ [ 1 ] ] , y_b e s t f i t , col=2,lwd=3) # over l ay the model
points ( z i k a i n f [ [ 1 ] ] , z i k a i n f [ [ 2 ] ] , cex=1,col=1)

legend ( " t o p l e f t " , legend=c ( "Data " , " Pearson Chi
squares best− f i t p r ed i c t i o n " ) , col=c ( 1 , 2 ) ,

lwd=3,bty="n" , cex =0.7)
}
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}

setwd ( "C: /Users/Rahim/Dropbox/Research−AR/R_f i l e s /R_codes " )

be taga l . abs =read . table ( " data_dengue_chiang . txt " , header=F, sep=" " )
c e l l . density = read . table ( "aV_data_dengue . txt " , header=F, sep=" " )
time = c e l l . density$V1

## add ex t ra space to r i g h t margin o f p l o t w i th in frame
par (mar=c (5 , 4 , 4 , 6) + 0 . 1 )

## Plot f i r s t s e t o f data and draw i t s a x i s
plot (time , be taga l . abs$V3 , pch=16, axes=FALSE, xlab=" " , ylab=" " ,

type="b " , col=" black " ) # main="Mike ’ s t e s t data "
axis (2 , yl im=c ( 0 , 1 ) , col=" black " , l a s =1) ## la s=1 makes h o r i z on t a l l a b e l s
mtext( "Dengue ca s e s ( per 100 ,000) " , s i d e =2, l i n e =2.5)
box ( )

## Allow a second p l o t on the same graph
par (new=TRUE)

## Plot the second p l o t and put a x i s s c a l e on r i g h t
plot (time , c e l l . density$V3 , pch=15, xlab=" " , ylab=" " ,

axes=FALSE, type="b" , col=" red " , cex . axis=1.2)
## a l i t t l e f a r t h e r out ( l i n e =4) to make room fo r l a b e l s
mtext( " F i t t ed b i t i n g ra t e " , s i d e =4,col=" red " , l i n e =3)
axis (4 , col=" red " , col . axis=" red " , l a s =1, cex . axis=1)

## Draw the time ax i s
#ax i s (1 , p r e t t y ( range ( time ) ,10) )
axis (1 , at =1:12 , labels=c ( " Jan " , "Feb " , "Mar" , "Apr " , "May" , " June " , " July " , "

Aug" , " Sep " , "Oct " ,
"Nov" , "Dec " ) , cex . axis=1.1)

mtext( " " , s i d e =1,col=" black " , l i n e =2)

## Add Legend
legend ( " t op r i gh t " , legend=c ( "Ddata " , " F i t t ed b i t i n g ra t e " ) ,

text . col=c ( " b lack " , " red " ) , pch=c (16 ,15) , col=c ( " b lack " , " red " ) , cex
=0.82)

setwd ( "C: /Users/Rahim/Dropbox/Research−AR/R_f i l e s /R_codes " )

data1 = read . table ( " data_dengue_chiang . txt " , header=F, sep=" " )
pred1=read . table ( " pred_s imu la t i on . txt " , header=F, sep=" " )
plot ( data1$V1 , data1$V3 , pch=1,xaxt = ’n ’ , type="b" , col=" black " , x lab=" " ,

ylab=" Average monthly number o f i n f e c t e d humans " , cex . lab=1, ylim=c
(0 , 90 ) , cex . axis=1.2)

points ( pred1$V1 , pred1$V3 , pch=22, cex =1.2 , type="b " , col=’ red ’ )
axis (1 , at =1:12 , labels=c ( " Jan " , "Feb " , "Mar" , "Apr " , "May" , " June " ,

" July " , "Aug" , " Sep " , "Oct " , "Nov" , "Dec " ) , cex . axis
=1.2)

legend ( " t op r i gh t " , legend=c ( "Data " , "Model " ) , pch=c (1 , 22 ) ,
text . col=c ( " b lack " , " red " ) , col=c ( " b lack " , " red " ) , cex=1)
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#a = −8/3 ; b <− −10; c <− 28
l ibrary ( deSolve )

sigmaE=0.3
muE=0.2
sigmaL=0.2
muL=0.2
sigmaP=0.2
muP=0.2
fV=0.5
sigmaH=0.2
muH=0.000042
deltaH=0.15
gammaH=0.4
r=0.1
alphaH=0.000045
q=0.1
PIH=40
KV=100000

# Jan
#T=20 ;aV=0.05

# y in i=c (SE=100,IE=1,SL=50,IL=1,SP=30,IP=1,SM=90000 ,IM=2,SH=100000 ,EH=1,
IH=1,RH=0,IHC=1)

#ICH= 3.187842

#Feb
#T=22.9 ;aV=0.01
#y in i=c (SE=67860 ,IE=1,SL=50661.337 , IL=1,SP=26812.0905 , IP=1,SM=88217.16 ,

IM=2,SH=101208.3 ,EH=1,IH=1,RH=0,IHC=3)
#ICH=4.318234

#Mar
#T=26 ;aV=0.01
#y in i=c (SE=96879.99 , IE=1,SL=66446.77 , IL=1,SP=30356.20 , IP=1,SM=88888.80 ,

IM=2,SH=102417.1 ,EH=1,IH=1,RH=2,IHC=)
#ICH=6.407475

#Apr
#T=28 ;aV=0.09
#y in i=c (SE=100,IE=1,SL=50,IL=1,SP=30,IP=1,SM=90000 ,IM=2,SH=100000 ,EH

=1,IH=1,RH=0,IHC=5)
#ICH=10.85838

#May
# T=28.1 ;aV=0.15
# y in i=c (SE=119431.57 , IE=1,SL=87839.62 , IL=1,SP=38536.05 , IP=2,SM

=91210.37 ,IM=2,SH=100000 ,EH=1,IH=3,RH=0,IHC=5)
#ICH=19.09147
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#June
# T=27 ;aV=0.12
#y in i=c (SE=99000 ,IE=1,SL=50,IL=1,SP=32543.059 , IP=3,SM=102607.86 ,IM=9,SH

=100000 ,EH=9,IH=6,RH=0,IHC=18)
# ICH=58.73268

#July
# T=26 ;aV=0.15
#y in i=c (SE=44059.532 , IE=10,SL=11637.887 , IL=5,SP=5481.911 , IP=3,SM=90000 ,

IM=12,SH=100000 ,EH=1,IH=10,RH=0,IHC=35)
#IHC=88.73038

#Aug
#T=26.6; aV=0.1
#y in i=c (SE=44059.532 , IE=10,SL=11637.887 , IL=5,SP=5481.911 , IP=3,SM=90000 ,

IM=12,SH=100000 ,EH=1,IH=10,RH=0,IHC=45)
#IHC=76.52697

#Sep
#T=26; aV=0.05
# y in i=c (SE=44059.532 , IE=10,SL=11637.887 , IL=5,SP=5481.911 , IP=3,SM

=90000 ,IM=5,SH=100000 ,EH=2,IH=1,RH=0,IHC=50)
#IHC=58.11852

#Oct
# T=25.8; aV=0.03
# y in i=c (SE=44059.532 , IE=10,SL=11637.887 , IL=5,SP=5481.911 , IP=1,SM

=90000 ,IM=2,SH=100000 ,EH=0,IH=1,RH=0,IHC=30)
#IHC=31.72397

#Nov
#T=23.8 ;aV=0.02
# y in i=c (SE=44059.532 , IE=10,SL=11637.887 , IL=5,SP=5481.911 , IP=1,SM

=90000 ,IM=2,SH=100000 ,EH=0,IH=1,RH=0,IHC=25)
# IHC=25.98196

# Dec
#T=21 ;aV=0.02
# y in i=c (SE=44059.532 , IE=10,SL=11637.887 , IL=5,SP=5481.911 , IP=1,SM

=90000 ,IM=2,SH=100000 ,EH=0,IH=1,RH=0,IHC=10)
#IHC=10.73338

#aV=0.0943+0.0043∗T # for 21<T<32
#aV=0.1
betaH=0.001044∗T∗ (T−12.286)∗sqrt (32.461−T) # for 12.4<T<32.5
# betaH
betaV=−0.9037+0.0729∗T # for 12.4<T<26.1 o the rw i s e 1
#betaV
phiV=−15.837+1.2897∗T−0.0163∗T^2 # 15<T<30 o therw i s e 0
#phiV
muV=0.8692−0.159∗T+0.01116∗T^2−3.408∗10^(−4)∗T^3+3.809∗10^(−6)∗T^4 #

for 10.54<T<33.4
#muV=
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#y in i <− c (X = 1 , Y = 1 , Z = 1)
#y in i=c (SE=0,IE=0,SL=0,IL=0,SP=0,IP=0,SM=90000 ,IM=2,SH=100000 ,EH=1,IH

=1,RH=0,IHC=5)

Lorenz <− function ( t , y , parms ) {
with ( as . l i s t ( y ) , {

NH=SH+EH+IH+RH
dSE=phiV∗(1−(SM+IM)/KV)∗ (SM+(1−r )∗IM)−(sigmaE+muE)∗SE
dIE=r∗phiV∗(1−(SM+IM)/KV)∗IM−(sigmaE+muE)∗IE
dSL=sigmaE∗SE−(sigmaL+muL)∗SL
dIL=sigmaE∗IE−(sigmaL+muL)∗IL
dSP=sigmaL∗SL−(sigmaP+muP)∗SP
dIP=sigmaL∗IL−(sigmaP+muP)∗IP
dSM=fV∗sigmaP∗SP−(betaV∗aV∗IH/NH)∗SM−muV∗SM
dIM=fV∗sigmaP∗IP+(betaV∗aV∗IH/NH)∗SM−muV∗IM
dSH=PIH+alphaH∗ (SH+EH+RH+(1−q)∗IH)−(betaH∗aV∗IM/NH)∗SH−muH∗SH
dEH=(betaH∗aV∗IM/NH)∗SH+q∗alphaH∗IH−(sigmaH+muH)∗EH
dIH=sigmaH∗EH−(gammaH+muH+deltaH )∗IH
dRH=gammaH∗IH−muH∗RH
dIHC=sigmaH∗EH
l i s t (c (dSE , dIE , dSL , dIL , dSP , dIP ,dSM,dIM ,dSH,dEH, dIH ,dRH, dIHC) )

})
}
t imes =seq ( from = 1 , to = 31 , by = 1)
out = ode (y = yin i , t imes = times , func = Lorenz , parms = NULL)
plot ( out [ , 1 3 ] , pch=21)
out [ , 1 4 ]
IHC=out [ 3 1 , 1 4 ] ; i n i IH=out [31 ,14]− out [ 3 0 , 1 4 ]
out
IHC
in i IH

c l c ;
c l e a r ;
g l oba l r
g l oba l z

% r=l i n s p a c e (0 ,1 ,350/ 0 . 1 )
% Ysol=ze ro s (3500 ,4) ;

r=l i n s p a c e (0 , 1 , 10 ) ;
%Ysol=ze ro s (10 ,1 ) ;

SE0=10000;
IE0=500;
SL0=5000;
IL0=200;
SP0=3000;
IP0=100;
SM0=150000;
IM0=1000;
SH0=170000;
EH0=600;
IH0=400;
RH0=200;
INTIM0=0;
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INTEH0=0;
y0=[SE0 ; IE0 ; SL0 ; IL0 ; SP0 ; IP0 ;SM0; IM0 ; SH0 ;EH0 ; IH0 ;RH0; INTIM0 ; INTEH0 ] ; #NEW

tim=l i n s p a c e (0 ,350 ,10) ;
f o r z= 1 : length ( r )
[T,Y]=ode45 (@denguetemp , tim , y0 ) ;
Ysol ( : , z )=Y( : , 1 4 ) ;

end
%f i g u r e (1 )
%plot (T, Ysol ( : , 4 ) , ’ r ’ ,T, Ysol ( : , 3 ) , ’ k ’ ,T, Ysol ( : , 2 ) , ’ b ’ ,T, Ysol ( : , 2 ) , ’ g ’ ,T,

Ysol ( : , 1 ) , ’ c ’ ) ;
% set (0 , ’ De f au l tTex t In t e rp r e t e r ’ , ’ Latex ’ )
% legend ( ’ r =0.5 ’ , ’ r =0.333 ’ , ’ r =0.166 ’ , ’ r=0 ’ , ’ l o c a t i o n ’ , ’ nor theas t ’ )
% y l ab e l ( ’ Total number o f i n f e c t e d mosquitoes ’ , ’ f o n t s i z e ’ , 16)
% x l ab e l ( ’Time ( days ) ’ , ’ f o n t s i z e ’ , 16)
% axis t i g h t
% f o r j =2:20:100
% plot ( r , Ysol ( j , : ) )
% hold on
% end
set (0 , ’ De f au l tTex t In t e rp r e t e r ’ , ’ Latex ’ )
% p lo t3 (T, r , Ysol ( : , 1 ) ,T, r , Ysol ( : , 2 ) ,T, r , Ysol ( : , 3 ) , T, r , Ysol ( : , 4 ) )
% y l ab e l ( ’$r$ ’ , ’ f o n t s i z e ’ , 16)
% x l ab e l ( ’Time ( days ) ’ , ’ f o n t s i z e ’ , 16)
% z l a b e l ( ’ Cumulative number o f new i n f e c t e d mosquitoes ’ , ’ f o n t s i z e ’ , 16)
% legend ( ’d ’ , ’ f ’ , ’ h ’ )
% plot ( r , Ysol ( 5 , : ) , ’ g ’ , r , Ysol ( 1 0 , : ) , ’ c ’ , r , Ysol ( 1 5 , : ) , ’ b ’ , r , Ysol ( 2 0 , : ) , ’ k ’

, r , Ysol ( 2 5 , : ) , ’ r ’ )
legend ( ’ e f ’ , ’ r =0.333 ’ , ’ r =0.166 ’ , ’ r=0 ’ , ’ l o c a t i o n ’ , ’ nor theas t ’ )
A=[Ysol ] ;
p l o t3 (T, r ,A)
x l ab e l ( ’Time ( days ) ’ )
y l ab e l ( ’$r$ ’ )
t i t l e ( ’$T=30^{\ c i r c }$C ’ )
z l a b e l ( ’ Cumulative number o f new i n f e c t e d humans ’ , ’ f o n t s i z e ’ ,15)

function s=LHS_Call ( xmin , xmean , xmax , xsd , nsample , d i s t r i b , l o g s c a l e )
% s=l a t i n_hs (xmean , xsd , nsample , nvar )
% LHS from normal d i s t r i bu t i o n , no c o r r e l a t i o n
% method o f Ste in
% Stein , M. 1987 .
%Large Sample Prope r t i e s o f S imulat ions Using Latin Hypercube Sampling .
% Technometrics 29:143−151

i f nsample==1
s=xmean ;
return

end
i f nargin<6

l o g s c a l e=1e3 ;
d i s t r i b=’ un i f ’ ;

end
i f nargin<7

l o g s c a l e=1e3 ;
end
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[ sample , nvar ]= s i z e (xmean) ;
i f d i s t r i b == ’norm ’ % you only need to s p e c i f y xmean & xsd

rand ( ’ tw i s t e r ’ ,sum(100∗ c l o ck ) ) ;
ran=rand ( nsample , nvar ) ; % rand ( ’ tw i s t e r ’ ,sum(100∗ c l o ck ) )
s=ze ro s ( nsample , nvar ) ;
%method o f Ste in
f o r j =1: nvar

idx=randperm ( nsample ) ;
P=( idx ’−ran ( : , j ) )/nsample ; % p r obab i l i t y o f the cd f
%SQRT(2) ∗ ERFINV(2∗P−1)
s ( : , j ) = xmean( j ) + sq r t (2 )∗ e r f i n v (2∗P−1) . ∗ xsd ( j ) ;

% t h i s can be rep laced by any i nv e r s e d i s t r i b u t i o n func t i on
%s ( : , j ) = xmean( j ) + ltqnorm (P) . ∗ xsd ( j ) ;
% t h i s can be rep laced by any i nv e r s e d i s t r i b u t i o n func t i on

end
end

i f d i s t r i b == ’ un i f% you only need to s p e c i f y xmin & xmax
i f xmin==0

xmin=1e−300;
end
nvar=length ( xmin ) ;
%rand ( ’ tw i s t e r ’ ,sum(100∗ c l o ck ) ) ;
ran=rand ( nsample , nvar ) ;
s=ze ro s ( nsample , nvar ) ;
f o r j =1: nvar

idx=randperm ( nsample ) ;
P =( idx ’−ran ( : , j ) )/nsample ;
xmax( j ) ;
xmin ( j ) ;
xmax( j )/xmin ( j ) ;

i f (xmax( j )<1 & xmin ( j )<1) | | (xmax( j )>1 & xmin ( j )>1)
’SAME RANGE’ ;

i f (xmax( j )/xmin ( j ) )<l o g s c a l e%1e3
%% I t uses the log s c a l e i f the order
%o f magnitude o f [ xmax−xmin ] i s b i gge r than 1e2 ,

’<1e3 : LINEAR SCALE ’ ;
s ( : , j ) = xmin ( j ) + P. ∗ (xmax( j )−xmin ( j ) ) ;

e l s e
’>=1e3 : LOG SCALE ’ ;

s ( : , j ) = log ( xmin ( j ) ) + P. ∗abs ( abs ( l og (xmax( j ) ) )−abs ( l og ( xmin (
j ) ) ) ) ;

s ( : , j ) = exp ( s ( : , j ) ) ;
end

e l s e
’ e− to e+’ ;

i f (xmax( j )/xmin ( j ) )<l o g s c a l e%1e3
%I t uses the log s c a l e i f the order o f magnitude o f [ xmax−xmin ] i s b i gge r

than 1e2 ,
’<1e3 : LINEAR SCALE ’ ;

s ( : , j ) = xmin ( j ) + P. ∗ (xmax( j )−xmin ( j ) ) ;
e l s e

’>=1e3 : LOG SCALE ’ ;
s ( : , j ) = log ( xmin ( j ) ) + P. ∗abs ( l og (xmax( j ) )−l og ( xmin ( j ) ) ) ;

s ( : , j ) = exp ( s ( : , j ) ) ;
end
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end
end

end
h i s t ( s ) ;

Codes for Chapter 2

% Code f o r s imu la t ing the ef fects
o f p e r i o d i c r e l e a s e s o f s t e r i l e males on a mosquito populat ion
% Modif ied by Jay Taylor from code by Enahoro Ibo i

% Requires an aux i l i a r y f i l e s t e r i l e_ODE.m

c l e a r a l l

g l oba l c i z
c i= 0 . 5 ;

C_R = [10000 ,10000 ] ;% number o f s t e r i l e males r e l e a s e d at a time
pre = 0 . 0 1 ; % number o f years without s t e r i l e male r e l e a s e s ( burn−in

per iod )
dur = 1 ; % number o f years with s t e r i l e male r e l e a s e s
T_pre = pre∗365 ; % length o f burn−in per iod in days
T_r e l e a s e = dur∗365 ; % length o f treatment per iod in days
T_t o t a l = T_pre + T_r e l e a s % t o t a l length o f s imulated per iod in days
per iod = 21 ; % days between s u c c e s s i v e s t e r i l e male r e l e a s e s
num_r e l e a s e s = f loor (T_r e l e a s e /per iod ) ;% number o f r e l e a s e s in treatment

per iod

impulse = ze ro s (1 , 14 ) ;
impulse ( [ 4 6 ] ) = C_R; % only s t e r i l e males are r e l e a s e d

% Loop over va lue s o f v (or some other parameter to be var i ed )
f o r z = 1 : length ( c i )

T1= [ ] ; % time vector
Y1= [ ] ; % s o l u t i o n vector ( with p e r i o d i c r e l e a s e s o f s t e r i l e males )
Y0= [ ] ; % s o l u t i o n vector ( without p e r i o d i c r e l e a s e s o f s t e r i l e males

)
I1 = [ ] ; % vector f o r i n t e g r a t ed number o f f emale s ( with r e l e a s e s )
I0 = [ ] ; % vector f o r i n t e g r a t ed number o f f emale s ( without r e l e a s e s )

IC0=[10000 ,0 ,100000 ,0 ,100000 ,0 ,100 ,100000 ,5 ,4 ,0 ,100000 ,100000 ,100 ] ;
% i n i t i a l c ond i t i on s f o r ODE’ s without r e l e a s e s
IC =IC0 ; % i n i t i a l c ond i t i on s f o r ODE’ s with r e l e a s e s

%[10000 ,10000 ,10000 ,10000 ,10000 ,10000 ,7 ,100000 ,5 ,4 ,0 ]
% The main loop s o l v i n g the ODEs s t a r t s here :
f o r i = 0 :num_r e l e a s e s

i f i == 0
t l b = 0 ;
tub = T_pre ;

e l s e i f i==num_r e l e a s e s
t l b = T_pre + (num_r e l e a s e s −1)∗per iod ;
tub = T_t o t a l ;

else
t l b = T_pre + ( i −1)∗per iod ;
tub = T_pre + i ∗per iod ;

end
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tspan1 = [ t l b : 0 . 0 5 : tub ] ;

% solve equat ions with p e r i o d i c r e l e a s e s o f s t e r i l e males
[T,Y] = ode15s ( @ s t e r i l e_ODE1CI, tspan1 , IC ) ;
IC = Y( end , : )+impulse ;

% update i n i t i a l c ond i t i on s with s t e r i l e male r e l e a s e s
T1 = [T1 ;T ] ; % augment the time vector
Y1 = [Y1 ;Y ] ; % augment the s o l u t i o n vector

% solve equat ions without p e r i o d i c r e l e a s e s o f s t e r i l e males
[T,Y] = ode15s ( @ s t e r i l e_ODE1CI, tspan1 , IC0 ) ;
IC0 = Y( end , : ) ; % update i n i t i a l c ond i t i on s without r e l e a s e s
Y0 = [Y0 ;Y ] ; % augment the s o l u t i o n vector

end % f o r i

% Ca lcu la te the r e l e a s e e f f e c t function R (White et a l . 2010 , eqn 5)
I1par ( : , z ) = cumtrapz (T1 ,Y1 ( : , 7 ) ) ; % with r e l e a s e s
I0par ( : , z ) = cumtrapz (T1 ,Y0 ( : , 7 ) ) ; % without r e l e a s e s
Tpre_index = min( find (T_pre <= T1) ) ; % index when r e l e a s e s begin
eps = 0 .000001 ; % r e g u l a r i z a t i o n
I1par ( : , z ) = I1par ( : , z ) − I1par (Tpre_index , z ) + eps ;
I0par ( : , z ) = I0par ( : , z ) − I0par (Tpre_index , z ) + eps ;
R( : , z ) = I1par ( : , z ) . / I0par ( : , z ) ;

Y1z ( : , : , z ) = Y1;% save the complete s o l u t i o n to Y1z ( with r e l e a s e s )
Y0z ( : , : , z ) = Y0;% save the complete s o l u t i o n to Y0z ( without r e l e a s e s

)

end % f o r z

% Plot the t o t a l number o f mated female s

% Plot a l l o f the l i f e s t ag e s
z = 1 ;

f i g u r e (1 )
set (0 , ’ d e f a u l t t e x t i n t e r p r e t e r ’ , ’ l a t e x ’ )

%subplot ( 1 , 1 , 1 )
plot (T1 , Y1z ( : , 7 , 1 ) ,T1 , Y1z ( : , 1 0 , 1 ) , ’ LineWidth ’ , 2 )
set ( gca , ’ FontSize ’ , 18) ;
%t i t l e ( ’$c_i =0.5$ ’ ) ;
%x l=x l i n e (730 , ’−. ’ , ’ f o n t s i z e ’ ,10 , ’ LineWidth ’ , 3 ) ;
y l ab e l ( ’Number o f dengue−i n f e c t e d female mosquitoes and humans ’ ,
’ f o n t s i z e ’ , 17) ;
x l ab e l ( ’Time ( days ) ’ , ’ f o n t s i z e ’ , 18) ;
legend ( ’F_D’ , ’ I_H’ )
%x l . Labe lVert i ca lAl ignment = ’ bottom ’ ;
f i g u r e (2 )
%subplot ( 1 , 1 , 2 )
plot (T1 , Y1z ( : , 5 , 1 ) ,T1 , Y1z ( : , 6 , 1 ) , ’ LineWidth ’ , 2 )
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t i t l e ( ’$c_i =0.5$ ’ ) ;
set ( gca , ’ FontSize ’ ,18) ;
set ( gca , ’ FontSize ’ ,18) ;
x l=x l i n e (730 , ’−. ’ , ’ f o n t s i z e ’ ,10 , ’ LineWidth ’ , 3 ) ;
y l ab e l ( ’Number o f adul t male mosquitoes ’ , ’ f o n t s i z e ’ , 18) ;
x l ab e l ( ’Time ( days ) ’ , ’ f o n t s i z e ’ , 18) ;
legend ( ’M_U’ , ’M_W’ )
x l . Labe lVert i ca lAl ignment = ’ bottom ’ ;
%subplot ( 2 , 2 , 3 )
f i g u r e (3 )
plot (T1 , Y1z ( : , 1 4 , 1 ) )
y l ab e l ( ’ f t o t a l ’ )
f i g u r e (4 )
plot (T1 , Y1z ( : , 1 4 , 1 ) )
y l ab e l ( ’m t o t a l ’ )
%x l ab e l ( ’Time ( days ) ’ , ’ f o n t s i z e ’ , 16) ;
%y l ab e l ( ’$M_U$ , $M_W$ ’ , ’ f o n t s i z e ’ , 16) ;
%legend ( ’M_U’ , ’M_W’ )

%subplot ( 2 , 2 , 4 )
%plot (T1 , Y1z ( : , 7 , 1 ) ,T1 , Y1z ( : , 1 0 , 1 ) )
%x l ab e l ( ’Time ( days ) ’ , ’ f o n t s i z e ’ , 16) ;
%l a b e l ( ’$F_D$ , $ I_H$ ’ , ’ f o n t s i z e ’ , 16) ;
%legend ( ’F_D’ , ’ I_H’ )

%s t e r i l e
function ydot = s t e r i l e_ODE1CI( t , x )

g l oba l c i z

bf = 1/ 2 ; phiu = 8 ; ps iu = 0 . 5 ; phiw = 3 ; psiw = 0 . 4 ; mua = 0 .1 e−2;
muuf = 1/17 ; muum = 1/ 9 ; betaH = . 7 ; betaV = . 7 ; sigmaH = . 1 5 ;
gamma1H = . 2 ; sigmam = 1/ 5 ; q = . 2 ; thetaw = 1 . 1 ; Ka = 120000; vw=0.75;
pih=100;muh=0.000042; sigmah=0.15;gammah=0.2; aV=0.19;

% x1=Au; x2=Aw; x3=Fu ; x4=Fw; x5=Mu; x6=Mw; x7=Fd ; x8=Sh ; x9=Eh ; x10=Ih ;x11=
Rh

Mw=x (6)/ ( x (5 )+x (6)+1) ;
M_u=x (5)/ ( x (5 )+x (6)+1) ;
%%%%%
Buu=phiu∗ps iu∗M_u∗x (3 )∗(1−(x (1 )+x (2) )/Ka) ;
Bdu=phiu∗ps iu∗M_u∗x (7 )∗(1−(x (1 )+x (2) )/Ka) ;
Bwu=phiw∗psiw∗M_u∗x (4 )∗(1−(x (1 )+x (2) )/Ka) ;
Bww=phiw∗psiw∗Mw∗x (4 )∗(1−(x (1 )+x (2) )/Ka) ;
Buw=(1− c i )∗phiw∗psiw∗Mw∗x (3 )∗(1−(x (1 )+x (2) )/Ka) ;
Bdw=(1− c i )∗phiw∗psiw∗Mw∗x (7 )∗(1−(x (1 )+x (2) )/Ka) ;
% vector f i e l d f o r the ODE

ydot=ze ro s (14 ,1 ) ;
ydot (1 )= Buu+(1−vw)∗ (Bwu+Bww+Buw+Bdw)+Bdu−sigmam∗x (1 )−mua∗x (1 ) ;
ydot (2 )=vw∗ (Bwu+Bww+Buw+Bdw)−sigmam∗x (2 )−mua∗x (2 ) ;
ydot (3 )=bf∗sigmam∗x (1 )−aV∗betaV∗x (3 )∗x (10)/ ( x (8 )+x (9)+x (10)+x (11) )−q∗Mw∗x

(3)−muuf∗x (3 ) ;
ydot (4 )=bf∗sigmam∗x (2 )+q∗Mw∗x (3 )−thetaw∗muuf∗x (4 ) ;
ydot (5 )=(1−bf )∗sigmam∗x (1 )−muum∗x (5 ) ;
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ydot (6 )=(1−bf )∗sigmam∗x (2 )−muum∗x (6 ) ;
ydot (7 )=aV∗betaV∗x (3 )∗x (10)/ ( x (8 )+x (9)+x (10)+x (11) )−muuf∗x (7 ) ;
ydot (8 )=pih−aV∗betaH∗x (7 )∗x (8 )/ ( x (8 )+x (9)+x (10)+x (11) )−muh∗x (8 ) ;
ydot (9 )=aV∗betaH∗x (7 )∗x (8 )/ ( x (8 )+x (9)+x (10)+x (11) )−sigmah∗x (9 )−muh∗x (9 ) ;
ydot (10)=sigmah∗x (9 )−gammah∗x (10)−muh∗x (10) ;
ydot (11)=gammah∗x (10)−muh∗x (11) ;
ydot (12)=bf∗sigmam∗x (1 ) ;
ydot (13)=(1−bf )∗sigmam∗x (1 ) ;
ydot (14)=(1−bf )∗sigmam∗x (10) ;

% Or i g ina l fo rmulat ion
% sigmaL1=4∗ (D−(sigmaE ) .^(−1)−(sigmaP ) .^(−1) ) .^(−1) ;
% sigmaL2=4∗ (D−(sigmaE ) .^(−1)−(sigmaP ) .^(−1) ) .^(−1) ;
% sigmaL3=4∗ (D−(sigmaE ) .^(−1)−(sigmaP ) .^(−1) ) .^(−1) ;
% sigmaL4=4∗ (D−(sigmaE ) .^(−1)−(sigmaP ) .^(−1) ) .^(−1) ;
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