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ABSTRACT

Mobile and Internet-of-Things (IoT) systems have been widely used in many aspects

of human’s life. These systems are storing and operating on more and more sensitive

data of users. Attackers may want to obtain the data to peek at users’ privacy or

pollute the data to cause system malfunction. In addition, these systems are not

user-friendly for some people such as children, senior citizens, and visually impaired

users. Therefore, it is of cardinal significance to improve both security and usability

of mobile and IoT systems. This report consists of four parts: one automatic locking

system for mobile devices, one systematic study of security issues in crowdsourced

indoor positioning systems, one usable indoor navigation system, and practical attacks

on home alarm IoT systems.

Chapter 1 overviews the challenges and existing solutions in these areas. Chapater

2 introduces a novel system ilock which can automatically and immediately lock the

mobile devices to prevent data theft. Chapter 3 proposes attacks and countermeasures

for crowdsourced indoor positioning systems. Chapter 4 presents a context-aware in-

door navigation system which is more user-friendly for visual impaired people. Chap-

ter 5 investigates some novel attacks on commercial home alarm systems. Chapter 6

concludes the report and discuss the future work.
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Chapter 1

INTRODUCTION

1.1 Mobile Authentication

The human society is in a wireless and mobile era. According to the Cisco Virtual

Networking Index [1], 497 million mobile devices (mainly tablets, smartphones, and

laptops) were added in 2014, and the number of global mobile devices in 2014 reached

7.4 billion and will reach 11.5 billion by 2019 at a CAGR of 9%. People are using

mobile devices in every aspect of life, including work, education, voice/video commu-

nications, Internet browsing, web transactions, online banking, reading, multimedia

playing, etc.

Mobile device losses/thefts are skyrocketing and posing severe threats to data

security. According to a 2012 Kensington study [2], one laptop is stolen every 53

seconds; 70 million smartphones are lost each year, with only 7% recovered; and

4.3% of company-issued smartphones are lost/stolen every year. The true cost of a

lost/stolen mobile device goes far beyond the device cost due to the lost productivity,

the loss of intellectual property, data breaches, and legal fees.

The most common defense against device losses/thefts is to set a password on

the mobile device. Unfortunately, the 2015 Kaspersky Lab survey [3] shows that

31% of smartphones and 41% of tablets are not password-protected. In addition, the

time window for a password-protected device going from the unlocked mode to the

locked mode may be long enough for a capable attacker to access all the sensitive

information on the lost/stolen device. For example, the auto-lock options on iPad

2 include 2 min, 5 min, 10 min, 15 min, and NEVER. Many users choose a longer
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time period or even NEVER for convenience. If an unlocked device is lost/stolen, the

user’s sensitive information is fully accessible to whoever possesses the device.

Continuous authentication aims to continuously verify the identity of the user

using a mobile device and is naturally a candidate defense against device losses/thefts.

This line of work aims to verify the behavioral biometrics of the user exhibited in his

keystrokes [4], finger touches on the screen [5], or app usage [6]. In addition to their

relatively high false positives and negatives, these approaches often require a relatively

long time window to collect sufficient data for capturing the behavioral biometrics.

The attacker, however, may quickly access the user’s private data and then completely

wipe out the device for reinstallation, rather than using the device for an extended

period of time.

1.2 Crowdsourced Indoor Positioning Systems

Indoor positioning systems (IPSes) have received tremendous attention from the

academia and industry. IPSes target large indoor environments where GPS signals

are unavailable, unreliable, or inadequate. They can actively locate mobile users (de-

vices), provide ambient location context, or navigate them through an indoor venue

of interest. They can also enable many location-based services, e.g., location-based

proximity advertising inside a shopping mall. There are many competing IPS tech-

nologies with great commercial potential. For example, WiFi-based IPS applications

are expected to generate revenues up to $2.5 billion by 2020 [7].

A typical WiFi-based IPS depends on the ubiquity of indoor WiFi APs and works

in three phases. In the training phase, the IPS collects Received Signal Strength

(RSS) fingerprints for all possible indoor positions to build a fingerprint database. In

the operating phase, the IPS searches its fingerprint database for the closest match

to a submitted RSS fingerprint and then returns the corresponding position to the
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requesting user. A calibration phase is also needed for the IPS to dynamically update

its fingerprint database to deal with noisy WiFi signal measurements and physical

environment changes such as indoor layout changes and additions/deletions of WiFi

APs.

There is significant research on crowdsourced techniques such as [8, 9, 10, 11] to

reduce the calibration effort in WiFi-based IPSes. The common idea is to outsource

the collection of RSS fingerprints to indoor smartphone users. These techniques

combine the IMU sensor data and RSS fingerprints in various ways and demonstrate

significant success. The security issue, however, is overlooked in existing studies.

In particular, a crowdsourcing worker can submit fake data to induce a low-fidelity

fingerprint database at the IPS for various motives. For example, the worker may want

to claim rewards without actually collecting data, be hired by a malicious business

competitor of the IPS operator, or misbehave just for fun.

1.3 Crowdsourced Indoor Navigation Systems

There is a strong need for usable navigation services in large indoor environments

such as shopping malls, hospital, and museums. For example, shoppers often spend

much time looking for the stores they are interested in. Although some shopping

malls provide indoor maps at a few locations, it is still not easy for shoppers to

understand the maps and reach the target stores. In particular, people with poor

spatial awareness, children, senior citizens, and visually impaired users are more in

need of a user-friendly indoor navigation system.

We use the shopping-mall example in Fig. 1.1 to illustrate how a usable indoor

navigation system works in our opinion. Alice is now standing beside the GAP store,

but her target store is Nike. Since Alice may not know the directions in the shopping

mall, it would be confusing for her if we give instructions such as “Go north" or “Go
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east". Instead, a more usable instruction can be “Go towards the next Coach store

and then keep walking". The Coach store is adjacent to GAP and is easy to find.

When she approaches the Apple store, we can give an instruction like “Turn right

at the Apple store and keep walking". When she approaches the Nike store, we can

give the last instruction as “The Nike store is on your right". All the instructions

can be given as audio signals through the smartphone. Alice needs not to take time

to understand the physical mall map or watch her phone screen while walking. Such

voice instructions are particularly useful for visually impaired users to reach their

target stores and also be well aware of the mall environment to gain similar shopping

experience enjoyed by sighted people.

To provide the above navigation service, the system needs to keep tracking the

shopper in a floor plan with context-aware information such as store names. Most

existing indoor localization systems like [12], [13] focus on the localization accuracy

and must be combined with a labeled floor plan with location-store mappings to

provide the usable navigation service. Such labeled floor plans are often unavailable

or quite difficult to obtain. For example, it would be infeasible or incur a prohibitive

cost for a national indoor navigation service provider to obtain a labeled floor plan for

each indoor environment it intends to cover. While rough floorplans may be available

in some scenarios (e.g. shopping malls), they are often only accessible through a

static PDF or JPG file with outdated store information. Without accurate dimension

and up-to-date store information, they are inadequate to provide the localization and

navigation services that we envision. Shen et al. [11] and Wang et al. [9] explore

crowdsourcing to build an indoor pathway map which nonetheless does not contain

any store label. To the best of our knowledge, automatic construction of a context-

aware indoor floor plan with labeled information is still an open challenge.
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Figure 1.1: An Indoor Navigation Example.

1.4 Secure Home Alarm IoT Systems

With people’s increasing attention on home security and the development of IoT

technology, home security devices—such as smart cameras, smart alarms, smart locks,

and smart doorbells—are flooding into the market. Compared with traditional se-

curity devices, these smart devices can provide better protection for your home and

are more user-friendly. The home security market is estimated to reach 74.75 billion

dollars by 2023 from 45.58 billion dollars in 2018 [14].

The home alarm system is a very popular home security product which has been

provided by companies such as Ring (an Amazon company), Google, and Honeywell.

Fig. 1.2 illustrates a typical home alarm system consisting of a base station, contact

sensors, and extenders. Each contact sensor is associated with a magnet to monitor

the OPEN or CLOSE state of the door or window. 1 The contact sensor is often

installed on the door, and the magnet is usually installed on the door frame. When

we open the door and separate the sensor from the magnet, the reed switch in the

sensor detects low magnetic field strength and then triggers the sensor to report

an OPEN event to the base station which in turn reports the event to the user’s
1We use the door as an example in the rest of this paper.
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Figure 1.2: A Typical Home Alarm System.

smartphone and the alarm service provider if any. The extender is used to forward

packets between the base station and contact sensors when they are too far away

from each other. Communications between the base station and contact sensors are

usually based on some low-cost protocols such as Z-Wave, Bluetooth Low Energy,

and Zigbee. Normally, contact sensors are powered by a small battery, and the base

station and extenders are connected to outlets.

The security of home alarm systems, however, is not well studied. Most attacks

reported so far exploit vulnerabilities in the networking protocols. For example, Lamb

[15] presented jamming and replay attacks to eliminate legitimate alarms and cause

false alarms for multiple home alarm systems. Fouladi and Ghanoun [16] used a

flaw in the Z-Wave protocol to reset the encryption key to a chosen value so that the

attacker can inject unauthorized commands. Rouch et al. [17] and Fuller and Ramsey

[18] introduced techniques to inject a fake controller (base station) into the network

to control the home IoT devices. To the best of our knowledge, nobody has studied
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the security issues arising from the home alarm system’s physical components such

as the reed switch in contact sensors.typical
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Chapter 2

IMMEDIATE AND AUTOMATIC LOCKING OF MOBILE DEVICES AGAINST

DATA THEFT

2.1 Overview

In this chapter, we present iLock, a secure and usable defense against device

losses/thefts. iLock immediately and automatically locks a mobile device once it

leaves the vicinity of its user. The key motivation behind iLock is that the departure of

a user from his device causes the physical environment to change and thus noticeable

changes in nearby wireless signals. So we can let the mobile device automatically,

quickly, and accurately recognize its physical separation from its owner by detecting

and analyzing the changes in wireless signals. Once significant physical separation

from its user is detected, the device can immediately and automatically lock itself.

iLock cannot help retrieve a lost/stolen device, but it can help prevent data theft.

Specially, after iLock locks the device, the user can use various apps such as Find My

Phone to track the device, remotely disable it, and even completely erase it.

iLock relies on acoustic signals and requires at least one speaker and one mi-

crophone that are available on most COTS mobile devices, such as smartphones,

tablets, laptops, and all-in-one PCs. Once a user-defined vulnerable context (e.g.,

out of home) is automatically detected, the speaker keeps transmitting high-frequency

acoustic signals inaudible to human ears. The signals are reflected by the user’s body

and finally reach the microphone after some delay. The device can then estimate its

distance from the user based on the received signals and automatically lock itself once

the distance estimation exceeds a user-defined threshold.
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How could the user-device distance be estimated? One may simply let the speaker

transmit an acoustic signal, which reaches the microphone via the speaker-user-

microphone path. After computing the time-of-flight (ToF) as the difference be-

tween signal transmission and reception time, the device can estimate the user-device

distance as c × ToF/2, where c denotes the speed of sound about 340 m/s. This

seemingly simple method unfortunately does not work because of very coarse-grained

timestamps on mobile devices, which can be due to many reasons such as various

delays between the application and physical layers [19]. For example, an error of

0.01 s may cause a distance-measurement error about 1.7 m which is obviously not

acceptable for device locking.

iLock adopts a technique called FMCW (frequency modulated carrier wave) [20]

to avoid computing the ToF directly based on inaccurate timestamps on mobile de-

vices. FMCW transforms the time differences to frequency shifts between transmitted

and received signals. With FMCW, the speaker changes the acoustic signal frequency

linearly. The device computes ∆f , the frequency difference between the signal trans-

mitted at the speaker and the signal received by the microphone at the same time.

Since the slope of the linear FMCW function is known, the ToF is roughly ∆f
slope , and

the user-device distance can still be estimated as c ∗ ToF/2.

Implementing FMCW-based iLock on COTS mobile devices faces two critical

challenges. First, the device must compute the frequency drift ∆f as the frequency

difference between the signals simultaneously transmitted at the speaker and arriving

at the microphone. This seemingly simple requirement is difficult to fulfill on COTS

mobile devices because the timestamps obtained from the OS are highly inaccurate.

Second, the signal arriving at the microphone is actually a linear combination of

multi-path signals coming from the direct speaker-microphone path, the speaker-

user-microphone path, and other paths involving many other physical objects. The
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device thus should be able to separate the signal from the speaker-user-microphone

path from other multi-path signals.

2.2 Adversary Model and Design Goals

In this section, we first talk about the adversary model of the system and then

present the design goals we want to achieve.

Adversary Model. We assume that the mobile device to protect is unlocked. This

can be because the auto-lock option is disabled or has not taken effect if a long time

window (e.g., 5 min) is chosen. The attacker possesses the device and tries to access

sensitive information stored there. We consider three types of attackers according to

their initial distance from the device relative to the (legitimate) user.

• Type-I attacker: This kind of attackers find the device the legitimate user ac-

cidentally lost in public places such as streets, restrooms, coffee shops, and

subways. Type-I attackers are initially much farther away from the device than

the user.

• Type-II attacker: Such attackers are still farther away from the device than the

user, but the distance difference is very small. For example, the attacker can be

a thief trying to steal the device from the user on a crowded bus/subway, and

the attacker may also be a malicious coworker who just sat with the user for

a meeting and saw the user leave without taking the device on the conference

table.

• Type-III attacker: These attackers are closer to the device than the user. For

example, the user may accidently put the device closer to the malicious coworker

on the conference table and leave the meeting without taking the device.
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Since iLock relies on acoustic signal transmissions and receptions, one may think

about defeating iLock by letting the attacker jam the acoustic channel. Such jamming

attacks are very easy to detect and mitigate. So we focus on dealing with the three

types of attackers above.

Design Goals. iLock cannot help retrieve a lost/stolen device, but it can help

prevent data theft on a lost/stolen device. We have the following design goals.

• iLock should be device-free and does not rely on any auxiliary device. It should

also be applicable to most COTS mobile devices.

• iLock should immediately lock the device once the user-device distance exceeds

a pre-defined threshold to minimize the time opportunity for data theft.

• iLock should be automatic and user-friendly. It should not require any explicit

interaction between the user and device. Nor does the user’s device-use habit

need to be changed.

• iLock should be very accurate in detecting the user-device distance, which can

translate into very low false positives and negatives for triggering device locking.

2.3 iLock

This section details the iLock design. We start by introducing FMCW in Sec-

tion 2.3.1. Then we discuss how to defend against Type-I, Type-II, and Type-III

attackers in Sections 2.3.2, 2.3.3, and 2.3.4, respectively.

2.3.1 Frequency-Modulated Carrier Waves

Fig. 2.1 gives a high-level overview of FMCW, and we refer the reader to [20] for

a more detailed illustration. FMCW operations proceed in rounds. In each round
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Figure 2.2: The System Framework of iLock.

referred to as a sweep, the transmitter linearly increases the transmission frequency

from f0 to f1, where f0 and f1 are predetermined minimum and maximum frequencies.

Each signal arrives at the receiver after some delay ∆t (the so-called ToF). The

transmitted and received signal frequencies for each sweep are depicted by red solid

and blue dashed lines in Fig. 2.1, respectively. According to Fig. 2.1, it is clear that

∆t = 4f
f1−f0Tsweep, where Tsweep is the duration of each sweep. Finally, we can estimate

the signal-travel distance d = c∆t, where c is the signal propagation speed.

2.3.2 Defeating Type-I Attackers: When Attackers Are Initially Farawy

iLock relies on FMCW to dynamically estimate the user-device distance and au-

tomatically locks the device once the user-defined safe distance is exceeded. iLock

uses acoustic signals so that it can work on most COTS mobile devices with standard

build-in microphones and speakers. Thus c is the speed of sound of about 340 m/s.

The minimum FMCW frequency f0 is set to be sufficiently high (e.g., 18 kHz) so that
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the signal is almost inaudible to human ears, and the maximum FMCW frequency f1

can be set to half the highest sampling frequency of the microphone. For example,

most COTS smartphones support the sampling frequency up to 44.1 kHz, so we can

set f1 equal to 22 kHz. Tsweep is a design parameter dictating the tradeoff between

maximum detection range and frequency drift resolution, which becomes clear shortly.

The implementation of FMCW-based iLock on COTS mobile devices faces two

critical challenges. First, the device must compute the frequency drift ∆f as the

frequency difference between the signals simultaneously transmitted at the speaker

and arriving at the microphone, as shown in Fig. 2.1. To do so, the transmitted

and received signals for the same sweep should be properly aligned. This seemingly

simple goal is difficult to achieve on COTS mobile devices because the timestamps

obtained from the OS are highly inaccurate in contrast to the short sweep duration.

Specifically, there are many reasons for the skew between the sending timestamp and

actual signal-emission time [19]. For example, the transmission instructions have to

be transferred from the application layer to the physical layer, which may be delayed

by many system events such as system interrupts. Similar reasons can also account for

the skew between the receiving timestamp got from the OS and the actual receiving

time by the microphone circuit. More accurate time measurements can be obtained

from the kernel, but this option is not feasible on mobile devices. Second, the signal

arriving at the microphone is actually a linear combination of multi-path signals

coming from the direct path between the speaker and microphone, the speaker-user-

microphone path, and other paths involving many other physical objects. The device

thus should be able to separate the signal from the speaker-user-microphone path

from other signals.
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Below we illustrate how iLock tackles these two challenges with the system dia-

gram in Fig. 2.2. We assume Type-I attackers in this section such that the signals

are reflected by only one human object (the user him/herself).

The Signal Alignment module is designed to deal with the first challenge. Specif-

ically, the speaker transmits acoustic signals with the frequencies sweeping from f0

to f1, which arrive at the microphone after some delay. In ideal situations with accu-

rate timestamps and static signal propagation environments, the time gap between

transmitted and received signal vectors for the sweep that can be obtained from the

transmitted and received timestamps should be constant, as shown in Fig. 2.1. Such

gaps, however, may vary a lot across each sweep mainly due to inaccurate timestamps.

Our design leverages the observation that the physical distance between the speaker

and microphone is fixed and usually very short relative to the user-device distance,

1 so the signals arriving from the direct speaker-microphone path dominate other

multi-path components. If the sweep duration is so short that signal propagation en-

vironments are approximately static, the time gap between transmitted and received

signal vectors on the direct path should be constant across each sweep regardless of

inaccurate timestamps. Let sin(ftxt) and sin(frxt) denote the transmitted and re-

ceived signals at the same timestamp, respectively. The Signal Alignment module

computes sin(ftxt) sin(frxt) = 1
2
(cos[(ftx − frx)t] − cos[(ftx + frx)t]) and then uses a

low-pass filter to get cos[(ftx − frx)t]. Then we advance the received signal vector

by an offset k to minimize the frequency difference ftx − frx. If the microphone only

receives the signals from the direct speaker-microphone path, there can be an almost

perfect overlap between the transmitted and received signal vectors after the shifting

with ftx − frx ≈ 0. Due to the presence of the user and other physical objects, the
1For example, the distances of the speaker to two microphones on a Samsung Galaxy S5 are 4.5

cm and 12.3 cm, respectively.
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transmitted and received signals cannot overlap each other. Finally, the transmitted

signals correspond to the red solid line in Fig. 2.1, and the advanced received signals

correspond to the blue dashed line in Fig. 2.1.

Then the Mixer module is invoked to compute cos[(ftx − frx)t] in the same way

as in the Alignment module for the transmitted and received signals at the same in-

stant in the same sweep. Different physical objects lead to different reflection paths,

each corresponding to a different time shift. So the FFT module is subsequently

used in each sweep to extract these different frequency shifts. Since each frequency

shift corresponds to a different ToF measurement and thus a different signal-travel

distance, we plot the received signal powers at different distances in Fig. 2.3a, which

are obtained from a microphone on a Samsung Galaxy S5 with f0 = 18 kHz, f1 = 22

kHz, and Tsweep = 20 ms. There are many horizontal strips with each corresponding

to a different path the signal traveled from the speaker to microphone. Some strips

are not stable with time, as user movements change the multi-path propagation en-

vironment. The strips around distance zero are the brightest, corresponding to the

direct speaker-microphone path.

We then use the Background Substraction module to highlight the effect of user

movements. Specifically, the physical objects other than the user (e.g., doors and

walls) can be assumed to be static relative to user movements, which generally holds

given the very short duration to detect user movements and then lock the device.

Therefore, the reflection paths due to these static objects are static across the sweeps,

so we can easily remove their effects via subtraction. Fig. 2.3b shows the substraction

result, where the signal power decreases as the distance increases.

Next, we use the Kalman filter in the Outlier Rejection and Filtering module to

smooth out the data. Fig. 2.3c shows the user’s movement trace before and after

outlier rejection and filtering. In this experiment, the user initially sits on the chair
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with the smartphone on the table. Then he stands up and turns around to move

away from the table and thus his smartphone. As we can see, his distance to the

smartphone decreases when he stands up (around 2,000 ms) and increases when he

moves away (after 2,000 ms).

When should the device be locked? In everyday life, the device is often

placed within the arm’s reach, so the user can set a threshold δ1 about the arm

length when installing iLock. We also define another distance threshold δ2, beyond

which the user can hardly put his device. iLock immediately and automatically locks

the device when the user-device distance starts below δ1 and then exceeds δ2. We set

δ1 = 60 cm and δ2 = 1 m in the experiments, and the user can freely adjust them in

practice.

How accurate are the distance measurements in iLock? The resolution

of distance measurements relies on that of ToF measurements which further depends

on that of frequency measurements. The minimum frequency drift in iLock equals

1/Tsweep (i.e., the size of one FFT bin), which translates into a ToF resolution of
1/Tsweep∗Tsweep

f1−f0 . So the user-device distance resolution can be derived as c
2(f1−f0)

, for

which we assume that the user-device distance is half of the speaker-user-microphone

path length. With f1 = 22 kHz, f0 = 18 kHz, and c = 340 m/s, the user-device

distance resolution is about 4.25 cm, which is sufficient to detect the user’s significant

departure from the device.

The maximum detection range for the user-device distance depends on both the

sweep duration and also the speaker volume. Considering the sweep duration alone,

we can compute the maximum user-device distance as cTsweep/2, which equals 3.4 m if

Tsweep = 20 ms. The speaker volume corresponds to transmission power and thus dis-

tance: the larger the speaker volume, the larger the transmission power consumption,
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Figure 2.3: Single User Tracking with FMCW. Figure (a) Plots the Spectrogram

after FFT on Each Sweep. Figure (b) Eliminates Static Multipath by Subtracting

the Power of a Previous Sweep from the Current Sweep. Figure (c) Illustrates the

User’s Moving Traces before and after Outlier Rejection and Filtering.

the larger the detectable user-device distance, and vice versa. In our experiments,

the 71% volume level leads to a maximum detection range at about 1.5 m.

Another issue worth mentioning is the impact of initial signal alignment on dis-

tance measurements. The net effect of initial signal alignment is to virtually place

the speaker and microphone together. So each subsequent microphone-object-speaker

distance measurement is actually d′ = d− dsm, where d is the actual signal travel dis-

tance, and dsm means the distance between the speaker and microphone. For most

portable mobile devices, dsm is relatively small in contrast to user movements and can

be safely ignored. For larger mobile devices such as laptops and all-in-one PCs, dsm

can be easily estimated and then used to obtain d.

2.3.3 Defeating Type-II Attackers: When Attackers Get Closer

The basic iLock design in Section 2.3.2 assumes that the attacker is initially far-

away from the device, so only the movement of the user him/herself needs to be
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tracked. In this section, we discuss how to defeat Type-II attackers which are ini-

tially also close to the device but still at a greater distance than the user-device

distance. There are many such scenarios in daily life. For example, the user leaves a

conference room without taking his/her device on the table, where malicious cowork-

ers or conference attendees try to access sensitive data on the user’s device. The

device may also slip out of the user’s pocket or suitcase on public transport tools and

be picked up by malicious passengers nearby. The existence of multiple persons (in-

cluding the target user) nearby causes the target device to detect multiple movement

traces. So the essential challenge is to identify the movement trace associated with

the legitimate user, based on which to make salient device-locking decisions.

To begin with, we consider a common scenario that only one person near the

device moves away from it. Even if other persons do not move, they may still have

minor body movements which can be detected by the device. Since the target user is

assumed to be initially closer to his/her device than other persons, his/her movement

trace can be easily singled out based on the initial closer distance measurement.

Fig. 2.4 shows an exemplary scenario where the target user leaves but the attacker

stays, and Fig. 2.5 corresponds to the case that the attacker leaves but the user stays.

It is very clear that the target user’s movement trace can be easily identified, based

on which the device can determine whether to lock itself according to the same rules

in 2.3.2.

There can be ambiguity if the user-device distance is not much smaller than the

attacker-device distance, especially when there are more than two persons near the

device who may leave or stay with the device around the same time. For example,

multiple passengers (including/excluding the target user) may exit at the same bus

stop. As a result, there can be multiple movement traces corresponding to leaving

persons and also multiple ones for staying persons. Leaving traces are easier to be
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Figure 2.4: The Scenario Where the User Leaves and Attacker Stays.

distinguished from staying traces because the latter correspond to relative stable and

smaller distances. But the leaving traces themselves may intersect, so may the staying

traces themselves. The limited resources on COTS mobile devices make it impossible

to accurately identify the movement trace for each individual person. Fortunately,

our goal is to preserve data security in the case of device thefts/losses, so it makes

more sense to weigh false positives over false negatives. Under the assumption that

the target user is initially closer to the device than other persons nearby, we can take

an aggressive approach as follows. We first construct a set of candidate leaving traces

from the distance measurements. For example, if two persons leave the device with

their leaving traces intersecting each other, we can construct four candidate leaving

traces. Among the candidate traces satisfying the locking condition (i.e., starting

below δ1 and exceeding δ2), we select the one whose minimum distance measurement

is the smallest, denoted by dL. Similarly, we construct a set of candidate staying

traces, from which to select the one whose minimum distance measurement is the

smallest, denoted by dS. Let ω denote the maximum possible distance measurement

error. As long as dL ≤ dS + 2ω, iLock associates the leaving trace with the target

user and immediately locks the device.
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Figure 2.5: The Scenario Where the User Stays and Attacker Leaves.

2.3.4 Defeating Type-III Attackers: When Attackers Are Closer than the User

Now we illustrate how iLock withstands a Type-III attacker, the strongest one who

is even closer to the device than its legitimate user (e.g. two scenarios in Fig. 2.6).

Such attack scenarios are not unusual. For example, the user sits very close to the

attacker in a conference room and accidentally puts the device closer to the attacker.

The previous defenses against Type-I and Type-II attackers thus fail.

The fact that more and more COTS mobile devices have two or more microphones

enables possible defenses against Type-III attackers. For example, Fig. 2.6 shows

dual microphones on one smartphone, where Mic2 at the bottom is mainly used

for voice recording, and Mic1 at the top is designed for noise cancellation. Such

dual-microphone configurations are very typical on current smartphones. The left

sub-figure in Fig. 2.6 depicts a scenario where the user and attacker are closer to

Mic2 and Mic1, respectively. In this scenario, the user’s significant departure from

the device can still be identified based on the distance measurements at the two

microphones, in which case the device can be immediately locked. In contrast, the

right sub-figure in Fig. 2.6 corresponds to a scenario in which the attacker and target

user have similar distance to both microphones. The system will also lock the device
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immediately to ensure strong data security when there is an ambiguity in the right

scenario.

Relying on dual microphones, our solution applies to Type-III attackers with ar-

bitrary locations with regard to the microphones and the user. We additionally

assume that the relative orientation changes between the device and user before user

movements can be automatically estimated with high precision through existing tech-

niques. For example, the latest result we are aware of [21] can reach a precision of 5◦

based on IMU sensors. Since the initial relative orientation when the user is using the

device is known (i.e., either landscape or portrait mode), we can calculate the final

relative orientation when the user stop using the device. As a result, we just need

to compare the orientation of candidate leaving user measured by two microphones

with the orientation of target user calculated by IMU sensors. We also notice that

the relative user-device orientation is approximately fixed, as a normal user typically

walks along a straight line with a short distance from the device instead of in a zigzag

fashion.

Our solution uses the distance measurements at Mic1 and Mic2 in a cohesive way.

Specifically, every moving physical object near the device can lead to a speaker-object-

microphone distance measurement at both Mic1 and Mic2 according to the FMCW
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technique. Let d1(t) and d2(t) denote the distance measurements of Mic1 and Mic2

at time t, respectively. Note that COTS devices allow these two measurements to be

perfectly aligned in time, i.e., with the same sampling clock. Consecutive distance

measurements of the same object at the same microphone lead to a movement trace,

either staying or leaving. Since Mic1 and Mic2 are very close to each other on the

device in contrast to the user-device distance, they produce highly correlated move-

ment traces for the same object. Assume that iLock finds two such correlated traces,

so the next step is to determine whether these leaving traces should be associated

with the user and triggers device lock if so. However, the distance measurement isn’t

accurate and stable enough to discover the orientation of candidate leaving trace, so

we introduce a new metric as follows,

η(t) =


−1 if d1(t)− d2(t) > δdual,

0 if |d1(t)− d2(t)| ≤ δdual,

1 if d2(t)− d1(t) > δdual,

where δdual is a system threshold and set to the theoretical distance resolution of

4.25 cm. We proceed to compute η̂ = 1
N

∑N
t=1 η(t), where N denotes the number of

distance measurements. Obviously, η̂ always belongs to [−1, 1]. When η̂ is closer to

1 (-1), the object is closer to Mic1 (Mic2). If η̂ is closer to 0, the object is about the

same distance from Mic1 and Mic2.

We conjecture that η̂ is closely tied to the device-object orientation and confirm it

by experiments on a Samsung Galaxy S5. As shown in Fig.2.7, we fix the user’s mov-

ing direction and evaluate η̂ in eight different orientations (45◦ separation) by rotating

the phone around its fixed center. 20 experiments are done for each orientation, and

the distribution of η̂ is shown in Fig. 2.8. We can observe that the data for symmetric

orientations with regard to the vertical axis (e.g., 225◦ vs. 135◦) overlap. So do the

data for adjacent orientations (e.g., 45◦ vs. 90◦). This observation is anticipated due
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Figure 2.8: The Measured η̂ in Eight Different Orientations as Illustrated in Fig. 2.7.

to distance measurement errors and also because η̂ relates to only relative distance

measurements. But there is a clear distinction between the data for orientations far

apart (e.g., 0◦ vs. 180◦ and 45◦ vs. 225◦).

The above observation can be explored as follows. First, we obtain a more fine-

grained η̂-orientation distribution than that in Fig. 2.8, which can be device-specific.

The obtainment of this distribution is a one-time process and can be done when the

user installs and enrolls into iLock. Once two correlated leaving traces are detected,

iLock computes η̂ as above, based on which to find the most probable orientation η̂

corresponds to. If the likelihoods for multiple orientations are sufficiently close, all of

them are candidate orientations. Recall that the initial user-device orientation can be
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precisely obtained beforehand, and the user normally works in the same orientation

within a short distance where iLock targets. If any candidate orientation is within

a predefined threshold from the initial user-device orientation, the leaving traces are

determined to be associated with the legitimate user, so iLock immediately locks the

device.

2.4 Implementation and Evaluation

We implement iLock and obtain similar evaluation results in several COTS An-

droid devices such as Samsung Galaxy S5 and Xiaomi Redmi 2. For lack of space,

only the experimental data on Samsung Galaxy S5 are reported in this report. The

Samsung Galaxy S5 phone has a Quad-core 2.5 GHz Krait 400 CPU, 2 GB RAM, and

a 5.1-inch display. There are also two microphones, Mic1 at the top and Mic2 at the

bottom. The speaker-Mic1, speaker-Mic2, and Mic1-Mic2 distances are 4.5 cm, 12.3

cm, and 14 cm, respectively. By default, the FMCW frequencies range from f0 = 18

kHz to f1 = 22 kHz; the sweep duration is Tsweep = 20 ms; and the speaker volume is

71%. One experiment is done in the university library, and all the others are done in

a typical 12′ × 24′ research office with desks, cabinets, computers, and six students.

Unless specifically noticed, our experiment below is done on a table of 72cm height

in our office with the orientation 0◦; and the user stands up, turns around, and walks

away with normal speed about 1.51 steps/second. Below we report the performance

of iLock against Type-I, Type-II, and Type-III attackers, respectively.

2.4.1 Evaluation with Type-I Attackers

Recall that Type-I attackers are far away from the device when the user moves

away. iLock in this scenario just needs to recognize the movement trace of the user

alone and then locks the device if the trace starts below the near-distance threshold

24



δ1 and exceeds the far-distance threshold δ2. The experiments are conducted in a

12′× 24′ office with six PhD students. We set δ1 = 0.6 m (a typical arm’s reach) and

δ2 = 1 m beyond which a typical user does not put the device. In our experiments,

a male user uses the phone for a while and then leaves it unlocked on the table, in

which case iLock is automatically activated. Note that the triggering events for iLock

can be automatically detected by many existing methods, e.g., through detecting

when the user stops touching/holding the unlocked phone via inertial gyroscope and

accelerometer sensors.

False Negatives. We first evaluate the false-negative rate of iLock through 400

experiments. In each experiment, the user puts his phone in a random position and

an arbitrary orientation within δ1. The user leaves the device in his usual way. As

soon as the user-phone distance exceeds 1 m (i.e., δ2), iLock theoretically should lock

the phone. The results are quite encouraging. Specifically, the phone is successfully

locked 395 times, which lead to a locking rate (true-positive rate) of 98.75% or a

false-negative rate of 1.25%.

False Positives. We then evaluate the false-positive rate of iLock. In this experi-

ment, we put the unlocked phone randomly on the desk just besides the user (within

δ1). Instead of leaving the desk and phone, the user performs regular minor move-

ments such as typing, writing, drinking, rotating his head/shoulder, and swinging

back-and-forth. Zero false device locking occurs in the entire 15 minutes, indicating

an extremely low false-positive rate in practice.

Impact of Phone Orientations. The next experiment is to investigate the effect of

phone orientations. We change the phone’s relative orientation to the user by rotating

it according to Fig. 2.7. For each orientation, the user moves away from the phone 50

times in his own way, for which each movement starts from a random position within

δ1 and goes beyond δ2 from the phone.
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Figure 2.9: Maximum Detection Range vs. Orientations.

Fig. 2.9 illustrates the maximum detection ranges of Mic1 and Mic2 for different

phone orientations. When the phone orientation is around 0◦ (180◦), Mic2 (Mic1)

yields a larger maximum detection range due to the closer distance between the user

and Mic2 (Mic1). On the Samsung Galaxy S5, Mic2 is the master microphone, and

Mic1 is designed for noise cancellation. So we can see that the average maximum

detection range of Mic2 is larger than that of Mic1. Finally, combing the distance

measurements from Mic1 and Mic2, iLock can always detect the user movement up

to 1.4 m for any orientation.

Fig. 2.10 plots the true-positive rates for each orientation based on Mic1, Mic2,

and their combination Mic1+Mic2. As expected, the peak performance for using

Mic1 alone and Mic2 alone occur around 180◦ and 0◦ orientations, respectively. In

addition, Mic2 shows better performance overall due to its higher capability as the

master microphone. Finally, if we lock the phone as long as either one microphone

detects a leaving trace, the true-positive rate is always above 90% regardless of initial

phone orientations.
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Figure 2.10: True-positive Rates vs. Orientations.
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Figure 2.11: Maximum Detection Range vs. Phone-user Distance.

Impact of Initial Phone Positions. We also evaluate the impact of initial phone

positions. In this experiment, the initial phone-user distance changes from 10 cm to

20 cm, 30 cm, 40 cm, and 50 cm, and the phone orientation is fixed to 0◦. Fig. 2.11 and

Fig. 2.12 show the maximum detection ranges and true-positive rates, respectively.

We can see that the true-positive rate with Mic2 alone or Mic2 and Mic1 together

can yield very high true-positive rates up to 100% for all distance settings. So initial

phone positions have very little impact on iLock.
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Figure 2.12: True-positive Rate vs. Phone-user Distance.

Impact of Departing Gestures. The user may leave the device with different

gestures. Intuitively speaking, the departing gesture should not affect the detection

performance, as iLock only measures the user-device distance. We confirm this in-

tuition by experimenting three common gestures. In the first gesture which is the

default in our experiments, the user stands up, turns around, and walks away. In

the second gesture, the user initially stands facing the phone and then steps back to

leave. In the final gesture, the user rotates the chair, stands up, and then moves away.

Each gesture is performed 20 times, and the average maximum detection ranges and

true-positive rates are shown in Fig. 2.13. We can see that Mic2 and Mic1+Mic2

produce very high and stable true-positive rates for all three gestures.

Impact of Departing Speeds. To evaluate the impact of moving speeds, we let

the user perform the second gesture above with slow, normal, and fast speeds, corre-

sponding to about 1.15, 1.51, and 2.0 steps/second, respectively. In this experiment,

the user leaves 20 times for each speed setting, while the phone is initially 20 cm away

at the 0◦ relative orientation. As we can see from Fig. 2.14, the performance of iLock

becomes non-satisfactory when the user steps back at 2.0 steps/second. The main rea-

son is that the fast speed reduces the time span for the same distance range, which in
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Figure 2.13: Performance of Three Leaving Gestures.
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Figure 2.14: True-positive Rate vs. Leaving Speeds.

turn reduces the number of distance measurements given that the microphones have

the constant sampling frequency. Fortunately, a normal user does not step back as

fast as 2.0 steps/second. So the true performance of iLock is more reflected under

the relatively slow and normal speeds.

Impact of Vertical Positions. The phone’s vertical position may be different in

various scenarios. For example, we tend to leave the phone on the desk around 70 cm

high while in an office, on a chair about 40 cm high while on a subway, and the bar

table about 100 cm high while in a bar. Fig. 2.15 shows the performance of iLock
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Figure 2.15: True-positive Rates vs. Phone Heights.

under different heights: 36 cm, 72 cm, 92 cm. For each height, the user moves away

with the second gesture above for 20 times. We can see that different heights have

very little impact on the true-positive rates of iLock.

Impact of Speaker Volumes. iLock detects the leaving movement by signal reflec-

tions, so the signal strength can potentially affect its performance. We conduct the

experiment under three volume levels corresponding to three signal strengths: low

(26%), medium (52%), and large (71%). From Fig. 2.16, it is of no surprise to see

that the performance via Mic2 alone or Mic1+Mic2 are quite high for medium and

high volume settings.

Impact of Different Users. We also ask six PhD students to use iLock. Each

student leaves in his own way for 20 times with the gesture and speed he likes. As

shown in Fig. 2.17, iLock achieves a true-positive rate of 85% for student 2, 95% for

student 5, and 100% for the rest. It is worth noting that student 2 walks much faster

than others in the experiments, leading to the similar observation as in Fig. 2.14

Impact of Experimental Environments. We finally evaluate iLock in the lobby

of the university library. The lobby is about 32,000 square feet and contains many
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Figure 2.16: True-positive Rates vs. Different Volumes.
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Figure 2.17: True-positive Rates vs. Different Users.

tables, sofas and public desktop computers. During our experiment, there is a lot of

noise from the vending machines, public computers, and student talks. In addition,

the students walk around without our control, but we make sure that they are at least

1 m from the phone. The user puts the phone randomly on a table and leaves it 20

times with a normal speed under gesture 2. We obtain a true-positive rate of almost

100% by using Mic2 alone or Mic1+Mic2. So iLock can work very well in noisy and

uncontrolled environments.
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2.4.2 Evaluation with Type-II Attackers

We also evaluate iLock against Type-II attackers who get closer to but are still

farther away from the device than the legitimate user. With the presence of Type-

II attackers, iLock can detect multiple movement traces and needs to decide which

trace is associated with the user. For this experiment, we use the Precision and Recall

metrics defined as follows,

Precision =
#TP

#TP + #FP
and Recall =

#TP

#TP + #FN
, (2.1)

where #TP is the number of user departures correctly associated with the user, #FP is

the number of other users’ departures incorrectly associated with the user, and #FN

refers to the number of user departures not associated with the user by mistake.

The experiment involves the user and one attacker, and their distance difference

to the device varies from 20 cm to 30 cm, 40 cm, 50 cm, and 60 cm. For each

distance difference, the user leaves 20 times while the attacker stays, and then the

attacker leaves 20 times while the user stays. The Precision and Recall results based

on Mic1+Mic2 are shown in Fig. 2.18. We can see that precision is always above

95%, corresponding to very low false-alarm rates. In contrast, the recall increases

from 80% to 95% when the distance difference becomes larger, as larger distance

difference makes it easier to distinguish the user’s trace from the attacker’s.

2.4.3 Evaluation with Type-III Attackers

Now we report the performance of iLock against Type-III attackers. This exper-

iment involves the user and one attacker who is always closer to the phone than the

user. As shown in Fig. 2.20, we use five representative scenarios in which the user

and attacker are in different positions and orientations relative to the phone. In each

scenario, the user leaves the device 20 times while the attacker stays, and then the
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Figure 2.18: Precision and Recall with a Type-II Attacker.

attacker leaves 20 times while the user stays. In addition, the initial orientation of

the device relative to the user can be accurately estimated with existing techniques

[21]. Once two highly correlated leaving traces are detected, the metric η̂ is com-

puted according to the description in Section 2.3.4. Then we find the most probable

orientation for η̂ based on a fine-grained η̂-orientation distribution, which we obtain

beforehand for the Samsung Galaxy S5. Next, we compare the discovered orienta-

tion with the device’s initial orientation relative to the user. Note that, in Fig. 2.8,

η̂ distributions of adjacent orientations overlap with each other, so we associate the

traces discovered in nearby orientations to the target user to improve true positive

rate. For example, if the device’s initial orientation relative to the user is 180◦, the

leaving traces discovered between [135◦, 225◦] will be associated to the target user

and the system locks the device immediately to ensure data security. Users can devise

their own mechanism to balance Precision and Recall.

As we can see in Fig. 2.20, the Precision and Recall results are overall quite

acceptable for all five scenarios. The worst performance is observed when there is a

small orientation difference between the user and attacker relative to the phone (i.e.,
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0◦-270◦ and 180◦-270◦). This result is expected, as the smaller orientation difference

makes it harder to distinguish the user’s movement from the attacker’s.

2.5 Discussion

2.5.1 Energy Consumption

iLock incurs additional energy consumption on a mobile device in two main as-

pects. First, iLock needs to transmit high-frequency modulated acoustic signals and

also record the signals reflected by physical objects. It is shown [22] that such acoustic

transmitting and recording on Samsung Galaxy S5 may incur an energy consumption

of about 800mW with Monsoon Power Monitor. Secondly, iLock consumes energy
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Figure 2.20: Precision and Recall with a Type-III Attacker.

in data processing such as filtering, FFT, and mixing. In practice, iLock does not

need to be activated all the time. In particular, iLock can only be activated when the

device enters a vulnerable context. One such context is when the user stops using the

device while the screen is still unlocked, and it is can be easily detected by exploring

inertial sensors such as touchscreen, gyroscope, and accelerometer. Also note that

many users spend most of the time in a safe zone such as home and office. Sophisti-

cated localization techniques allow the device to accurately determine whether it is in

a predefined safe zone. iLock is only activated when the device is out of the safe zone.

So the energy consumption of iLock is quite amenable in contrast to its potentially

huge benefits.

2.5.2 Other Potential Solutions

We also investigate and experiment other potential solutions. The most intuitive

alternative is to directly analyze the received signals which can be perturbed by

leaving movements. In the experiment, we indeed find some potential signal patterns

for specific leaving gestures. So one may think about training a classifier to detect a

user’s leaving gesture. However, different users have different gestures, so every user
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who wants to use the system has to train a classifier, a time-consuming and clumsy

process. In addition, even the same user may leave the device in a different way in

different scenarios. As a result, it is almost impossible to train a classifier that can

differentiate all possible gestures of the same user. So we give up this method.

Another candidate approach is to rely on the Doppler effect caused by user move-

ments. In particular, the speaker transmits acoustic signals with a fixed high fre-

quency f0, and the microphone records the reflected signals with frequency fr. It

follows that fr = c−vr
c−vs f0, where vs is the speed of the reflection object (user), and c

is the speed of sound. Since the receiver is stationary, vr = 0. Then we can do an

integration over vs to get the distance the user moves. The Doppler shift, however, is

very sensitive and can be induced by any body movement. Also, the frequency shifts

by different body movements at different distances to the device are mixed together.

As a result, we can hardly extract the user’s movement pattern based on the Doppler

effect and give up this idea as well.

Finally, one may think about implementing iLock based on WiFi or Bluetooth

signals rather than acoustic signals. There are two primary reasons for not doing so.

First, WiFi and Bluetooth interfaces are often very busy and occupied for data com-

munications, while the speaker and microphone have much more idle time. Second,

WiFi and Bluetooth signals propagate in the speed of light and have much higher

requirement for time/frequency measurement accuracy, which is not attainable on

COTS mobile devices. This is also the reason why existing FMCW implementations

on WiFi signals use complicated and customized hardware not available on COTS

mobile devices.
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2.6 Related Work

There are three ways to prevent the attackers’ illegal access to mobile devices and

the sensitive data therein. The first one is one-time authentication that authenticates

users when they try to unlock and use the device. The second one is to authenticate

users continuously when they are using the device. The third one is to lock the

device immediately once the current user has left. We will analyze advantages and

disadvantages of each method in what follows.

There are significant research and practice related to one-time authentication.

Typically, one-time authentication schemes can be classified into three categories:

Something-You-Know, Someone-You-Are, and Something-You-Have. In the Something-

You-Know paradigm, users are asked to input a simple PIN, an alphanumeric pass-

word, or a gesture/graphical password. This method is vulnerable to shoulder-surfing

attacks. The Something-You-Have paradigm requires auxiliary hardware (e.g. Signet

Ring [23]) which is possessed only by the legitimate user. We note that the non-COTS

hardware is a potential obstacle for the wide adoption of this paradigm. A growing

body of work follows the Someone-You-Are paradigm [24, 25, 26]. This approach relies

on physiological or behavioral biometrics which are unique to each person. Common

physical features consist of fingerprints, facial features, retina patterns, etc. Physio-

logical authentication methods may be vulnerable to spoofing attacks [24]. Behavioral

biometrics may include keystroke patterns [27, 28], touching gestures [29, 30], gaits

[31, 32], etc. As said, a significant number of mobile users do not password-protect

their devices, not to mentioning adopting more advanced one-time authentication

techniques. In addition, the time window for a password-protected device going from

the unlocked mode to the locked mode may be long enough for a capable attacker to
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access all the sensitive information on the lost/stolen device. If an unlocked device is

missing or stolen, the user’s sensitive information is completely exposed.

Continuous authentication can complement one-time authentication by continu-

ously authenticating the current user. In this way, after the attacker uses the device

for a while, the device can detect the unauthorized user and log out. In [4], the

user needs to wear a bracket with a built-in accelerometer, a gyroscope, and a ra-

dio. When using a desktop computer(typing the keyboard and using the mouse), the

bracket records and sends the movement data to the computer. The computer checks

whether the input to the computer matches the data from the bracket. A recent pa-

per [33] points out attacks on the technique in [4]. The technique in [34] continuously

authenticates users based on behavioral biometrics with 30 features. The equal error

rates drop to 2%-3% with 11 to 12 strokes. Similar techniques based on behavioral

biometrics are also presented in [35, 36]. We note that continuous authentication

can only detect the attacker after he has used the device for a while. As a result,

the attacker still has a good chance to obtain the victim’s sensitive data before be-

ing logged out. In addition, if the attacker just watches content (e.g. photos and

messages) on the screen and does not use the device, he would not be detected by

continuous authentication methods at all.

Our method falls into the last category that the device locks itself immediately

when the user leaves. If our method is combined with one-time and continuous

authentication mechanisms, the attacker can hardly get any opportunity to access

the user’s sensitive data even if he possesses the missing mobile device. Our work is

the first in this category to the best of our knowledge.

iLock is also related to recent work on object tracking and ranging. In particular,

FMCW is used in WiTrack [37] for RF-based indoor localization and achieves the

positioning accuracy of centimeter. WiTrack 2.0 [38] uses more antennas to support
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multi-user localization based on FMCW. Their methods are based onWiFi signals and

customized transceivers that are not available on COTS mobile devices. In addition,

the techniques in [39, 40] use FMCW with audio signals to track the chest motion

and finger movement, respectively. Finally, the work in [41, 19, 42] work on acoustic

ranging between devices. iLock differs from these work in the research problem and

also system implementation.

2.7 Conclusion

In this chapter, we presented the design and evaluation of iLock, a secure and

usable defense against data theft on a lost/stolen mobile device. iLock automatically,

quickly, and accurately detects the user’s physical separation from his/her device.

Once significant physical separation is detected, iLock immediately locks the device

to thwart data theft. Relying on acoustic signals, iLock can be deployed on most

COTS mobile devices with standard built-in microphones and speakers. Extensive

experiments on Samsung Galaxy S5 confirmed the high efficacy of iLock with negli-

gible false positives and negatives.
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Chapter 3

SECURE CROWDSOURCED INDOOR POSITIONING SYSTEMS

3.1 Overview

The goal of this chapter is to discover the vulnerabilities of crowdsourced WiFi-

based IPSes and present some countermeasures. For this purpose, we prototype a

WiFi-based IPS to evaluate potential attacks and the corresponding defenses. Al-

though this study focuses on WiFi-based IPSes, the rationals can easily extend to

other types of crowdsourced IPSes. We hope that our study can promote security

considerations in the early phase of designing and deploying crowdsourced IPSes.

We identify three attacks based on the information the attackers have. In the first

attack, the attackers know the indoor floor plan but have no knowledge about real

indoor APs. So they can generate acceptable mobility traces fitting the floor plan,

which are submitted along with totally random fake RSS fingerprints. In the second

attack, the attackers know both the indoor floor plan and legitimate RSS fingerprints,

e.g., by walking in the indoor environment. They add noise to RSS fingerprints before

submitting them. In the third attack, the attackers have the same knowledge as in

the second attack. But they purposefully change the mappings between the floor plan

and RSS fingerprints instead of polluting RSS fingerprints.

We also propose the corresponding defenses based on the observation that there

are often some trusted indoor users such as the employees in a shopping mall. Even if

the IPS operator cannot produce a high-fidelity fingerprint database based on limited

trusted users alone, their data are much more trustworthy and can be used to verify

the data from untrusted crowdsourcing workers. We defend against the first attack
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by comparing the set of APs in an untrusted submission with those in a trusted sub-

mission for the same position. To deal with the second and third attacks, we present

two novel metrics to evaluate the trustworthiness of data submissions from untrusted

crowdsourcing workers. The first metric considers the correlation between the RSS

fingerprints for adjacent positions in the same signal trace, while the second consid-

ers the correlation between the RSS fingerprints for the same positions in different

signal traces. Finally, we combine the two metrics and design an algorithm to build

a high-fidelity fingerprint database resilient to malicious crowdsourcing workers.

Our contributions can be summarized as follows.

• We are the first to study the security issues in crowdsourced WiFi-based IPSes.

Our principles can be easily extended to other crowdsourced IPSes.

• We present three attacks and evaluate their performance in a prototype system.

We show that the attacker can induce a localization error up to 20m under the

most powerful attack.

• We propose the corresponding defenses that can safeguard a crowdsourcedWiFi-

based IPS from malicious data injections. We experimentally show that our

technique is highly resilient to the identified attacks even if the majority of

crowdsourcing workers are malicious.

3.2 Basics of Crowdsourced WiFi-Based IPS

In this section, we introduce the basic operations of a WiFi-based IPS to help

understand the proposed attacks and defenses. WiFi-based IPSes depend on the

ubiquitous WiFi infrastructure in indoor environments and the penetration of WiFi-

capable smartphones into people’s everyday life. No additional hardware is needed

to augment the network infrastructure or equip mobile users. When there is need
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for indoor positioning, the user turns on the IPS app on his smartphone. Assume

that there are n APs in a given indoor environment, denoted by AP1, . . . ,APn. At

any specific indoor location, the smartphone can detect n RSS values (denoted by

rss1, . . . , rssn), one for each AP. If some APs are not discoverable, the corresponding

RSS values are set to default system values. We refer to 〈rss1, . . . , rssn〉 as an RSS

fingerprint (or just fingerprint for short) for that position. Assume that the IPS

operator has maintained a fingerprint database composed of the mappings between

fingerprints and indoor locations. Upon receiving the user’s fingerprint, the IPS

operator finds the closest match in its fingerprint database and then returns the

corresponding location to the user.

Radar [43] is the most classical WiFi-based indoor positioning method. It uses

deterministic fingerprinting and matching based on Euclidean distance. To find

the closest match in the database for a received fingerprint 〈rss1, . . . , rssn〉, Radar

minimizes the distance
√

(rss′1 − rss1)2 + · · ·+ (rss′n − rssn)2 for an arbitrary record

〈rss′1, . . . , rss′n〉 in the database.

Horus [44] improves Radar by employing probabilistic techniques to find a max-

imum likelihood fingerprint in the database. Given that RSS fingerprints are highly

dependent on time, locations, and even devices, Horus maintains the RSS fingerprint

distribution at every position xi as

P (〈rss1, . . . , rssn〉|x = xi) =
n∏
k=1

P (rssk|x = xi) .

Based on Bayesian inference, Horus derives the maximum likelihood location for each

received fingerprint.

Traditional WiFi-based IPSes face two key challenges. First, it is very time-

consuming and labor-intensive for the IPS operator to record the RSS fingerprints

at every position in such a large indoor environment as a shopping mall. Second,
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Figure 3.1: Only One Trace Exists in the Floor Plan.
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Figure 3.2: The Architecture of the Prototype System.

dynamic calibration is needed to update the fingerprint database to deal with noisy

WiFi signals, physical environment changes, and AP additions/deletions.

3.3 A Prototype for Crowdsoured WiFi-Based IPS

Mobile crowdsourcing has great potential to facilitate the construction of finger-

print databases in WiFi-based IPSes. The key idea is to leverage the sensors (e.g.,

accelerometer, gyroscope, and magnetometer) embedded in today’s smartphones in

a crowdsourcing manner to automatically construct/update the fingerprint database.

In such a system, a crowdsourcing worker submits the RSS fingerprints and cor-

responding IMU sensor data at unknown locations to the IPS operator. Different

techniques such as [8, 9, 10, 11] have been proposed to explore the IMU sensor data

to map the fingerprints collected at unknown locations to the correct locations.

We build a prototype system based on Zee [8], a representative crowdsourced

WiFi-based IPS, to illustrate the proposed attacks and defenses. Our attacks and
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defenses can easily extend to other systems after simple adaptations. The prototype

system explores the fact that the indoor layout imposes constraints on the human

mobility. For example, the user has to walk along the corridor and cannot walk

through the walls or other barriers. When the user’s mobility trace is known (e.g.,

a zigzag path), we may find only one pathway in the floor plan to accommodate the

mobility trace. The more the user walks, the higher probability a single possible

pathway exists. As illustrated in Fig. 3.1, the user walks east, turns left, turns right,

and walks to the end. There is only one pathway which can accommodate such a

mobility trace. If the user’s mobility trace can be mapped uniquely to the floor plan,

the fingerprints collected when the user walks can also be mapped to the floor plan

based on timestamps.

Fig. 3.2 illustrates the architecture of our prototype system. The system first es-

timates the user motion (mobility trace) from accelerometer, compass, and gyroscope

data. Then the particle filter explores the mobility trace to eliminate the particles

that violate the floor constraints (e.g., it is impossible for the user to walk through

the wall). Finally, the system uniquely maps the mobility trace and associated RSS

fingerprints to the floor plan. The fingerprint database is built and dynamically up-

dated in this way. In the operating phase, the prototype system uses Horus [44] for

fingerprint matching.

We implement our prototype in Google Nexus 6 based on Java. The Google Nexus

6 phone has a Quad-core 2.7 GHz Krait 450 CPU, 3 GB RAM, a 5.96-inch display, and

four relevant IMU sensors (magnetometer, compass, accelerometer, and gyroscope).

The sampling frequency for IMU sensors and the WiFi module are about 16.7 Hz and

0.67 Hz, respectively. We deploy the prototype on a rectangular 135m-by-35m floor

of a university building with the floor plan shown in Fig. 3.3.
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Figure 3.3: Indoor Floor Plan for the Experiment.

To validate the fidelity of our prototype system, we let two trusted users walk 20

times to form the initial fingerprint database with walking traces ranging between

96m to 110m long. Each user walks arbitrarily in the floor plan while carrying the

smartphone in any way and orientation. In some cases, users prefer to carry the

smartphone in the pocket for convenience. The sensor and RSS data are collected in

two weeks to capture the RSS variations due to time. Based on the initial database, we

emulate location queries at 11 random positions in the floor plan and get an average

error of 2.48m and a median error of 1.72m. These results are quite consistent with

the results in Zee [8].

3.4 Adversary Model and Attacks

In this section, we first outline the adversary model. Then we present three attacks

and report their efficacy with experimental results in our prototype system.

3.4.1 Adversary Model

Crowdsourced WiFi-based IPSes depend on the voluntary participation of many

mobile users that can be recruited in various channels such as Amazon Mechanical

Turk. Each crowdsourcing worker submits timestamped RSS fingerprints and con-
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current IMU sensor data via an app from the IPS operator, which can be part of

the actual IPS app. The IPS operator may be offering indoor positioning services

for many indoor venues. In this case, it can easily associate crowdsourced data with

the correct indoor venue, e.g., by checking the GPS location of the crowdsourcing

worker before he enters the indoor venue. Crowdsourcing workers normally receive

some rewards for their participation.

Crowdsourcing workers can misbehave for various reasons. For example, he may

submit fake sensor/RSS data to claim rewards without performing the actual WiFi

sensing which can be time-consuming or quickly drain his phone battery. Or he can

be hired by a malicious competitor to ruin the business of the IPS operator, and

such instances are not uncommon in the business world. He may also extort the IPS

operator or misbehave just for fun.

The adversary can control many crowdsourcing workers, e.g., by registering many

sybil accounts, teaming up with other attackers, or compromising many smartphones

via malware. We are aware of the rich literature on sybil defenses which, however,

still cannot eliminate fake accounts in practice. We also assume that the adversary

knows our defenses.

As the first work on securing crowdsourcing-based IPSes, this chapter does not

have the ambition to thwart the attacks other than fake data injection. For example,

one may deploy fake APs to interrupt the IPS operations or other common attacks

against mobile crowdsourcing systems. These attacks deserve serious treatment in

separate work.

3.4.2 Attacks

We first consider the naive attack that the attacker has no knowledge about the

indoor floor plan and submits fake IMU sensor and RSS data. The mobility trace
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Figure 3.4: Localization Errors Induced by Attack-I.
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Figure 3.5: Localization Errors Induced by Attack-II with Constant Noise.

generated from fake IMU sensor data can hardly fit the floor plan, so the system can

easily detect and reject the fake IMU sensor and RSS data.

Then we consider an attacker who knows the floor plan and thus can generate IMU

sensor data resulting in a valid mobility trace fitting the floor plan. So the attacker

merely needs to generate fake RSS fingerprints associated with valid mobility traces.

Consider the floor plan in Fig. 3.3. We first emulate the attacker to generate a list

of mobile traces which range from 40m to 400m long and can fit the floor plan (e.g.,

traces a and b). The starting position of each trace is random in the floor plan. As
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Figure 3.6: Localization Errors Induced by Attack-II with Alternating Noise.

in [8, 9, 10, 11], the traces that have ambiguous fittings in the floor plan (e.g., traces

c and d) are not considered. We consider the following three scenarios in which the

attacker tries to generate fake RSS fingerprints in different ways.

Attack-I: the attacker does not know genuine RSS fingerprints and gener-

ates fake RSS traces purely at random.

In this attack, the attacker knows neither the true RSS fingerprints for any valid

mobile trace nor available APs in the indoor venue. So the attacker submits the RSS

fingerprints corresponding to fake APs for each valid mobile trace. In a large indoor

environment such as the shopping mall, the APs are controlled by different parties

who can add, remove, replace, or move their owned APs. The IPS operator can only

learn available APs from crowdsourced RSS reports and accordingly adjust the length

and format of the RSS fingerprint. Specifically, the IPS operator always maintains an

ordered list of APs, appends to the list any new AP learned from crowdsourced RSS

fingerprints, and also removes any AP that is not seen in the RSS fingerprints from

either crowdsourcing workers or IPS users for a while. For example, when a new AP

is discovered, the IPS operator increases the fingerprint length by one by appending
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a default value (say, 0) to each existing fingerprint. Therefore, the RSS fingerprints

the attacker submits for fake APs will be accepted by the IPS operator and used to

update the fingerprint database.

Fig. 3.4 illustrates the localization errors induced by Attack-I. We have about 10

genuine RSS fingerprints for each position in the database before the attack. When

fake fingerprints are inserted into the database, the fingerprint distribution changes

at the positions covered by fake fingerprints, so the maximum likelihood location

derived by the system changes as well (see Section 3.2). Therefore, the localization

error changes dramatically with the increase of fake traces. The attacker cannot

exactly control the induced errors without knowing the fingerprint database, and he

can only cause random changes to the existing fingerprint distribution. As a result,

we can see some temporary error fluctuations especially for the traces with more fake

APs.

Attack-II: the attacker knows legitimate RSS fingerprints and adds noise

to them.

In this attack, the attacker knows legitimate RSS fingerprints, e.g., by visiting

the indoor venue in person or getting them from an accomplice. He then submits

them after adding noise. Fig. 3.5 shows the localization error when a constant noise

(in dBm) is added to each RSS value which ranges from -50 dBm to -90 dBm in our

experiments. Again, the localization errors dramatically increase with the number of

fake traces and noise strength. The errors stop quickly increasing when there are too

many fake traces that start to dominate the fingerprint distribution. The attacker

can also add random noise to legitimate RSS fingerprints. Fig. 3.6 shows a simple

example, where +r dBm and −r dBm noises are alternately added to adjacent RSS

values in a fingerprint. We can clearly see larger localization errors due to larger

changes in the fingerprint distribution.
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Attack-III: The attacker changes the mappings between fingerprints and

indoor locations.

In this attack, the attacker knows genuine RSS fingerprints. Instead of adding

noise, the attacker changes the mappings between RSS fingerprints and indoor loca-

tions. For example, let 〈p1, . . . , pα〉 denote the valid mobility trace that can be inferred

from the attacker’s IMU sensor data, where pi (∀i ∈ [1, α]) denotes the ith position.

Also assume that the genuine RSS trace corresponding to 〈p1, . . . , pα〉 is denoted by

〈f1, . . . , fα〉, where fi is the RSS fingerprint for position pi (∀i ∈ [1, α]). In the sim-

plest case, the attacker maps fi to position pi+k mod α, where k ∈ [1, α−1] denotes an

arbitrary offset. So the attacker submits 〈fα−k+1, . . . fα, f1, . . . , fα−k〉 along with his

IMU sensor data (or equivalently the mobility trace 〈p1, . . . , pα〉) to the IPS operator.

Fig. 3.7 shows that the average localization error under Attack-III increases dramat-

ically with the number of fake traces for three position offsets. An IPS normally has

discretized locations with constant distance (2m in our experiments) between adjacent

positions. The integer-valued offset k thus has been translated into the corresponding

physical distance in Fig. 3.7.

Attack-III is much more powerful than the previous two attacks due to its more

organized nature, as it purposefully misleads existing fingerprints towards the offset

direction. As we can see in Fig. 3.7, the attacker just needs to inject about 40 fake

traces to attain the maximum localization error achievable under Attack 1 or Attack 2.

In addition, Fig. 3.8 shows that the localization error increases linearly with the offset

for a fixed number of traces, which is quite expected.

Summary of Attacks: The three attacks above are all in their basic forms. The

adversary can conceive many variations of each attack or an arbitrary combination

of the three attacks to disrupt the IPS operations. There is thus a pressing need
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to develop sound defenses to safeguard crowdsourced WiFi-based IPSes from these

attacks.

3.5 Defenses

In this section, we present some effective defenses against the three attacks re-

ported above. Our defenses depend on the observation that there are always some

trusted users in many indoor environments (e.g., the employees in a shopping mall)

who can act as trustworthy crowdsourcing workers for the IPS operator. Even though
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Figure 3.9: Histogram of RSS Values Collected from an AP When the User is Static

for About 5 Minutes.

these trusted users are far from enough to build a high-fidelity fingerprint database,

their data can be explored to infer the trustworthiness of RSS fingerprints submitted

by unknown crowdsourcing workers.

A naive idea is to directly compare the fingerprints from unknown workers with

those from trusted users for the same positions. However, wireless signal variations

make such direct comparisons unreliable. For example, Fig. 4.2 shows the histogram

of RSS values collected from an AP when the user is static for about 5 minutes.

The histogram covers a large range of 11 dBm. In the crowdsourcing scenario, the

histogram range can be even larger because of user mobility, inaccurate mapping

from fingerprints to positions, and so on. An effective defense thus must tolerate RSS

variations.

In what follows, we first present a simple method in data preprocessing to defend

against Attack-I. Then we present two metrics to evaluate the trustworthiness of RSS

traces from crowdsourcing workers. Finally, we present an iterative algorithm based

on the two metrics to build a high-fidelity fingerprint database even in the presence of

attacks. Throughout the discussion, we consider a candidate RSS trace 〈f1, . . . , fn〉,
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where fi = (xi1, xi2, ..., xim) is the fingerprint at position i (∀i ∈ [1, n]), and xij is the

RSS value from APj (∀j ∈ [1,m]) collected at position i.

3.5.1 Preprocessing against Attack-I

The AP set sensed by different users in the same position should not differ too

much in a short time window, or most IPSes would not work. To defend against

Attack-I, we compare the APs detected by an unknown worker and a trusted user

in the same position. For example, consider a worker who submitted an RSS trace

〈f1, . . . , fn〉 for n positions. Let Ai and A
′
i denote the APs detected by the trusted

user and the worker at position i, respectively, for which the detection-time difference

is smaller than a system threshold (say, 24 hours). The IPS operator computes the

average intersection ratio

δ =
1

n

n∑
i=1

|Ai
⋂
A
′
i|

|Ai|
.

If δ is larger than a system threshold, the trace 〈f1, . . . , fn〉 is temporarily considered

trustworthy for further processing.

3.5.2 Metric 1: Temporal Correlation within an RSS Trace

We also observe that fingerprints collected by different users tend to exhibit a sim-

ilar RSS trend. For example, when the user walks towards an AP, the RSS increases

gradually; when the user walks away from the AP, the RSS decreases gradually.

Fig. 3.10 exemplifies this observation with the RSS trends collected by five different

users when passing by the same AP in our prototype system. A fake trace with to-

tally random RSS fingerprints will not be consistent with genuine traces related to

the same AP. In other words, the attacker will be forced to generate fake traces with

RSS trends similar to those of genuine traces.
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Figure 3.10: RSS Values Collected by Five Users When Passing the Same AP.

Based on this observation, we design a temporal likelihood metric to evaluate

the temporal correlation between trusted traces and crowdsourced traces. Consider

a candidate RSS trace 〈f1, . . . , fn〉, where fi = (xi1, xi2, ..., xim). When deriving the

likelihood of observing the whole trace, we should take into account the temporal

correlations among adjacent RSS fingerprints in the trace. For example, when xij is

known, the range of x(i+1)j is largely determined because of the RSS trends illustrated

in Fig. 3.10.

As a result, we can calculate the likelihood of observing x(i+1)j from APj as

L(x(i+1)j) = L(x(i+1)j|xij)L(xij) ,

where L(x(i+1)j|xij) is the likelihood of observing x(i+1)j given that xij is observed

from APj. We can extract a distribution for adjacent RSS variations from trusted

traces and then easily compute L(x(i+1)j|xij). It is also fairly easy to calculate L(x1j)

based on the distribution extracted from the RSS values in trusted traces. So we can

compute the likelihood for observing a sequence of RSS values (x1j, x2j, . . . , xnj) from

APj as

L(x1j, x2j, . . . , xnj) = L(x1j)L(x2j|x1j) . . .L(xnj|x(n−1)j) .

54



The temporal likelihood for the whole trace can then be computed as

Ltemporal(〈f1, . . . , fn〉) =
m∏
j=1

L(x1j, x2j, . . . , xnj),

which is normalized as 1
n

∑m
j=1 logL(x1j, x2j, . . . , xnj).

3.5.3 Metric 2: Spatial Correlation with Other Traces

Although the RSS data collected by different users may differ because of many

reasons such as channel variations, phone orientation, and phone model, they gener-

ally follow a Gaussian Distribution which is exemplified in Fig. 4.2. We can use the

distribution formed by trusted users to infer the likelihood of the RSS submitted by

a crowdsourcing worker. The second metric (called spatial likelihood) is designed to

capture the spatial RSS correlation between the fingerprints from the same position

in different traces. According to [44], the RSS values from different APs collected in

the same position are independent from each other. So we can estimate the likelihood

of the fingerprint in position i as

L(fi) = L(xi1, xi2, ..., xim) =
m∏
j=1

L(xij),

where L(xij) refers to the likelihood of observing the RSS value xij from APj at

position i. The spatial likelihood of the trace 〈f1, . . . , fn〉 is represented as the product

of likelihood in every position as

Lspatial(〈f1, . . . , fn〉) =
n∏
i=1

L(fi) =
n∏
i=1

m∏
j=1

L(xij).

After normalization for different trace lengths, we can rewrite

Lspatial(〈f1, . . . , fn〉) =
1

n

n∑
i=1

m∑
j=1

logL(xij) .
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Figure 3.11: Temporal and Spatial Trustworthiness of Fake Traces under Attack-II

with Equal Noise.

0 5 10 15 20
Noise level (dBm)

-70

-60

-50

-40

-30

-20

-10

T
ru

st
w

or
th

in
es

s 
(in

 lo
g 

sc
al

e) Temporal
Spatial

Figure 3.12: Temporal and Spatial Trustworthiness of Fake Traces under Attack-II

with Alternating Noise.
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Figure 3.13: Temporal and Spatial Trustworthiness of Fake Traces under Attack-III

vs. Offset

3.5.4 Iterative Fingerprint-Database Construction

It is well known that the RSS fingerprint database in a WiFi-based IPS needs to be

periodically calibrated to deal with wireless channel variations, indoor layout changes,

AP changes, and many dynamic factors in a large, complex indoor environment [8,

9]. So we present an iterative algorithm to build and maintain the RSS fingerprint

database. In each updating interval (say, daily or weekly or biweekly), the IPS server

always accepts new RSS traces from the trusted users first and then uses them to

evaluate the trustworthiness of the RSS traces from crowdsourcing workers.

Our algorithm treats each crowdsourcing worker with equal suspicion in each up-

dating interval. Specifically, a crowdsourcing worker may exhibit dynamic behavior

by alternating between “good” and “bad” states. Reputation systems are traditional

defenses against such dynamic behavior, but there are also well-documented attacks

on reputation systems. For lack of space, we leave the integration of a sound rep-

utation system in our algorithm to future work. Our algorithm applies equally to
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each received RSS trace without considering the past behavior of the crowdsourcing

worker.

Our algorithm is designed to work even if the majority of crowdsourcing workers

in a given updating interval are malicious. In particular, we rank each crowdsourced

RSS trace with the two metrics above, and higher ranks indicate more trustworthiness.

Only the traces with sufficient trustworthiness are added and used to update the

database.

Algorithm 1 summarizes the main steps the IPS server takes in each updating

interval. The IPS server first adds the traces from trusted users in the current updat-

ing interval and checks if these new trusted traces indicate any major change in the

indoor environment. Specifically, the IPS server updates the fingerprint distribution

for each AP at every position and compares it with the previous distribution. If the

mean of any fingerprint distribution changes more than ε1 or its variance changes

more than ε2, we consider that the distribution has significantly changed since last

updating interval, where ε1 and ε2 are two system parameters. If none of the fin-

gerprint distribution has changed, then there is no need to add additional unknown

traces.

If the IPS server determines that there has been any significant change to any fin-

gerprint distribution from the last updating interval, it selects more trustworthy traces

to add to the database. The traces which cannot fit the floor plan will be discarded

before the likelihood (trustworthiness) evaluation. Then the IPS server discards the

traces subject to Attack I by checking whether the traces contain sufficiently common

APs to those of trusted traces. Next, the IPS server evaluates the trustworthiness of

each remaining trace by combining its temporal and spatial likelihoods in a weighted

fashion. Finally, the IPS server discards all the traces with combined trustworthiness

(i.e., lU) lower than η and uses the remaining top-K trustworthy traces to update
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the database. The impacts of system parameters such as η and K are evaluated in

Section 4.6.

Alternatively, the IPS operator can iteratively integrate the remaining traces into

the database in the descending order of their trustworthiness until the database qual-

ity is sufficient or all the traces are used up. We ignore this option in this chapter for

lack of space.

3.6 Countermeasure Evaluation

In this section, we report the experimental performance of our countermeasures

in the prototype system. In our experiments, no fake trace generated under Attack-I

passes the AP-correlation test in trace preprocessing. So we focus on the resilience of

our countermeasures against Attack-II and Attack-III in this section. The floor plan

for all the experiments remains the same as Fig. 3.3.

3.6.1 Evaluation of Metrics

In this subsection, we evaluate the two metrics on Attack-II and Attack-III, re-

spectively. The evaluation is based on the database we build in Section 3.3 which

contains 20 walking traces from trusted users. The attacker walks in the floor plan

for 200m and then generates all kinds of fake traces from the learned legitimate trace.

Resilience to Attack-II. We first evaluate the performance of the temporal

and spatial trustworthiness metrics under Attack-II. Fig. 3.11 shows the temporal

and spatial trustworthiness varying with the amount of the noise added to each RSS

value. As we can see, the temporal trustworthiness is relatively insensitive to the

change in the amount of the noise added. This is because adding equal amount of

noise to every RSS does not change the RSS trend across adjacent fingerprints for the

same APs. For example, if a sequence of RSS values for the same AP in a genuine
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trace exhibit an ascending trend, we can still observe the same trend after the same

amount of noise is added to each RSS value. In contrast, the spatial trustworthiness

decreases with the increase in the noise added, as larger noise induces larger deviations

of the fake fingerprints from genuine ones, and vice versa.

Fig. 3.12 shows the temporal and spatial trustworthiness when the attacker adds

+r dBm and −r dBm noise alternately to adjacent RSS values in a fingerprint. As

we can see, both temporal and spatial trustworthiness decrease as the amount of

noise added increases, which is expected. In addition, the temporal trustworthiness

decreases more rapidly than spatial trustworthiness as the amount of noise increases

because the fake trace exhibits a very different temporal pattern (trend) from trusted

traces considering the alternating noise added to adjacent RSS values.

Resilience to Attack-III. Fig. 3.13 compares the temporal and spatial trust-

worthiness of fake traces generated under Attack-III, where the attacker introduces

different position offsets. As we can see, both metrics can provide good discrimination

between fake and legitimate traces. Attack III induces dramatic differences between

the fake and legitimate traces for the same positions. In contrast, the temporal trend

in a legitimate trace can still be preserved to some extent in a fake trace. So we can

see that the spatial trustworthiness metric outperforms the temporal one.

3.6.2 Evaluation of Fingerprint-Database Updating Algorithm

We now evaluate our fingerprint-database updating algorithm when both temporal

and spatial trustworthiness metrics are employed under the following settings. In the

initial phase, the database only contains four traces submitted by trusted users. The

IPS server receives two legitimate traces and 40 fake traces in each updating period,

as well as one trusted trace every two updating periods. The algorithm is executed in

each updating period, in which the IPS server relies on the trusted traces to evaluate
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Figure 3.14: Average Localization Error under Attack-II with 6 dBm Equal Noise.
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the trustworthiness of each unknown trace to distinguish legitimate traces from fake

ones. Experiments for all parameter scenarios below use the same list of (trusted,

legitimate, and fake) walking traces which we generate in the same way we talked in

Section 3.3.

In our experiments, we set θ = 0.7, corresponding to the assumption that the

APs detected by legitimate users cannot differ by more than 70% in a short time

window. We also set α = 0.4, indicating the better overall performance of spatial

trustworthiness over temporal trustworthiness. In addition, we set η = −30 (log

scale), because the trustworthiness (likelihood) of over 90% legitimate traces is over

-30. These parameters (θ, α, and η) can be learned in practice through machine

learning. The IPS server only accepts the top-K trustworthy RSS traces, where K

can be estimated based on the number of trusted users and indoor traffic volume.

Larger K can accelerate the convergence of database construction but also increase

the vulnerability to fake traces, and vice versa.

Fig. 3.14 shows how the average localization error changes under Attack-II when

an equal noise of 6 dBm is added to every RSS value. Our algorithm updates the

database based on the top-K trustworthy traces, each with a trustworthy value ≥ η.

In our experiments, the two legitimate traces always have higher trustworthiness than

the fake traces and are always in the top-K list for different K. The remaining K−2

traces in the top-K list are filled with fake traces only when there are fake traces

with an trustworthy value higher than η. In general, the smaller K is, the fewer fake

traces (K−2) added to the database, the lower the localization error, and vice versa.

This trend is clearly seen in Fig. 3.14. When we enforce a strict criterion (η = −30

and K = 2), no fake trace can achieve trustworthiness equal to or over η, so only the

two legitimate traces are accepted; the localization error keeps decreasing as more

legitimate and trusted traces are added to the database in each updating interval
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and then becomes stable around the performance limit of the IPS. If we relax the

criterion (e.g., η = −50 and K = 8), more and more fake traces are accepted, leading

to increasing localization errors as time goes by.

Fig. 3.15 shows the average distance error under Attack-III when the attacker

adds an offset of 4m to the traces. When the most restricted parameters (η = −30

and K = 2) are used, no fake trace is accepted in any updating interval. The average

distance error keeps decreasing as more legitimate and trusted traces are included

until reaching the system limit. When we relax the criteria by using smaller η or

larger K, more fake traces are inserted into the database, leading to the increase in

the distance errors before it becomes stable around the 4m.

Fig. 3.16 shows the average distance error under Attack-III when the attacker

increases the offset to 10m. Under such larger offset, none of the fake traces can

achieve a trustworthiness value greater than -40, so all fake traces are rejected by the

IPS operator. Therefore, we can see the lines corresponding to (η = −40, K = 5) and

(η = −30, K = 2) overlap with each other. On the other hand, if we decrease η to

-50 and increase K to 8, some fake traces will be accepted by the database, leading

to gradual increase in distance errors.

3.7 Related Work

This section discusses some most germane work.

Fingerprint-based indoor positioning techniques are the most popular approaches

for indoor positioning. As probably the first work along this line, Radar [43] is a de-

terministic localization method that employs RSS for indoor localization. Horus [44]

improves Radar by keeping a fingerprint distribution for every position in the floor

plan and then finding a maximum likelihood match in the database. The work [45]

introduces Channel Frequency Response as a new feature for localization. Surround-
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Sense [46] introduces more indoor features (such as light and sound) in addition to

RSS fingerprints. All these methods rely on labor-intensive calibration where the IPS

operator has to collect and update fingerprints for every position in the floor plan.

Model-based indoor positioning techniques estimate indoor locations using statis-

tic models. A popular approach is to build a relation between RSS and signal propa-

gation distance based on the RF propagation model (e.g., the log-distance path loss

(LDPL)) [47, 48]. Model-based methods can dramatically decrease the need for RSS

measurements but at the cost of accuracy. For example, the work in [49] evaluates

some self-calibrating algorithms in office environments and finds that the median er-

rors are consistently greater than 5m. In addition to LDPL-based schemes, there are

other techniques based on Angle of Arrival (AoA) [50, 51], Time of Arrival (ToA)

[52], and Time Difference of Arrival (TDoA) [53].

More recently, researchers start to explore visible light for indoor positioning.

Most such techniques [54, 55, 56, 57, 58] rely on customized smart LEDs which send

identification beacons for localization. Although some techniques can achieve sub-

meter precision [58], it incurs significant cost to retrofit current illuminating systems.

LiTell [59] first enables visible light localization on unmodified existing light hardware,

but the method only applies to tube lights and the camera of smartphone must be

held flat.

Simultaneous Localization and Mapping (SLAM) is a technique originating from

the robotics community. SLAM relies on a robot to explore the space of interest with

discrete landmarks or obstacles. Based on the laser ranging and cameras in the robot,

we can determine the relative locations of the landmarks, and the robot can infer its

relative location. WiFi-SLAM [60] uses a Gaussian process to model the relation

of WiFi signal strengths. With more sensors embedded in the smartphone, many

techniques combine IMU sensor data with human movements to realize SLAM. For
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example, Unloc [9] uses smartphones to sense the natural landmarks in the floor plan

such as elevators and stairs, which are then connected via dead reckoning. Similar

to our prototype system, Zee [8] uses the indoor constraints to map crowdsourced

human mobility traces to the floor plan and then generates the fingerprint database.

LiFS [10] maps fingerprints by comparing the similarity between the high-dimensional

fingerprint space and the stress-free floor plan. Walkie-markie [11] presents a method

for generating the floor plan based on the RSS trend when the user passes the AP.

There are also some studies on the false data injection attack in other crowdsourc-

ing systems. For example, Zhang et al. [61] studies false spectrum report injection

attack in crowdsourcing-based spectrum sensing. More recently, the work in [62] in-

troduces a mechanism that explores user proximity to detect false data submitted

by sybil users in crowdsourced map systems. These techniques do not consider the

unique features of RSS-fingerprint-based IPSes and are not applicable to the attacks

identified in this chapter.

3.8 Conclusion

In this chapter, we presented the first systematic study about the security is-

sues in crowdsourced WiFi-based IPSes. We presented three attacks and evaluated

their performance in a prototype system. We also designed an algorithm based on

novel temporal and spatial trustworthiness metrics to generate high-fidelity finger-

print databases even if most crowdsourced RSS traces are fake. Thorough exper-

iments confirmed that our algorithm has strong resilience to the reported attacks.

Both the attacks and defenses developed in this chapter can be easily extended to

other crowdsourced IPSes.
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Algorithm 1: Iterative Fingerprint-Database Construction
input : Fingerprint database F , traces T submitted by trusted users, traces

U submitted by crowdsourcing workers.

output: Updated fingerprint database F .

1 Fit all the traces in T to the floor plan and add the corresponding

fingerprints to F ;

2 if No fingerprint distribution has major change then

3 return F ;

4 Calculate RSS distribution Ni and the set Ai of APs for every position i in

the floor plan;

5 foreach trace U in U do

6 if U does not fit the floor plan then

7 U ←− U \ {U};

8 else

9 Calculate A′i for every position i in trace U ;

10 r ←− 1
n

∑n
i=1

|Ai
⋂
A
′
i|

|Ai| ;

11 lU ←− αLtemporal(U) + (1− α)Lspatial(U);

12 if r < θ or lU < η then

13 U ←− U \ {U};

14 Rank all the traces in U according to lU ;

15 Add the K most trustworthy traces to F ;

16 return F ;
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Chapter 4

A CROWDSOURCING-BASED CONTEXT-AWARE INDOOR NAVIGATION

SYSTEM

4.1 Overview

In this chapter, we present IndoorWaze, a crowdsourcing-based usable indoor

navigation system. We use the shopping-mall example throughout this chapter for

convenience, but IndoorWaze can easily apply to any large complex indoor environ-

ment where a usable indoor navigation service is needed. Core to IndoorWave is a

novel crowdsourcing-based technique to automatically construct an accurate indoor

floor plan with labeled stores. Our technique is motivated by the observation that

shoppers often walk around in the shopping mall, while store employees mostly stay

in their respective stores. The shoppers help geometrically connect the stores they

pass by. When a shopper passes a particular store, the Wi-Fi fingerprints he senses

there can be very similar to those measured by the store employees. In addition, the

employees of each store can and are motivated to provide a store label. We can then

construct a high-fidelity context-aware indoor floor plan by correlating the shoppers’

Wi-Fi fingerprints with Wi-Fi fingerprints and store labels offered by store employees.

IndoorWaze is a lightweight crowdsourcing system that involves little effort from

participating shoppers and store employees. The tasks of shoppers should be simple

enough, as otherwise they may lack incentives to participate. In our system, the

only thing shoppers need to do is to allow access to the IMU and RSS data on their

smartphones. All the data are collected implicitly while they shop in their usual

way. They do not need to take photos [63] or check in manually [64] in the stores.
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Note that such low requirements on crowdsourcing workers have been proved quite

feasible and effective in Waze, Google Map, and other crowdsourcing-based traffic

and navigation apps. In contrast, store employees can do slightly more work because

they want shoppers to more easily find their stores. In IndoorWaze, store employees

are required to collect fingerprints at a few locations near the store according to the

store dimension. This one-time work can be easily done within a few minutes, which

is quite acceptable.

We make the following contributions. First, we present the first crowdsourcing-

based indoor navigation system that can automatically generate a context-aware in-

door floor plan. Our system infers the shoppers’ walking traces from the IMU sensors

on their smartphones and then geometrically connects the stores by mapping them to

the walking traces. By combining the walking traces from different shoppers, we can

get a high-fidelity floor plan which accurately delineates the labeled stores, pathways,

and turning positions. Second, we develop techniques to conquer RSS signal fluctu-

ations which may cause large errors when inferring relative store positions. We also

present techniques to extract useful walking traces from the complex data submitted

by crowdsourcing shoppers. Third, we implement the system on Android smartphones

and evaluate it in a large shopping mall. Our system can generate a high-fidelity la-

beled floor plan, in which all the stores are correctly labeled and arranged, all the

pathways and crossings are correctly shown, and the median estimation error for the

store dimension is below 12%.
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4.2 System Model and Architecture

4.2.1 System Model

There are three entities in the IndoorWaze system: the IndoorWaze service provider,

store employees, and shoppers. The service provider releases an app that store em-

ployees and shoppers can download and install to their smartphones. The shoppers

and employees then register in the app and are required to allow access to the IMU

sensors (accelerometer, compass, and gyroscope) in the smartphones. In addition,

store employees need to provide their store names in the registration. Store employ-

ees are responsible for collecting Wi-Fi RSS fingerprints at a few locations near their

store entrances and submit them to the service provider. The sampling locations are

picked by the employees themselves and can be a few meters apart from each other.

The larger the store, the more sampling locations needed. RSS data collection is a

one-time task for employees and takes only a few minutes. The fingerprints provided

by the employees of each store act as labeled samples for the store. After that, the

employees work as normal. In contrast, the shoppers just walk and shop as usual

with their smartphones and do not need to do anything else.

We do not consider security, privacy, and incentive problems which are associated

with any crowdsourcing-based system and deserve to be explored in separate papers

[65, 66, 62, 67].

4.2.2 System Architecture

Fig. 4.1 illustrates the architecture of our system. IndoorWaze first constructs the

shoppers’ walking traces based on their IMU sensors. It then extracts the walking

traces which are useful for later floor plan construction. Next, we compare the RSS

fingerprints from shoppers and store employees to infer the stores shoppers passed
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Figure 4.1: IndoorWaze System Architecture.

in the walking traces. The system then connects and combines walking traces from

different shoppers to form a labeled floor plan. IndoorWaze also recognizes pathways

in the floor plan and connects stores along the two sides of each pathway to improve

the connectivity of the graph representing the floor plan. When we combine all

the walking traces to form a labeled floor plan, the RSS fingerprints are mapped to

the floor plan to form a fingerprint map as well. After a labeled fingerprint map

is constructed, IndoorWaze starts to accept navigation requests from users. The

user inputs the target store name and submits his current RSS fingerprint readings.

IndoorWaze calculates the user’s realtime position using his RSS data and then finds

a path to his destination. At last, the system gives audio instructions along the way

to the user’s destination store according to his changing RSS fingerprints and thus

locations.

In Section 4.3, we assume that the shoppers only walk along one side of a pathway

for simplicity of descriptions. In Section 4.4.4, we relax this assumption and present

methods to deal with more complex walking traces.
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4.3 Constructing a Rough Floor Plan

In this section, we introduce how to construct a rough floor plan using the RSS

fingerprint samples collected by store employees and shoppers.

We assume that there are n stores in the shopping mall. According to the dimen-

sion of each store, its employees pick a few locations along the exterior perimeter of the

store to collect RSS fingerprint samples. Let 〈S1, S2, · · ·, Sn′ 〉 denote the n′ (n
′ ≥ n)

sampling positions on the floor plan. At each sampling position, the employee of each

store uses the smartphone to collect a set of RSS fingerprints. Each RSS fingerprint is

represented by (rss1, rss2, . . . , rssm), where each rssi is the received signal strength

(RSS) for the ith Wi-Fi access point (AP) for all 1 ≤ i ≤ m, and m is the number of

APs in the environment.

The RSS value at each sampling position typically exhibits fluctuation. For exam-

ple, Fig. 4.2 shows the histogram of RSS values for a single AP at the same location

during a period of five minutes. Although the RSS values fluctuates over a large range

of 11 dBm, they generally follow a Gaussian distribution. As a result, we represent

the RSS value at each sampling position Sj for each APi using a Gaussian distribution

G(µi,j, σ
2
i,j) fitted from the employee’s RSS fingerprint samples, where µi,j and σi,j are

the mean and standard deviation, respectively. Let x1, ..., xs are the RSS samples

measured at sampling positon Sj from APi by the employee. The mean and standard

deviation of the Gaussian distribution are computed as

µi,j =
1

s

s∑
k=1

xk,

σi,j =

√√√√ 1

s− 1

s∑
k=1

(xk − µi,j)2.

(4.1)
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We can then estimate the store passed by a shopper using the maximum likelihood

estimation. Specifically, for an RSS fingerprint fu = (rssu,1, . . . , rssu,m) submitted by

a shopper, the likelihood of RSS value rssu,i generated by the Gaussian distribution

G(µi,j, σ
2
i,j) is given by

Li,j(rssu,i) =
1√

2πσ2
i,j

e
−

(rssu,i−µi,j)
2

2σ2
i,j , (4.2)

where we set rssu,i to -100 dbm if the user does not detect any Wi-Fi signal from

APi for any 1 ≤ i ≤ m [68]. Considering all m RSS values, the likelihood of RSS

fingerprint fu being measured at sampling position Sj is then given by

Lj(fu) =
m∏
i=1

Li,j(rssu,i), (4.3)

where Li,j(rssu,i) is given in Eq. (4.2). The sampling position passed by the shopper

is then estimated as

j∗ = arg max
j∈{1,...,m}

Lj(fu). (4.4)

For an RSS fingerprint trace 〈f1, . . . , fl〉 submitted by a shopper when walking in the

mall, we can infer the shopper’s location in realtime based on each RSS fingerprint

along the trace.

Fig. 4.3 illustrates a simple floor plan which has two rows of stores and a pathway

in the middle. Each store has a sampling position (red dot). The shopper walks

from store 1 to store 5 along the upper side of the pathway. The server calculates

the shopper’s realtime location by comparing the RSS fingerprints from the shoppers

and employees based on likelyhood. Fig. 4.4 shows a sequence of inferred locations

when the shopper walks, where each location is represented by an inferred store index.

Normally, when the shopper passes a store, the system ought to pick the store as his

current location. Due to signal fluctuations, the system may nevertheless associate
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Figure 4.2: Histogram of RSS Values Collected from an AP When the User is Static

for About 5 Minutes.
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Figure 4.3: An Exemplary Floor Plan.
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Figure 4.4: The Inferred Stores of Each Fingerprint Sample When the User Walks
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Figure 4.5: A Simple Graph Corresponding to the Walking Trace in Fig. 4.3
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the shopper’s position with an adjacent store especially when the shopper is in the

middle of two stores. The system may also pick the stores on the opposite side of

the pathway by mistake. Our remedy comes from the observation that it takes a

normal shopper a few seconds to pass a store. By contrast, the mistakes caused by

instant signal fluctuations do not last long. For example, assume that w is the store

dimension, v is the walking speed, and s is the RSS signal sampling rate. Then the

shopper can get w
v
· s RSS samples when passing the store. Common shoppers walk

slowly in the shopping mall with speed v less than 1 m/s, and most stores are wider

than 4 meters. If the RSS sampling rate is 1 Hz as in our prototype, the shopper can at

least collect 4 RSS fingerprints which are most similar to the fingerprints collected by

the store employees. So we search in Fig. 4.4 for the stores that appear continuously

for at least four times with a sliding window. Finally, we can get a simple graph like

Fig. 4.5.

It is possible that a store may get a wrong adjacent store from a single walking

trace for many reasons. For example, the shopper walks so fast that the system

cannot capture enough fingerprint samples especially when he passes a small store.

In addition, a crowd of people in the mall may cause long-time signal fluctuations

which lead to large localization errors. We solve these problems by considering the

walking traces from different shoppers. As long as the results from most shoppers are

correct, the overall system performance is satisfactory.

4.4 Constructing an Accurate Floor Plan

The rough graph generated in the above section only gives the label of each store

and the relative positions between adjacent stores. To find the target store with the

rough labeled floor plan, the shopper has to look for stores one by one, which is still

not user-friendly enough. To make the navigation system more usable, we should give
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more instructions as described in Section 2.1. As a result, we need a more accurate

labeled floor plan which contains the shape and dimension of each store as well as

the pathway information. In this section, we combine IMU sensors and the walking

traces submitted by multiple shoppers to achieve the above ambitious goal.

4.4.1 Dealing with a Single Walking Trace

With the help of IMU sensors (accelerometer, gyroscope, and compass), we can

recover the shopper’s walking trace. In particular, the accelerometer can capture

the motion caused by the shopper’s walking. After recognizing each step, we can

count the steps to infer the shopper’s walking distance. The walking direction can

be extracted from the electronic compass, but the magnetic signals needed are not

stable due to indoor magnetic interference. In contrast, the gyroscope can provide an

accurate short-term angle estimation which is free from indoor signal interference, but

it can introduce large cumulative errors in the long term. Our system thus combines

gyroscope and compass to get a more accurate and stable direction estimation.

Fig. 4.6 illustrates the walking trace submitted by a shopper, which corresponds

to part of the floor plan in a large shopping mall in Fig. 4.7. The shopper starts

from store “PANDORA", walks around, and stops at store “NOBILITEA". The

server compares the fingerprints submitted by the shopper with the data from the

employees of each store using the method in Section 4.3. Fig. 4.6 shows that we can

correctly infer each store the shopper passed in the walking trace. In addition, we

can recover the shape of the original floor plan, so we are able to give more accurate

instructions like “Turn right at store APEX". By counting the steps of the shopper

when passing the stores, the system can know the dimension of each store as well,

which is particularly useful for visually impaired users.
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Figure 4.7: The Original Floor Plan Where the Walking Trace in Fig. 4.6 was Ex-

tracted.
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4.4.2 Combining Walking Traces from Multiple Users

For a large shopping mall, a single shopper may only walk on part of the floor

plan, so we need to connect walking traces from multiple shoppers to cover the whole

floor plan. Even for the same part of the floor plan, we can combine the data from

multiple users to improve performance. The sampling locations of each store provide

good landmarks to combine or connect walking traces from different shoppers.

We design an iterative algorithm similar to the one in Shen et al. [11] to combine

data from multiple shoppers to construct a more accurate floor plan. Note that

the graph in Section 4.3 only shows the connectivity between different stores, while

Algorithm 1 adds displacements between stores in the graph. Let G denotes the graph

that represents the floor plan. In graph G, there are n′ vertexes which represent the n′

sampling positions in n stores. The edges between vertexes represent displacements

between stores.

Let ci be the current coordinate for vertex i and ~di,j = ci − cj the current dis-

placement between vertexes i and j in the graph. Assume there are N edges (dis-

placements) between vertexes in the graph. By combining the data from multiple

shoppers, the system may receive Ni,j measurements {~ri,j,k|1 ≤ k ≤ Ni,j} for every

displacement ~di,j, where measurement ~ri,j,k is extracted from the smartphone’s IMU

sensor readings. We first initialize all the vertex coordinates to the origin (Lines 1 to

2), so all initial displacements are also zero. We then iteratively update the vertex

coordinates based on the measurements. In each iteration (Lines 4 to 18), we first

average all the measurements for each current displacement as ~ηi,j = 1
Ni,j

∑Ni,j
k=1 ~ri,j,k

(Lines 12 to 14). We then sum up the adjustment vectors over all Ni neighboring

vertexes as ~Si =
∑Ni

j ~ηi,j − ~di,j (Line 15). The coordinate for vertex i is updated as

ci = ci+
1
Ni
~Si, where 1

Ni
~Si is the average adjustment vector across Ni neighboring ver-
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texes (Line 16). The iteration terminates if the average of S = 1
n′

∑n′

i=1
|~Si|
Ni

(Lines 17

to 18) is below a threshold α at which point the algorithm outputs the coordinates

of each of the n′ sampling positions (Line 19).

The running time of Algorithm 1 largely depends on how fast the algorithm con-

verges, which further depends on how consistent the input walking traces are. For

each iteration, the running time increases as the number of stores, i.e., the number

of vertexes n′, and the number of edges N increase. Given the same set of stores, the

more walking traces from shoppers, the less uncertainty of the graph G and thus the

higher accuracy of constructed floor plan, and vice versa.

When the shopper passes two adjacent sampling positions for a store, the system

may not locate the shopper correctly especially in a large environment with a very

small RSS fingerprint database. If we incorporate the adjacent sampling positions in

the algorithm, the results would not be good. However, it is relatively easy to locate

the shopper between two sampling positions of adjacent stores because of the large

interval. As a result, we only use one sampling position for a store in the construction

algorithm and explore other sampling positions as well to infer the store dimensions.

4.4.3 Pathway Recognition

Fig. 4.8 illustrates a representive distribution of stores in a shopping mall. The

stores can be adjacent to each other like stores 1 and 2, on the opposite sides of a

pathway like stores 3 and 8, or back-to-back with each other like stores 7 and 12.

The adjacency relations have been inferred by our techniques in previous sections.

The back-to-back stores are not directly reachable and thus do not affect the per-

formance of IndoorWaze. The stores on the opposite sides of the pathway are often

directly reachable, but their relations cannot be captured by previous techniques. For

example, stores 3 and 8 are physically directly reachable from each other, but they
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are not directly connected in the graph formed with our previous techniques. The

disconnectivity of stores on the opposite sides of the pathway may cause problems

in the navigation. For example, a shopper is now at store 3, but his destination is

store 10. The system may navigate the shopper along the blue solid route in Fig. 4.8,

because the system thinks by mistake that stores 1 and 6 are adjacent to each other,

but stores 3 and 8 are not directly reachable. Actually, the shortest path from store

3 to store 10 should be the red dashed line.

From the discussion above, it is important to recognize each pathway in the graph

and correctly associate the stores on its two sides. For example, we need to know

there is a pathway between stores 1 and 6 but not between stores 6 and 11. We use

some simple criteria to identify such relations with stores 1, 6, and 11 as an example,

which are situated around the intersection of pathways. First, there exist straight

(e.g., north-south in Fig. 4.8) walking traces between two stores. Second, there are

walking traces that pass either store in other directions (e.g., west-east in Fig. 4.8).

The walking traces under these two criteria should cross with each other. Third, the

likelihood of collecting similar fingerprints along the walking trace between the two

stores is relatively low. For example, the walking trace from store 6 to store 1 meets

the third criterion, but the one from store 6 to store 11 does not because there is a

big space gap between stores 1 and 6 but not between stores 6 and 11. Our previous

techniques have identified adjacent stores along either side of a pathway. After we

know the pathway between stores 1 and 6, we can correctly associate the other stores

along the two sides of the pathway. Fig. 4.9 is the new graph after we add edges

(dotted lines) to stores on the opposite sides of the pathway. Sometimes two stores

on the opposite sides may not be directly reachable in practice, so we need to double-

check if there is a direct walking trace between each pair of opposite stores in the

original walking traces.
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Figure 4.8: An Exemplary Floor Plan with Three Common Geometric Store Rela-

tions.
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Figure 4.9: A Refined Graph Representation of the Floor Plan in Fig. 4.8.

4.4.4 Dealing with Complex Walking Traces

Previous sections only consider the shoppers walking along one side of the pathway,

but some shoppers may walk between stores on the opposite sides of the pathway.

As a result, the walking traces from many shoppers become too complex to construct

a floor plan. Now we present methods to extract walking traces which are useful

in the floor-plan construction. We observe that the indoor layout imposes different

patterns on the shoppers’ walking traces. For example, many people tend to make

a turn at the intersection stores (e.g., stores 1 and 6 in Fig. 4.8) rather than around

the stores in the middle of one row (e.g., stores 2 to 4). As a result, we can count the
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number of shoppers who turn at each store to infer the stores at turning positions.

Then we search for straight walking traces between turning stores. For example, a

walking trace from store 1 to 5 is a valid trace which can be used in the floor-plan

construction. By contrast, a walking trace that passes store 1, 2, 3, 8, 9, and 10 is

rejected because there is a turn at store 3. Other walking traces in the original data

set are not useless and can still be used to infer the connectivity between stores on

the two sides of the pathway.

4.4.5 Navigation

With the aforementioned techniques, the system can construct a labeled indoor

map with Wi-Fi RSS fingerprints to provide usable indoor navigation services. Let

us continue the previous shopping-mall example. The shopper first inputs his target

store into the IndoorWaze app. The system then estimates the shopper’s current

location based on his current fingerprint readings and the fingerprint map. After

that, the system searches in the floor plan and finds a shortest path from his current

location to the target store. Based on the path and the shopper’s current location,

the system provides context-aware audio instructions to the shopper. The system also

tracks the shopper’s realtime positions using his RSS fingerprints and provides new

instructions if he deviates from the path. The RSS fingerprints the shopper measures

may not be stable when walking. If we infer his realtime locations based on only

the most recent RSS fingerprints, the calculated positions would be back and forth

because of signal fluctuations. Similar to what we have proposed previously, we can

determine whether the shopper is passing a store only when he can report at least

4 continuous RSS fingerprints which are most similar to those collected by the store

employees. In addition, we can combine the shopper’s IMU sensors and the floor plan

to detect false position estimates. For example, the shopper in Fig. 4.8 started from
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store 2 and wants to reach store 5, and he is currently at store 3. From his IMU

sensors, the system knows that he walks in a straight line. If the position estimate

changes from store 3 to 2, our system can immediately catch this wrong location

estimate. Such navigation details are well considered in our system.

4.4.6 RSS Fingerprint Update

The RSS distribution at a sampling position may change due to indoor layout

update. While the employee of nearby stores can easily notice the change and recollect

the RSS fingerprint samples, such change may not be noticed by the employee of stores

that are further away. It is possible to design and develop an automatic mechanism

for detecting RSS fingerprint change to keep the RSS distribution up-to-date at each

sampling location. Specifically, we can maintain the RSS distribution using the most

recent RSS fingerprints from users at the same sampling location using a sliding

window. For example, the most recent RSS distribution can be fitted from the 100

most recent ones or the ones received within the last 24 hours. If the difference

between the most recent RSS distribution and the original RSS distribution exceeds

certain threshold, we can update the RSS distribution at the sampling location using

the most recent RSS fingerprint samples and let the app inform the nearby store’s

employee to collect additional samples if needed. We leave the detailed investigation

of this issue as our future work.

4.5 System Implementation

We implemented IndoorWaze with Java on a Google Nexus 6 smartphone which

has a Quad-core 2.7 GHz Krait 450 CPU, 3 GB RAM, a 5.96-inch display, and

four relevant IMU sensors (magnetometer, compass, accelerometer, and gyroscope).

The sampling frequencies for IMU sensors and the Wi-Fi module are 16.7 Hz and 1
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Hz, respectively. Below, we briefly describe some implementation details about step

detection, turn detection, and AP filtering.

4.5.1 Step Detection

The system estimates the walking distance of shoppers by counting their steps.

The accelerometer can capture the motion caused by walking and recognize each step.

For example, let (ax, ay, az) denote an accelerometer reading which represents the

acceleration along the three axes. In each step, the amplitude
√
a2
x + a2

y + a2
z reaches

a maximum when the shopper’s heel strikes the ground. As a result, we just need to

count the amplitude peaks in a sequence of readings to infer the number of steps.

Fig. 4.10(a) illustrates the amplitudes of a sequence of acceleration readings. It

is difficult to count the peaks caused by each step because the shopper’s random

movements can introduce many peaks in the signal. We first process the data using a

moving average filter to obtain Fig. 4.10(b) which is much smoother than Fig. 4.10(a).

We then use a low-pass filter to remove some high-frequency components caused by

random phone movements. Fig. 4.10(c) illustrates the signal after filtering, from

which we can easily identify the peak caused by each step. To count the peaks, we

have to know a rough period of the signal, which can be inferred by doing a signal

autocorrelation. After that, we use a sliding window to search and count the peaks

in the signal. The length of the sliding window tw can be equal to the period of

the signal. The ith data sample is a peak if it is larger than all the samples in

[t(i)− tw/2, t(i) + tw/2], where t(i) is the time stamp of the ith data sample.

4.5.2 Turn Detection

The compass in the smartphone works well in the outdoor environment. However,

the indoor magnetic environment is so complex that the compass cannot provide
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Figure 4.10: Acceleration Data Processing for Step Detection

reliable direction estimation. Fortunately, the gyroscope can provide accurate short-

term angle changes and is not affected by indoor magnetic signals. In our system, we

combine the accelerometer and gyroscope to provide stable turn detection.

The gyroscope reading (gx, gy, gz) represents realtime phone angle changes in the

3-axis smartphone coordinate system. To detect the direction changes of walking

users, we need to convert the gyroscope readings to those in the Earth coordinate

system. Before the axis rotation, we have to know the realtime altitude of the phone.

Assume that (φ, θ, ψ) represents the phone’s altitude angles in the three axes of the

Earth coordinate system. Based on the gravity sensor (i.e., the vertical component of

the accelerometer), we can only infer φ and θ which seem not enough to calculate the

exact altitude in the 3-axis coordinate system. Fortunately, the user normally walks

in a two-dimensional x − y plane, so what we care about is not the exact yaw angle

ψ but an angle change around the z axis. Therefore, we can calculate the gyroscope

data in the Earth coordinate system as (ex, ey, ez) = Ry(θ) ·Rx(φ)· (gx, gy, gz), where
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Rx(φ) =


1 0 0

0 cos(φ) sin(φ)

0 −sin(φ) cos(φ)

 and Ry(θ) =


cos(θ) 0 −sin(θ)

0 1 0

sin(θ) 0 cos(θ)

 are the rotation

matrices around the x and y axes, respectively. After the axis rotation, we use ez to

measure the angle changes of the walking user.

4.5.3 Filtering Access Points

The Wi-Fi environment in the shopping mall is very complex. In addition to the

APs set up by the shopping mall, every store can install its own APs. Sometimes

we may even find some hotspots served by mobile devices which are not stable signal

sources. In the experiment area, we found 487 APs in total. If we incorporate all the

APs into the experiments, the performance would be bad. We therefore consider three

possible criteria to classify the APs as shown in Table 4.1 based on the information

we collected. In particular, we observed that the signals from the APs with names are

more stable, because these APs are often installed by shopping mall operators and

stores (e.g. AT&T store) and have fixed locations. In contrast, the signals from those

APs without names exhibit large fluctuation and are thus less stable. In addition,

the signals of the APs classified under the other two criteria do not differ too much.

We therefore only use named APs in our experiments.

4.6 System Evaluation

IndoorWaze was evaluated in a large shopping mall in our metropolitan area. The

mall covers 120,000 m2 and consists of 213 stores. In the experiment, we mimicked

both shoppers and store employees. The mall is so large that we cannot cover the

whole area or all the stores. Therefore, the experiment was done in part of the

shopping mall as illustrated in Fig. 4.11. The experiment area is about 6,000 m2 and
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Figure 4.11: The Real Floor Plan in the Experiment.

contains 25 stores. We chose this area because it contains all possible indoor features

such as pathways and crossings.

Our evaluation mainly focuses on the construction of the labeled floor plan which

is the main contribution of this chapter. For completeness, we also test the room

level localization and navigation based on the generated floor plan using Horus [44].

It is difficult to compare the IndoorWaze with prior work quantitatively, since differ-

ent works use different data sources, provide different functions, or work in different

settings. In addition, quantitative comparison will be affected by many factors and

parameters in real experiment that we cannot control. Instead, we provide a qualita-

tive comparison with prior work in Table 4.2.
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4.6.1 Evaluation of Floor Plan Construction

Data Collection. We collected data during the normal operating hours of the

shopping mall. We first acted as the store employees to collect fingerprints along

each store in the floor plan. For this purpose, we picked the number of sampling

positions according to the dimension of each store. Fig. 4.12 illustrates a histogram

of the number of sampling positions along the stores. Most stores are not very large

and just need three sampling positions. We first collected Wi-Fi RSS fingerprints at

every sampling position for 20 seconds. We then held the phone and walked around

for about 20 minutes at a normal speed (0.8 m/s). During the 20-minute collection

period, we collected 14 fingerprint traces to cover each store at least twice.

Fingerprint collection by shoppers under IndoorWaze is the same as in Walkie-

markie [11] and UnLoc [9] and thus they incur similar time cost. IndoorWaze addi-

tionally requires store employees to collect fingerprint samples at sampling locations

near their stores. Such cost is very acceptable in practice, as it suffices to take samples

for about 20 seconds at each sampling location. While we expect that more samples

can improve the localization accuracy, the benefit from additional samples diminishes

as the number of samples increases. As a result, the cost of data collection under

IndoorWaze is similar to that under prior solutions Walkie-markie [11] and UnLoc [9]

and is significantly lower than prior floor plan construction systems that require more

complex information such as image [71], video [72], and check-in [64] that require

explicit participation of shoppers.

Visual Comparison. Fig. 4.13 depicts the graph representation of the floor plan

generated by our system. The stores at the crossings are represented by red dots, the

edges along either side of a pathway are shown by solid lines, and edges across the

pathways are represented by dotted lines. Fig. 4.13 only shows the relative positions
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Figure 4.12: Number of Sampling Positions for Stores.
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Figure 4.13: Graph Representation of the Floor Plan with IndoorWaze.

among adjacent stores, and the resulting floor plan is still too rough for usable indoor

navigation. Fig. 4.14 to Fig. 4.16 show the generated floor plan after 5, 10, and 20

iterations, respectively. The floor plan in Fig. 4.16 is very similar to the ground truth

in Fig. 4.11. It clearly identifies the pathways and differentiates the stores along two

sides of the pathways. All the store labels are also correct.

Dimension Estimation. In addition to the relative store positions, our system

can estimate the dimension of each store. Fig. 4.17 illustrates the errors in the

store-dimension estimation, where the median error is about 2.5 steps. Actually, the
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Figure 4.14: Floor Plan after 5 Iterations.
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Figure 4.15: Floor Plan after 10 Iterations.

estimation errors are closely related to the true store dimensions. Fig. 4.18 illustrates

the ratio of errors to the store dimension, where the median error ratio is about 12%.

By accurately estimating the store dimensions, we can infer the duration for a shopper

to pass a particular store.

Impact of Participation. IndoorWaze is a crowdsourcing-based system, and not

all the stores may participate in data collection. In the experiment, we randomly

removed a few stores from the dataset and evaluated the impact on the floor-plan

construction. Fig. 4.19 shows the floor plan after we randomly removed three stores.
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Figure 4.16: Floor Plan after 20 Iterations.
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Figure 4.17: Accuracy of Store-dimension Estimation.

The floor plan is not as good as the one in Fig. 4.16, but it is still sufficient for highly

usable indoor navigation.

4.6.2 Localization and Navigation

Static localization. We evaluated the localization performance of IndoorWaze when

the shopper is static. In this experiment, we stood still at the center of each store’s

exterior perimeter for about 10 seconds. Then, we computed the average of all the
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Figure 4.18: Ratio-based Accuracy of Store-dimension Estimation.
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Figure 4.19: Floor Plan after 20 Iterations with 3 Non-participating Stores.

collected RSS fingerprints to find the best match in the RSS fingerprint database.

Our system found the correct stores for all the 25 location queries.

Navigation. We also tested the navigation service based on the generated floor

plan. In this experiment, we randomly picked four destination stores (“BUILD",

“CLAIRE’S", “AT&T", and “JOURNEYS") and a starting store “LOVESAC" in

Fig. 4.13. We successfully reached each destination store at ease by following In-

doorWaze’s audio instructions.
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4.7 Related Work

Most existing indoor localization/navigation systems focus on improving the lo-

calization accuracy. To provide a user-friendly navigation service, these systems need

a labeled floor plan with location-store mappings. However, such context-aware la-

beled floor plans are often unavailable or quite prohibitive to obtain. Our work fills

this gap and generates a high-fidelity labeled floor plan that can be used with most

existing indoor localization/navigation system. In what follows, we describe some

representative work on indoor localization systems, indoor navigation systems, and

indoor floor-plan construction. Table 4.2 summarizes some most germane work.

Fingerprint-based techniques are the most popular approaches for indoor local-

ization. As probably the first work along this line, Radar [43] is a deterministic

localization method that employs RSS for indoor localization. Horus [44] improves

Radar by keeping a fingerprint distribution for every position in the floor plan and

then finding a maximum likelihood match in the database. SurroundSense [46] intro-

duces more indoor features (such as light and sound) in addition to RSS fingerprints.

Model-based indoor localization techniques estimate indoor locations using statis-

tic models. A popular approach is to build a relation between RSS and signal propa-

gation distance based on the RF propagation model (e.g., the log-distance path loss

(LDPL)) [47]. The work in [49] evaluates some self-calibrating algorithms in office

environments and finds that the median errors are consistently greater than 5m. In

addition to LDPL-based schemes, there are other techniques based on Angle of Ar-

rival (AoA) [50], Time of Arrival (ToA) [52], and Time Difference of Arrival (TDoA)

[53].

Simultaneous Localization and Mapping (SLAM) is a technique originating from

the robotics community. SLAM relies on a robot to explore the space of interest with
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discrete landmarks or obstacles. Based on the laser ranging and cameras in the robot,

we can determine the relative locations of the landmarks, and the robot can infer its

relative location. WiFi-SLAM [60] uses a Gaussian process to model the relation

of Wi-Fi signal strengths. With more sensors embedded in the smartphone, many

techniques combine IMU sensor data with human movements to realize SLAM. For

example, the schemes in [8, 73] use the indoor constraints to map human mobility

traces to the floor plan and then generate the fingerprint database. LiFS [10] maps

fingerprints by comparing the similarity between the high-dimensional fingerprint

space and the stress-free floor plan.

There are also systems based on a leader-follower navigation model. Escort [11]

navigates users based on crowd-encounter information and dead reckoning. Magnetic

information is adopted by some systems [70, 69] for navigation. The leader first

records the magnetic signal along the route. The user then compares the magnetic

signals he collects with the signals from the leader to determine his location. Travi-

Navi [63] is a vision-guided navigation system. The leader (store employee) first takes

photos along the route to the store. The system then gives the instructions based on

the photos and dead-reckoning techniques. This line of systems do not construct a

context-aware floor plan.

People have also studied indoor floor-plan construction. SemSense [64] presents a

floor-plan labeling method based on a given unlabeled floor plan and shoppers’ manual

check-ins in each store. Jigsaw [71] presents a floor-plan construction technique by

combing IMU sensors and landmarks extracted from images taken by crowdsourcing

workers. CrowdMap [72] is a sensor-rich video-based approach for indoor floor-plan

construction, which furnishes the consistent video frame relation to generate spatial

information for the indoor environment. Unloc [9] constructs the floor plan by sensing

natural indoor landmarks such as elevators and stairs, which are then connected via
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dead reckoning. Walkie-markie [11] generates the floor plan based on the RSS trend

when the user passes the AP. Other IMU-based floor-plan construction methods are

presented in [74, 75, 76]. None of these techniques could automatically generate a

high-fidelity indoor floor plan with accurate POI labels and dimensions. In addition,

our system IndoorWaze incurs minimal effort on crowdsourcing users.
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Algorithm 2: Iterative Floor-Plan Construction
input : Graph G = (V,E), coordinates {ci|1 ≤ i ≤ n′}, number of adjacent

vertexes of ith vertex Ni, displacement measurements

{~ri,j,k|1 ≤ k ≤ Ni,j, 1 ≤ j ≤ Ni, 1 ≤ i ≤ n
′}, number of edges N ,

threshold α.

output: {ci|1 ≤ i ≤ n′}.

1 forall i ∈ {1, . . . , n′} do

2 ci ← (0, 0);

3 S ←∞;

4 while S > α do

5 S ← 0;

6 forall i ∈ {1, . . . , n′} do

7 Ni ← 0;

8 ~Si ← (0, 0);

9 forall j ∈ {i+ 1, . . . , n′} and e(i, j) ∈ E do

10 Ni ← Ni + 1;

11 ~di,j ← ci − cj;

12 ~ηi,j ← (0, 0);

13 forall k ∈ {1, . . . , Ni,j} do

14 ~ηi,j ← ~ηi,j + 1
Ni,j

~ri,j,k;

15 ~Si ← ~Si + ~ηi,j − ~di,j;

16 ci ← ci + 1
Ni
~Si;

17 S ← S + 1
Ni
|~Si|;

18 S ← S
n′
;

19 return {ci|1 ≤ i ≤ n′};
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Table 4.1: Wi-Fi AP Analysis

Frequency Encrypted? Has a name?

2.4 GHz: 250 Yes: 411 Yes: 281

5 GHz: 237 No: 76 No: 206

Table 4.2: Summary of Related Work

System Method User’s task Navigation Floor plan Granularity Flexibility labelling

Travi-Navi [63],

FollowMe [69], [70]
Leader-follower Not required X – – Low –

SemSense [64] Manual check-in Explicit – – – Low X

Jigsaw [71],

CrowdMap [72]
Image, Video Explicit – X Room Level High –

Walkie-markie [11],

UnLoc [9]
RSS, IMU Implicit – X Pathway Level High –

IndoorWaze

RSS, IMU

from both shoppers

& employees

Implicit X X Room Level High X
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Chapter 5

PRACTICAL ATTACKS ON HOME ALARM SYSTEMS

5.1 Overview

In this chapter, we present new event-eliminating and event-spoofing attacks on

commercial home alarm systems by interfering with the reed switch in almost all

contact sensors. In both attacks, the adversary uses a magnet of its own—called a

malicious magnet henceforth—to control the state of the reed switch. In the event-

eliminating attack, the adversary makes the malicious magnet have the same polarity

as the legitimate one so that their magnetic fields strengthen each other. When the

adversary opens the corresponding door to enter the house, the interfered reed switch

may not trigger any alarm because the magnetic strength around the contact sensor is

still maintained by the malicious magnet. In the event-spoofing attack, the adversary

makes the malicious magnet have the opposite polarity to the legitimate one so that

their magnetic fields weaken each other. If the magnet field strength falls below a

threshold, the reed switch can trigger a false alarm even though the door is always

closed. Even worse, when receiving no alarm or too many annoying false alarms from

a particular contact sensor, the user or base station may consider it faulty by mistake

and temporarily disable it. The door with the disabled sensor thus can become the

weakest entry point until a technician responds to a service call, which may happen

in a few days.

In addition to the event-eliminating and event-spoofing attacks, we present a new

battery-depletion attack to deplete the sensor battery quickly and quietly. The basic

idea is to force a contact sensor to generate large amounts of fake events and transmit
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continuously to consume energy without raising alarms. The contact sensor with low

battery cannot provide any security alarm unless the user manually replaces the

battery, which may be infeasible if the user has no backup batteries at home or is

traveling away from the home. Since the contact sensor will have to be temporarily

disabled to avoid continuous low-battery warnings, attackers may have a long time

window to illegally access the house and an even longer time window if the home

owner is on travel. 1

To launch the above attacks, there are some critical challenges to solve. First,

attackers are outside the target house and cannot see the interior contact sensor.

Attackers may not be able to achieve their goal or even trigger unexpected alarms

if they cannot accurately infer the sensor’s location or magnet’s polarity. To solve

this challenge, we present techniques for attackers to localize the contact sensor and

then determine the legitimate magnet’s polarity with a smartphone. Second, it is

impractical for attackers to manually generate a large amount of fake events to deplete

the sensor battery with a permanent magnet. To tackle this challenge, we build a

system with a programmable microcontroller and an electromagnet to attack the

sensor automatically. The system can be programmed to transmit magnetic signals

periodically to force the sensor to generate OPEN and CLOSE events continuously

until the sensor battery is dead. Finally, the triggered fake events can be received

by the base station which may report the anomaly to the service provider or the

home owner. To launch the attack quietly, we introduce novel jamming techniques to

prevent the base station from receiving any packet while triggering the contact sensor

to transmit continuously.

Our contributions can be summarized as follows.
1One of the authors had to remotely disable a contact sensor with low battery during his vacation

to avoid continuous warnings sent to his phone and the alarm company, which motivates this work.
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• We present practical event-eliminating and even-spoofing attacks on home alarm

systems utilizing security flaws of the reed switch which is commonly used for

proximity detection in contact sensors. Attackers can eliminate true alarms

and also generate false alarms with magnetic signals of different polarities. To

make the attack practical, we introduce techniques to help external attackers

localize interior contact sensors and infer their magnet polarity with a COTS

smartphone.

• We build a system with a programmable micro-controller and an electromagnet

to make a contact sensor continuously transmit to the base station so that its

battery can be quickly depleted. We also propose novel jamming techniques so

that the base station cannot receive any sign of the ongoing battery-depletion

attack. Same as event-eliminating and even-spoofing attacks, the battery-

depleting attack is generic and can apply to almost all home alarm systems

using the reed switch.

• We conduct extensive experiments to evaluate the above attacks. Our evalu-

ation results show that the attacks are highly practical and effective. In par-

ticular, the attacker can successfully deplete a new sensor battery in 43 hours

which should work for years.

5.2 Background

5.2.1 Reed Switch and Contact Sensor

A Reed switch is a contactless electrical switch which is widely used as a prox-

imity sensor to activate or deactivate a circuit. We can easily find reed switches in

computers, alarms, and a lot of other appliances. Fig. 5.1(a) shows a reed switch

used in a contact sensor. It contains two ferromagnetic contacts which are sealed in
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a small glass envelope filled with unreactive gas. If there is a strong magnetic field

parallel to the contacts, the two contacts are magnetized and snap together. Then

the current flows through the closed reed switch to activate the circuit. When the

magnetic field disappears, the two contacts are separated from each other so that the

reed switch deactivates the circuit.

The contact sensor is normally installed on the interior of a window or door frame,

and the associated magnet is usually installed on the interior of a window or door as

illustrated in Fig. 5.1(b). When the door is closed, the sensor and magnet are very

close to each other, so the reed switch keeps closed. When the door is open, the sensor

and magnet are separated, so the reed switch is open and triggers an OPEN alarm to

notify the base station and/or the user’s smartphone app. Since each contact sensor

is powered by a battery, it is normally in the sleep mode and does not respond to or

forward any packet to save energy. Only some specific events (e.g., door OPEN or

CLOSE) can switch the sensor into the active mode to transmit and receive messages.

Since contact sensors have very limited computing resources and can be easily reached

by malicious signals outside the house, they are the weakest points in the home alarm

system.

5.2.2 Communication Protocol

Most home alarm systems use low-power communication protocols such as Z-Wave

and Thread as summarized in Table 4.2. Z-Wave was developed by Zensys in 1999

targeting low-bandwidth communications between embedded devices such as security

sensors, smart bulbs, controllers, and other home appliances. It can construct a mesh

network consisting of different home embedded devices. Z-Wave devices transmit

on 868.42 MHz in Europe and both 908.4 MHz and 916 MHz in North America for

different purposes. Z-Wave also uses Frequency-shift Keying (FSK) as the modula-
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(a) Reed switch (b) Door sensor

Figure 5.1: Examples of Reed Switches and Contact Sensors.

tion method. Thread is a new mesh network protocol developed specifically for IoT

systems by Google. It is based on IEEE 802.15.4 and adopted in most IoT systems

provided by Google.

Table 5.1: Technical Summary of Some Popular Home Alarm Systems

Ring alarm Google nest alarm Honeywell alarm

Protocol Z-Wave Thread Z-Wave

Frequency 908.6MHz, 916MHz 2.4GHz 868MHz

Modulation FSK O-QPSK FSK

Proximity sensor Reed switch Reed switch Reed switch

Battery of contact sensors CR123A, about 1500 mAh CR123, about 1500 mAh CR2032, about 220 mAh

5.2.3 Home Alarm System

We use the Ring Alarm System as an example to describe the working principle

of home alarm systems. The system mainly consists of three parts: a base station,

contact sensors, and range extenders. Contact sensors monitor the OPEN or CLOSE

state of the door and report such events to the base station. The base station controls
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contact sensors in the range and reports events further to the user’s smartphone and

the alarm service company if any. It periodically broadcasts messages and is always

ready to answer messages from contact sensors. After receiving an event from the

contact sensor, the base station replies with an ACK. If no ACK is received in a

certain period, the contact sensor retransmits the packet. The range extender serves

as a signal repeater between the base station and sensors when they are far away

from each other. In contrast to battery-powered contact sensors, the base station

and range extenders are normally plugged to an outlet in the house, so they have no

energy limitation when working.

Fig. 5.2 shows the system initialization steps of the Ring alarm system. The first

step is to connect the base station to the Internet via Wi-Fi or Ethernet. Then the

user installs a Ring app on the smartphone and also registers an account. The phone

should keep the Bluetooth open for pairing with the base station. The user taps a

button on the base station to start the pairing process. After the successful pairing,

the user can manage the base station through the app. The fourth step is to add each

contact sensor to the alarm system using the app. The user inputs each sensor ID to

the system by scanning the QR code on the sensor using the smartphone. When the

user installs the battery in the contact sensor, the sensor transmit a message to the

base station to start the cryptographic key generation process. Based on the common

initial key in firmware, the two devices generate two 128-bit keys for authentication

and payload encryption, respectively. All the packets except the ACKs between the

sensor and base station are encrypted using the 128-bit AES algorithm. The devices

communicate at the frequency of 908.4 MHz in the sleep mode with a transmission

rate of 40 kb/s and at the frequency of 916 MHz with a transmission rate of 100 kb/s

in the active mode.
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Figure 5.2: The Initialization of the Ring Alarm System.

5.3 Threat Model

We consider a realistic threat model for alarm systems in daily life. The entire

alarm system—comprising the base station, contact sensors, and extenders—is in-

stalled inside the house, while attackers are outside and cannot physically access the

devices. We do not consider attackers from the Internet who may hack the alarm

service provider or the base station to disable the alarm system. This category of

attacks deserve separate studies [77, 78]. Also, we assume that communications be-

tween devices are secure because the secret key is only known to the vendor. In our

model, outside attackers use wireless signals to launch the attack in a short range.

Based on the model above, there are three types of potential attackers. Type-I

attackers want to open the door to illegally access the house, but they do not want

to trigger any alarm. Type-II attackers do not want to enter the house but want

to trigger false alarms just for fun. Type-III attackers want to quickly deplete the

battery of a selected contact sensor without arousing the attention of the user, base
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Figure 5.3: The Bar Magnet Used in the System.

station, or alarm service company if any. When the battery level of the contact

sensor is below a threshold, a low-battery warning is periodically sent to the user’s

smartphone, the base station, and the alarm service company. If the user has no

backup battery at home or is away from home, he usually just disables the involved

contact sensor to avoid receiving too many low-battery warnings and also enable the

activation of other contact sensors. The door or window with the disabled sensor thus

becomes the unguarded entry point into the house.

5.4 Inferring Location and Polarity

Outside attackers need to solve two challenges for a successful attack on the target

door or window. First, they must infer the location of the contact sensor, so they

can know where to launch the attack. The magnetic field generated by the paired

magnet is a good location indicator. Fig. 5.3 shows a bar magnet which is commonly

used in alarm systems. The sensor localization accuracy is critical to the success of

the attack. Second, they need to determine the polarity of the magnet (the south or

north magnetic pole), as incorrect magnet polarity may trigger unexpected alarms.
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Attackers can localize the contact sensor by measuring the magnetic field gener-

ated by the legitimate magnet. The contact sensor and magnet are always installed

in the horizontal mode or the vertical mode on the door or the frame as illustrated in

Fig. 5.4. In Fig. 5.5, the attacker moves the phone vertically along the door frame to

collect the magnetic signal. O on the top left corner denotes the magnetometer sensor

in the smartphone. The magnetometer sensor can measure a 3-dimensional magnetic

field vector (MFV) based on the phone’s local coordinate system. According to the

magnetic field theory, the MFV received by the magnetometer can be calculated as

H(~r) =
K

‖~r‖3

[
3~r(~m · ~r)
‖~r‖2

− ~m

]
, (5.1)

whereK is a constant related to the magnetic moment which determines the magnetic

strength of the magnet, −→r = (rx, ry, rz) represents the 3D distance vector relative to

the magnetometer, −→m = (mx,my,mz) is the directional unit vector of the magnet,

and all the variables take values in the magnetometer’s coordinate system shown in

Fig. 5.5. Since K is approximately a constant for a given magnet, the measured MFV

is only determined by the 3D relative position and orientation between the magnet

and magnetometer.

When we move the phone along the frame, the bar magnet is always parallel with

the smartphone, so the horizontal distance d and the vector ~m = (0, 1, 0) do not

change. As a result, the MFV is only related to vector ~r. We use magnetic field

strength (MFS) to denote the magnitude of the magnet field vector. Intuitively, MFS

reaches its maximum when ‖~r‖ reaches the minimum. Below we first theoretically

prove the conjecture and then verify it via later experiments. In particular, we can
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calculate ‖H(~r)‖2 as

‖H(~r)‖2 =
K

‖~r‖3

[
3~r(~m · ~r)
‖~r‖2

− ~m

]
· K

‖~r‖3

[
3~r(~m · ~r)
‖~r‖2

− ~m

]
=

K2

‖~r‖6

[
3 cos2 α + 1

]
.

Since ‖~r‖ = d
sinα

, we can substitute ‖~r‖ and get

‖H(~α)‖2 =
K2

d6
(4 sin6 α− 3 sin8 α),

where α is now the only variable in ‖H(~α)‖2. We then calculate the derivation as

(‖H(~α)‖2)′ =
24K2

d6
(sin5 α cos3 α).

We can find that ‖H(~r)‖2 reaches the maximum when α = π/2 and ‖~r‖ reaches the

minimum. So the phone can measure the maximum MFS when the magnetometer is

in the same height with the magnet. Fig. 5.6 illustrates the MFS readings when we

move the phone along the door frame at a uniform speed. The magnetometer reaches

the same height with the magnet in the 60th sample. The experiment results are

consistent with our above analysis.

When we know the position of the magnet, it is straightforward to infer its polarity.

We just need to place the phone along the door frame in the same height with the

legitimate magnet and check the y-axis reading of the MFV. If the reading is negative,

the south pole is at the bottom of the magnet, or the north pole is at the bottom.

5.5 Events Eliminating and Spoofing

Now we present two attacks to manipulate the reactions of contact sensors to

the OPEN or CLOSE action. From Section 5.2.1, the reed switch changes its state

when the MFS along the contacts falls below or exceeds a threshold. Following this

principle, our basic idea is to influence the magnetic field along the reed switch in
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Figure 5.6: MFS Collected When Moving Magnetometer at a Uniform Speed.

the contact sensor using a malicious magnet. The attacker can launch the event-

eliminating attack to disable the contact sensor which then does not raise an alarm

when the attacker opens the corresponding door or window. In addition, the attacker

can use the event-spoofing attack to trigger false alarms, though the door or window

keeps closed.

5.5.1 Event-Eliminating Attack

The event-eliminating attack can enable the attacker to open the door “quietly”

without triggering any alarm. In Fig. 5.7, the attacker moves an malicious magnet

of the same polarity as legitimate one close to the contact sensor. The magnetic field

vectors of the two magnets are approximately in the same direction when passing the

reed switch, so the two magnetic fields are constructive to each other. At this time,

if the attacker opens the door and separates the legitimate magnet from the sensor,

the sensor (reed switch) reports nothing as long as the malicious magnet keeps the

MFS along the reed switch above the default threshold.
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Figure 5.7: Event-eliminating Attack Using a Malicious Magnet of the Same Polarity.

We now introduce the requirement for the malicious magnet to successfully disable

the contact sensor. The contact sensor and the legitimate magnet in Fig. 5.7 are

installed in the horizontal mode. To generate MFV that is parallel to the reed switch

in the sensor, the attacker also needs to place the malicious magnet horizontally.

The strength of the magnet that the attacker needs to generate the MFS above the

threshold is related to the 3D distance ~r and orientation ~m of the magnet relative to

the reed switch. Given the local coordinate system in Fig. 5.7, let (x, y, z) denote the

position of the malicious magnet. Then we can get ~r = (−x,−y,−z) and ~m = (0, 1, 0).

So the y-axis component Hy of the MFV that is generated by the malicious magnet

along the reed switch can written as

Hy =
K(2y2 − x2 − z2)

(x2 + y2 + z2)5/2
. (5.2)

Assuming that the magnetic strength threshold to change the reed switch’s state is

η, we can have

|Hy| > η.

109



This means that in addition to preserve certain orientation, the attacker needs a

malicious magnet with a constant K > η(x2+y2+z2)5/2

|−x2+2y2−z2| , which depends on η and the

estimated location (x, y, z) of the malicious magnet relative to the sensor. Considering

the above factors, the attacker can find an acceptable malicious magnet to launch the

event-eliminating attack.

5.5.2 Event-Spoofing Attack

In addition to eliminating legitimate OPEN events, attackers can generate fake

OPEN alarms using the malicious magnet. In Fig. 5.8, the attacker moves a malicious

magnet of the opposite polarity close to the legitimate magnet and contact sensor. As

the magnetic field generated by the malicious magnet is destructive to the magnetic

field of the legitimate magnet, the MFS at the reed switch’s location decreases. If the

MFS falls below the default threshold, the sensor triggers an OPEN alarm while the

door is still closed. We assume that the y-axis component of the MFV generated by

the legitimate magnet at the reed switch is H ′y. To change the state of the reed switch,

the malicious magnet should be able to generate an MFV with the y-axis component

Hy satisfying |Hy + H
′
y| < η, where Hy and H

′
y have different signs. If too many

false alarms are generated, the user normally considers the contact sensor faulty and

temporarily disables it until the alarm service company dispatches a technician for

onsite diagnosis, which may take a few days. During this period, the door or window

with the disabled sensor becomes a vulnerable intrusion point.

5.6 Battery Depletion Attack

Each contact sensor is powered by a small battery which is expected to last a

few years with the low-power communication protocols like Z-Wave. In this section,

we present a battery-depletion attack that can deplete the sensor battery quickly and
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Figure 5.8: Event-spoofing Attack Using a Malicious Magnet of the Opposite Polarity.

silently. The basic idea is to use an advanced event-spoofing attack to force the sensor

to continuously generate and report a large amount of fake OPEN or CLOSE events

without arousing the attention of the user, base station, or alarm service company. A

contact sensor with a low battery level would periodically send low-battery warnings

to the base station, the user’s smartphone, and the alarm service company. To avoid

receiving too many low-battery warnings pushed by the involved contact sensor, the

user often chooses to temporarily disable the contact sensor. It may take the user

many days to replace the dead battery, as he may not have a backup one at home or

even on travel. So the attacker would have a longer time window to illegally enter

the victim’s home through the affected door or window.

5.6.1 Automatic Event Spoofing using Electromagnet

In Section 5.5.2, we use a permanent magnet to manually generate fake OPEN

events. It is, however, impractical to generate a large amount of events to deplete the
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Figure 5.9: The Circuit for Battery Depletion Attack.

battery in a short period. To enable automatic event spoofing, we design a system

that can generate magnetic signals automatically to control the reed switch’s state,

as illustrated in Fig. 5.9. The microcontroller can be programmed to generate the

ON-OFF square wave which is then used by the relay to control the power supply to

the electromagnet. In the ON state, the current goes through a coil of copper wire in

the electromagnet and creates a magnetic field; in the OFF state, the electromagnet is

turned off to make the magnetic field disappear. In this way, the attacker can trigger

the contact sensor to generate OPEN or CLOSE events with any time interval.

5.6.2 Quite Event Spoofing with Jamming

To deplete the sensor battery, attackers need to trigger the contact sensor to

generate a large amount of OPEN or OFF events which are normally immediately

reported to the base station, the user’s smartphone, and the alarm service company.

Abnormally manage alarms during a certain period would arouse the attention of the
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user and alarm service company. Therefore, it is necessary for the attacker to jam the

channel between the sensor and base station to achieve quick and stealthy battery

depletion, as shown in Fig. 5.10.

The reactions of contact sensors to jamming signals depend on the MAC (medium

access control) protocol and the specific system implementation. If the system adopts

carrier-sense multiple access (CSMA), the sensor waits for a clear channel after de-

tecting the high energy noise before transmitting and may abandon the packet if the

channel is always noisy in a certain duration. In contrast, if no CSMA strategy is

used in the system, the sensor keeps transmitting regardless of jamming signals in

the channel. The contact sensor is not programmable, and the vendor does not want

to disclose implementation details. So it is difficult for attackers to infer the specific

MAC strategy used in the alarm system when jamming signals exist. Therefore, we

aim to devise a generic attack that can work on most alarm systems which may or

may not use the carrier-sense MAC strategy. Also, attackers should be able to observe

the triggered packets from the contact sensor when jamming signals exist so that they

can evaluate the effect of the attack in real time.

To achieve the above goals, the attack in Fig. 5.10 should meet the following

requirements. First, the base station cannot decode the packets from the contact
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Figure 5.11: Retransmission When ACK is Not Received from the Base Station.

sensor to keep the user and the service provider unaware of the ongoing attack.

Second, the noise energy level should be below a threshold so that the sensor can

keep transmitting to consume energy even if it uses the carrier-sense MAC strategy.

Third, the attacker’s sniffer can decode the packets from the sensor, so the SNR at

the sniffer should not be too low. So we need to put the jammer close to the base

station and far away from both the targeted contact sensor and the sniffer.

The attacker achieves the above goals in a few steps. First, the attacker walks

around the house with a handheld sniffer to measure the signals broadcast by the base

station around doors and windows. 2 The contact sensor around the location with

the minimum signal strength is considered the farthest away from the base station

and chosen as the targeted sensor to attack; the sniffer is finally placed there as well.

Also, the location with the maximum signal strength is is considered closest to the

base station and is chosen as the jammer’s location. Next, the attacker gradually

decreases the jammer’s transmission power from the maximum until the base station

starts to respond with an ACK; the previous jamming power level is chosen as the

optimal one. Note that the base station should acknowledge any event report, so

the attacker can assume that the base station cannot decode anything if no ACK is

observed.
2A drone can be used for this purpose as well.
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After finding the optimal jamming power, the attacker uses the programmed cir-

cuit and the retransmission strategy to trigger the contact sensor to transmit as many

packets as possible. Fig. 5.11 illustrates the retransmission strategy used in the Ring

alarm system. When an OPEN or CLOSE event is triggered, the contact sensor first

transmits a packet to report the event. Then it retransmits the original packet eight

times if no ACK is received from the base station in a specific period. If still no ACK

is returned, it transmits an exploring packet to show that it may lose connection

with the base station. The contact sensor repeats the whole process three times, and

the LED light blinks after the sensor finishes the whole retransmission process. It

takes the sensor about 18 seconds to transmit all the 30 packets in the retransmission

process. So we let the microcontroller automatically change the ON-OFF state of the

electromagnet every 18 seconds to induce the energy-consuming retransmission pro-

cess. The battery of the contact sensor failed in 43 hours in contrast to the expected

battery lifetime of a few years.

With the presence of jamming signals, the base station cannot receive any event

report from any sensor instead of just the one targeted by the attacker. Since the

user may notice missing events from the sensor on his smartphone, the attacker can

launch the attack in multiple noncontinuous periods, e.g., at late night or when the

user is not at home.

5.7 Defenses

We can have the following countermeasures to thwart the above attacks. First,

the attacks are based on the reed switch’s vulnerability that it cannot differentiate

the MFS changes caused by the real OPEN or CLOSE action from the attacker’s in-

terference. Therefore, we can add an accelerometer to the contact sensor to detect the

continuous OPEN or CLOSE action. In particular, we assume that the accelerometer
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is static and that the reed switch is in the CLOSE state at t1. After a time delay

δ, the reed switch transfers to the OPEN state. We can calculate the sensor’s dis-

placement as ~D =
∫ t1+δ

t1
~v(t)dt =

∫ t1+δ

t1

∫ tv
t1
~a(ta)dtadtv, where ~v(t) and ~a(t) denote the

sensor’s speed and acceleration at time t. Since the displacement is very small, the

sensor-magnet distance ds-m ≈ ‖ ~D‖. We claim that the sensor has been separated

from the magnet if ds-m exceeds a critical value that determines the reed switch’s state

change. If the reed switch triggers an OPEN event while the accelerometer cannot

detect the corresponding action, the event may be fake. If the reed switch does not

trigger any event while the accelerometer detects the action, an event may have been

eliminated by attackers.

Second, the attacker cannot launch the attacks stealthily if the base station can

detect the jamming signals. There are some techniques [79, 80] to detect continuous

jamming signals. One simple solution is that the base station continuously monitors

the energy level in the frequency range. In each time period, if the base station detects

a large percentage of time with the energy level above a threshold, there can be an

ongoing jamming attack. This defense can limit the impact of the attack but would

fail if the attacker know the jamming-detection parameters of the system.

5.8 Evaluation

In this section, we evaluate the efficacy of the proposed attacks with a popular

Ring home alarm system.

5.8.1 Localization

We use iPhone 6S as a magnetic signal detector to localize the legitimate magnet

paired with the contact sensor. The magnetometer in iPhone 6S is 2.2 cm from the
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Figure 5.12: The Localization Error with Different Distances between Legitimate

Magnet and the Magnetometer.

left frame and 1.6 cm from the upper frame. In addition, the Ring system uses a 3cm

× 0.35cm × 0.8cm bar magnet in the contact sensor illustrated in Fig. 5.3.

We first evaluate the horizontal and vertical localization accuracy of the magnet

with different distance between the reed switch in the contact sensor and the mag-

netometer in the phone, as shown in Fig. 5.12. For each distance configuration, we

measure the magnet’s position three times and then calculate the average. We get

localization errors of under 0.5cm for all the distance settings and higher precision

when the magnetometer is close to the magnet. Then we test the localization accu-

racy when there is a plank of 3.2cm thick acting as a window or door between the

magnet and magnetometer. We get localization errors of 0.1cm for both horizontal

and vertical accuracy. Therefore, the wood material between the magnetometer and

magnet has little impact on the localization error. Note that we need to remove the

background magnetic field from the readings before magnet localization.
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5.8.2 Event Eliminating and Spoofing

We first evaluate the MFS threshold η that changes the reed switch’s state because

η is used to find acceptable malicious magnets in both event-eliminating and event-

spoofing attacks. We measure η by attaching the reed switch to the magnetometer

along the y-axis and then use a bar magnet to trigger the reed switch. The bar

magnet is placed parallel to the reed switch as illustrated in Fig. 5.7 so that it can

generate the MFV along the y-axis.

Fig. 5.13 illustrates the y-axis component of the MFV generated by the bar magnet

at the reed switch. Initially, the magnet is far away from the reed switch; so the

reading is small, and the reed switch is open. Then we move the magnet close to the

reed switch until hearing a click which indicates that the two contacts have snapped

together. At this time, the y-axis reading of the magnetometer reaches the maximum

which represents the threshold for the state change as the red circle in Fig. 5.13.

When we move the bar magnet away, the reading decreases until the contacts are

separated from each other. We repeat the above process five times and get an average

threshold of 752.92 µT . We also use a magnet with an opposite polarity to do this

experiment and get an average threshold of 741.54 µT . The difference may be caused

by measurement errors. When we place the bar magnet vertical to the reed switch,

it cannot activate the reed switch since it cannot generate the MFV parallel to the

reed switch.

We also evaluate the critical distance between the reed switch and malicious mag-

nets of different strength to change the state in both event-eliminating and event-

spoofing attacks. In particular, we build magnets of different strength by connecting

different numbers of cylinder magnets together. As demonstrated in Fig. 5.14, the

distance increases with the strength of the magnet so that the stronger magnet can
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Figure 5.13: Event-eliminating Attack.
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Figure 5.14: Distance to Change Status of Reed Switch.

interfere with the reed switch from a position farther away. Fig. 5.14 also shows that

in the event-spoofing attack, the malicious magnet needs to be closer to the reed

switch to cause state changes, as the malicious magnet needs to generate a stronger

magnetic field to offset the one generated by the legitimate magnet. This means that

the required magnetic strength for the reed switch’s state change is low, but the cost

to offset the legitimate magnetic field is high.
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Figure 5.15: Distance to Change Status of Reed Switch with Different Localization

Errors.

We then evaluate the impact of the sensor localization error on the critical dis-

tance. As we can see from Fig. 5.15, the critical distance in both the event-eliminating

and event-spoofing attacks decreases slowly with the localization error. Therefore, the

attacker needs to move the malicious magnet closer to generate stronger magnetic field

when he cannot determine the sensor’s location accurately. Also, the small errors in

Fig. 5.12 has little impact on the critical distance. Similar to Fig. 5.14, the critical

distance in event-spoofing attack is smaller as well.

5.8.3 Battery Depletion Attack

We evaluate the battery depletion attack with a fully furnished 10m × 4m apart-

ment room as illustrated in Fig. 5.17. Initially, the base station is close to position

F, and the target contact sensor is close to position A. We use a USRP N210 (Fig

5.16a) as the jammer to transmit Gaussian noise in the same Z-Wave communication

frequency. The actual distance between the base station and the jammer is about

2 meters. We use a Z-Wave Toolbox (Fig 5.16b) as a sniffer which is placed close
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(a) USRP N210 (b) Z-Wave Toolbox

Figure 5.16: Equipment for the Battery Depletion Attack.

to position A to measure the communication between the contact sensor and base

station.

We first set both the jammer’s initial transmission power and antenna gain to its

maxima. Then, we decrease the jammer’s antenna gain gradually and monitor the

number of packets transmitted by the contact sensor when triggering an OPEN event,

as illustrated in Fig. 5.18. At the beginning, only the sniffer can receive the packets

because it is far away from the jammer. Note that the sensor transmits 30 packets

if no ACK is received from the base station, but the sniffer only receives about 18

packets. The sniffer may fail to decode the rest packets because of low SNR or because

the sensor may not transmit when detecting high energy in the channel. With the

decrease of the antenna gain, the sniffer starts to receive more packets from the sensor

with a maximum of 30. When the antenna gain falls below -4.5 dBm in Fig. 5.18,

the base station starts to receive packets from the sensor after a few retransmissions.

When the antenna gain is even lower, the communication between the base station

and contact sensor returns to normal.
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Figure 5.17: Experiment Scenario for the Battery Depletion Attack.

We call the minimum gain that can interrupt the communication between the

sensor and base station critical gain. For example, the critical grain in Fig. 5.18 is

-4.5 dBm. All the gains in the range of [-4.5, 20] is a feasible to launch the battery-

depletion attack without alarming the base station. The gains in the range of [-4.5,

-1.5] are optimal because the attacker can trigger the sensor to generate more packets

with less energy. We can observe similar results in Fig. 5.19 when CLOSE events are

triggered. When the antenna gain is set to the optimal range, we depleted the sensor

battery in about 43 hours.

We also evaluate the impact of the relative positions of the jammer, base station,

and contact sensor. From Fig. 5.20, we can see that the critical gain increases when we

move the base station away form the jammer and keep others unchanged. Therefore,

it is important to place the jammer close to the base station to achieve good jamming

performance. Fig. 5.21 illustrates the critical gain when we move the contact sensor

and monitor close to the jammer and keep the base station in position A. We can

see that the change of critical gain is very small when the relative position between

the base station and jammer is fixed. The channel between position C and position
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Figure 5.18: Number of Packets Transmitted by the Sensor When the Attacker Trig-

gers an OPEN Event.
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Figure 5.20: Critical Gain When Changing the Position of the Base Station.
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Figure 5.21: Critical Gain When Changing the Position of the Contact Sensor.

F is almost blocked by a piece of metal furniture, so the critical gain is low when the

sensor is in position C.

5.9 Related Work

This section first discusses some most germane work on the security of smart

home devices including home alarm systems. Then we introduce some prior work on

battery-depletion attacks and jamming attacks in wireless sensor networks (WSNs).
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We first discuss some attacks on home IoT systems using RF techniques. Picod

et al. [81] present a software-defined radio framework Scapy for packet manipulation

and security assessment and test it in a Z-Wave network. Lamb [15] presents jamming

and replay attacks to eliminate legitimate alarms and cause false alarms for multiple

home alarm systems. Fouladi and Ghanoun [16] use a flaw in Z-Wave protocol to

reset the encryption key to a chosen value so that the attacker can inject unauthorized

commands. In [82], the authors launch a sinkhole attack by deploying a malware to a

legitimate device of a home Zigbee network. Rouch et al. [17] and Fuller and Ramsey

[18] introduce techniques to inject a fake controller (base station) to the network to

control home IoT devices. Badenhop et al.[83] provide attacks on routing protocols

of Z-Wave networks. None of the above work considers possible attacks utilizing

magnetic interference with the reed switch in home IoT systems.

The access point in the home IoT system also provides opportunities for attack-

ers. After gaining access, the attacker may control the whole network. Crowley et

al. [77] find several vulnerabilities that expose sensitive information from a Z-Wave

gateway controller. By using these vulnerabilities, the attacker can create a backdoor

account on the gateway. Barcena and Wueest [78] poison the gateway Address Reso-

lution Protocol to redirect gateway firmware update requests to their own malicious

server. After modifying the firmware, the gateway receives the malicious firmware as

a legitimate update giving the attacker full control.

There are also some research on protecting smart home devices. Homonit [84]

monitors the encrypted network traffic to detect anomaly for Samsung SmartThings.

Brown et al. [85] jam unsolicited messages for a home automation system without

impairing legitimate transmissions in neighbouring houses. We can find some coun-

termeasures for the malicious packets injection attack on Z-Wave in [86] [87].
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Battery-depletion attacks have received attention in wireless sensor networks. In

[88], the authors present routing-layer attacks which exhaust energy by specifying

far longer routing paths and forcing packet processing at remote network positions.

Ghost-in-ZigBee [89] depletes nodes’ energy in a ZigBee network by constructing bo-

gus messages to lure nodes to do superfluous security-related computations. Raymond

et al. [90] analyze the effects of Denial-of-Sleep attacks in WSN by considering the at-

tacker’s knowledge on the MAC protocol. In contrast, since the packets are triggered

by reed switches in the home alarm network, we use magnetic signals to interfere with

the reed switch to generate more communications and deplete the sensor battery.

There is also extensive research [91] on jamming techniques and countermeasures

in WSNs. Xu et al. [92] study the feasibility of launching and detecting jamming

attacks at the MAC layer. Li et al. [93] investigate the optimal jamming and defense

techniques under energy constraints in WSNs. We jam the base station from the

physical layer so that the alarm service provider and the system user are unaware of

the battery-depletion attack.
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Chapter 6

CONCLUSION AND FUTURE WORK

In this report, we work on two lines related to security and usability of mobile and

wireless systems. Specifically, we present an automatic locking system for mobile

devices against data theft, one systematic study of security issues in crowdsourced

indoor positioning systems, one usable indoor navigation system, and practical at-

tacks on home alarm IoT systems. In Chapter 2, we present a novel system called

iLock, a secure and usable defense against data theft on a lost/stolen mobile device.

iLock automatically, quickly, and accurately detects the user’s physical separation

from his/her device. Once significant physical separation is detected, iLock immedi-

ately locks the device to thwart data theft. Relying on acoustic signals, iLock can

be deployed on most COTS mobile devices with standard built-in microphones and

speakers. Extensive experiments on Samsung Galaxy S5 confirmed the high efficacy

of iLock with negligible false positives and negatives. In Chapter 3, we presented the

first systematic study about the security issues in crowdsourced WiFi-based IPSes.

We presented three attacks and evaluated their performance in a prototype system.

We also designed an algorithm based on novel temporal and spatial trustworthiness

metrics to generate high-fidelity fingerprint databases even if most crowdsourced RSS

traces are fake. Thorough experiments confirmed that our algorithm has strong re-

silience to the reported attacks. Both the attacks and defenses developed in this

report can be easily extended to other crowdsourced IPSes. In Chapter 4, we present

IndoorWaze, the first indoor navigation system which can automatically construct an

accurate labeled indoor floor plan. We prototyped IndoorWaze on Android smart-

phones and evaluated it in a large shopping mall. The experiment confirmed the high

127



efficacy and usability of IndoorWaze. In Chapter 5, we present some attacks target-

ing home alarm systems by interfering with reed switch in the contact sensor using

malicious magnetic signals. By generating specific magnetic signals, the attacker can

eliminate the legitimate alarms and cause false alarms. Also, we combine jamming

techniques and successfully drain the sensor battery in 43 hours without notice of the

service provider and the home owner. We also provide potential countermeasures on

the attacks. Extensive experiments on real indoor environment show that our attacks

are highly practical.

For future work, we plan to advance further along these two lines. First, we would

like to investigate more solutions for automatic locking of mobile devices. A candidate

approach is to rely on the Doppler effect caused by user movements. Also, ilock may be

implemented based on WiFi or Bluetooth signals rather than acoustic signals. Second,

we would like to explore techniques to achieve privacy-preserving crowdsourced indoor

positioning systems. The system is supposed to protect users’ location privacy in both

training and operating phases and provide acceptable localization services at the same

time. Third, we would like to combine vision-based techniques and IMU sensors to

provide more accurate and user-friendly navigation service for indoor users. Finally,

we would like to investigate more security flaws of home alarm IoT systems and the

corresponding countermeasures.
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