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#### Abstract

Here I develop the connection between thermodynamics, entanglement, and gravity. I begin by showing that the classical null energy condition (NEC) can arise as a consequence of the second law of thermodynamics applied to local holographic screens. This is accomplished by essentially reversing the steps of Hawking's area theorem, leading to the Ricci convergence condition as an input, from which an application of Einstein's equations yields the NEC. Using the same argument, I show logarithmic quantum corrections to the Bekenstein-Hawking entropy formula do not alter the form of the Ricci convergence condition, but obscure its connection to the NEC. Then, by attributing thermodynamics to the stretched horizon of future lightcones - a timelike hypersurface generated by a collection of radially accelerating observers with constant and uniform proper acceleration - I derive Einstein's equations from the Clausius relation $T \Delta S_{\mathrm{rev}}=Q$, where $\Delta S_{\mathrm{rev}}$ is the reversible entropy change. Based on this derivation I uncover a local first law of gravity, $\Delta E=T \Delta S-W$, connecting gravitational entropy $S$ to matter energy $E$ and work $W$. I then provide an entanglement interpretation of stretched lightcone thermodynamics by extending the entanglement equilibrium proposal. Specifically I show that the condition of fixed volume can be understood as subtracting the irreversible contribution to the thermodynamic entropy. Using the $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ correspondence, I then provide a microscopic explanation of the 'thermodynamic volume' - the conjugate variable to the pressure in extended black hole thermodynamics - and reveal the super-entropicity of $\mathrm{AdS}_{3}$ black holes is due to the gravitational entropy overcounting the number of available dual $\mathrm{CFT}_{2}$ states. Finally, I conclude by providing a recent generlization of the extended first law of entanglement, and study its non-trivial $2+1$ - and $1+1$ dimensional limits. This thesis is self-contained and pedagogical by including useful background content relevant to emergent gravity.
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## Chapter 1

## OVERVIEW

The discovery that black holes carry entropy [Bekenstein (1972); Hawking (1974)],

$$
\begin{equation*}
S_{B H}=\frac{A_{\mathcal{H}}}{4 G} \tag{1.1}
\end{equation*}
$$

provides the two following realizations: (i) A world with gravity is holographic [Susskind (1995)], and (ii) spacetime is emergent [Jacobson (1995)]. The former of these comes from the observation that the thermodynamic entropy of a black hole (1.1) goes as the area of its horizon $A_{\mathcal{H}}$, and the latter from noting that black holes are spacetime solutions to Einstein's equations. In fact, black holes are not the only spacetime solutions which carry entropy; any solution which has a horizon, e.g., Rindler space and the de Sitter universe, also possess a thermodynamic entropy proportional to the area of their respective horizons. The fact that Rindler space carries an entropy is particularly striking as there the notion of horizon is observer dependent. This leads to the proposal that an arbitrary spacetime - which may appear locally as Rindler space - is equipped with an entropy proportional to the area of a local Rindler horizon, and that thermodynamic relationships, e.g., the Clausius relation $T \Delta S=Q$, have geometric meaning. Specifically,

$$
\begin{equation*}
T \Delta S=Q \Rightarrow G_{\mu \nu}+\Lambda g_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{1.2}
\end{equation*}
$$

That is, Einstein gravity arises from the thermodynamics of spacetime [Jacobson (1995)].

Recently it was shown how to generalize (1.2) to higher derivative theories of gravity [Parikh and Svesko (2018)]. By attributing a temperature and entropy to
a stretched future lightcone - a timelike hypersurface composed of the worldlines of constant and uniformly radially accelerating observers - the equations of motion for a broad class of higher derivative theories of gravity are a consequence of the Clausius relation $T \Delta S_{\text {rev }}=Q$, where $\Delta S_{\text {rev }}$ is the reversible entropy, i.e., the entropy growth solely due to a flux of matter crossing the horizon of the stretched lightcone. This result shows that arbitrary theories of gravity arise from the thermodynamics of some underlying microscopic theory of spacetime. We will review the geometric set-up of stretched lightcones and the derivation of Einstein's equations in Chapter 4, as well as uncover a local first law of gravity, connecting matter thermodynamics with spacetime thermodynamics. Moreover, while stretched lightcones are interesting surfaces to consider, they are not the only geometric construction for which the spirit of [Jacobson (1995)] can applied. In Chapter 4, we will also show how the Clausius relation applies equally to causal diamonds - the set of all events that lie in both the past and future of some point on a causal curve. Specifically, we will show causal diamonds can be understood as systems in thermal equilibrium, for which the Clausius relation gives rise to gravitational field equations for a broad class of gravity theories.

There are other aspects of general relativity, which, from the perspective of classical gravity, have an obscure orgin. Such is the case for the null energy condition (NEC) - an ad hoc covariant constraint on the type of matter allowed in a spacetime. While the condition depends on the energy-momentum tensor of matter, the NEC itself does not seem to have a consistency requirement coming from standard quantum field theory. This suggests the NEC arises from a combined theory of matter and gravity, such as string theory [Parikh and van der Schaar (2015)], where Einstein's equations rewrite the NEC as a geometric inequality, namely, the Ricci convergence condition. Following the spirit of [Jacobson (1995)], it can be shown that the NEC is a consequence of the second law of thermodynamics applied to local holographic
screens [Parikh and Svesko (2017, 2016)]. That is to say, as reviewed in Chapter 3, by assuming the second law of (spacetime) thermodynamics can be applied to local screens, reminiscent of local Rindler horizons, we will obtain the NEC as a geometric consequence.

Despite some successes in deriving (1.1) in specific cases [Strominger and Vafa (1996a); Rovelli (1996)], it is still unclear what the physical degrees of freedom encoded in $S_{B H}$ correspond to microscopically. Similarly, the underlying microscopics of spacetime giving rise to Einstein's equations is obscure. A potential explanation comes from studying entanglement entropy (EE) of quantum fields outside of the horizon. For a generic $(d+1)$ quantum field theory (QFT) with $d>1$, the EE of a region $A$ admits an area law [Bombelli et al. (1986); Srednicki (1993)]

$$
\begin{equation*}
S_{A}^{E E}=c_{0} \frac{\mathcal{A}(\partial A)}{\epsilon^{d-1}}+\text { subleading divergences }+S_{\text {finite }} \tag{1.3}
\end{equation*}
$$

where $\epsilon$ is a cutoff for the theory, illustrating that the EE is in general UV divergent, and $\mathcal{A}$ is the area of the $(d-1)$ boundary region $\partial A$ separating region $A$ from it's complement. Identifying $\frac{c_{0}}{\epsilon^{d-1}} \rightarrow \frac{1}{4 G}$ suggests $S_{B H}$ to be interpreted as the leading UV divergence in the EE for quantum fields outside of a horizon.

Further progress can be made when we consider quantum field theories with holographic duals. Specifically, in the context of $\mathrm{AdS}_{d+2} / \mathrm{CFT}_{d+1}$ duality [Maldacena (1999)], one is led to the Ryu-Takayanagi (RT) conjecture [Ryu and Takayanagi (2006c)]:

$$
\begin{equation*}
S_{A}^{E E}=\frac{\mathcal{A}\left(\gamma_{A}\right)}{4 G^{(d+2)}} \tag{1.4}
\end{equation*}
$$

which relates the EE of holographic CFTs (HEE) to the area of a d-dimensional (static) minimal surface $\gamma_{A}$ in $\operatorname{AdS}_{d+2}$ whose boundary is homologous to $\partial A .{ }^{1}$ The

[^0]RT formula (1.4) is specific to CFTs dual to general relativity, and does not include quantum corrections. The proposal was proved in [Lewkowycz and Maldacena (2013)], and has been extended to include quantum corrections [Faulkner et al. (2013)], and for CFTs dual to higher derivative theories of gravity [Dong (2014)]. When the minimal surface $\gamma_{A}$ is the horizon of a black hole, one observes that black hole entropy is equivalent to HEE, $\left.S_{H E E}\right|_{\gamma_{A}=\mathcal{H}}=S_{B H}$ [Casini et al. (2011)].

Similar to the situation with black hole thermodynamics, this observation suggests that gravity emerges from quantum entanglement, i.e., spacetime is built from entanglement [Van Raamsdonk (2010); Bianchi (2012)]. To take on this proposal, one can study the properties of HEE and look for the resulting geometric consequences. Indeed, the EE of a QFT generically satisfies a first law reminiscient of the first law of thermodynamics [Blanco et al. (2013); Wong et al. (2013)]

$$
\begin{equation*}
\delta S_{A}^{E E}=\delta\left\langle H_{A}\right\rangle \tag{1.5}
\end{equation*}
$$

Here $\delta S_{A}^{E E}$ is the variation of the EE of region $A$, while $\delta\left\langle H_{A}\right\rangle$ is the variation of the modular Hamiltonian $H_{A}$ defined by $\rho_{A} \equiv e^{-H_{A}}$. When one specializes to the case where the region $A$ is a ball of radius $R$, the modular Hamiltonian can be identified with the thermal energy of the region.

For holographic CFTs the first law of entanglement entropy (1.5) can be understood as a geometric constraint on the dual gravity side. By substituting (1.4) into the left hand side (LHS) of (1.5), and relating the energy-momentum tensor of the CFT to a metric perturbation in AdS, one arrives at the linearized Einstein equations [Lashkari et al. (2014a)]:

$$
\begin{equation*}
\delta S_{A}^{E E}=\delta\left\langle H_{A}\right\rangle \Rightarrow G_{\mu \nu}+\Lambda g_{\mu \nu}=8 \pi G T_{\mu \nu} \tag{1.6}
\end{equation*}
$$

By considering the higher derivative gravity generalization of (1.4), similar arguments lead to the linearized equations of motion for higher derivative theories of gravity
[Faulkner et al. (2014a)]. The non-linear behavior of gravitational equations of motion is encoded in a generalized form of (1.5), where one must take into account the relative entropy of excited CFT states [Faulkner et al. (2017); Haehl et al. (2018)]. In this way, gravity emerges from spacetime entanglement.

Recently it has been shown how to derive gravitational equations of motion from entanglement considerations without explicit reference to AdS/CFT duality, and is therefore slightly more general than the derivation in [Lashkari et al. (2014a); Faulkner et al. (2014a)]. This approach, first proposed by Jacobson, is the entanglement equilibrium conjecture [Jacobson (2016)], which can be stated as follows: In a theory of quantum gravity, the entanglement entropy of a spherical region with a fixed volume is maximal in the vacuum. This hypothesis relies on assuming that the quantum theory of gravity is UV finite (as is the case in string theory) and therefore yields a finite EE, where the cutoff $\epsilon$ introduced in (1.3) is near the Planck scale, $\epsilon \sim \ell_{P}$, and being able to identify the entanglement entropy $S_{E E}^{A}$ with the generalized entropy $S_{\text {gen }}$, which is independent of $\epsilon$ [Susskind and Uglum (1994); Solodukhin (2011)]:

$$
\begin{equation*}
S_{E E}^{A}=S_{\mathrm{gen}}=S_{B H}^{(\epsilon)}+S_{\mathrm{mat}}^{(\epsilon)} . \tag{1.7}
\end{equation*}
$$

Here $S_{B H}^{(\epsilon)}$ is the Bekenstein-Hawking entropy (1.1) expressed in terms of renormalized gravitational couplings, and $S_{\text {mat }}^{(\epsilon)}$ is the renormalized EE of matter fields. The generalized entropy $S_{\text {gen }}$ is independent of $\epsilon$ as the renormalization of gravitational couplings is achieved via the matter loop divergences.

When one interprets the EE as the generalized entropy, one may therefore assign EE to surfaces other than cross sections of black hole horizons, or the minimal surfaces identified in the RT formula (1.4). In this way, without assuming holographic duality, one discovers a connection between geometry and entanglement entropy. Furthermore, taking into consideration the underlying thermodynamics of spacetime [Ja-
cobson (1995)], this link provides a route to derive dynamical equations of gravity not from thermodynamics, but from entanglement.

With these consderations in mind, the variation of the EE of a spherical region at fixed volume is given by

$$
\begin{equation*}
\left.\delta S_{E E}^{A}\right|_{V}=\frac{\left.\delta A\right|_{V}}{4 G}+\delta S_{\mathrm{mat}}=0 \tag{1.8}
\end{equation*}
$$

i.e., the vacuum is in a maximal entropy state. In the case of small spheres, this entanglement equilibrium condition is equivalent to imposing the full non-linear Einstein equations at the center of the ball [Jacobson (2016)]. Recently this maximal entropy condition has been generalized to include higher derivative theories of gravity, where $S_{B H}^{(\epsilon)}$ in (1.7) is replaced by the higher derivative extension of gravitational entropy, the Wald entropy $S_{\text {Wald }}^{(\epsilon)}$, in which case the maximal entropy condition becomes

$$
\begin{equation*}
\left.\delta S_{E E}^{A}\right|_{W}=\left.\delta S_{\mathrm{Wald}}\right|_{W}+\delta S_{\mathrm{mat}}=0 \tag{1.9}
\end{equation*}
$$

where the volume $V$ must be replaced with a new local geometrical quantity called the generalized volume $W$. This condition, when applied to small spheres, is equivalent to imposing the linearized equations of motion for a higher derivative theory of gravity [Bueno et al. (2016)].

In Chapter 5 we extend the work of [Parikh and Svesko (2018)] and [Bueno et al. (2016)] and provide an entanglement interpretation to stretched lightcone thermodynamics. We accomplish this by first deriving a "first law of stretched lightcones", and show that it is geometrically equivalent to an entanglement equilibrium condition. By comparing the entanglement equilibrium and (reversible) equilbrium thermodynamic pictures of deriving Einstein's equations, we will show how the two are related by showing that the leading contribution to the generalized volume $\bar{W}$ is precisely the entropy change due to the natural increase of the stretched lightcone. This not only
sheds light on the microscopic origins of the thermodynamics of stretched lightcones, but also provides another derivation of the non-linear (semi-classical) Einstein equations and (linearized) equations of motion of higher derivative theories of gravity from spacetime entanglement.

As already eluded to, progress in understanding the nature of black hole entropy can be made if we utilize the AdS/CFT correspondence. In fact, there are a number of ways AdS/CFT duality can be used to provide a microscopic explanation of the Bekenstein-Hawking entropy formula (1.1). One of the first ways this was done was accomplished by Strominger [Strominger (1998)]. Specifically, for black holes whose near horizon geometry is locally $\mathrm{AdS}_{3}$, the Bekenstein-Hawking formula is equal to the logarithm of the asymptotic density of $\mathrm{CFT}_{2}$ states, i.e., the Cardy entropy is equal to the Bekenstein-Hawking entropy ${ }^{2}$.

Strominger's observation can be used to understand the mircoscopics not just of black hole thermodynamics, but also extended black hole thermodynamics ${ }^{3}$ (EBHT) [Caldarelli et al. (2000); Sekiwa (2006); Kastor et al. (2009)], where black holes in (A)dS spacetimes have a dynamical pressure $p=-\Lambda / 8 \pi G$, thermodynamic volume $V$, and where the black hole mass becomes the enthalpy. Just as black hole thermodynamics is expected to have a microscopic interpretation, so too should EBHT.

In Chapter 6, we present a microscopic explanation for the thermodynamic volume $V$ for specific $\mathrm{AdS}_{3}$ black holes; revealing in certain cases $V$ will restrict the number of allowed $\mathrm{CFT}_{2}$ states such that the Bekenstein-Hawking formula (1.1), given by the

[^1]Cardy entropy, overcounts the number of microstates. This leads to a microscopic interpretation of black hole "super-entropicity" - a characteristic of AdS black holes whose entropy is larger than Schwarzschild-AdS black holes (spacetimes which were once thought to carry a maximal entropy) [Cvetic et al. (2011)].

EBHT also leads to new insights into the entanglement of conformal field theories. Specifically, using EBHT as motivation, the first law of entanglement entropy (1.5) may be extended to include variations of the central charge [Kastor et al. (2014)]. In this way, the extended first law of entanglement considers not just state variations but also variations of the CFT itself ${ }^{4}$. We provide a novel generalized derivation of the extended first law in Chapter 7, such that it holds for an arbitrary theory of gravity and variety of entangling surfaces, and study its $2+1$ - and $1+1$-dimensional limits. The 2+1-dimensional limit leads to a general expression of the thermodynamic volume in terms of the horizon entanglement entropy and central charge of the dual CFT, matching the specific microscopic expressions recently found in [Johnson et al. (2019)].

To summarize, let us now provide a road map of this thesis. Based on [Parikh and Svesko (2017, 2016)], in Chapter 3 we derive the null energy condition by way of the Ricci convergence condition via the second law of thermodynamics applied to local holographic screens. From this derivation we show that the Ricci convergence condition is stable under logarithmic (1-loop) quantum corrections to horizon entropy. In Chapter 4, following [Parikh and Svesko (2018)], we present a complete derivation of the field equations for a broad class of theories of gravity using the Clausius rela-

[^2]tion. A particularly novel aspect of this derivation is that it holds for the (timelike) stretched horizons of future lightcones, not the null horizons of lightsheets. We then use our Clausius relation and uncover a local first law of gravity, as shown in [Parikh et al. (2018)], which combines elements of both matter and spacetime thermodynamics. We conclude this chapter by deriving gravitational equations of motion using a similar approach to [Parikh and Svesko (2018)], applied to the past (conformal Killing) horizons of causal diamonds, first demonstrated in [Svesko (2018)].

Starting in Chapter 5, the thesis transitions from spacetime thermodynamics to spacetime entanglement and the microphysics of black hole thermodynamics. We begin by applying the entanglement equilibrium conjecture to stretched future lightcones, and explicitly connect to the equivalent derivation using equilibrium thermodynamics presented in Chapter 4. From there, in Chapter 6 and based on [Johnson et al. (2019)], we uncover the microscopic origins of the thermodynamic volume in extended black hole thermodynamics and the "super-entropicity" of AdS black holes using $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ duality. Motivated by extended black hole thermodynamics, in Chapter 7 we then present a new derivation of the extended first law of entanglement, generalizing previous versions and evaluating its lower dimensional limits where we find an intriguing new expression for the thermodynamic volume. This final chapter is based on the recent work [Rosso and Svesko (2020)]. Some final thoughts and remarks are given in the conclusion, Chapter 8.

To keep this thesis self-contained, we include Chapter 2 outlining the history and philosophy of emergent gravity. Multiple appendices are also included to present background on the fundamentals of spacetime thermodynamics in Appendix A and spacetime entanglement in Appendix B, as well as detailed calculations left out of the body of the thesis for the sake of pedagogy.

## Chapter 2

## FOUR ROADS TO EMERGENT GRAVITY

...the fundamental laws of physics, when discovered, can appear in so many different forms that are not apparently identical at first, but, with a little mathematical fiddling you can show the relationship...there is always another way to say the same thing that doesn't look at all like the way you said it before...

- Richard Feynman, on the simplicity of Nature

Emergent gravity rests on the notion that gravity is not fundamental, at least in the sense of the standard model of particle physics. Rather, gravity arises from some underlying microscopic theory of spacetime or by some other means altogether. Here we provide a broad, non-exhaustive historical and philosophical review of the emergent gravity paradigm.

### 2.1 Induced Gravity

Perhaps the earliest description of emergent gravity comes from Sakharov's induced gravity in 1967 [Sakharov (1968)]. He observed that many condensed matter or fluid systems give rise to collective phenomena, such as the fluid mechanics approximations of Bose-Einstein condensation. As such, Sakharov found that spacetime curvature can be induced from quantum field theory on an arbitrary background, with dynamics emerging as a mean field approximation of some underlying microscopic degrees of freedom.

The basic proposal of Sakharov's induced gravity rests on the following three elementary assumptions [Visser (2002)]: (i) Assume that spacetime is described by an arbitrary Lorentzian manifold with metric $g_{\mu \nu}$, for which matter lives on described by quantum field theory; (ii) Quantize matter and nothing else - make no further assumptions about the dynamics of the classical background spacetime; (iii) Consider the quantum field theory to at least 1-loop. Combined, these three assumptions lead to the following 1-loop effective action:

$$
\begin{equation*}
I_{1 \text {-loop }}=\int d^{4} x \sqrt{-g}\left[c_{0}+c_{1} R+c_{2}(\text { curvature squared terms })\right] \tag{2.1}
\end{equation*}
$$

When we compare this effective action to the standard action for Einstein gravity (plus curvature corrections),

$$
\begin{equation*}
I_{\mathrm{EH}+\mathrm{higher}}=\int d^{4} x \sqrt{-g}\left[\frac{1}{16 \pi G} R-2 \Lambda+\alpha(\text { curvature squared terms })+\mathcal{L}_{\text {matter }}\right] \tag{2.2}
\end{equation*}
$$

we find that the 1-loop effective action (2.1) automatically contains terms proportional to the cosmological constant, the Einstein-Hilbert Lagrangian, and curvature squared terms. In other words, 1-loop quantum effects of a quantum field theory living on an arbitrary background give rise to what we would interpret as classical Einstein gravity (plus corrections) ${ }^{1}$.

More explicitly, for a scalar field of mass $m$ coupled (potentially non-minimally) to spacetime curvature, the effective action at 1-loop can be computed using heat

[^3]kernel techniques and the Seeley-DeWitt expansion (see, e.g., [Vassilevich (2003)] for a review), leading to [Visser (2002)]
\[

$$
\begin{equation*}
I_{1 \text {-loop }}=\int d^{4} x \sqrt{-g}\left[\frac{1}{16 \pi G} R-2 \Lambda+\alpha_{1} R^{2}+\alpha_{2} C_{a b c d}^{2}+\mathcal{L}_{\text {matter }}\right] \tag{2.3}
\end{equation*}
$$

\]

where $C_{a b c d}^{2}$ is the Weyl tensor squared. Here, moreover, $\Lambda, G, \alpha_{1}$, and $\alpha_{2}$ are regularized couplings. For example, the regulated Newton's constant $G$ is related to tree-level constant $G_{0}$ via

$$
\begin{equation*}
\frac{1}{G}=\frac{1}{G_{0}}-\frac{k_{1}}{2 \pi} \operatorname{str}\left[\kappa^{2}-m^{2} \log \left(\frac{\kappa^{2}}{m^{2}}\right)\right]+\text { UV finite } \tag{2.4}
\end{equation*}
$$

with $k_{1}$ related to the Seeley-Dewitt coefficient $a_{1}$, str is the supertrace summing over all particle species, and $\kappa^{2}$ is some regularization scale introduced to identify the UV divergences. Similar expressions hold for the other gravitational couplings of the theory.

The overall point is that vacuum fluctuations due to the matter sector influence the gravitational couplings. Sakharov's interpretation is then to assume that the 1loop physics is dominant, where he further imposes the regulator be near the Planck scale, $\kappa \approx M_{\mathrm{PL}}$, and to set all tree-level constants ${ }^{2}$ to zero. The effect of setting the bare coupling $G_{0}$ to zero is that Newton's constant $G$ is induced at 1-loop. Therefore, a suggestive conclusion that can drawn from this line of thinking is that classical Einstein gravity (and potentially higher curvature theories if we insist on including the additional couplings) is not fundamental at all - rather it behaves as an emergent phenomena, like that of the critical behavior of the Ising model, arising from 1-loop matter effects on a Lorentzian background.

There are, of course, criticisms to Sakharov's picture. First and foremost is that this version of induced gravity lacks predictive power. Indeed, when the remaining

[^4]gravitational couplings are included, the smallness of the cosmological constant, for example, must be put in by hand. Each of the couplings, in fact, seem to require an amount of fine tuning. As such, induced gravity offers an interpretation of classical gravity, but seemingly, for the moment, nothing more.

Briefly, we should note that the observations (2.3) and (2.4) can lead to proposals other than Sakharov's original interpretation. One is that, rather than demanding for 1-loop dominance, impose 1-loop finiteness. Then, for example, the 1-loop contribution to Newton's constant (2.4) is finite, with

$$
\begin{equation*}
\frac{1}{G}=\frac{1}{G_{0}}-\frac{1}{2 \pi} \operatorname{str}\left[k_{1} m^{2} \log \left(\frac{m^{2}}{\mu^{2}}\right)\right]+\text { two loops } \tag{2.5}
\end{equation*}
$$

where $\mu$ is some mass scale conveniently chosen to keep the argument of the logarithm dimensionless and where we assumed $\operatorname{str}\left(k_{1}\right)=\operatorname{str}\left(k_{1} m^{2}\right)=0$. This type of quantum field theory compensation can be traced back to Pauli, and is in the spirit of supersymmetry. The effect of these finiteness constraints requires strong constraints on the particle content of the theory - strong enough to require physics beyond the standard model [Visser (2002)]. These types of constraints are so extensive, however, that it seems improbable for such a compensation to occur in nature. This interpretation also goes counter to Sakharov's original proposal in that $1 / G_{0}$ is still present.

Another possibility is to assume both 1-loop dominance and 1-loop finiteness. That is, assume the finiteness constraints mentioned above, and that all tree-level coefficients vanish. Such an idea has been proposed by Frolov and Fursaev [Frolov et al. (1997b,a); Frolov and Fursaev (1997b,a)]. In this case Newton's constant at 1-loop becomes

$$
\begin{equation*}
\frac{1}{G}=-\frac{1}{2 \pi} \operatorname{str}\left[k_{1} m^{2} \log \left(\frac{m^{2}}{\mu^{2}}\right)\right]+\text { two loops } \tag{2.6}
\end{equation*}
$$

This approach is appealing in that it is a modification to Sakharov's original interpretation, where the gravitational constant is induced solely by the loop corrections
coming from the quantum field theory of matter living on the background. The modification, however, is not so slight, as it requires a tight restriction of the allowed particle spectrum of the theory due to the finiteness constraints. Nonetheless, Frolov's and Fursaev's version of induced gravity continues to maintain an appeal as it provides a possible microscopic explanation of the Bekenstein-Hawking entropy for black holes (more on this later).

A fourth proposal is to relax both 1-loop finiteness and dominance, and instead opt for (at least) 1-loop renormalizability. That is to say, have all of the bare coupling constants, such as $G_{0}$, to absorb any of the undesired UV divergences, just as one does when renormalizing QED in Minkowski space. The consequence now, however, is that we find new renormalizability constraints requiring modifications to the couplings of the standard model particle spectrum, again requiring new physics. Unfortunately, we might have an even worse problem: not only would the cosmological constant remain radiatively unstable (the true meaning of the cosmological constant problem), but we also expect similar radiative instabilities to appear in the other gravitational couplings, including $G$ [Visser (2002)].

Despite the drawbacks of the various aforementioned proposals, induced gravity remains to be an intriguing viewpoint. This is in part due to its elegance: any quantum field theory in an arbitrary curved background with Lorentzian signature will, by 1-loop, generate classical Einstein gravity (plus corrections). Gravity need not even exist at tree-level! This line of thinking tells us that the geometry of the background behaves as an external classical field, automatically leading to semiclassical gravity. Crucially, gravity was never put into a quantum theory or quantized - it just appeared from a quantized field theory living on some classical background. This, combined with the observation that, thus far, the only experiments we can currently perform with gravity only lie in the semiclassical regime, suggests that perhaps we


Figure 2.1: A macro- and microscopic view of water. The fact that water can be heated tells us it has an atomic structure.
need not quantize gravity at all. If this is too difficult to accept, however, Sakharov's philosophy tells us something else: deriving classical aspects of gravity from any candidate theory of quantum gravity, such as the inverse square law, is not the hard part. Classical aspects of gravity arise virtually for free once we find ourselves in the limit that we have a Lorentzian manifold and a quantum field theory that can be defined, at least perturbatively, on this classical spacetime.

### 2.2 Spacetime Thermodynamics

Imagine you have a beaker of water. Macroscopically we can measure the temperature of the water, study its heat exchange with the container it rests in, and, with the laws of thermodynamics, study how the energy and entropy of the system change. Of course, we know that if we were to use a powerful enough microscope we could study the thermodynamic properties of water from a (quantum) statistical point of view. Thermodynamics - from which macroscopic properties of a system are obtained - is therefore a phenomenological placeholder for a more fundamental, underlying microscopic description. In the case of water, moreover, we could have figured out that an atomic structure of water exists, even without probing those scales. This is due
to, as noted by Boltzmann, the fact that we can heat water, and therefore there is an inherent internal mechanism allowing us to store the associated energy into the water's microscopic degrees of freedom. Heat and temperature are simply macroscopic measures of this underlying microscopics. More generally, because matter can get hot, we know there exists a microscopic description of matter.

Spacetime, in many ways, behaves like the thermodynamic limit of water, where it is possible to associate a temperature and entropy to local patches of an arbitrary spacetime. This realization comes from observing that black holes, the de Sitter universe and Rindler frames - spacetime solutions to Einstein's field equations carry with them a set of thermodynamic principles via semi-classical gravity. The leap, then, is to assume any spacetime has a set of well-defined thermodynamics spacetime can be "hot". By the aforementioned Boltzmann's principle, this suggests spacetime should have an atomic structure, for which the thermodynamic entropy is counting these "atoms of spacetime". If, moreover, we treat spacetime like a fluid, the gravitational field equations acquire the interpretation as an equation of state; the conventional geometric language may be recast into some thermodynamic relation. This viewpoint, known as thermodynamical gravity or spacetime thermodynamics, first taken seriously by Ted Jacobson in 1995 [Jacobson (1995)], tells us classical gravity is an emergent phenomena, arising from the thermodynamics of some more fundamental, microscopic theory of spacetime.

We provide a more detailed review of Jacobson's construction in Appendix A, however, let's highlight the essence of his argument here. The idea is to pick an arbitrary point $p$ in an arbitrary spacetime $g_{\mu \nu}$, and restrict to a sufficiently small region such that a spacelike foliation can be defined about $p$ with respect to some time coordinate $t$. The point $p$ will be contained in a codimension- 2 spacelike patch for which a null congruence (called a "lightsheet" $\mathcal{H}$ ) generated by a tangent vector


Figure 2.2: A heuristic depiction of the microscopic structure of spacetime. Classical gravity, i.e., the spacetime continuum is viewed as the hydrodynamic limit of some more fundamental microscopic spacetime.
$k^{\mu}$ will emanate from. The lightsheet will have a cross-sectional area $A$ defined as the integral of the expansion of the null congruence. As we follow the lightsheet forward in time $t$, the area is subject to change if matter, characterized by an energy-momentum tensor $T_{a b}$, enters or leaves the lightsheet. The lightsheet, moreover, serves as a local Rindler horizon for an appropriate set of accelerating observers with a constant and uniform acceleration $a$.

Everything we have described thus far is done so using only geometric reasoning. Now we can rephrase this set-up using thermodynamic language. Specifically, motivated by Unruh, we assume our local Rindler observers will detect a thermal bath with an Unruh-Davies temperature proportional to their acceleration

$$
\begin{equation*}
T=\frac{\hbar a}{2 \pi} . \tag{2.7}
\end{equation*}
$$

Since the acceleration is uniform and constant, we have that our local Rindler horizon is described by a system in thermal equilibrium with its surroundings. Matter entering
or leaving the system, as measured with respect to the locally accelerating observers, is interpreted as heat ${ }^{3} Q$.

If our local horizon is to be treated as a thermal system, we expect it to have an associated thermodynamic entropy. The only meaningful geometric quantity at hand is the area of the lightsheet. We are therefore led to make a critical assumption: the entropy $S$ of the lightsheet is proportional to the area $A$ with some universal constant $\eta$. Then, the entropy change is proportional to change in area:

$$
\begin{equation*}
\Delta S=\eta \Delta A \tag{2.8}
\end{equation*}
$$

This assumption states that local horizons, like their global black hole horizon counterparts, exhibit holography.

Our geometric construction has now been reinterpreted in thermodynamic terms. What remains is how the heat $Q$ relates to the entropy change $\Delta S$. This leads to a second assumption: the entropy change $\Delta S$ is associated with the flow of heat across the lightsheet, which, when in thermal equilibrium, is given by the Clausius relation:

$$
\begin{equation*}
Q=T \Delta S \tag{2.9}
\end{equation*}
$$

Putting everything together, and using Raychaudhuri's equation, we find that the Clausius relation (2.9) is geometrically equivalent to Einstein's field equations being held about the point $p$ :

$$
\begin{equation*}
Q=T \Delta S \Rightarrow G_{\mu \nu}(p)+\Lambda g_{\mu \nu}(p)=\frac{2 \pi}{\hbar \eta} T_{\mu \nu}(p)=8 \pi G T_{\mu \nu}(p) \tag{2.10}
\end{equation*}
$$

[^5]where the cosmological constant $\Lambda$ arises as an integration constant, and $\eta=1 / 4 G \hbar$ is required for consistency with the Bekenstein-Hawking formula. Since the point $p$ is completely arbitrary, the construction is valid at any (non-singular) point in the spacetime, and so we have Einstein's equations holding about every point in the spacetime. In this way, holographic thermodynamics applied to local horizons gives rise to Einstein's field equations, interpreted now as an equation of state.

Since Jacobson's original derivation [Jacobson (1995)], there has been much work in spacetime thermodynamics. Notably, this includes studying non-equilibrium effects (e.g. [Eling et al. (2006a)]), where the gravitational entropy is corrected by an $f(R)$ term such that field equations arise from a detailed balance equation; deriving higher curvature equations (e.g. [Padmanabhan (2009); Parikh and Sarkar (2009); Brustein and Hadad (2009); Guedens et al. (2012); Parikh and Svesko (2018)]), where the entropy-area relation is replaced by Wald's entropy functional, and surfaces other than local Rindler horizons [Guedens et al. (2012); Parikh and Svesko (2018)].

Like models of induced gravity, spacetime thermodynamics is not without its criticisms. First and foremost are the input assumptions, that the change in entropy is described by the Clausius relation, and that this entropy variation is proportional to the area change of the local holographic screen. The former of these assumptions is largely acceptable for a thermal system in near equilibrium. There is a subtley, however: the Clausius relation is in fact given by $Q \leq T \Delta S$, where $\Delta S$ here includes reversible and irreversible changes to the entropy. Equality occurs when there is no irreversible contribution to the entropy change. Therefore, a hidden assumption in spacetime thermodynamics is that the $\Delta S$ due to a heat flux is really a reversible entropy change. To our knowledge this was treated properly for the first time in [Parikh and Svesko (2018)] and is reviewed in detail in Chapter 4.

The second assumption, that $\Delta S \propto \eta \Delta A$, is well motivated by black hole thermodynamics, such that consistency requires $\eta=\frac{1}{4 G \hbar}$. This assumption has recently been called into question, however, where it has been shown on rather general grounds the constant of proportionality must satisfy $\eta \leq \frac{1}{8 G \hbar} \neq \frac{1}{4 G \hbar}$ [Carroll and Remmen (2016a)]. It would seem that spacetime thermodynamics is then inconsistent. There are potential loopholes and alternatives to this problem, however, including changing the form of the entropy $S$ [Carroll and Remmen (2016a)], or modifying Jacobson's argument by considering compact local horizons [Jacobson (2016); Parikh and Svesko (2018); Svesko (2018)].

Whether the original formulation of spacetime thermodynamics carries on remains to be seen. Its core philosophy, however, continues to heavily influence the field, and has branched off into other versions of emergent gravity. Like Sakharov's proposal, the overarching lesson of Jacobson's derivation is that classical gravity is not fundamental, but instead arises as a collective phenomena, akin to the hydrodynamic limit of water.

### 2.3 Entropic Gravity

A related cousin to Jacobson's version of spacetime thermodynamics is Erik Verlinde's entropic gravity [Verlinde (2011)], arriving nearly 15 years later. In this proposal the gravitational force is interpreted as an entropic force: an effective macroscopic force describing the statistical tendency for entropy to increase in a system composed of several degrees of freedom ${ }^{4}$. Entropic forces are not fundamental in the particle physics sense in that there is no mediator boson associated with an entropic force, and, moreover, is independent of the microscopic details of the system. As such, the gravitational force, as understood by Newton or Einstein, is the result of a collective phenomenon, and thus emergent.

[^6]Verlinde's argument, similar to Jacobson's thermodynamic derivation, relies on the holographic principle. Specifically, the description of a volume of space is encoded in $N$ bits of information living on the boundary of this space, where the total number of bits is proportional to the area $A$ of this holographic screen:

$$
\begin{equation*}
N=\frac{A c^{3}}{G \hbar} . \tag{2.11}
\end{equation*}
$$

Here we have introduced a suggestive set of physical constants for dimensional purposes. We then assume the energy $E$ of the boundary system is distributed evenly among the $N$ bits, such that the average energy per bit is given by the equipartition theorem $E=\frac{1}{2} N k_{B} T$, where $T$ is the temperature associated with the $N$ bits. We may interpret this energy as the rest energy of a particle with an effective mass $M$, such that $T=\frac{2 M c^{2}}{N k_{B}}$.

Now imagine placing a particle of mass $m$ a Compton wavelength away from the screen, $\Delta x=\frac{\hbar}{m c}$. The particle will experience an entropic force $F$ because there is a tendency for the entropy of the $N$ bits living on the boundary to increase. The entropy increase occurs because, just as with Bekenstein's original thought experiment, when a particle is one Compton wavelength from the horizon, it is considered to be a part of the screen, increasing the screen's entropy by an amount of a single bit, $\Delta S=2 \pi k_{B}$, in order to satisfy the second law of thermodynamics. The entropic force the particle experiences is given by

$$
\begin{equation*}
F=T \frac{\Delta S}{\Delta x} \tag{2.12}
\end{equation*}
$$

Finally, asserting that the boundary is spherical such that $A=4 \pi R^{2}$, we find combining (2.11) with (2.12) yields

$$
\begin{equation*}
F=T \frac{\Delta S}{\Delta x}=\frac{G M m}{R^{2}} . \tag{2.13}
\end{equation*}
$$

For consistency, we interpret $G$ as Newton's constant, and we find we have derived Newton's law of gravitation using the thermodynamics of holographic screens, from
which gravity is interpreted as an entropic force. From here Verlinde goes on to show the particle will experience an acceleration $a$ proportional to the temperature $T$ just like local Rindler observers - that is equal to an entropy gradient characterized by a Newtonian potential, $a=-\nabla \Phi$.

Entropic gravity rests on four assumptions: (i) space itself has at least a single emergent holographic direction ${ }^{5}$; (ii) there exists a change in entropy in the emergent dimension as a particle is lowered toward the screen; (iii) the information is encoded in $N$ bits living on the screen, where the maximum number of bits is proportional to the area of the screen, and (iv) the energy of the system is divided evenly among each of the $N$ bits. These assumptions, moreover, are all one needs to derive Einstein's equations using local thermodynamic principles [Verlinde (2011)]. Unlike Jacobson's argument, however, one need not use Raychaudhuri's equation of expanding null congruences and the local holographic screens are time-like.

While Jacobson's and Verlinde's derivation of Einstein's equations have a thermodynamic origin, Verlinde's model offers potentially observable consequences. In particular, in 2011 it was argued that late time cosmic acceleration - often described using dark energy - can be interpreted as a gravitational-entropic force [Easson et al. (2011)]. Moreover, Verlinde argued that entropic gravity contains an additional "dark" gravitational force which can account for the profiles of particular galactic rotation curves, doing away with the need for dark matter [Verlinde (2017)].

Due to what entropic gravity offers, both fundamentally and observationally, Verlinde's theory has endured much criticism, from theoretical and experimental viewpoints alike. For example, [Visser (2011)] demonstrated that since Newton's gravitational force is conservative, heavy constraints are placed on the form of the entropy

[^7]and temperature functions. Moreover, while the gravitational fields for a large set of galactic rotation curves are consistent with entropic gravity [Brouwer et al. (2017)], Verlinde's proposal is inconsistent with the rotation curves of dwarf galaxies [Pardo (2017)]. Despite its controversy, entropic gravity remains the best model of emergent gravity that can be tested experimentally, and for that reason should be taken seriously.

### 2.4 Spacetime Entanglement

The most recent incarnation of emergent gravity comes from a current popular area of interest commonly referred to as spacetime entanglement. Due to the rapid development of the area, and how it has become an interdisciplinary study of quantum gravity, the subject is a genuine paradigm shift in scientific thinking. In many ways, spacetime entanglement is the culmination of several ideas starting with black hole physics, and includes many of the themes of emergent gravity reviewed above. The elementary statement of spacetime entanglement is that classical aspects of spacetime, including connectivity, are all encoded in entangling degrees of freedom of some underlying theory of quantum gravity. Classical gravitational dynamics, moreover, arises from basic relations non-gravitational microscopic degrees of freedom obey. Since the viewpoint makes use of quantum entanglement, many of the statements made have an information theoretic/computational interpretation; colloquially, spacetime entanglement exemplifies the aphroism "it from qubit".

Here we provide only a cursory review of the history and philosophy of spacetime entanglement, as some of the details are the subject of this thesis. The viewpoint is most sharply defined for systems which exhibit gauge/gravity duality, specifically AdS/CFT duality, though it is believed spacetime entanglement is thought to apply more generally [Bianchi and Myers (2014); Jacobson (2016)]. This is in part because
the entropy associated with a horizon can be interpreted as a type of entanglement entropy. Indeed, the entropy of a black hole not necessarily confined to a maximally symmetric background behaves as the leading UV divergent contribution to the entanglement entropy due to field fluctuations across either side of the horizon (e.g., [Callan and Wilczek (1994); Jacobson (1994); Frolov et al. (1997b,a); Frolov and Fursaev (1997b)]). The connection between entanglement and horizon entropy is deepened when one realizes that the entanglement entropy of $d+1$-dimensional QFTs generically satisfies an area law [Bombelli et al. (1986); Srednicki (1993)]. Therefore, the expectation is that

$$
\begin{equation*}
S_{\mathrm{EE}} \approx S_{\mathrm{BH}}, \tag{2.14}
\end{equation*}
$$

where $S_{\mathrm{EE}}$ is the entanglement entropy with respect to field degrees of freedom divided between (at least) two subregions, and $S_{\mathrm{BH}}$ is the Bekenstein-Hawking area formula, which computes the entropy associated with Killing horizons in Einstein gravity.

It is reassuring that the expectation (2.14) holds for explicit microscopic models. Such is the case when we consider CFTs in Minkowski space dual to a gravity theory in AdS in one dimension higher. In particular, in its most concise form, the entanglement entropy of a CFT in vacuum reduced to a ball, upon invoking AdS/CFT, is equal to the Bekenstein-Hawking entropy of a massless Schwarzschild-AdS black hole with a hyperbolically sliced horizon [Blanco et al. (2013)]:

$$
\begin{equation*}
S_{\mathrm{EE}}^{\mathrm{CFT}}=S_{\mathrm{BH}}^{(M=0)} \tag{2.15}
\end{equation*}
$$

This derivation will be explored in more detail in Appendix B.
Therefore, entanglement entropy of a holographic CFT is deeply related to spacetime geometry. In fact, the relation (2.15) is a special case of the Ryu-Takayanagi proposal [Ryu and Takayanagi (2006c,a)], which states that the entanglement entropy of $d+1$ - holographic CFTs in a boundary region $A$ is equal to the area $\mathcal{A}$ of a $d$ -


Figure 2.3: An illustration of holographic entanglement entropy. The entanglement entropy of a $d+1$-dimensional CFT reduced to a region $A$ is equal to the area of minimal surface $\gamma_{A}$ extending into $d+2$-dimensional AdS, whose boundary is homologous to $\partial A$.
dimensional minimal surface $\gamma_{A}$ protruding in $d+2-\mathrm{AdS}$, where the edge of $\mathcal{A}$ is equal to the boundary of $A$ (1.4)

$$
\begin{equation*}
S_{A}^{E E}=\frac{\mathcal{A}\left(\gamma_{A}\right)}{4 G^{(d+2)}} \tag{2.16}
\end{equation*}
$$

When the minimal surface is that of a horizon of a black hole, and the boundary region $A$ is a ball, the Ryu-Takayanagi formula reduces to (2.15).

Now we see that any statements about CFT entanglement translate into statements about spacetime geometry, through (1.4). This observation was used to derive Einstein's equations from entanglement considerations. Loosely, the argument is as follows. The perturbation to any state $\rho_{A}$ of a generic quantum subsystem $A$ will obey the first law of entanglement entropy

$$
\begin{equation*}
\delta S_{A}=\delta\left\langle H_{A}\right\rangle, \tag{2.17}
\end{equation*}
$$

where $H_{A}$ is the modular Hamiltonian defined by expressing $\rho_{A}=e^{-H_{A}} / \operatorname{tr} e^{-H_{A}}$. In the event $A$ is a ball shaped region of radius $R$ and $\rho_{A}$ describes the vacuum state of a CFT in Minkowski space reduced to the ball, the modular Hamiltonian can be
explicitly written down as [Blanco et al. (2013)]

$$
\begin{equation*}
H_{A}=2 \pi \int_{A} d^{d-1} x \frac{R^{2}-\left|\vec{x}-\vec{x}_{0}\right|^{2}}{2 R} T_{t t}^{\mathrm{CFT}} . \tag{2.18}
\end{equation*}
$$

The first law of entanglement then becomes

$$
\begin{equation*}
\delta S_{A}=2 \pi \int_{A} d^{d-1} x \frac{R^{2}-\left|\vec{x}-\vec{x}_{0}\right|^{2}}{2 R} \delta\left\langle T_{t t}^{\mathrm{CFT}}\right\rangle \tag{2.19}
\end{equation*}
$$

We now assume our CFT has a holographic dual and employ the Ryu-Takayangi prescription (1.4), replacing the variation of the entanglement entropy with a variation of the geometric entropy, for which vacuum state variations are interpreted as linear perturbations to pure AdS. The variation of the CFT modular Hamiltonian is understood to be a variation of the gravitational energy-momentum tensor associated with linearized metric perturbations. In a fashion similar to the derivation of Einstein's equations from the Clausius relation, the first law of (holographic) entanglement is equivalent to the geometric constraint that the linearized Einstein's equations hold locally in a perturbed asymptotically AdS spacetime [Lashkari et al. (2014a); Faulkner et al. (2014a)]:

$$
\begin{equation*}
\delta S_{A}=\delta\left\langle H_{A}\right\rangle \Rightarrow G_{\mu \nu}+\Lambda g_{\mu \nu}=8 \pi G T_{\mu \nu} \text { (linearized) } \tag{2.20}
\end{equation*}
$$

The arguments mentioned above apply equally well to higher curvature theories of gravity, where the area of the spherical entangling surface is replaced by a Wald entropy functional evaluated on the spherical entangling surface (which is a Killing horizon). Recently, moreover, this derivation was generalized to derive non-linear gravitational equations of motion, where the first law of entanglement is modified ${ }^{6}$

[^8]so as to include the effects of excited CFT states [Faulkner et al. (2017); Haehl et al. (2018)]. All in all, in the context of AdS/CFT, classical gravity emerges from CFT entanglement living on the boundary of the bulk spacetime; gravitational dynamics is governed by entangled CFT degrees of freedom.

As eluded to before, classical spacetime and its dynamics is thought to be obtained from entanglement on more general grounds. This was partially realized by Jacobson in 2015 via the entanglement equilibrium conjecture [Jacobson (2016)]: in any theory of quantum gravity the entanglement entropy of ball regions of fixed volume is maximal in vacuum, formally given by,

$$
\begin{equation*}
\delta_{g, \rho} S_{\mathrm{EE}}^{B}=\delta_{g, \rho} S_{\mathrm{BH}}+\delta_{g, \rho} S_{\mathrm{mat}} . \tag{2.21}
\end{equation*}
$$

Here $S_{\mathrm{EE}}^{B}$ is the entanglement entropy of a quantum state reduced to a ball $B$, where the causal diamond $D(B)$ is the union of the past and future domains of dependence of $B ; \delta_{g, \rho}$ is symbolic for allowing both the background geometry $g$ and state $\rho$ change; $S_{\mathrm{BH}}$ is the Bekenstein-Hawking gravitational entropy, representing the UV (quantum gravitational) entanglement entropy, and $S_{\text {mat }}$ is the matter entanglement entropy representing the correlations of IR (quantum field theoretic) degrees of freedom. Based on the right hand side of (2.21), it is clear one assumes that the Hilbert space of states reduced to the ball $\mathcal{H}_{B}$ may be factorized into UV and IR contributions, $\mathcal{H}_{B}=\mathcal{H}_{\mathrm{UV}} \otimes \mathcal{H}_{\mathrm{IR}}$.

The (non-linear) Einstein equations arise by showing an off-shell geometric identity known as the 'first law of causal diamond mechanics' - a statement analogous to the equilibrium version of the first law of black hole mechanics but applied to causal diamonds in a perturbed maximally symmetric background - is equivalent to Einstein's equations holding locally, upon an application of the entanglement equilibrium condition (2.21). The first law of entanglement also makes an appearance
here, specifically applied to the state variation of the matter entanglement entropy, $\delta_{g, \rho} S_{\mathrm{mat}}=\delta_{\rho} S_{\mathrm{mat}}=\left\langle H_{B}\right\rangle$. Importantly, we emphasize that Jacobson's derivation does not rely on AdS/CFT as the background need not be AdS. The linearized equations of motion for higher curvature theories of gravity were computed using entanglement equilibrium in [Bueno et al. (2016)]. Additional details of entanglement equilibrium are given in Appendix D.

The spacetime thermodynamics and spacetime entanglement programs are deeply related. This is because the first law of entanglement can be interpreted as the first law of thermodynamics for equilibrium systems. Therefore, when the first law of entanglement is applied to regions of spacetime, it naturally leads to statements about equilibrium thermodynamics applied to spacetime. This is made particular clear via entanglement equilibrium. In fact, an assumption baked into the entanglement equilibrium condition (2.21) is that the causal diamond is in thermodynamic equilibrium with its surroundings. This is because the condition $\delta S_{\mathrm{EE}}^{B}=0$ is equivalent to demanding that for a fixed energy, a small region should be well described by a thermal Gibbs state, such that the causal diamond represents a canonical ensemble with fixed degrees of freedom and volume. The thermodynamics of causal diamonds in maximally symmetric backgrounds was further analyzed in [Jacobson and Visser (2018)], and used to derive non-linear gravitational field equations via the Clausius relation in [Svesko (2018)]. Due to the geometric similarities of causal diamonds and stretched future lightcones - a timelike stretched horizon of the future of a lightcone - [Svesko (2018)] also demonstrated the condition entanglement equilibrium holds for geometric regions other than causal diamonds.

Classicality of spacetime emerges from entanglement in other ways too. For example, one observation is spacetime connectivity can be interpreted as entangled regions of spacetime (namely, a pair of maximally entangled black holes) connected via an

Einstein-Rosen bridge. This proposal has been aptly named "ER =EPR" [Maldacena and Susskind (2013)]. One of its claimed successes is that it resolves the Almheiri, Marolf, Polchinski, Sully (AMPS) firewall paradox, though this is still up for debate. The field of tensor networks - a representation of many body quantum systems based on their entanglement structure - has also been applied to spacetime entanglement, where spacetime is literally built up qubit by qubit (see, e.g., [Hayden et al. (2016)]). Using tensor networks to model bulk/boundary duality, one is naturally led to reinterpret aspects of bulk locality by rewriting the usual dual CFT statements in the language of quantum error correction [Almheiri et al. (2015); Pastawski et al. (2015)]. These discretized methods also lead to reinterpretations of holographic entanglement, where, for example, the Ryu-Takayanagi relation arises from an error correcting code [Harlow (2017)], and that it may be recast in terms of bit threads ${ }^{7}$ [Freedman and Headrick (2017)], doing away with minimal surfaces altogether.

So far it is not entirely clear how the framework of spacetime entanglement will shape up in the end. The field is teeming with new ideas, some of which might not lead to anything fruitful. What is clear, however, is that spacetime entanglement has dramatically altered our way of approaching questions about quantum gravity. Perhaps most of all, spacetime entanglement lends further evidence that classical gravity, i.e., spacetime geometry, is not fundamental: it is emergent.

[^9]
## Chapter 3

## THE THERMODYNAMIC ORIGIN OF THE NULL ENERGY CONDITION

The null energy condition (NEC) plays a critical role in classical general relativity. It is used in proving a host of gravitational theorems, from the area theorem that states that classical black holes cannot shrink [Bardeen et al. (1973)], to singularity theorems that guarantee the existence of the Big Bang [Hawking and Penrose (1970)]. The NEC is also invoked in excluding bouncing cosmologies and exotic spacetimes containing traversable wormholes and time machines, which might otherwise be exact solutions of Einstein's equations [Molina-Paris and Visser (1999); Parikh (2015); Hawking (1991); Farhi and Guth (1987); Morris et al. (1988)]. And in asymptotically AdS spaces, the validity of the NEC is equivalent to a c-theorem in the holographic dual theory [Freedman et al. (1999)]. The NEC is usually expressed as the condition

$$
\begin{equation*}
T_{\mu \nu} v^{\mu} v^{\nu} \geq 0 \tag{3.1}
\end{equation*}
$$

where $v^{\mu}$ is any light-like vector. Here $T_{\mu \nu}$ is the energy-momentum tensor of matter, suggesting that the NEC should be a property of matter. However, our best framework for describing matter - quantum field theory - does not appear to have a consistency requirement of the form of (3.1), even as a classical limit. Moreover, several explicit examples of effective theories that violate (3.1) but that are nevertheless not in manifest conflict with the principles of quantum field theory are now known. Thus the origin of a vitally important aspect of general relativity has been mysterious. With no apparent fundamental principle from which the NEC flows, the validity of the NEC has been called into question [Barcelo and Visser (2002); Rubakov (2014)].

Motivated by this failure to derive the NEC in some classical limit of quantum field theory, it has been proposed that the NEC should be regarded as a property not purely of matter but of a combined theory of matter and gravity [Parikh and van der Schaar (2015)]. In such a theory, Einstein's equations imply that the NEC can be reformulated in a quite different, though equivalent, form as

$$
\begin{equation*}
R_{\mu \nu} v^{\mu} v^{\nu} \geq 0 \tag{3.2}
\end{equation*}
$$

where $R_{\mu \nu}$ is the Ricci tensor. This is now a constraint on spacetime geometry, rather than on energy densities; indeed, it is this geometric form of the null energy condition, known as the Ricci or null convergence condition, that is ultimately invoked in gravitational theorems. Despite its importance, the NEC is invoked ad hoc, lacking a clear origin ${ }^{1}$.

Our goal here is to derive the NEC using the principles of emergent gravity. Our premise is that gravity arises from the coarse-graining of some underlying microscopic theory. As we will see, the derivation has its appeal because it relies on a universal theory, namely thermodynamics. In fact, a relation between thermodynamics and the null energy condition is already present in black hole physics. Recall that the NEC is used in deriving the second law of thermodynamics for black holes [Bardeen et al.

[^10](1973)]. The logic runs as follows:
\[

$$
\begin{equation*}
T_{\mu \nu} v^{\mu} v^{\nu} \geq 0 \Rightarrow R_{\mu \nu} v^{\mu} v^{\nu} \geq 0 \Rightarrow \dot{\theta} \leq 0 \Rightarrow \theta \geq 0 \Rightarrow \dot{A} \geq 0 \Rightarrow \dot{S} \geq 0 \tag{3.3}
\end{equation*}
$$

\]

Here $\theta$ is the expansion of a pencil of null generators of a black hole event horizon and the dot stands for a derivative with respect to an affine parameter, which can be thought of as time. The first arrow follows from Einstein's equations, the second from the Raychaudhuri equation, the third from avoidance of horizon caustics, the fourth from the definition of $\theta$, and the last from the definition of Bekenstein-Hawking entropy. Ideally, we would like to able to reverse all these arrows so that the NEC flows from the second law of thermodynamics, rather than the other way around [Chatterjee et al. (2013)]. However, although the first and last arrows can readily be reversed, provided we assume Einstein gravity and the validity of the gravitational equations, the remaining arrows do not appear to be reversible. In particular, a serious problem with reversing the arrows is that the second law is a global statement, whereas the NEC is a local condition.

However, recall Jacobson's now famous observation [Jacobson (1995)], where he obtained Einstein's equations - which are also local - from the Clausius relation (essentially the first law of horizon thermodynamics) applied to local Rindler horizons. Thus a global law was "gauged," which was a pre-requisite for obtaining the local gravitational equations of motion. In the same vein, we will show that the null energy condition too, in the form of the Ricci or null convergence condition, (3.2), comes out of thermodynamics applied to a local holographic screen. In a nutshell, just as Jacobson regarded the first law as an input and obtained Einstein's equations as an output (reversing the laws of black hole mechanics, as it were), we shall regard the second law as an input and obtain the null energy condition as an output.

Note that we will consider only the classical null energy condition. Much effort in the literature [Wall (2010); Lashkari et al. (2015); Kontou and Olum (2015); Bousso et al. (2016); Faulkner et al. (2016); Hartman et al. (2017)] has been directed at proving a quantum null energy condition, $\left\langle T_{\mu \nu}\right\rangle k^{\mu} k^{\nu} \geq 0$, or generalizing the concept to some kind of averaged null energy condition. Indeed, the standard null energy condition is known to be violated even by Casimir energy. So why focus on the classical NEC? First, the properties of the classical stress tensor are of independent interest. Typically, whenever exotic matter is proposed in the literature e.g. phantom fields, galileons, ghost condensates, etc., the gravitational consequences are worked out by coupling Einstein gravity to the classical stress tensor of such matter. So it is important to prove the generic properties of this tensor. Second, in attempts to prove the quantum null energy condition, the validity of the classical NEC is often assumed - yet this needs to be proven. Third, it is not obvious that the expectation value of the quantum stress tensor, as computed, has any gravitational consequences. A quantum null energy condition $\left\langle T_{\mu \nu}\right\rangle k^{\mu} k^{\nu} \geq 0$ would certainly be meaningful if there were a semi-classical Einstein equation of the form $G_{\mu \nu}=8 \pi G\left\langle T_{\mu \nu}\right\rangle$. However, such an equation is not known to have any rigorous derivation. By contrast, whatever be the ultimate theory of quantum matter coupled to quantum gravity, it surely admits a well-defined $\hbar=0$ limit of classical gravity coupled to classical matter, which is the situation considered here.

### 3.1 From the Second Law to the NEC

Before entering into the details, let us summarize the logic of the derivation. First we will quote a statistical-mechanical result about the non-positivity of the second time-derivative of entropy. This is a very general result which holds for virtually all near-equilibrium thermodynamic systems. Next we will propose a prescription
for associating thermodynamic systems to patches of null congruences in spacetime. We will then show that, in the vicinity of any point in spacetime, null congruences corresponding to near-equilibrium thermodynamic systems can always be found. By the quoted result, these then necessarily have non-positive second time-derivative of entropy. Finally, substituting this into the Raychaudhuri equation will imply the Ricci convergence condition, (3.2), which is the geometric form of the null energy condition.

### 3.1.1 Time Derivatives of Entropy

Consider then a finite thermodynamic system and let $S_{\max }$ be its maximum coarsegrained entropy. For systems already at equilibrium, $S=S_{\max }$, and $\dot{S}, \ddot{S}=0$. For systems approaching equilibrium, $S<S_{\max }$ and the second law says that $\dot{S} \geq 0$. Now, since the entropy tends to a finite maximum value as it approaches thermal equilibrium, and since $\dot{S} \geq 0$, it seems intuitively reasonable that the first time derivative of entropy will be a decreasing function of time: $\ddot{S} \leq 0$. This inequality, which will be crucial below, indeed holds for a great many systems of interest. For such systems, the coarse-grained entropy satisfies

$$
\begin{equation*}
S \geq 0, \quad \dot{S} \geq 0, \quad \ddot{S} \leq 0 \tag{3.4}
\end{equation*}
$$

For example, consider a clump of particles, with some initial Gaussian density distribution, $\rho \sim \exp \left(-r^{2} / 2\right)$, diffusing outwards with diffusion constant $D$. The diffusion equation implies that $\rho(r, t)=(2 \pi(1+2 D t))^{-3 / 2} \exp \left(-\frac{r^{2}}{2(1+2 D t)}\right)$. It is then easy to check that the entropy, $S=-\int d V \rho \ln \rho$, obeys $\ddot{S}=-\frac{2}{3} \dot{S}^{2}$ at all times, so that (3.4) holds.

In fact, this is a very general property. As reviewed below, it can be shown quite generally that $\ddot{S} \leq 0$ for virtually all near-equilibrium systems approaching internal
equilibrium. That is, finite, closed systems at late times inevitably obey (3.4). By near-equilibrium, we mean systems that are characterized by $(\dot{S} / S)^{2} \ll|\ddot{S} / S|$, which follows from $S \sim S_{\max }$ in this context. For systems that are not near equilibrium, $\ddot{S}$ can generically have either sign and hence (3.4) may or may not hold; the diffusing gas is an example of a system in which (3.4) does hold even though the system is never near equilibrium unless the gas is placed in a finite volume.

Let us now be more precise and show (3.4) is guaranteed to hold for near-equilibrium systems, following a proof by [Falkovich and Fouxon (2004)] showing that typical near-equilibrium thermodynamic systems relaxing to equilibrium must have $\ddot{S} \leq 0$. Consider a phase space density $\rho$ associated with a reduced description of the system (due to coarse-graining). Suppose the system is close to thermodynamic equilibrium. Then the phase space density is near the value $\rho_{0}$ that maximizes the entropy:

$$
\begin{equation*}
\rho=\rho_{0}+\delta \rho . \tag{3.5}
\end{equation*}
$$

Then,

$$
\begin{aligned}
S\left(\rho_{0}+\delta \rho\right) & =-\int\left(\rho_{0}+\delta \rho\right) \ln \left(\rho_{0}+\delta \rho\right) \\
& \approx S_{\max }-\int\left(\rho_{0}^{-1} \frac{(\delta \rho)^{2}}{2}\right)
\end{aligned}
$$

where $S_{\max }=-\int \rho_{0} \ln \rho_{0}$ and we have used the fact that $\left.\delta S\right|_{\rho_{0}}=0$. Near equilibrium, the time-derivative of the density fluctuation satisfies a linear Onsager relation:

$$
\begin{equation*}
\delta \dot{\rho}=\hat{L} \delta \rho, \tag{3.6}
\end{equation*}
$$

where the Onsager $\hat{L}$ matrix is taken to be symmetric. As Onsager showed [Onsager (1931)], the symmetry of $\hat{L}$ follows from the principle of microscopic reversibility, so long as the macroscopic thermodynamic state variables are themselves time-invariant; this is the case for all but a few "exceptional" systems of interest (usually involving
magnetic fields). It seems quite likely that the thermodynamics of the microscopic theory of gravity satisfies these time-invariance properties; here we assume that this is the case. ( $\hat{L}$ is presumably also invariant under time-translations.) When $\hat{L}$ is symmetric, we can expand $\delta \rho$ into orthonormal eigenfunctions of $\hat{L}$ :

$$
\begin{equation*}
\delta \rho=\sum_{k} \sqrt{\rho_{0}} a_{k} \psi_{k}, \tag{3.7}
\end{equation*}
$$

where $\hat{L} \psi_{k}=\lambda_{k} \psi_{k}$. Now

$$
\begin{equation*}
\dot{S}=-\int \rho_{0}^{-1} \delta \rho(\hat{L} \delta \rho) \tag{3.8}
\end{equation*}
$$

Then the second law implies

$$
\begin{equation*}
-\sum_{j, k} \int\left(a_{j} a_{k} \lambda_{k} \psi_{j} \psi_{k}\right) \geq 0 \Rightarrow \lambda_{k} \leq 0 \tag{3.9}
\end{equation*}
$$

for all $k$. That is, the second law indicates that the eigenvalues of the operator $\hat{L}$ are real (and non-positive). Now consider the second derivative:

$$
\begin{align*}
\ddot{S} & =-\int \rho_{0}^{-1}[\delta \dot{\rho}(\hat{L} \delta \rho)+\delta \rho(\hat{L} \delta \dot{\rho})] \\
& =-\int \rho_{0}^{-1}\left[(\hat{L} \delta \rho)^{2}+\delta \rho\left(\hat{L}^{2} \delta \rho\right)\right] \tag{3.10}
\end{align*}
$$

Inserting the eigenfunction expansion, we find

$$
\begin{equation*}
\ddot{S}=-2 \sum_{k} a_{k}^{2} \lambda_{k}^{2}, \tag{3.11}
\end{equation*}
$$

so that

$$
\begin{equation*}
\ddot{S} \leq 0 . \tag{3.12}
\end{equation*}
$$

Note from (3.9) that if $\dot{S}=0$ then $\ddot{S}=0$ while if $\dot{S}>0$ then $\ddot{S}<0$.

### 3.1.2 Thermodynamics of Spacetime

Next, let us attempt to connect thermodynamics to local regions of spacetime. The motivation is as follows. The Bekenstein-Hawking entropy formula associates
entropy to the area of black hole horizons. The formula is universal, applying to the horizons of all kinds of black holes in any number of dimensions. It even applies to de Sitter horizons. But most strikingly, the formula is also considered to hold (as an entropy density) for acceleration horizons. Since such horizons could be anywhere, this suggests that there might be a local entropy associated with the areas of patches of certain null surfaces. The idea of emergent gravity is to assume that this local entropy is similar to entropy in statistical-mechanical systems. That is, we assume that gravitational entropy arises as the coarse-grained entropy of some microscopic system of Planckian degrees of freedom associated with patches of certain null surfaces. What these degrees of freedom are is unknown and also largely irrelevant. It is not even clear whether these degrees of freedom live in spacetime or, because they have to account for an entropy that scales as an area, in some dual space in one lower dimension. We do know that for stationary horizons (including de Sitter and Rindler horizons), there is also an associated temperature. It therefore seems natural to assume that the underlying microscopic system is in fact a thermodynamic system. These two points are the basis for the idea that gravity might be described locally by some dual thermodynamic system. Despite little being known about the underlying system, the emergent gravity paradigm has met with great success due to Jacobson's remarkable result [Jacobson (1995)] that Einstein's equations follow from what is essentially the first law of thermodynamics. Here, the only feature we will need to assume is that the underlying system either is already at, or is approaching, internal equilibrium via the second law of thermodynamics.

Since the second law of thermodynamics is perhaps the most universal law in physics, this is not much of an assumption; we merely need to assume that the system is closed over the time-scales of interest. Moreover, since the idea is that the system
is dual to an infinitesimal region of spacetime, the requirement that it be closed over infinitesimal times also seems natural.

Next, we would like to have a prescription for how to choose our null congruences. In Jacobson's paper, the thermodynamic system was taken to be instantaneously at equilibrium, and hence the corresponding null congruence was chosen to be a local Rindler horizon, with vanishing expansion and shear at the point of interest. Here we are interested in the second law, so we allow for non-equilibrium systems with increasing entropy. Correspondingly, we allow our congruences to have positive, or at least non-negative, local expansion. Our prescription then is very simple: we postulate that every non-contracting infinitesimal open patch of the integral curves of every null geodesic congruence is associated with a thermodynamic system obeying the second law; the restriction to non-contracting patches enforces the second law of thermodynamics, which is the basic premise from which we will derive the null energy condition. Through a given spacetime point $p$ with a given future-directed null vector $v^{\mu}$ in the tangent space at $p$, there are infinitely many non-contracting geodesic congruences with tangent $v^{\mu}$ at $p$. We associate thermodynamic systems to all such infinitesimal patches. A particular class of expanding congruences consists of future light cones of earlier spacetime points. Among these, a special limiting case consists of the integral curves emanating from the future light cone of a point in the infinite past of $p$. Near $p$, the patch of such a stationary congruence is a local planar Rindler horizon, corresponding to an equilibrium system. Thus our prescription covers both equilibrium and non-equilibrium systems; it generalizes Jacobson's local Rindler horizons to patches whose local expansion can be not only zero, but also positive.

With this background, we identify the gravitational entropy of our infinitesimal patch with the coarse-grained entropy of a thermodynamic system. Then

$$
\begin{equation*}
S=\frac{A}{4} . \tag{3.13}
\end{equation*}
$$

It is implicit in this formula that classical physics is described by Einstein gravity minimally coupled to matter; for higher-curvature theories of gravity, or for nonminimally coupled gravity [Chatterjee et al. (2013)], the Bekenstein-Hawking entropy would have to be replaced by its appropriate generalization, such as the Wald entropy [Wald (1993)]. Next, we identify the affine parameter of the null congruence with the time parameter in our thermodynamic system. Then

$$
\begin{equation*}
\dot{S}=\frac{A}{4} \theta \tag{3.14}
\end{equation*}
$$

and

$$
\begin{equation*}
\ddot{S}=\frac{A}{4}\left(\theta^{2}+\dot{\theta}\right) . \tag{3.15}
\end{equation*}
$$

Here we are assuming that $\theta$ is roughly constant over the surface; this is valid because the surface is infinitesimal. Notice that the near-equilibrium condition, $(\dot{S} / S)^{2} \ll$ $|\ddot{S} / S|$, translates to $\theta^{2} \ll|\dot{\theta}|$.

Now because the congruence is null, its generators obey the optical Raychaudhuri equation:

$$
\begin{equation*}
\dot{\theta}=-\frac{1}{2} \theta^{2}-\sigma^{2}+\omega^{2}-R_{\mu \nu} v^{\mu} v^{\nu} \tag{3.16}
\end{equation*}
$$

By hypersurface-orthogonality, $\omega^{2}=0$. The shear, $\sigma$, can always be chosen to vanish at a point. Choose an initial surface near or enclosing this point. In this region the shear will be small compared to $\theta$. Moreover, for small enough affine parameter $\lambda$ the shear will remain small compared to $\theta$. Then, for small times, $\sigma^{2}$ is negligible. We
therefore drop the $\sigma$ and $\omega$ terms from Raychaudhuri's equation. Then we have

$$
\begin{align*}
R_{\mu \nu} v^{\mu} v^{\nu} & =-\left(\dot{\theta}+\theta^{2}\right)+\frac{1}{2} \theta^{2} \\
& =-\frac{\ddot{S}}{S}+\frac{1}{2}\left(\frac{\dot{S}}{S}\right)^{2} \tag{3.17}
\end{align*}
$$

Now, for systems that are already at equilibrium, $\dot{S}$ and $\ddot{S}$ are both zero. Hence

$$
\begin{equation*}
R_{\mu \nu} v^{\mu} v^{\nu}=0 \tag{3.18}
\end{equation*}
$$

Next, consider systems approaching equilibrium. Then $\dot{S}>0$. For systems that are far from equilibrium, $\ddot{S}$ can have either sign. Therefore, for expanding patches that correspond to far-from-equilibrium thermodynamic systems, the two terms on the right of (3.17) could have different signs so that nothing can be inferred about the sign of $R_{\mu \nu} v^{\mu} v^{\nu}$ without knowing the precise values of $\dot{S}$ and $\ddot{S}$; no general statement can be made for such systems. However, for patches that correspond to nearequilibrium systems, we are guaranteed that $\ddot{S} \leq 0$. The existence of such systems would guarantee that $R_{\mu \nu} v^{\mu} v^{\nu} \geq 0$.

To complete the proof, we show existence of such congruences by construction. In the vicinity of the point $p, R_{\mu \nu} v^{\mu} v^{\nu}$ is a constant, namely $R_{\mu \nu}(p) v^{\mu} v^{\nu}$. Call this constant $C$. We will shortly determine the sign of $C$ from thermodynamics. Solving the Raychaudhuri equation for a shear-free congruence, we find

$$
\begin{equation*}
\theta=\sqrt{2 C} \tan \left(-\sqrt{\frac{C}{2}} \lambda+b\right) \tag{3.19}
\end{equation*}
$$

where $b$ is a constant of integration; different choices of $b$ correspond to different congruences. Choosing $b=0$, we see that $\theta$ vanishes for $\lambda=0$. Suppose we consider some open patch for very small $\lambda$ (but not including the point $\lambda=0$, where the sign of $\theta$ changes). Then

$$
\begin{equation*}
\theta \approx-C \lambda \quad, \quad \dot{\theta} \approx-C \tag{3.20}
\end{equation*}
$$

If $\theta=\dot{\theta}=0$ then $C=0$; stationary (equilibrium) congruences require (3.18). Otherwise, since $\lambda$ is chosen to be small, we see that $\theta^{2} \ll|\dot{\theta}|$. This translates to $(\dot{S} / S)^{2} \ll|\ddot{S} / S|$, which means that the system is indeed near equilibrium. We have thus shown, by explicit solution of the Raychaudhuri equation, that congruences corresponding to stationary (equilibrium) or near-equilibrium systems exist everywhere.

But if the system is near equilibrium, then we know from statistical mechanics that $\ddot{S}<0$. By (3.15), this in turn means $\dot{\theta}<0$, so that $C>0$, which is to say

$$
\begin{equation*}
R_{\mu \nu} v^{\mu} v^{\nu}>0 \tag{3.21}
\end{equation*}
$$

Therefore, for both equilibrium and non-equilibrium thermodynamic systems, we find $R_{\mu \nu} v^{\mu} v^{\nu} \geq 0$. This is precisely the geometric form of the null energy condition, (3.2). Since $v^{\mu}$ is any arbitrary future-directed null vector, this establishes the null energy condition.

### 3.2 Quantum Corrections to Entropy and the NEC

Above we showed that the NEC, in the form (3.2), arises from the second law of thermodynamics, applied locally, in the same spirit as [Jacobson (1995)]. However, our derivation only considered classical matter and gravity. The natural next question is to ask whether quantum effects lead to violations of the NEC. Indeed, it is known that the matter form of the NEC is violated when first order quantum effects are taken into account, e.g., by Casimir energy. Nevertheless, it is not clear that this indicates a violation in the Ricci convergence condition (3.2). To understand this, consider the semi-classical Einstein equations,

$$
\begin{equation*}
G_{\mu \nu}=8 \pi G\left\langle T_{\mu \nu}\right\rangle \tag{3.22}
\end{equation*}
$$

which describe the backreaction of quantum fields on a classical background. The effect of the fluctuating quantum fields is captured by the renormalized expectation
value of the energy-momentum tensor $\left\langle T_{\mu \nu}\right\rangle$ over a particular background. The relevance of $\left\langle T_{\mu \nu}\right\rangle$ to spacetime geometry relies on the validity of an equation of the form of (3.22), but we are not aware of any rigorous derivation of this equation as the semi-classical limit of a theory of both quantum matter and quantum geometry. Indeed, an equation which treats gravity classically but matter quantum-mechanically appears to be in some tension with the spirit of string theory in which matter and gravity are treated in a unified manner. In principle $\left\langle T_{\mu \nu}\right\rangle$ can be derived from an effective action $S_{\text {eff }}\left(g_{\mu \nu}\right)$ describing the quantum matter fields propagating on the background metric $g_{\mu \nu}$. In that case, generally one finds that $\left\langle T_{\mu \nu}\right\rangle$ will depend on higher-curvature terms (see, e.g., [Birrell and Davies (1984)]). The field equations, therefore, will in general include higher-curvature corrections to Einstein's equations, severing the link between the NEC as a constraint on matter (3.1) and the NEC as a constraint on geometry (3.2). Thus a violation in (3.1) does not imply a violation in (3.2), and vice versa.

Here we take a different approach. Rather than calculating $\left\langle T_{\mu \nu}\right\rangle$, and then trying to determine its gravitational implications, the novel idea here is to directly determine $R_{\mu \nu} v^{\mu} v^{\nu}$ in the semi-classical theory. Specifically, we use the known form of the quantum-corrected version of the Bekenstein-Hawking entropy [Kaul and Majumdar (2000)] to obtain the Ricci convergence condition. We find that, if we replace the Bekenstein-Hawking entropy of a horizon with its one-loop generalization and apply the second law of thermodynamics, we again arrive at exactly the Ricci convergence condition (3.2). Quantum corrections, at least of the type that contribute to the entropy, do not appear to alter the condition; if these were the only quantum corrections, then, for example, singularity theorems would continue to hold even in the semi-classical theory.

Much effort has been put into calculating quantum corrections to the NEC on the matter side [Graham and Olum (2007); Kontou and Olum (2015); Bousso et al. (2016)]. Fortunately, there is an easier way to address this question. The key point is that the Raychaudhuri equation depends only on the geometry of spacetime and not on the theory in which the geometry arises. In particular, it should hold also for the geometry that arises in an effective theory of gravity that includes one-loop corrections. Furthermore, the Raychaudhuri equation contains the actual geometric object of interest, namely $R_{\mu \nu} v^{\mu} v^{\nu}$. It is the positivity of this term that controls the possible existence of singularities, say. By contrast, the gravitational implications of $\left\langle T_{\mu \nu}\right\rangle$ rely on the unclear question of how quantum matter couples to gravity. If, for example, the left-hand side of Einstein's equations are modified by the inclusion of geometric counter-terms, then the sign of $\left\langle T_{\mu \nu}\right\rangle v^{\mu} v^{\nu}$ does not have any obvious bearing on the sign of $R_{\mu \nu} v^{\mu} v^{\nu}$.

The sign of $R_{\mu \nu} v^{\mu} v^{\nu}$ is determined by the Raychaudhuri equation once we know $\theta, \dot{\theta}$. Our underlying (and non-trivial) assumption is that the semi-classical theory can continue to be described by thermodynamics. Under that assumption, we need to express geometric quantities like $\theta, \dot{\theta}$ in terms of thermodynamic quantities, specifically time derivatives of the coarse-grained entropy. The one-loop quantum-corrected formula for the gravitational entropy is

$$
\begin{equation*}
S=\frac{A}{4}+c \ln A+\mathcal{O}(1) \tag{3.23}
\end{equation*}
$$

where $c$ is a constant. As before we have suppressed Newton's constant here, so that $A$ is measured in Planck units. Such a logarithmic correction [Kaul and Majumdar (2000)] to the Bekenstein-Hawking entropy arises in a great variety of contexts. These include Carlip's derivation using the Virasoro algebra associated with two-dimensional conformal symmetry at the horizon [Carlip (2000)], the partition function of the BTZ
black hole [Govindarajan et al. (2001)], one-loop effects [Fursaev (1995); Mann and Solodukhin (1998)], type-A (Euler density) contribution to the trace-anomaly induced effective action [Cai et al. (2010); Aros et al. (2010)], along with many others; see, e.g. [Medved (2005); Page (2005)] for a review. The technical reason for this evident universality of the leading correction to the Bekenstein-Hawking entropy is that all the microscopic derivations ultimately invoke the Cardy formula.

Note that the positivity of $S$ implies that

$$
\begin{equation*}
c \geq-\frac{A}{4 \ln A} . \tag{3.24}
\end{equation*}
$$

Typically, $c$ is of order unity. In fact, the majority of calculations agree that

$$
\begin{equation*}
c=-\frac{3}{2} \tag{3.25}
\end{equation*}
$$

with some other approaches giving a result that differs by a factor of order unity. As $A$ is measured in Planck units, the validity of an approximately classical regime requires that $A \gg 1$. Then we have from (3.24) that $\left(\frac{A}{4}+c\right)>0$.

The time derivative of the entropy is given by

$$
\begin{equation*}
\dot{S}=\theta\left(\frac{A \theta}{4}+c\right) \tag{3.26}
\end{equation*}
$$

Hence $\dot{S} \geq 0 \Rightarrow \theta \geq 0$ : increasing entropy corresponds to expanding congruences, unsurprisingly. The second derivative of the entropy is

$$
\begin{equation*}
\ddot{S}=\frac{A}{4}\left[\left(\frac{A}{4}+c\right) \dot{\theta}+\theta^{2}\right] . \tag{3.27}
\end{equation*}
$$

Next, as we are regarding the gravitational entropy to be the coarse-grained entropy of some dual thermodynamic system, we invert the geometric quantities $A, \theta$, and $\dot{\theta}$ in terms of the thermodynamic quantities $S, \dot{S}$, and $\ddot{S}$. We find

$$
\begin{equation*}
A(S)=4 c W\left(\frac{e^{S / c}}{4 c}\right) \tag{3.28}
\end{equation*}
$$

where $W$ is the Lambert W -function, and

$$
\begin{equation*}
\theta=\frac{\dot{S}}{\frac{A(S)}{4}+c} \quad, \quad \dot{\theta}=\frac{\ddot{S}}{\frac{A(S)}{4}+c}-\frac{\dot{S}^{2} A(S)}{4}\left(\frac{1}{\frac{A(S)}{4}+c}\right)^{3} . \tag{3.29}
\end{equation*}
$$

We can now again consider the two types of thermal systems. For systems at equilibrium we have $\dot{S}=\ddot{S}=0$, so that $\theta=\dot{\theta}=0$, leading to $R_{\mu \nu} v^{\mu} v^{\nu}$ via the Raychaudhuri equation. For systems approaching equilibrium we find, using $\dot{S} \geq 0$ and $\ddot{S} \leq 0$, that

$$
\begin{equation*}
R_{\mu \nu} v^{\mu} v^{\nu}=\frac{1}{\frac{A(S)}{4}+c}\left[-\ddot{S}+\frac{1}{2}\left(\frac{\dot{S}}{\frac{A(S)}{4}+c}\right)^{2}\left(\frac{A(S)}{4}-c\right)\right]>0 \tag{3.30}
\end{equation*}
$$

provided $c<A / 4$. This is indeed the case since $A \gg 1$ and explicit calculations indicate that $c$ is of order unity, (3.25). Therefore, even in the context of semiclassical gravity, we again recover the geometric form of the null energy condition from the second law of thermodynamics.

### 3.3 Summary and Future Work

The null energy condition was initially proposed as a plausible but ad hoc requirement on matter. This condition, which does not seem to follow from any first principles, has sweeping consequences when matter is coupled to gravity. Here we have taken a different view: we regard the null energy condition not as an ad hoc characteristic of matter, but as a fundamental property of gravity. Moreover, we have shown that this property, in the form of the Ricci convergence condition, follows directly from an assumption that some underlying conventional non-gravitational microphysics accounts for the Bekenstein-Hawking entropy and obeys the second law of thermodynamics. It is remarkable that the point-wise classical null energy condition, which in its matter form has so far been impossible to derive from quantum field theory, follows in its geometric form so readily from the thermodynamics of emergent gravity. It is a satisfying result because the universality of the null energy condition -
which is supposed to hold for all physical spacetimes - is traced to another universal condition, namely the second law of thermodynamics.

Here, the underlying premise has been that all non-contracting infinitesimal open patches of the integral curves of null geodesic congruences can be associated with thermodynamic systems. How then, should we interpret geodesic congruences that are locally contracting? One can imagine several alternatives. First, it may well be that the existence of congruences with $\theta<0$ (or in which $\theta$ changes sign) merely indicates that our premise is wrong. This is certainly a logical possibility. But the same critique could be applied to Jacobson's original paper, which restricts discussion to patches of null congruences with vanishing $\theta$ ("local Rindler horizons"), an even more restrictive set of congruences than the one we consider. In both cases, however, accepting the premise leads to a non-trivial result (Einstein's equations, null energy condition). Perhaps one could regard this as evidence for the assumption. Second, it may be that the correct way to associate thermodynamics with geometry is to start from the microscopic system. In this case, not every geometric surface or congruence need correspond to something that has a meaningful microscopic interpretation. In this approach, if we start with microscopic thermodynamic systems that obey the second law, we should necessarily consider only null congruences with $\theta \geq 0$, and we need not inquire about the interpretation of other congruences. Third, it may be that all congruences, even those with $\theta<0$, do in fact correspond to thermodynamic systems. For suppose we have a contracting patch. We could simply identify thermodynamic time with negative affine parameter, $\lambda$. Then $\theta<0$ would still correspond to $\dot{S}>0$. The Raychaudhuri equation is invariant under $\lambda \leftrightarrow-\lambda$, and so we would still obtain the null energy condition as a consequence of thermodynamics; in this way, patches in which $\theta<0$ can be accommodated as well. That leaves only patches for which $\theta$
changes sign. But these are rare events of measure zero; one can speculate that these may correspond to rare violations of the second law.

We have also taken a novel approach to studying quantum effects in semi-classical gravity. In particular, we have shown that the Ricci convergence condition remains stable under one-loop quantum corrections to the Bekenstein-Hawking entropy. If this were the entirety of the effect (which we do not claim), it would mean that quantum effects at one-loop do not, for example, prevent the occurrence of cosmological or black hole singularities.

There are at least two clear instances of quantum effects violating the matter form of the null energy condition: Hawking radiation and Casimir energy. Hawking radiation, however, is really a non-perturbative effect; this is easiest to understand by noting that Hawking radiation can be expressed as a tunneling process [Parikh and Wilczek (2000); Parikh (2004)]. But Casimir energy certainly violates the matter NEC at one-loop. How is our result to be reconciled with the general expectation that the matter null energy condition should be violated by one-loop effects? Here it is important to recognize that it is not definitively known how Casimir energy actually gravitates. One can imagine several possibilities. Since quantum corrections inevitably induce gravitational counter-terms, these would generically sever the link between the matter and the geometry form of the NEC. Thus it could be that the matter NEC is indeed violated by one-loop quantum effects, but the geometric one is not. Alternatively, it could be that vacuum expectation values of $T_{\mu \nu}$ do not gravitate for unknown reasons related to the resolution of the cosmological constant problem. Or it could be that there are additional quantum gravity effects that are not captured by the logarithmic correction to the entropy considered here. Finally, it could be that only classical spacetime physics corresponds to thermodynamics in the dual theory, and that the approach here is invalid.

## Chapter 4

## GRAVITY FROM EQUILIBRIUM THERMODYNAMICS

The fact that black holes - example spacetimes - come equipped with a temperature and thermodynamic entropy,

$$
\begin{equation*}
S_{\mathrm{BH}}=\frac{A}{4}\left(\frac{c^{3} k_{B}}{G \hbar}\right) \tag{4.1}
\end{equation*}
$$

suggests a deep interplay between gravity, quantum mechanics, and thermodynamics. Moreover, the fact that de Sitter and Rindler horizons - which are observer-dependent and therefore could be anywhere - also have thermodynamic properties suggests that holographic entropy and temperature are actually more generally applicable concepts in spacetime, i.e., black holes are not required. Taking this idea significantly further, Jacobson [Jacobson (1995)] attributed thermodynamic properties even to local Rindler horizons: planar patches of certain null congruences passing through arbitrary points in spacetime, and are not event horizons in any global sense. The locality of local Rindler "horizons" has the effect that local equations follow from thermodynamic equations. Specifically, Einstein's equations follow from the Clausius theorem, $Q=T \Delta S$. Other classical properties of spacetimes, e.g., the null energy condition, can be obtained from the second law of thermodynamics [Parikh and Svesko (2017, 2016)].

Here we present a new formulation: we attribute thermodynamic properties to the future light cone of any point, $p$, in an arbitrary spacetime. A future light cone can be regarded as a kind of spherical Rindler horizon because the worldlines of observers with constant outward radial acceleration asymptote to it. In fact, it will be more convenient to consider the stretched future light cone, a timelike codimension-one
hypersurface. Indeed, we will define our stretched future light cone as a timelike congruence of worldlines with approximately constant and uniform radial acceleration. By constant, we mean that the proper acceleration of any single worldine does not change along the worldline; by uniform, we mean that all worldlines share the same proper acceleration.

Given the relation between temperature and acceleration, it then seems natural to attribute a constant and uniform temperature to this surface. In fact, entropy is also a somewhat better-motivated property of our surface than of local Rindler horizons. This is because a future light cone separates its interior from the exterior spacetime; the interior is causally disconnected from the exterior, in the same sense that the interior of a black hole is. It seems therefore plausible that we might associate entropy to spacelike sections of the light cone, for example as the entanglement entropy between the interior and exterior regions. By contrast, a finite strip of Rindler horizon (unlike an infinite global Rindler horizon) does not separate space into two disconnected regions, and it is not obvious that it should possess an entropy. Another appealing feature of our formulation is that the interior of a future light cone resembles that of black holes or de Sitter space in that it admits compact spatial sections.

These geometric aspects motivate the premise of this section, which is that holographic thermodynamic properties can be associated locally with the stretched future light cone emanating from an arbitrary point $p$ in an arbitrary spacetime. We will then show that the Clausius theorem, properly understood, yields Einstein's equation at $p$,

$$
\begin{equation*}
Q=T \Delta S \Rightarrow R_{a b}-\frac{1}{2} R g_{a b}+\Lambda g_{a b}=8 \pi G T_{a b} \tag{4.2}
\end{equation*}
$$

much as the association of thermodynamics with local Rindler horizons leads to Einstein's equation emerging as an equation of state [Jacobson (1995)].

Besides its conceptual appeal, the stretched future light cone formulation of local holographic thermodynamics also offers a significant new result: it permits the extension of Jacobson's result to a wide class of theories of gravity. It has been a longstanding challenge to obtain the gravitational equations of motion for general, higher-curvature theories of gravity from thermodynamics. Broadly, we can divide earlier attempts into two categories: (i) those that aim to derive the equations of motion for $f(R)$ theories of gravity via a nonequilibrium modification of the Clausius theorem to account for internal entropy production terms [Eling et al. (2006b)], and (ii) those that aim to derive the gravitational equations for general theories of gravity [Parikh and Sarkar (2009); Brustein and Hadad (2009); Padmanabhan (2009); Guedens et al. (2012); Dey et al. (2016)]. The approaches that fall into category (i) have been critically reviewed in [Guedens et al. (2012)], which points out that this nonequilibrium approach can never lead to theories beyond $f(R)$ gravity. The attempts that fall into category (ii) mainly use a "Noetheresque" approach, in which the local entropy is expressed as an integral of a Noether current [Parikh and Sarkar (2009); Brustein and Hadad (2009); Guedens et al. (2012); Dey et al. (2016)] over spacelike sections of a local Rindler plane. Unfortunately, all the early papers using the Noetheresque approach contained technical errors, as reviewed by Guedens et al. [Guedens et al. (2012)]. Although the authors of [Guedens et al. (2012)] fixed the technical problems, the derivation nonetheless appears quite unphysical, with the entropy not always proportional to the area even for Einstein gravity. The present work applies the Noetheresque approach of Parikh and Sarkar [Parikh and Sarkar (2009)] to the setting of a stretched future light cone, rather than to local Rindler planes. As we shall see, the geometry of the new setup allows the technical problems in earlier derivations to be overcome while still preserving an entropy proportional to the
area for Einstein gravity. We will describe the earlier literature of the Noetheresque approach, as well as its technical challenges, in more detail later.

Here we consider those gravitational theories whose Lagrangian consists of a polynomial in the Riemann tensor (with no derivatives of the Riemann tensor, for simplicity). For all such theories, after replacing the Bekenstein-Hawking entropy with the Wald entropy, we find that Clausius' theorem again implies the field equations of classical gravity:

$$
\begin{equation*}
Q=T \Delta S \Rightarrow P_{a}^{c d e} R_{b c d e}-2 \nabla^{c} \nabla^{d} P_{a c d b}-\frac{1}{2} L g_{a b}=8 \pi G T_{a b} \tag{4.3}
\end{equation*}
$$

where the equation on the right is, as we shall describe, the generalization of Einstein's equations for these higher-curvature gravitational theories, up to an undetermined cosmological constant term.

In summary, the main goals of this section are, first to formulate a definition of the stretched future light cone and, second, to derive the (generalized) Einstein equations from the premise that local holographic thermodynamic properties can be attributed to stretched future light cones.

### 4.1 Einstein's Equations from the Stretched Future Lightcone

### 4.1.1 Geometry of Stretched Lightcones

We begin with a review of the construction of the stretched lightcone (for more details see [Parikh and Svesko (2018)]). For concreteness, let us first restrict to pure $D$-dimensional Minkowski space. In Minkowski space there are $\binom{D+1}{2}$ independent Killing vectors $\chi^{a}$ corresponding to spacetime translations and Lorentz transformations. The flow lines of Cartesian boost vectors, e.g., $x \partial_{t}^{a}+t \partial_{x}^{a}$, trace the worldlines of Rindler observers, i.e., observers traveling with constant acceleration in some Cartesian direction.

The stretched future lightcone can be viewed as a spherical Rindler horizon generated by the radial boost vector:

$$
\begin{equation*}
\xi^{a} \equiv r \partial_{t}^{a}+t \partial_{r}^{a}=\sqrt{x^{i} x_{i}} \partial_{t}^{a}+\frac{t x^{j}}{\sqrt{x^{i} x_{i}}} \partial_{j}^{a} \tag{4.4}
\end{equation*}
$$

where $r$ is the radial coordinate and $x^{i}$ are spatial Cartesian coordinates. We define the stretched future lightcone as a congruence of worldlines generated by these radial boosts. Unlike their Cartesian boost counter-parts, which preserve local Lorentz symmetry, the radial boost vector is not a Killing vector in Minkowski space; this is because radial boosts are not isometries in Minkowski space.

The flow lines of $\xi^{a}$ trace out hyperbolae in Minkowski space. Let us define a codimension- 1 timelike hyperboloid via the set of curves which obey

$$
\begin{equation*}
r_{\text {Mink }}^{2}-t^{2}=\alpha^{2}, \tag{4.5}
\end{equation*}
$$

where $t \geq 0$ and $\alpha$ is some length scale with dimensions of length. This hyperboloid can be understood as a stretched future lightcone emanating from a point $p$ at the origin. The constant- $t$ sections of the hyperboloid are ( $D-2$ )-spheres with an area given by

$$
\begin{equation*}
A_{\mathrm{Mink}}(t)=\Omega_{D-2}\left(\alpha^{2}+t^{2}\right)^{(D-2) / 2} . \tag{4.6}
\end{equation*}
$$

Here we have that $\xi^{2}=-\alpha^{2}$, and is therefore an unnormalized tangent vector to the worldlines of the spherical Rindler observers. The normalized velocity vector is defined as $u^{a}=\xi^{a} / \alpha$, with $u^{2}=-1$, and has a proper acceleration with magnitude

$$
\begin{equation*}
a_{\mathrm{Mink}}=\frac{1}{\alpha} . \tag{4.7}
\end{equation*}
$$

The stretched future lightcone, in Minkowski space, can therefore be understood as a congruence of worldlines of a set of constant radially accelerating observers, all with the same uniform acceleration of $1 / \alpha$.

Let us now consider what happens in an arbitrary spacetime. In the vicinity of any point $p$, spacetime is locally flat. The components of a generic metric tensor can always be expanded using Riemann normal coordinates (RNC):

$$
\begin{equation*}
g_{a b}(x)=\eta_{a b}-\frac{1}{3} R_{a c b d}(p) x^{c} x^{d}+\ldots, \tag{4.8}
\end{equation*}
$$

where the Riemann tensor is evaluated at the point $p$, the origin of the RNC system. Here $x^{a}$ are Cartesian coordinates and $\eta_{a b}$ is the Minkowski metric in Cartesian coordinates. Since a generic spacetime is locally flat, there still exist the $\binom{D+1}{2}$ vectors $\chi^{a}$ which preserve the isometries of Minkowski space, locally, however, they are no longer exact Killing vectors; the presence of quadratic terms $\mathcal{O}\left(x^{2}\right)$ in the RNC expansion (4.8) indicates that these vectors will not satisfy Killing's equation and Killing's identity at some order in $x$. The specific order depends on the nature of the vector $\chi^{a}$, e.g., for Lorentz boosts the components are of order $\mathcal{O}(x)$. Therefore, for the generators of local Lorentz transformations, Killing's equation and Killing's identity will fail as

$$
\begin{equation*}
\nabla_{a} \chi_{b}+\nabla_{b} \chi_{a} \approx \mathcal{O}\left(x^{2}\right), \quad \nabla_{a} \nabla_{b} \chi_{c}-R_{a b c}^{d} \chi_{d} \approx \mathcal{O}(x) . \tag{4.9}
\end{equation*}
$$

We call these local Cartesian boost vectors $\chi^{a}$ approximate Killing vectors.
The radial boost vector (4.4) is therefore not a Killing vector in an arbitrary spacetime for two reasons: (i) It is not a Killing vector in Minkowski space, and (ii) the addition of curvature via the RNC expansion leads to a further failure of Killing's equation and Killing's identity. Specifically,

$$
\begin{align*}
& \nabla_{t} \xi_{t}=0+\mathcal{O}\left(x^{2}\right), \quad \nabla_{t} \xi_{i}+\nabla_{i} \xi_{t}=0+\mathcal{O}\left(x^{2}\right) \\
& \nabla_{i} \xi_{j}+\nabla_{j} \xi_{i}=\frac{2 t}{r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)+\mathcal{O}\left(x^{2}\right) \tag{4.10}
\end{align*}
$$

Observe that the $t-t$ and $t-i$ components satisfy Killing's equation at $\mathcal{O}(1)$, while the $i-j$ components fail to obey Killing's equations even at leading order. This
means that Killing's identity will also fail; in fact it fails to order $\mathcal{O}\left(x^{-1}\right)$. We also note that on the $t=0$ surface our radial boost vector is an instantaneous Killing vector.

In an arbitrary spacetime our notion of stretched future lightcone must be modified. In a curved spacetime it is straightforward to show that

$$
\begin{equation*}
\xi^{2}=-\alpha^{2}+\mathcal{O}\left(x^{4}\right) \quad a=\frac{1}{\alpha}\left(1+\mathcal{O}\left(x^{4}\right)\right) . \tag{4.11}
\end{equation*}
$$

Motivated by the stretched horizon defined in the black hole membrane paradigm [Price and Thorne (1986)], we define the stretched future lightcone $\Sigma$ as follows: Pick a small length scale ${ }^{1}$. Then select a subset of observers who at time $t=0$ have a proper acceleration $1 / \alpha$. If we follow the worldlines of these observers we would find that generically they would not have the same proper acceleration at a later generic time. This problem can be remedied by choosing a timescale $\epsilon \ll \alpha$. Over this timescale the initially accelerating observers have an approximate constant proper acceleration, and the stretched future lightcone $\Sigma$ can be regarded as a worldtube of a congruence of observers with the same nearly-constant approximately outward radial acceleration $1 / \alpha$, as can be seen in figure (4.1).

Let us remark on the similarities between the radial boost vector $\xi_{a}$ (4.4) generating the stretched future lightcone, and conformal Killing vectors, which we denote by $\zeta_{a}$. Conformal Killing vectors are those which satisfy conformal Killing's equation

$$
\begin{equation*}
\nabla_{a} \zeta_{b}+\nabla_{b} \zeta_{a}=2 \Omega g_{a b}, \tag{4.12}
\end{equation*}
$$

where $\Omega$ satisfies

$$
\begin{equation*}
\Omega=\frac{1}{D} \nabla_{c} \zeta^{c} \tag{4.13}
\end{equation*}
$$

[^11]

Figure 4.1: A congruence of radially accelerating worldines $\xi^{a}$ with the same uniform proper acceleration $1 / \alpha$ generates the stretched future light cone of point $p$, and describes a timelike hypersurface, $\Sigma$, with unit outward-pointing normal $n^{a}$. The boundary of $\Sigma$ consists of the two codimension-two surfaces $\partial \Sigma(0)$ and $\partial \Sigma(\epsilon)$ given by the constant-time slices of $\Sigma$ at $t=0$ and $t=\epsilon$, respectively. The co-dimension- 1 spatial ball $B$ is the filled in co-dimension- 2 surface $\partial \Sigma$.
and is related to the conformal factor $\omega^{2}$ of $\bar{g}_{a b}=\omega^{2} g_{a b}$ via $2 \Omega=\zeta^{c} \nabla_{c} \ln \omega^{2}$.
Conformal Killing vectors also satisfy the conformal Killing identity

$$
\begin{equation*}
\nabla_{b} \nabla_{c} \zeta_{d}=R_{b c d}^{e} \zeta_{e}+\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{b} \Omega\right) g_{c d}-\left(\nabla_{d} \Omega\right) g_{b c} . \tag{4.14}
\end{equation*}
$$

Following the discussion above, in an arbitrary spacetime the conformal Killing vectors will become approximate conformal Killing vectors, failing to satisfy the conformal Killing equation to order $\mathcal{O}\left(x^{2}\right)$ in a RNC expansion about some point $p$, and the conformal Killing identity to $\mathcal{O}(x)$.

Now, notice that the radial boost vector $\xi_{a}$ satisfies

$$
\begin{equation*}
\nabla_{a} \xi_{b}+\nabla_{b} \xi_{a}=2\left(\frac{t}{r}\right)\left(\eta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \delta_{a}^{i} \delta_{b}^{j} \tag{4.15}
\end{equation*}
$$

where the $\delta_{a}^{i} \delta_{b}^{j}$ are present to project the non-zero contributions. We see that $\xi^{a}$ is a vector which satisfies Killing's equation in specific metric components, and one which fails as a modified CKV in other components. This comparison leads us to define a
conformal factor associated with $\xi$ :

$$
\begin{equation*}
\Omega_{\xi} \equiv \frac{1}{(D-2)} \nabla_{c} \xi^{c}=\frac{t}{r}, \tag{4.16}
\end{equation*}
$$

for which one finds

$$
\begin{equation*}
\nabla_{d} \Omega_{\xi}=-\frac{1}{r^{2}} \xi_{d}, \quad N_{\xi}^{-1} \equiv\left\|\nabla_{a} \Omega_{\xi}\right\|=\frac{\alpha}{r^{2}} \tag{4.17}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{a}=N_{\xi} \nabla_{a} \Omega_{\xi} . \tag{4.18}
\end{equation*}
$$

It is also straightforward to work out

$$
\begin{equation*}
\left.\nabla_{d}\left(\mathcal{L}_{\xi} g_{a b}\right)\right|_{t=0}=\frac{2}{N_{\xi}} u_{d} \delta_{a}^{i} \delta_{b}^{j}\left(\eta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \tag{4.19}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\partial \Sigma}=\frac{1}{\alpha}(D-2), \tag{4.20}
\end{equation*}
$$

where $\mathcal{L}_{\xi}$ is the Lie derivative along $\xi_{a}$, and the extrinsic curvature of the spherical boundary $\partial \Sigma$ is $K=h^{a b} K_{a b}=g^{a b} \nabla_{b} n_{a}$, since $h_{a b}=g_{a b}-n_{a} n_{b}$. We will make use of these properties in Chapter 5 where we discuss the relationship between the Clausius relation and the entanglement equilibrium proposal associated with stretched lightcones.

### 4.1.2 Stretched Lightcone Thermodynamics

The reason for choosing $\Sigma$ to be a hypersurface composed of constant acceleration worldlines is that, by the relation between temperature and acceleration, $\Sigma$ then becomes an isothermal surface. However, a rigorous identification of temperature with acceleration applies only to eternally accelerating observers in Minkowski space with a Poincaré-invariant vacuum, whereas here we have transient acceleration in an only approximately locally flat patch of spacetime. We therefore need to justify
first, why the existence of an approximately Poincaré-invariant vacuum state can be assumed and second, why even granted the existence of such a state, it is possible to associate a temperature with transient acceleration.

The existence of an approximately Poincaré-invariant vacuum state is a consequence of the strong principle of equivalence. If we assume that free-falling observers should see the same physics locally as inertial observers in Minkowski space, then we are naturally led to assume that the quantum state responsible for local physics should be approximately the Poincaré-invariant state of Minkowski space; any other coherent state would have a stress tensor whose vacuum expectation value would be singular somewhere. The same prescription is used to select the Unruh state in the black hole case, ensuring that an observer falling along a geodesic sees no Hawking radiation. The validity of using the Poincaré-invariant state locally even has experimental support in that high-energy physics at accelerators is perfectly captured by quantum field theory in Minkowski space, even though on larger scales our spacetime is not well described by Minkowski space.

Having justified our choice of the Poincaré-invariant vacuum state, we automatically find that eternally accelerating Rindler observers will detect particles with a thermal spectrum. Transient acceleration in Minkowski space was studied by Barbado and Visser [Barbado and Visser (2012)] who found that a thermal spectrum is still obtained provided the duration of acceleration is sufficiently long compared with the inverse acceleration. This condition is easy to arrange in our construction. We need to extend the worldlines of the accelerating observers over a longer time, $\tau$, much greater than the inverse acceleration, $\alpha$ (but still short enough that curvature effects are negligible). Since there is no limit to how small $\alpha$ can be, we can always do this. Our surface $\Sigma$ is then a brief segment, $0<t<\epsilon \ll \alpha \ll \tau$ of a more extended surface traced by a congruence of such observers. Temperature and acceleration can
now be rigorously identified on the extended surface, and therefore also on $\Sigma$, so that both are isothermal surfaces. In general, the worldlines of the observers will not be integral curves of our approximate Killing vector $\xi_{a}$ before $t=0$ or after $t=\epsilon$. We therefore restrict our calculation to $\Sigma$ because we need a congruence generated by the flow lines of $\xi_{a}$.

With this rationale, $\Sigma$ is an isothermal surface with Davies-Unruh temperature

$$
\begin{equation*}
T \equiv \frac{\hbar a}{2 \pi}=\frac{\hbar}{2 \pi \alpha} . \tag{4.21}
\end{equation*}
$$

In particular, this means that in any integration over $\Sigma$, we can move the temperature outside the integral.

Having defined our stretched future light cone, $\Sigma$, and having associated a uniform temperature with it, we next need to define the entropy. The underlying premise of the "thermodynamics of spacetime" is that gravitational entropy can be attributed not just to global event horizons, but also to local Rindler horizons. In the same vein, we attribute a local entropy to spacelike sections of the future light cone [De Lorenzo and Perez (2018)]. We also attribute entropy to sections of our timelike stretched horizon, $\Sigma$. This is consistent with the black hole membrane paradigm in which the timelike stretched horizon can also be thought of as having thermodynamic properties [Parikh and Wilczek (1998)].

The form of the entropy depends on the gravitational theory under consideration. For Einstein gravity, the entropy is the Bekenstein-Hawking entropy, one quarter of the area measured in Planck units:

$$
\begin{equation*}
S=\frac{A}{4 G \hbar} . \tag{4.22}
\end{equation*}
$$

We will first rewrite this in a useful form using the vectors $n_{a}$ and $\xi_{a}$ on $\Sigma$. Let $\omega(t)$ be the codimension-two section of $\Sigma$ at time $t$. Its area is

$$
\begin{equation*}
A(t) \equiv \int_{\omega(t)} d A=\alpha \int_{\omega(t)} d A n_{b} \frac{1}{\alpha} n^{b}=\alpha \int d A n_{b} u^{a} \nabla_{a} u^{b}=\int d A n_{b} u_{a} \nabla^{a} \xi^{b} \tag{4.23}
\end{equation*}
$$

Here we have used $a^{b}=u^{a} \nabla_{a} u^{b}=\frac{1}{\alpha} n^{b}$ and $u_{a} \equiv \frac{\xi_{a}}{\sqrt{-\xi^{a} \xi_{a}}} \approx \frac{\xi_{a}}{\alpha}$. Next we make use of the fact that $\nabla_{a} \xi_{b}=-\nabla_{b} \xi_{a}$ for the projection of $\nabla_{a} \xi_{b}$ in the $n-\xi$ plane, as we see from the first line of (4.10). Then defining

$$
\begin{equation*}
d S_{a b} \equiv \frac{1}{2}\left(n_{a} u_{b}-n_{b} u_{a}\right) d A \tag{4.24}
\end{equation*}
$$

we see that the Bekenstein-Hawking entropy at time $t$ can be expressed as

$$
\begin{equation*}
S(t)=-\frac{1}{4 G \hbar} \int_{\omega(t)} d S_{a b} \nabla^{a} \xi^{b}=-\frac{1}{4 G \hbar} \int_{\omega(t)} d S_{a b} \frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right) \nabla_{c} \xi_{d} \tag{4.25}
\end{equation*}
$$

Here we have written the entropy in the form $\int d S_{a b} M^{a b}$, where $M^{a b}$ is an antisymmetric tensor; this form will be helpful in deriving Einstein's equations and will generalize readily to other theories of gravity.

Now let us calculate the total change in the Bekenstein-Hawking entropy $\Delta S_{\text {tot }}=$ $S(\epsilon)-S(0)$, between $t=0$ and $t=\epsilon$. To that end, note that the codimension-two surfaces $\omega(\epsilon)$ and $\omega(0)$ are the boundaries of the stretched future light cone, $\Sigma$. We can therefore make use of Stokes' theorem for an antisymmetric tensor field $M^{a b}$,

$$
\begin{equation*}
\int_{\Sigma} d \Sigma_{a} \nabla_{b} M^{a b}=-\int_{\omega(\epsilon)} d S_{a b} M^{a b}+\int_{\omega(0)} d S_{a b} M^{a b} \tag{4.26}
\end{equation*}
$$

where the overall minus sign arises because $\Sigma$ is a timelike surface. From (4.25), we find

$$
\begin{equation*}
\Delta S_{\mathrm{tot}}=\frac{1}{4 G \hbar} \int d \Sigma_{a} \frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)\left(R_{b c d}^{e}(p) \xi_{e}+f_{b c d}\right) \tag{4.27}
\end{equation*}
$$

where we have approximated the Riemann tensor by its value at the point $p$, which we can do to leading order in $x$. To obtain (4.27), we have written the Killing identity
for our approximate Killing vector $\xi_{a}$ as

$$
\begin{equation*}
\nabla_{b} \nabla_{c} \xi_{d}=R_{b c d}^{e} \xi_{e}+f_{b c d} \tag{4.28}
\end{equation*}
$$

The term $f_{b c d}$ accounts for the failure of Killing's identity to hold; for a true Killing vector, $f_{b c d}$ would be zero. As we see from (4.10), $\xi_{a}$ fails to be a Killing vector in two ways. First, because of spacetime curvature, Killing's equation generically fails at quadratic order in Riemann normal coordinates. These quadratic terms contribute terms of order $x$ to $f_{b c d}$. But second, even if spacetime were exactly Minkowski space, our $\xi_{a}$ generates not planar boosts, but radial boosts; these are not true isometries, as indicated by the leading-order failure of Killing's equation to hold for the $i-j$ components. This contributes terms of order $\mathcal{O}\left(x^{-1}\right)$ to $f_{b c d}$. (In addition to these, there will also be terms $\mathcal{O}(1)$ in $f_{b c d}$ coming from modifications to $\xi_{a}$, as detailed in Appendix C.1.) We cannot discard either of these pieces of $f_{b c d}$ because they are not higher order than the $R_{b c d}^{e}(p) \xi_{e}$ term we would like to keep, which is of order $x$. Fortunately, we do not need $f_{b c d}$ to vanish: we only need its integral to vanish. This distinction makes a tremendous difference. We note that because the constant$t$ sections of $\Sigma$ are spheres (to leading approximation), any odd power of a spatial Cartesian coordinate $x^{i}$ integrates to zero over $\Sigma$. As shown in Appendix C. 1 this results in the vast majority of terms of order $x$ (and $\mathcal{O}(1)$ ) in $f_{b c d}$ integrating to zero. The handful of surviving terms can be canceled by including quadratic and cubic terms in the expansion of $\xi_{a}$. The same is not true for the term of order $1 / x$ in $f_{b c d}$, which neither vanishes upon integration, nor can be canceled by redefinitions. To leading order, we can evaluate it in $D$-dimensional Minkowski space, where we find

$$
\begin{equation*}
\frac{1}{4 G \hbar} \int d \Sigma_{a} \frac{1}{2}\left(\eta^{a c} \eta^{b d}-\eta^{a d} \eta^{b c}\right) f_{b c d}^{\mathcal{O}\left(x^{-1}\right)}=\frac{\Omega_{D-2}}{4 G \hbar} \alpha^{D-4} \epsilon^{2} . \tag{4.29}
\end{equation*}
$$

Remarkably, this term actually has a physical interpretation.

Recall that we would like to equate our entropy change to the heat flux. However, as we have defined it, $\Delta S_{\text {tot }}$ is the total change in the area of our stretched future light cone. Not all of this change in area can be attributed to the influx of heat. This is because $\Sigma$ is generated by a congruence of outwardly accelerating worldlines whose area would increase even in the absence of heat. Indeed, even in Minkowski space with no heat flux whatsoever, the area of the hyperboloid of outwardly accelerating observers increases in time, Eq. (4.6). Therefore, before identifying the change in entropy with $T^{-1} Q$, we should first subtract this background expansion of the hyperboloid, $\Delta S_{\mathrm{hyp}}$, from $\Delta S_{\text {tot }}$ :

$$
\begin{equation*}
\Delta S_{\mathrm{rev}} \equiv \Delta S_{\mathrm{tot}}-\Delta S_{\mathrm{hyp}} \tag{4.30}
\end{equation*}
$$

We call the difference $\Delta S_{\text {rev }}$, the reversible change in entropy, in analogue with ordinary thermodynamics for which we have $Q=T \Delta S_{\text {rev }}$ (the general formula in the presence of irreversible processes is $\Delta S \geq Q / T$, with saturation only for the reversible component of $\Delta S$ ).

Now the change in the Bekenstein-Hawking entropy from the natural expansion of the stretched future light cone can be read off from (4.6). It is

$$
\begin{equation*}
\Delta S_{\mathrm{hyp}}=\frac{\Omega_{D-2}}{4 G \hbar}\left(r_{\mathrm{Mink}}^{D-2}(\epsilon)-r_{\mathrm{Mink}}^{D-2}(0)\right) \approx \frac{\Omega_{D-2}}{4 G \hbar} \alpha^{D-4} \epsilon^{2} \tag{4.31}
\end{equation*}
$$

which is precisely equal to (4.29). Evidently we can interpret (4.29) as the natural increase in the entropy of the hyperboloid in the absence of heat flux, an increase that is eliminated by considering only the reversible part of the entropy change, Eq. (4.30).

We therefore have

$$
\begin{equation*}
\Delta S_{\mathrm{rev}}=\frac{1}{4 G \hbar} \int_{\Sigma} d \Sigma^{a} R_{a b}(p) \xi^{b} \tag{4.32}
\end{equation*}
$$

Now we use the fact that $\Sigma$ was constructed to be a surface of constant and uniform acceleration. We can therefore associate with it a constant and uniform temperature,

Eq. (4.21). Then we have

$$
\begin{equation*}
T \Delta S_{\mathrm{rev}}=\frac{1}{8 \pi \alpha G} \int_{\Sigma} d \Sigma^{a} R_{a b}(p) \xi^{b} \tag{4.33}
\end{equation*}
$$

Meanwhile, the integrated energy flux into $\Sigma$ as measured by our accelerating observers is

$$
\begin{equation*}
Q=\int_{\Sigma} d \Sigma^{a} T_{a b} u^{b} \approx \frac{1}{\alpha} \int_{\Sigma} d \Sigma^{a} T_{a b}(p) \xi^{b} \tag{4.34}
\end{equation*}
$$

where the energy-momentum tensor can again be approximated to leading order by its value at $p$. Now, in thermodynamics, heat is the energy that goes into macroscopically unobservable degrees of freedom. Since the interior of the future light of $p$ is fundamentally unobservable (being causally disconnected from the exterior), we identify the integrated energy flux, Eq. (4.34), as heat [Jacobson (1995)].

Clausius' theorem, $Q=T \Delta S_{\text {rev }}$, then tells us to equate the integrals in (4.34) and (4.33). But note that this equality holds for all choices of $\Sigma$. For example, we could have chosen a different surface $\Sigma$ by having a different choice of $\alpha$ or by varying $\epsilon$. In particular, since the surface $\Sigma$ is capped off by constant-time slices, we can also obtain a different $\Sigma$ by performing a Lorentz boost on our Riemann normal coordinate system. It is shown in Appendix C.1, that this implies that the tensors contracted with $n^{a}$ and $\xi^{b}$ in the integrands of (4.33) and (4.34) must match, up to a term that always vanishes when contracted with $n^{a}$ and $\xi^{b}$. Since $n^{a} \xi_{a}=0$, the unknown term must be proportional to the metric. We therefore have

$$
\begin{equation*}
R_{a b}+\varphi g_{a b}=8 \pi G T_{a b}, \tag{4.35}
\end{equation*}
$$

where $\varphi$ is some scalar function of spacetime. We may determine this function by demanding that the Bianchi identity hold, leading finally to Einstein's equations:

$$
\begin{equation*}
R_{a b}-\frac{1}{2} R g_{a b}+\Lambda g_{a b}=8 \pi G T_{a b} \tag{4.36}
\end{equation*}
$$

Thus, gravitational equations emerge out of Clausius' theorem, $Q=\Delta S_{\text {rev }} / T$, when we attribute thermodynamic properties to stretched future light cones. The cosmological constant appears as an integration constant. We have reproduced Jacobson's famous result, but using a construction based on the stretched future light cone.

It is instructive to ask why $\Delta S_{\text {rev }}$ had to be positive. In fact, this follows intuitively from the way we have defined $\Sigma$ as a surface of constant acceleration, a setup that is motivated by black hole physics. Consider a sphere of observers at some radius $r$, outside some spherically symmetric body, such as a black hole. The observers stay at $r$, firing their rockets to not fall in, and are therefore all subject to the same, constant acceleration. Now suppose more matter accretes on to the source, increasing its gravitational pull. Heuristically, the observers have to move outwards in order to maintain their original acceleration. Therefore a surface of constant accelerating observers increases its area when matter falls in; this is why $\Delta S_{\text {rev }}$ is positive when $Q>0$. More precisely, explicit evaluation of $Q$ from its definition, Eq. (4.34), yields:

$$
\begin{equation*}
Q=\frac{\Omega_{D-2}}{2} \alpha^{D-3} \epsilon^{2}\left(\rho+\frac{1}{D-1} \sum_{i} P_{i}\right) \tag{4.37}
\end{equation*}
$$

where $\rho=-T_{t t}(p)$ and $P_{i}=T_{i i}(p)$. We see that $Q$ is positive when the null energy condition is obeyed. Thus our stretched future light cone has $\Delta S_{\mathrm{rev}} \geq 0$ when the null energy condition holds, analogous to the area theorem for black holes. Our stretched future light cone evidently also obeys the second law of thermodynamics.

### 4.1.3 Generalized Equations of Gravity

One significant achievement of the stretched lightcone formulation is that the derivation of the Einstein equations can be extended to more general theories of gravity. Extending the thermodynamic derivation of the gravitational equations to other theories of gravity has been a long-standing challenge. Many previous attempts
have been made, both for specific theories of gravity such as $f(R)$ theories, and for more general diffeomorphism-invariant theories. However, all previous attempts at general derivations have been marred by errors, or appear unphysical (or both). Four early papers, which come close, deserve special mention.

Padmanabhan [Padmanabhan (2009)] attempts to rewrite the field equations in terms of thermodynamics (rather than obtaining them from thermodynamics). The author claims, without showing any calculations, that the steps can be reversed to obtain the equations from the thermodynamics. However, he uses Killing's identity for approximate Killing vectors, without apparently realizing that it fails at the same order as the equations he would be trying to derive. Moreover, his expression for the entropy appears to depend on volume, rather than area. Parikh and Sarkar [Parikh and Sarkar (2009)] attempt a derivation from thermodynamics, using the Noether charge. The authors recognize that Killing's identity is invalid for approximate Killing vectors, but have no convincing justification for their use of it. They consider a rectangular spacelike patch of a (stretched) local Rindler horizon and equate the difference in area between two such patches using Stokes' theorem on a timelike surface joining them. However, that timelike surface has additional boundaries that connect the edges of the rectangles (which is easiest to visualize in (2+1)-dimensional spacetime); this contribution was missed. Brustein and Hadad [Brustein and Hadad (2009)] also attempt a Noether-charge derivation from thermodynamics. The authors write some equations that do not appear correct, expressing the entropy as a volume, for example. They also appear to have used Killing's identity without realizing that it fails. In their use of Stokes' theorem, they also appear to have missed the existence of extra boundary terms. Finally, Guedens et al. [Guedens et al. (2012)] recognize both the issues (failure of Killing's identity, existence of extra boundary terms) that have tripped up previous attempts at derivations. The authors
deal with the Killing's identity problem by restricting integration to a very narrow strip of the Rindler horizon plane using the observation [Guedens (2012)] that Killing's identity can be made to hold approximately near a single null generator. However, they deal with the boundary term by choosing the second surface to have the same edges as the first one, while dipping down in a nearly null test-tube shape. Although they formally succeed in obtaining the gravitational equations from the variation of a Noether charge, their derivation appears unphysical, as they themselves note. For example, even for Einstein gravity, the entropy on the looping part of the test-tube shape is no longer proportional to its area.

The success of the approach in the present work, which is based on the paper by Parikh and Sarkar [Parikh and Sarkar (2009)], is directly related to our use of a stretched future light cone. Because a stretched future light cone has closed spacelike sections (spheres, which, unlike the rectangular sections of Rindler planes, have no edges), there are no extra boundary terms in Stokes' theorem. And the failure of Killing's identity is not fatal because the vast majority of problematic terms integrate to zero over a sphere; the few remaining terms can be dealt with, as shown in detail in Appendix C.1.

Consider then the action, $I$, of a diffeomorphism-invariant theory of gravity in $D$ dimensions of the form

$$
\begin{equation*}
I=\frac{1}{16 \pi G} \int d^{D} x \sqrt{-g} L\left(g^{a b}, R_{a b c d}\right)+I_{\text {matter }} \tag{4.38}
\end{equation*}
$$

Here we have written the gravitational Lagrangian, $L$, as a function of the inverse metric $g^{a b}$ and the curvature tensor $R_{a b c d}$ separately. Cast in this way, the action encompasses a wide class consisting of all diffeomorphism-invariant Lagrangian-based theories of gravity that do not involve derivatives of the Riemann tensor. We then
define [Padmanabhan and Paranjape (2007a)]

$$
\begin{equation*}
P^{a b c d} \equiv \frac{\partial L}{\partial R_{a b c d}}, \tag{4.39}
\end{equation*}
$$

where the tensor $P^{a b c d}$ can be shown to have all of the algebraic symmetries of the Riemann tensor. The gravitational equation of motion of such theories is

$$
\begin{equation*}
P_{a}^{c d e} R_{b c d e}-2 \nabla^{c} \nabla^{d} P_{a c d b}-\frac{1}{2} L g_{a b}=8 \pi G T_{a b} \tag{4.40}
\end{equation*}
$$

In particular, for Einstein gravity, we have $L=R$, and therefore

$$
\begin{equation*}
P_{\mathrm{E}}^{a b c d}=\frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right) . \tag{4.41}
\end{equation*}
$$

Substituting this in (4.40), we recover Einstein's equation.
Our goal is to derive (4.40) from local holographic thermodynamics. Here we will see that our stretched future light cone derivation of Einstein's equations extends naturally to higher-curvature theories of gravity. Our Noetheresque approach will be based on an earlier paper by one of us [Parikh and Sarkar (2009)]. In that work, $\Sigma$ was a planar strip of a Rindler horizon, rather than a spherical Rindler horizon. As already mentioned, this resulted in two technical problems: (i) in Stokes' theorem, $\Delta S$ did not account for all contributions from the surface $\Sigma$ because there were also extra contributions from the edges of the strip, and (ii) the failure of Killing's identity, which does not hold for approximate symmetries, led to unwanted terms that could not be eliminated over the strip. As we have already seen, choosing a spherical Rindler horizon for $\Sigma$ resolves both these issues: since a sphere has no boundaries, the problem of extra contributions in Stokes' theorem does not arise. In addition, most of the unwanted terms arising from the failure of Killing's identity integrate to zero on a sphere. Of the remaining terms, as shown in Appendix C.1, the leading one precisely cancels the natural expansion of the hyperboloid, and the few remaining ones can be dealt with by re defining $\xi_{a}$, as in the case of Einstein gravity.

Now, information about the underlying gravitational theory is encoded within the thermodynamic formula for entropy. For Einstein gravity, the entropy is one quarter of the horizon area, but for more general theories of gravity we have to generalize the Bekenstein-Hawking entropy to something else. We will take that generalization to be the Wald entropy [Wald (1993)]. To obtain the Wald entropy, one first defines the antisymmetric Noether potential $J^{a b}$, associated with the diffeomorphism $x^{a} \rightarrow$ $x^{a}+\xi^{a}$. For theories, that do not contain derivatives of the Riemann tensor, the Noether potential is

$$
\begin{equation*}
J^{a b}=-2 P^{a b c d} \nabla_{c} \xi_{d}+4 \xi_{d} \nabla_{c} P^{a b c d} \tag{4.42}
\end{equation*}
$$

Then, when $\xi_{a}$ is a timelike Killing vector, the Wald entropy, $S$, associated with a stationary black hole event horizon is proportional to the Noether charge [Wald (1993)]:

$$
\begin{equation*}
S=\frac{1}{8 G \hbar} \int d S_{a b} J^{a b} \tag{4.43}
\end{equation*}
$$

Substituting (4.42) and (4.41), we indeed recover the Bekenstein-Hawking entropy, Eq. (4.22), for the case of Einstein gravity.

Wald's construction was designed to yield an expression for the entropy of a stationary black hole in an asymptotically flat spacetime in generalized theories of gravity. As before, we will make the nontrivial assumption of local holography, meaning that this gravitational entropy can also be attributed locally to the future light cones of arbitrary points, and even to their timelike stretched horizons, $\Sigma$. Consider then a stretched future light cone generated by $\xi_{a}$. Analogous to (4.25), the Wald entropy at time $t$ is

$$
\begin{equation*}
S(t)=-\frac{1}{4 G \hbar} \int_{\omega(t)} d S_{a b}\left(P^{a b c d} \nabla_{c} \xi_{d}-2 \xi_{d} \nabla_{c} P^{a b c d}\right) \tag{4.44}
\end{equation*}
$$

The total change in entropy between $t=0$ and $t=\epsilon$ is $\Delta S_{\text {tot }}=S(\epsilon)-S(0)$, or

$$
\begin{equation*}
\Delta S_{\mathrm{tot}}=\frac{1}{4 G \hbar} \int_{\Sigma} d \Sigma_{a} \nabla_{b}\left(P^{a b c d} \nabla_{c} \xi_{d}-2 \xi_{d} \nabla_{c} P^{a b c d}\right) \tag{4.45}
\end{equation*}
$$

where we have again invoked Stokes' theorem, Eq. (4.26), for an antisymmetric tensor field. Then

$$
\begin{equation*}
\Delta S_{\mathrm{tot}}=\frac{1}{4 G \hbar} \int_{\Sigma} d \Sigma_{a}\left[-\nabla_{b}\left(P^{a d b c}+P^{a c b d}\right) \nabla_{c} \xi_{d}+P^{a b c d} \nabla_{b} \nabla_{c} \xi_{d}-2 \xi_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right] \tag{4.46}
\end{equation*}
$$

For Lovelock theories of gravity, which include Einstein gravity and Gauss-Bonnet gravity, it can be shown that $\nabla_{b} P^{a b c d}=0$ identically and so the first two terms vanish. For other theories of gravity, however, these terms do not generically vanish. By symmetry, only the contraction with the symmetric part of $\nabla_{c} \xi_{d}$ survives. As seen from (4.10), $\xi_{a}$ satisfies Killing's equation to $\mathcal{O}\left(x^{2}\right)$, except for the $i, j$ indices, which means that the term cannot generically be discarded. Define

$$
\begin{equation*}
q^{a} \equiv \nabla_{b}\left(P^{a d b c}+P^{a c b d}\right) \nabla_{c} \xi_{d} \tag{4.47}
\end{equation*}
$$

We therefore have

$$
\begin{equation*}
\Delta S_{\mathrm{tot}}=\frac{1}{4 G \hbar} \int_{\Sigma} d \Sigma_{a}\left(-q^{a}+P^{a b c d}\left(R_{d c b e} \xi^{e}+f_{b c d}\right)-2 \xi_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right) \tag{4.48}
\end{equation*}
$$

where we have again taken into account the fact that $\xi_{a}$ does not satisfy Killing's identity, Eq. (4.28). This generalizes (4.27). As shown in Appendix C.1, just as for the case of Einstein gravity, the unwanted term $\int_{\Sigma} d \Sigma_{a} P^{a b c d} f_{b c d}$ can be dropped by redefining $\xi_{a}$ and subtracting the natural entropy increase of the hyperboloid, Eq. (4.30). In Appendix C.1, we show that the same redefinition of $\xi_{a}$ can also be used to eliminate $q^{a}$ for the non-Lovelock theories for which it does not identically vanish.

Defining the locally measured energy as before, Eq. (4.34),

$$
\begin{equation*}
Q=\int_{\Sigma} d \Sigma_{a} T_{e}^{a} u^{e}=\frac{1}{\alpha} \int_{\Sigma} d \Sigma_{a} T_{e}^{a} \xi^{e}, \tag{4.49}
\end{equation*}
$$

we see that $T \Delta S_{\text {rev }}=Q$ can be written as

$$
\begin{equation*}
\frac{1}{8 \pi \alpha G} \int_{\Sigma} d \Sigma_{a}\left(P^{a b c d} R_{d c b e}-2 \nabla_{b} \nabla_{c} P_{e}^{a b c}\right) \xi^{e}=\frac{1}{\alpha} \int_{\Sigma} d \Sigma_{a} T_{e}^{a} \xi^{e} . \tag{4.50}
\end{equation*}
$$

As shown in Appendix C.1, the equality of these integrals under variations of $\Sigma$ implies a stronger equality of the integrands,

$$
\begin{equation*}
P_{a}^{c d e} R_{b c d e}-2 \nabla^{c} \nabla^{d} P_{a c d b}+\varphi g_{a b}=8 \pi G T_{a b} \tag{4.51}
\end{equation*}
$$

where $\varphi$ is an undetermined scalar function. The requirement that the energymomentum tensor be conserved then implies that $\varphi=-\frac{1}{2} L+\Lambda^{\prime}$, where $L$ is the Lagrangian and $\Lambda^{\prime}$ is an integration constant. Altogether,

$$
\begin{equation*}
P_{a}^{c d e} R_{b c d e}-2 \nabla^{c} \nabla^{d} P_{a c d b}-\frac{1}{2} g_{a b} L+\Lambda^{\prime} g_{a b}=8 \pi G T_{a b} \tag{4.52}
\end{equation*}
$$

which we recognize as having the form of the generalized Einstein's equation for our theory of gravity, Eq. (4.40). Note, however, that the cosmological constant term does not match that in (4.40), unless the integration constant $\Lambda^{\prime}$ is zero. For example, if the Lagrangian $L$ already includes a cosmological term $-2 \Lambda$, then the equation of motion derived from the action will have a term $\Lambda g_{a b}$ whereas the equation we derived from thermodynamics has a term $\left(\Lambda+\Lambda^{\prime}\right) g_{a b}$. This discrepancy can be traced to the fact that the Wald entropy is unaffected by the cosmological constant which does not contribute to $P_{a b c d}$.

To summarize, we have shown that gravitational field equations for a broad class of diffeomorphism invariant theories - not just general relativity - arise from spacetime thermodynamics, namely, the Clausius relation $Q=T \Delta S_{\mathrm{rev}}$. The Clausius relation is only one of many statements in thermodynamics, but makes an appearance in the first law of thermodynamics. A natural question to ask is what do the remaining contributions to the first law of thermodynamics correspond to in our picture of local holography. We turn to this question in the next section.

### 4.2 A Local First Law of Gravity

The fact that black holes carry a thermodynamic entropy (1.1) suggests to us that that laws of black hole mechanics [Bardeen et al. (1973)], should really be interpreted as the laws of black hole thermodynamics [Bekenstein (1973)]. The first law, for a Schwarzschild black hole, is given by

$$
\begin{equation*}
\Delta M=T \Delta S \tag{4.53}
\end{equation*}
$$

where $M$ is the Arnowitt-Deser-Misner (ADM) mass of the black hole, $T$ is its Hawking temperature, and $S$ the Bekenstein-Hawking entropy. The first law of black holes should be compared to the first law of thermodynamics for macroscopic matter systems:

$$
\begin{equation*}
\Delta E=T \Delta S_{\mathrm{rev}}-W \tag{4.54}
\end{equation*}
$$

where, by the Clausius theorem, $\Delta S_{\mathrm{rev}}=Q / T$ is the reversible component of the change in entropy.

Despite the superficial similarities between (4.54) and (4.53), these expressions are rather different in character. First of all, the black hole law only applies, obviously, in the presence of a black hole. Also, unlike (4.54), the black hole law is not local: the definition of an event horizon in general relativity involves the global causal structure of spacetime. Moreover, a formal definition of the mass term calls for special asymptotic boundary conditions, in particular asymptotic flatness; generically, energy density cannot simply be integrated over finite regions of space to obtain the total energy. Hence the left-hand side of (4.53) has no exact definition for the realistic case of, say, an astrophysical, uncharged black hole in an expanding universe. Another distinction is that, whereas in equation (4.54) the system can exchange energy with a thermal reservoir, there is no physical process [Gao and Wald (2001); Jacobson and Parentani (2003)] by which the ADM mass can change because the total energy at
spacelike infinity in an asymptotically flat spacetime is a conserved quantity. Instead, the $\Delta M$ in (4.53) refers to differences in the ADM mass under a variation in the space of static uncharged black hole solutions. Finally, the work term is notably absent in (4.53); indeed, neither pressure nor spatial volume admits a straightforward definition for black holes [Parikh (2006); Dolan (2011a, 2012); Kubiznak et al. (2017)].

The observation that gravitational field equations arise from the Clausius relation allows us to derive a local first law of thermodynamics that also includes gravitational entropy, i.e., the hybrid equation,

$$
\begin{equation*}
\Delta E=T \Delta\left(\frac{A_{\mathrm{rev}}}{4 G \hbar}\right)-W \tag{4.55}
\end{equation*}
$$

combining attributes of (4.54) and (4.53). We find that such an equation applies, within a suitably defined region, to all matter-gravity systems that are significantly smaller than the local curvature scale of spacetime. Amusingly (and somewhat mysteriously), we can express (4.55) in terms of fluid properties as

$$
\begin{equation*}
\rho \Delta V=T \Delta\left(\frac{A_{\mathrm{rev}}}{4 G \hbar}\right)-p \Delta V \tag{4.56}
\end{equation*}
$$

where $\rho$ and $p$ are the energy density and pressure measured by inertial observers, and $V$ is the volume of a ball in Euclidean space, namely $\frac{4}{3} \pi r^{3}$.

Arriving to (4.55) relies on three uncommon elements: (i) energy $E$ is measured with respect to accelerating observers, rather than with respect to inertial observers; (ii) the geometry of the stretched future lightcone, i.e., a co-dimension 2-sphere of constant and uniformly outward radially accelerating observers, and (iii) the use of Einstein's equation to convert the heat flux through the hypersurface into the change in gravitational entropy (essentially the reverse steps of our thermodynamic derivation of Einstein's equations).

We begin the derivation of (4.55) by studying the first law of thermodynamics for matter, as would be measured with respect to radially accelerating observers. The
radially-accelerating observers have a normalized four-velocity vector $u_{a} \equiv \xi_{a} /\left(-\xi^{2}\right)^{1 / 2} \approx$ $\xi_{a} / \alpha$, to leading order. Let the energy-momentum tensor be $T_{a b}$. Then the energy current measured by the accelerating observers is

$$
\begin{equation*}
J^{a}=-T^{a b} u_{b}=-\frac{1}{\alpha} T^{a b} \xi_{b} . \tag{4.57}
\end{equation*}
$$

If $\xi_{a}$ were a Killing vector, this current would be conserved by Killing's equation. However, since $\xi_{a}$ is not a Killing vector, we have

$$
\begin{equation*}
\int_{M} d^{4} x \nabla_{a} J^{a}=-\frac{1}{\alpha} \int_{M} d^{4} x T^{a b} \nabla_{a} \xi_{b} . \tag{4.58}
\end{equation*}
$$

Applying the divergence theorem to the left-hand side and rearranging, we find

$$
\begin{equation*}
\frac{1}{\alpha} \int_{B(\epsilon)} d S_{a} T^{a b} \xi_{b}-\frac{1}{\alpha} \int_{B(0)} d S_{a} T^{a b} \xi_{b}=\frac{1}{\alpha} \int_{\Sigma} d \Sigma_{a} T^{a b} \xi_{b}-\frac{1}{\alpha} \int_{M} d^{4} x T^{a b} \nabla_{a} \xi_{b}, \tag{4.59}
\end{equation*}
$$

where, in accordance with Stokes' theorem, the signs depend on whether a boundary is timelike or spacelike. Here $d S^{a}=N^{a} d^{3} x=\partial_{t}^{a} r^{2} d r d \Omega$ and $d \Sigma^{a}=n^{a} d^{3} x \approx$ $n^{a} d t(\alpha / r) r^{2}(t) d \Omega$, where $d t(\alpha / r)$ is the differential of proper time on the hyperboloid. We now argue that these terms can be interpreted as the change in energy, the heat flow, and the work done, so that (4.59) is the first law of thermodynamics for matter.

It is evident that $E(t)$, the energy of the system at time $t$, is given by $\frac{1}{\alpha} \int_{B(t)} d S_{a} T^{a b} \xi_{b}$, where $B(t)$ is the three-ball section of $\mathcal{M}$ at constant $t$. Not only does this expression have the correct dimension of energy, but $E(t)$ is simply the Noether charge associated with the energy current density, (4.57). We then find that the difference between the energy at $t=\epsilon$ and $t=0$ is

$$
\begin{equation*}
\Delta E=\frac{1}{\alpha} \int_{B(\epsilon)} d S_{a} T^{a b} \xi_{b}-\frac{1}{\alpha} \int_{B(0)} d S_{a} T^{a b} \xi_{b} \tag{4.60}
\end{equation*}
$$

which is indeed the expression on the left-hand side of (4.59). It is interesting to evaluate $\Delta E$ explicitly. We first note that, to leading order in Riemann normal
coordinates, the energy-momentum tensor $T^{a b}(x)=T^{a b}(P)+\mathcal{O}(x)$ can be replaced within the integral by its value at $P$. Referring to the components of our Killing vetor $\xi$, we then see that the off-diagonal pieces of $T^{a b}$ integrate to zero because the integral of a Cartesian spatial coordinate over a ball centered at the origin vanishes. We are therefore left with $E(t)=\frac{4 \pi}{\alpha} T^{t t}(P) \int_{0}^{r(t)} d r r^{2} N_{t} \xi_{t}$. We can approximate the radius of the ball by the radius of the hyperboloid. Hence $\Delta E=2 \pi T^{t t}(P) \alpha \epsilon^{2}$, using also $\epsilon \ll \alpha$. Similarly, the volume of $B(t)$ is $V(t)=\frac{4}{3} \pi\left(\alpha^{2}+t^{2}\right)^{3 / 2}$. Then the difference between the volume of $B(\epsilon)$ and of $B(0)$ is

$$
\begin{equation*}
\Delta V=2 \pi \alpha \epsilon^{2} \tag{4.61}
\end{equation*}
$$

Labeling the energy density $\rho \equiv T^{t t}(P)$, we obtain

$$
\begin{equation*}
\Delta E=\rho \Delta V \tag{4.62}
\end{equation*}
$$

It is amusing that, even though $\Delta E$ is the difference in energies as measured by accelerating observers, it can nevertheless be written in terms of $\rho$ and $\Delta V$, the energy density and volume change measured by inertial observers; it is not the case, though, that $E(t)=\rho V(t)$.

Next, consider the first term on the right in (4.59). This is clearly the integrated energy flux into the timelike surface $\Sigma$. The sign matches too: the normal to $\Sigma$ is outward-pointing, while the energy current, $J^{a}$, is defined with a minus sign, (4.57). Now, in thermodynamics, heat is the energy flowing into macroscopically unobservable degrees of freedom. For our observers on the stretched future light cone, the interior of the system is fundamentally unobservable, being causally disconnected. We can therefore interpret the integrated energy flux into the system as heat [Jacobson (1995)]:

$$
\begin{equation*}
Q=\frac{1}{\alpha} \int d \Sigma_{a} T^{a b} \xi_{b} \tag{4.63}
\end{equation*}
$$

This interpretation will be confirmed when we incorporate gravity.
Finally, consider the last term in (4.59). At first sight, this term does not appear to be a work term because it is an integral over a four-volume. To see that it is, consider first for simplicity a diagonal energy-momentum tensor with isotropic pressure, $T^{i j}(P)=p \delta^{i j}$. Then, working as always at leading order, we find

$$
\begin{equation*}
\frac{1}{\alpha} \int_{M} d^{4} x T^{a b} \nabla_{a} \xi_{b} \approx \frac{1}{\alpha} \int_{M} d^{4} x \frac{2 p t}{r} \approx 2 \pi p \alpha \epsilon^{2} \tag{4.64}
\end{equation*}
$$

where, in the last step, we have evaluated the integral at leading order in $\epsilon$. From (4.61), we see that this is exactly equal to $p \Delta V$, the pressure-volume work done by a system, motivating the identification of the last term in (4.59) as work.

More generally, consider an arbitrary energy-momentum tensor, for which $T^{i i}(P)=$ $p_{i}$, and $T^{i j} \neq 0$ for $i \neq j$. Now from (4.10), we have $\partial_{i} \xi_{j} \sim \frac{t}{r^{3}} x_{i} x_{j}$ for $i \neq j$. This is an odd function of the coordinates and therefore $T^{i j} \partial_{i} \xi_{j}$ vanishes under integration over the three-ball for $i \neq j$. Moreover, $T^{x x} \partial_{x} \xi_{x}=p_{x} \frac{t}{r^{3}}\left(y^{2}+z^{2}\right)$, and similarly for $T^{y y}$ and $T^{z z}$. Then we find

$$
\begin{equation*}
W=\frac{1}{\alpha} \int_{M} d^{4} x T^{a b} \nabla_{a} \xi_{b}=\left(\frac{1}{3} \sum_{i=1}^{3} p_{i}\right) \Delta V, \tag{4.65}
\end{equation*}
$$

which is precisely the pressure-volume work for anisotropic pressures, and is now valid for arbitrary energy-momentum tensors.

Consulting (4.60), (4.63), and (4.65), we indeed find that (4.59) can be interpreted as a first law of thermodynamics for accelerating observers moving along $\Sigma$. Our first law is local in that it is valid near an arbitrary point in a generic spacetime. As it stands though, this equation does not yet involve gravity: there is no Newton's constant and all the terms involve the energy-momentum tensor of matter, $T^{a b}$. To turn it into a local first law with gravity, we now invoke Einstein's equation.

Using Einstein's equation, $R_{a b}-\frac{1}{2} R g_{a b}+\Lambda g_{a b}=8 \pi G T_{a b}$, in (4.63) we find $Q=$ $\frac{1}{8 \pi G \alpha} \int_{\Sigma} d \Sigma_{a} R^{a e} \xi_{e}$. The terms proportional to the metric vanish when contracted with $d \Sigma_{a}$ and $\xi_{b}$ because $\xi_{a}$ lies along $\Sigma$ while $n_{a}$ is normal to it.

Now if $\xi_{a}$ were a Killing vector, it would obey Killing's identity: $\nabla_{b} \nabla_{c} \xi_{d}=R_{b c d}^{e} \xi_{e}$. However, we already know that $\xi_{a}$ is not exactly a Killing vector. We therefore have $\nabla_{b} \nabla_{c} \xi_{d}-R_{b c d}^{e} \xi_{e}=f_{b c d}$ where $f_{b c d}$ encodes the failure of Killing's identity to hold. Then

$$
\begin{equation*}
Q=\frac{1}{8 \pi G \alpha} \int_{\Sigma} d \Sigma_{a} \frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)\left(\nabla_{b} \nabla_{c} \xi_{d}-f_{b c d}\right) . \tag{4.66}
\end{equation*}
$$

We now show that the integral of the $\nabla_{b} \nabla_{c} \xi_{d}$ term evaluates to $T \Delta S$, by essentially reversing the thermodynamic derivation of Einstein's equations in the Noether charge approach [Parikh and Svesko (2018)]. First, we use Stokes' theorem for an antisymmetric tensor field $A^{a b}$, namely $\int_{\Sigma} d \Sigma_{a} \nabla_{b} A^{a b}=-\oint_{\partial \Sigma} d S_{a b} A^{a b}$, to express that integral as the difference of terms $-\frac{1}{8 \pi G \alpha} \int d S_{a b} \frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right) \nabla_{c} \xi_{d}$ evaluated over the two-spheres at time $t=0$ and $t=\epsilon$. Here $d S_{a b}=d A \frac{1}{2}\left(n_{a} u_{b}-u_{a} n_{b}\right)$. Then, since $u_{a} \approx \xi_{a} / \alpha$, we have

$$
\begin{equation*}
-\frac{1}{16 \pi G \alpha^{2}} \int d A\left(n^{c} \xi^{d}-n^{d} \xi^{c}\right) \nabla_{c} \xi_{d}=+\frac{A}{8 \pi G \alpha}=T \frac{A}{4 G \hbar} . \tag{4.67}
\end{equation*}
$$

Here we used the fact, (4.10), that the projection of $\nabla_{c} \xi_{d}$ in the $n-\xi$ plane is antisymmetric. We then made use of our judicious choice of $\Sigma$ as a surface of constant acceleration and thus temperature in writing $\xi^{c} \nabla_{c} \xi_{d}=\alpha n_{d}$ and in using $T=\frac{\hbar}{2 \pi \alpha}$. Hence the integral of the $\nabla_{b} \nabla_{c} \xi_{d}$ term can be written as $T \Delta S$, where $S$ is precisely the Bekenstein-Hawking entropy, suggesting that gravitational entropy can be associated with sections of $\Sigma$.

We can manage the failure of Killing's identity, encoded in the $f_{b c d}$ term in the $Q$ integral, (4.66), following the prescription described above (and further detailed in
[Parikh and Svesko (2018)]). This leads us to

$$
\begin{equation*}
Q=T \Delta S-T \Delta S_{\mathrm{hyp}} \equiv T \Delta S_{\mathrm{rev}} \tag{4.68}
\end{equation*}
$$

where $\Delta S_{\text {rev }}$ is the reversible part of the change in gravitational entropy, having subtracted the irreversible background expansion of the hyperboloid. A direct calculation using (4.63) shows that $Q=\left(\rho+\frac{1}{3} \sum_{i} p_{i}\right) \Delta V$. Hence we have that $\Delta S_{\text {rev }} \geq 0$ if the null energy condition holds.

Putting everything together, we arrive at our result:

$$
\begin{equation*}
\Delta E=T \Delta\left(\frac{A_{\mathrm{rev}}}{4 G \hbar}\right)-W \tag{4.69}
\end{equation*}
$$

We have found a hybrid first law that resembles both the ordinary first law of thermodynamics for matter (in that it is valid locally and has a work term) as well as the first law for black holes (in that it involves gravitational entropy). Using (4.62) and (4.65), we can also put this in the form (4.56). In (4.69), $\Delta E$ and $W$ refer to the energy of and work done by matter, while the middle term refers to the entropy of gravity. The result suggests that (stretched) future light cones possess thermodynamic entropy, which is perhaps not unreasonable as their interiors are causally disconnected from the outside. Note the absence of a term corresponding to the entropy of matter. This property is reminiscent of black holes: if one empties a cup of hot coffee into a black hole, the black hole's entropy increases solely due to the mass-energy of the coffee, with no extra contribution from the coffee's own thermal entropy. It is also notable that, because all terms vanish when $T_{a b}$ is zero, there is no contribution of gravitational energy in our local first law; indeed, inclusion of such energy would require a quasi-local conservation law [McGrath et al. (2012)].

Our local first law can be extended to higher-dimensional spacetime; in particular, (4.68) always corresponds to subtracting the inherent area increase of the hyperboloid. More significantly, the derivation can also be extended to a broad class of
higher-curvature theories of gravity: replacing the Einstein-Hilbert Lagrangian with a more general diffeomorphism-invariant theory of gravity $L=L\left(g^{a b}, R^{a b c d}\right)$, and the Bekenstein-Hawking entropy with the Wald entropy, we arrive to

$$
\begin{equation*}
\Delta E=T \Delta S_{\mathrm{rev}}^{\text {Wald }}-W \tag{4.70}
\end{equation*}
$$

Historically, the laws of black hole mechanics supported, as an analogy, Bekenstein's idea that a black hole could be attributed thermodynamic entropy proportional to the horizon area; this was found to be literally true with the discovery that black holes have temperature. Here we have shown that the first law holds locally on stretched future light cones generated by families of accelerating observers, thereby supporting an analogy between entropy and (in Einstein gravity) the area of such surfaces. But since it is already known that accelerating observers perceive a temperature, our result suggests that stretched future light cones can indeed be regarded as having thermodynamic entropy.

### 4.3 Gravity from Causal Diamond Thermodynamics

Earlier we extended Jacobson's original derivation of Einstein's fields equations to more general theories of gravity. Motivated by the local Rindler horizon construction, we considered the stretched future lightcone. The surface is a timelike stretched horizon of the future of a lightcone generated by radial boost vectors, and, in this sense, the stretched future lightcone can be interpreted as a local spherical Rindler horizon. Since the stretched future lightcone defines a surface of constant acceleration $a$, we understand it as a system in thermal equilibrium with temperature $T \propto a$. From here we applied an elementary statement in equilibrium thermodynamics, namely, the Clausius relation $T \Delta S_{\mathrm{rev}}=Q$, and found it was geometrically equivalent to the nonlinear field equations for arbitrary theories of gravity.

Critical to our derivation was that the stretched lightcone has compact spherical sections. Moreover, while the radial boost vector $\xi$ was not an exact Killing vector, we saw that it could be treated as an approximate Killing vector, and, in fact, the way it failed to be a Killing vector, it succeeded in being a conformal Killing vector. In this sense, the stretched future lightcone, within a certain limit, can be understood to be a conformal Killing horizon. An obvious question then is whether the stretched future lightcone is the only kind of local screen one could consider to derive gravitational field equations.

There is, in fact, another kind of holographic screen which shares many of the same features of the stretched lightcone: a causal diamond. As we will study below, causal diamonds have spherical subregions, and are generated by a true conformal Killing vector (in pure Minkowski space), and whose boundary defines a conformal Killing horizon with constant surface gravity. The constant surface gravity allows for one to interpret the causal diamond as a system in thermal equilibrium for which the standard principles of equilibrium thermodynamics ${ }^{2}$ may be applied.

It is then natural to use the techniques developed above but applied to causal diamonds in Minkowski space. This is the central goal of this section: Derive gravitational field equations via the Clausius relation, substituting the stretched lightcone for the causal diamond. We should remark that causal diamonds make an appearance in another context: spacetime entanglement [Jacobson (2016); Bueno et al. (2016)]. In Appendix D we show precisely how a constant volume variation of the entanglement entropy attributed to a causal diamond yields gravitational field equations. Due to the similarities between causal diamonds and stretched lightcones, this fur-

[^12]

Figure 4.2: The causal diamond as the union of future and past domains of dependence of the spatial balls $B$ of size $\ell$ with boundary $\partial B$. The diamond admits a conformal Killing vector $\zeta^{a}$ whose flow preserves the diamond, and vanishes at the boundary $r= \pm \ell$.
ther motivates us to look for an entanglement interpretation for stretched lightcone thermodynamics, the subject of Chapter 5.

### 4.3.1 Geometry of Causal Diamonds

In a maximally symmetric background, a causal diamond can be defined as the union of future and past domains of dependence of its spatial slices, balls $B$ of size $\ell$ with boundary $\partial B$. The diamond admits a conformal Killing vector (CKV) $\zeta^{a}$ whose flow preserves the diamond (see figure (4.2)).

Conformal Killing vectors are those which satisfy conformal Killing's equation

$$
\begin{equation*}
\nabla_{a} \zeta_{b}+\nabla_{b} \zeta_{a}=2 \Omega g_{a b} \tag{4.71}
\end{equation*}
$$

where $\Omega$ satisfies

$$
\begin{equation*}
\Omega=\frac{1}{D} \nabla_{c} \zeta^{c} \tag{4.72}
\end{equation*}
$$

and is related to the conformal factor $\omega^{2}$ of $\bar{g}_{a b}=\omega^{2} g_{a b}$ via $2 \Omega=\zeta^{c} \nabla_{c} \ln \omega^{2}$.

Conformal Killing vectors also satisfy the conformal Killing identity

$$
\begin{equation*}
\nabla_{b} \nabla_{c} \zeta_{d}=R_{b c d}^{e} \zeta_{e}+\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{b} \Omega\right) g_{c d}-\left(\nabla_{d} \Omega\right) g_{b c} \tag{4.73}
\end{equation*}
$$

Following the discussion above, in an arbitrary spacetime the conformal Killing vectors will become approximate conformal Killing vectors, failing to satisfy the conformal Killing equation to order $\mathcal{O}\left(x^{2}\right)$ in a RNC expansion about some point $p$, and the conformal Killing identity to $\mathcal{O}(x)$.

We can define a timelike normal $U^{a}$ to $B$ via

$$
\begin{equation*}
U_{a}=N \nabla_{a} \Omega \tag{4.74}
\end{equation*}
$$

with

$$
\begin{equation*}
N=\left\|\nabla_{a} \Omega\right\|^{-1} \tag{4.75}
\end{equation*}
$$

being some normalization such that $U^{2}=-1$. In fact, it can be shown in general that

$$
\begin{equation*}
N=\frac{D-2}{\kappa K} \tag{4.76}
\end{equation*}
$$

where $\kappa$ is the surface gravity and $K$ is the trace of the extrinsic curvature.
One also has

$$
\begin{equation*}
\left.\nabla_{d}\left(\mathcal{L}_{\zeta} g_{a b}\right)\right|_{B}=\left.\frac{2}{N} U_{d} g_{a b} \quad \nabla_{a} \zeta_{b}\right|_{\partial B}=\kappa N_{a b} \tag{4.77}
\end{equation*}
$$

where we have the binormal $N_{a b}=2 U_{[a} N_{b]}$, where $N_{a}$ is the spacelike unit normal to $U_{b}$. The spatial slice $B$ is taken to be the $t=0$ slice.

For concreteness, in $D$-dimensional Minkowski space, the CKV which preserves the causal diamond is [Bueno et al. (2016)]

$$
\begin{align*}
\zeta^{a} & =\left(\frac{\ell^{2}-r^{2}-t^{2}}{\ell^{2}}\right) \partial_{t}^{a}-\frac{2 r t}{\ell^{2}} \partial_{r}^{a}  \tag{4.78}\\
& =\left(\frac{\ell^{2}-r^{2}-t^{2}}{\ell^{2}}\right) \partial_{t}^{a}-\frac{2 x^{i} t}{\ell^{2}} \partial_{i}^{a}
\end{align*}
$$

We point out that $\zeta^{a}$ goes null on the boundary, $t=\ell \pm r$, and $\zeta^{2}=-1$ when $r=t=0$. We also have

$$
\begin{gather*}
U^{a}=\partial_{t}^{a} \quad N^{a}=\partial_{r}^{a} \Rightarrow N_{a b}=2 \nabla_{[a} r \nabla_{b]} t,  \tag{4.79}\\
\Omega=-\frac{2 t}{\ell^{2}} \quad \nabla_{a} \Omega=-\frac{2 \nabla_{a} t}{\ell^{2}}=2 \frac{U_{a}}{\ell^{2}}, \tag{4.80}
\end{gather*}
$$

and,

$$
\begin{equation*}
N=\frac{\ell^{2}}{2} \quad K_{\partial B}=\frac{(D-2)}{\ell} . \tag{4.81}
\end{equation*}
$$

We see that the causal diamond has constant extrinsic curvature, constant surface gravity $\kappa=2 / \ell$, and $\zeta^{a}$ is an exact Killing vector on the $t=0$ surface $B$.

Let us remark on the similarities between the radial boost vector $\xi_{a}$ (4.4) generating the stretched future lightcone, and the conformal Killing vector $\zeta_{a}$ (4.78) preserving the causal diamond. Specifically, we find that $\xi_{a}$ satisfies

$$
\begin{equation*}
\nabla_{a} \xi_{b}+\nabla_{b} \xi_{a}=2\left(\frac{t}{r}\right)\left(\eta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \delta_{a}^{i} \delta_{b}^{j} \tag{4.82}
\end{equation*}
$$

where the $\delta_{a}^{i} \delta_{b}^{j}$ are present to project the non-zero contributions. We see that $\xi^{a}$ is a vector which satisfies Killing's equation in specific metric components, and one which fails as a modified CKV in other components. This comparison leads us to define a conformal factor associated with $\xi$ :

$$
\begin{equation*}
\Omega_{\xi} \equiv \frac{1}{(D-2)} \nabla_{c} \xi^{c}=\frac{t}{r} \tag{4.83}
\end{equation*}
$$

for which one finds

$$
\begin{equation*}
\nabla_{d} \Omega_{\xi}=-\frac{1}{r^{2}} \xi_{d}, \quad N_{\xi}^{-1} \equiv\left\|\nabla_{a} \Omega_{\xi}\right\|=\frac{\alpha}{r^{2}} \tag{4.84}
\end{equation*}
$$

and

$$
\begin{equation*}
u_{a}=N_{\xi} \nabla_{a} \Omega_{\xi} . \tag{4.85}
\end{equation*}
$$

It is also straightforward to work out

$$
\begin{equation*}
\left.\nabla_{d}\left(\mathcal{L}_{\xi} g_{a b}\right)\right|_{t=0}=\frac{2}{N_{\xi}} u_{d} \delta_{a}^{i} \delta_{b}^{j}\left(\eta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \tag{4.86}
\end{equation*}
$$

and

$$
\begin{equation*}
K_{\partial \Sigma}=\frac{1}{\alpha}(D-2), \tag{4.87}
\end{equation*}
$$

where $\mathcal{L}_{\xi}$ is the Lie derivative along $\xi_{a}$, and the extrinsic curvature of the spherical boundary $\partial \Sigma$ is $K=h^{a b} K_{a b}=g^{a b} \nabla_{b} n_{a}$, since $h_{a b}=g_{a b}-n_{a} n_{b}$.

### 4.3.2 Causal Diamond Thermodynamics

Consider the past of the causal diamond, i.e., the bottom half below the $t=0$ co-dimension- 2 spherical slice $\partial B$ of Fig. $2^{3}$. Our picture for a physical process will be comparing the entropy between a time slice at $t=-\epsilon$ for positive $\epsilon$ and $t=0$ after some energy flux has entered the past of the diamond. At the boundary $t=\ell \pm r$, $\zeta^{2}=0$, and therefore, in Minkowski space, the boundary of the causal diamond represents a conformal Killing horizon of constant surface gravity $\kappa$, and therefore an isothermal surface with Hawking temperature $T=\kappa / 2 \pi$. An arbitrary spacetime will include curvature corrections, however, to leading order in a RNC expansion about a point $p, \zeta^{2} \approx 0$, and $\kappa$ remains approximately constant. If we followed the worldline of $\zeta$ from time $t=-\epsilon$ to $t=0$, we would find that $\kappa$ would be different at each of these time slices. Motivated by the set-up of the stretched lightcone, we choose a timescale $\epsilon \ll \ell$ over which the surface gravity $\kappa$ is approximately constant. Therefore, in an arbitrary spacetime $\partial B$ of the causal diamond represents a local conformal Killing horizon, which may be interpreted as an isothermal surface with constant Hawking temperature $T=\kappa / 2 \pi$.

[^13]We associate with this conformal Killing horizon a gravitational entropy [Nielsen and Shoom (2018)], i.e., time-slices $\partial B$ of the causal diamond have an attributed entropy. The form of the entropy depends on the theory of gravity under consideration, e.g., for Einstein gravity, the correct form is the Bekenstein-Hawking entropy (1.1). Here we consider a diffeomorphism invariant theory of gravity in $D$ spacetime dimensions defined by the action $I$ :

$$
\begin{equation*}
I=\frac{1}{16 \pi G} \int d^{D} x \sqrt{-g} L\left(g^{a b}, R_{a b c d}\right)+I_{\text {matter }} \tag{4.88}
\end{equation*}
$$

whose equations of motion we repeat for ease of the reader

$$
\begin{equation*}
P_{a}^{c d e} R_{b c d e}-2 \nabla^{c} \nabla^{d} P_{a c d b}-\frac{1}{2} L g_{a b}=8 \pi G T_{a b} . \tag{4.89}
\end{equation*}
$$

It is straightforward to verify that in the case of Einstein gravity, $L=R$, this reduces to Einstein's field equations.

For a general theory of gravity of this type we must generalize the BekensteinHawking entropy formula. We take this generalization to be the Wald entropy [Wald (1993)]:

$$
\begin{equation*}
S_{\mathrm{Wald}}=\frac{1}{8 G \kappa} \int d S_{a b} J^{a b} \tag{4.90}
\end{equation*}
$$

where we have introduced the Noether potential associated with a diffeomorphism $x^{a} \rightarrow x^{a}+\zeta^{a}$, where we will take $\zeta^{a}$ to be a timelike (conformal) Killing vector,

$$
\begin{equation*}
J^{a b}=-2 P^{a b c d} \nabla_{c} \zeta_{d}+4 \zeta_{d} \nabla_{c} P^{a b c d}, \quad P^{a b c d} \equiv \frac{\partial L}{\partial R_{a b c d}}, \tag{4.91}
\end{equation*}
$$

and have infinitesimal binormal element of $\partial B$ :

$$
\begin{equation*}
d S_{a b} \equiv \frac{1}{2}\left(N_{a} U_{b}-N_{b} U_{a}\right) d A=\frac{1}{2} N_{b a} d A . \tag{4.92}
\end{equation*}
$$

Wald's Noether charge construction of gravitational entropy was originally developed to yield an expression for the entropy of a stationary black hole in more general
theories of gravity. Here we make the non-trivial assumption of local holography that this gravitational entropy can also be attributed locally to the spatial sections of causal diamonds whose structure is preserved by $\zeta_{a}$.

For computational convenience, we will first not work directly on the horizon, but instead work on the timelike stretched horizon of the causal diamond - a co-dimension-1 timelike surface we call $\Sigma$. At the end of the calculation we will take the limit where our stretched horizon coincides with the conformal Killing horizon. The fact that we have to take the step in which we move to the conformal Killing horizon - a null hypersurface - is a marked difference with the analogous calculation using stretched future lightcones [Parikh and Svesko (2018)].

The Wald entropy at time $t$ is

$$
\begin{equation*}
S_{\mathrm{Wald}}=-\frac{1}{4 G \kappa} \int_{\partial B(t)} d S_{a b}\left(P^{a b c d} \nabla_{c} \zeta_{d}-2 \zeta_{d} \nabla_{c} P^{a b c d}\right) \tag{4.93}
\end{equation*}
$$

The total change in entropy between $t=0$ and $t=-\epsilon$ is $\Delta S_{\text {Wald }}=S_{\text {Wald }}(0)-$ $S_{\text {Wald }}(-\epsilon)$, or,

$$
\begin{equation*}
\Delta S_{\mathrm{Wald}}= \pm \frac{1}{4 G \kappa} \int_{\Sigma} d \Sigma_{a} \nabla_{b}\left(P^{a b c d} \nabla_{c} \zeta_{d}-2 \zeta_{d} \nabla_{c} P^{a b c d}\right) \tag{4.94}
\end{equation*}
$$

where we have invoked Stokes' theorem for an antisymmetric tensor field $M^{a b}$ :

$$
\begin{equation*}
\int_{\Sigma} d \Sigma_{a} \nabla_{b} M^{a b}= \pm\left[\int_{\partial B(0)} d S_{a b} M^{a b}-\int_{\partial B(-\epsilon)} d S_{a b} M^{a b}\right] \tag{4.95}
\end{equation*}
$$

where the overall sign depends on whether $\Sigma$ is timelike $(-)$, or spacelike $(+)$. For our discussion of causal diamond thermodynamics we are interested in the timelike version, however, it will be illustrative for future discussion if we do not specify, for now, the signature of co-dimension- 1 surface $\Sigma$.

Moving on, we have
$\Delta S_{\text {Wald }}= \pm \frac{1}{4 G \kappa} \int_{\Sigma} d \Sigma_{a}\left\{-\nabla_{b}\left(P^{a d b c}+P^{a c b d}\right) \nabla_{c} \zeta_{d}+P^{a b c d} \nabla_{b} \nabla_{c} \zeta_{d}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right\}$.

We have yet to use any properties of $\zeta_{d}$, which to leading order is a conformal Killing vector, satisfying (4.71) and (4.73). We have then:

$$
\begin{align*}
\nabla_{b}\left(P^{a d b c}+P^{a c b d}\right) \nabla_{c} \zeta_{d} & =\nabla_{b} P^{a d b c}\left(\nabla_{c} \zeta_{d}+\nabla_{d} \zeta_{c}\right)  \tag{4.97}\\
& =2 \Omega g_{c d} \nabla_{b} P^{a d b c},
\end{align*}
$$

and

$$
\begin{align*}
P^{a b c d} \nabla_{b} \nabla_{c} \zeta_{d} & =P^{a b c d}\left[R_{e b c d} \zeta^{e}+\left(\nabla_{c} \Omega\right) g_{b d}-\left(\nabla_{d} \Omega\right) g_{b c}\right]  \tag{4.98}\\
& =P^{a b c d} R_{e b c d} \zeta^{e}+2 P^{a b c d}\left(\nabla_{c} \Omega\right) g_{b d},
\end{align*}
$$

where we used that $P^{a b c d}$ shares the same algebraic symmetries of the Riemann tensor. Substituting (4.97) and (4.98) into (4.94) yields
$\Delta S_{W a l d}= \pm \frac{1}{4 G \kappa} \int_{\Sigma} d \Sigma_{a}\left\{P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}+2 P^{a b c d}\left(\nabla_{c} \Omega\right) g_{b d}-2 \Omega g_{c d} \nabla_{b} P^{a d b c}\right\}$,
where the overall $+(-)$ sign indicates that $\Sigma$ is a timelike (spacelike) surface. In Appendix D, we consider the spacelike surface and provide an alternative derivation to the first law of causal diamond mechanics for higher derivative theories of gravity as presented in [Bueno et al. (2016)].

Using that $d \Sigma_{a}=N_{a} d A d \tau=\partial_{a}^{r} d A d \tau=x_{i} / r \partial_{a}^{i} d A d \tau$, and that we are integrating over a spherically symmetric region, we find that to leading order in the RNC expansion, that the final two terms integrate to zero since we are integrating over a timelike surface with spherical compact sections. Thus, to leading order,

$$
\begin{equation*}
\Delta S_{\mathrm{Wald}} \approx \frac{1}{4 G \kappa} \int_{\Sigma} d \Sigma_{a}\left(P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right) . \tag{4.100}
\end{equation*}
$$

The two terms we neglect here, of course, have higher order contributions due to the RNC expansion, and in order to derive the non-linear equations of motion we must deal with these higher order contributions. We follow the technique developed
in [Parikh and Svesko (2018)], in which we modify the conformal Killing vector $\zeta_{a}$ by adding $\mathcal{O}\left(x^{3}\right)$ corrections and higher such that they remove the undesired higher order effects of the two terms we neglect. The details may be found in the Appendix C.2.

The above expression (4.100) represents the leading order contribution to the total entropy variation, including the effect due to the natural increase of the spatial sections of the (past) causal diamond - an irreversible thermodynamic process. Presently we are interested in the change in entropy due to a flux of matter crossing the conformal horizon - a reversible thermodynamic process ${ }^{4}$. We therefore remove the entropy due to the natural increase of the diamond $\bar{S}$ :

$$
\begin{align*}
\bar{S} & =-\frac{1}{4 G \kappa} \int_{\partial B} d A N_{i} U_{t}\left[P^{i t t j} 2 \partial_{t} \zeta_{j}+P^{t i j k} \partial_{j} \zeta_{k}\right] \\
& =\frac{1}{4 G \kappa} \int_{\partial B} d A \frac{4}{r \ell^{2}} x_{i} x_{j} P^{i t t j}  \tag{4.101}\\
& =\frac{1}{4 G \kappa} \frac{2 \kappa K}{(D-2)} \frac{1}{(D-1)}\left(\sum_{i} P^{i t t i}\right) \Omega_{D-2} r^{D-1},
\end{align*}
$$

where to get to the second line we used that $\partial_{i} \zeta_{j} \propto \delta_{i j}$, which cancels with its contraction with $P^{t i j k}$, and $\partial_{t} \zeta_{j}=-2 x_{j} / \ell^{2}$, and in the third line we used that $2 / \ell^{2}=$ $\kappa K /(D-2)$, and again the fact we are integrating over a spherical subregion. To this order $P^{a b c d}$ is constant, allowing us to pull it through the integral.

[^14]We may arrange the above suggestively as ${ }^{5}$

$$
\begin{equation*}
\bar{S}=\frac{1}{2 G} \frac{K}{(D-2)}\left(\sum_{i} P^{i t t i}\right) \int_{B} d V \tag{4.102}
\end{equation*}
$$

This expression ${ }^{6}$ is recognized to be the leading contribution of the generalized volume $\bar{W}(\mathrm{D} .3)$

$$
\begin{equation*}
\frac{K}{2 G(D-2)} \int_{B} d V P^{a b c d} U_{a} U_{d} h_{b c} \equiv \frac{K}{2 G} \bar{W}, \tag{4.103}
\end{equation*}
$$

that is,

$$
\begin{equation*}
\Delta \bar{S}=\frac{K}{2 G} \Delta \bar{W} \tag{4.104}
\end{equation*}
$$

where $\Delta \bar{S}=\bar{S}(0)-\bar{S}(-\epsilon)$, and $\Delta \bar{W}=\bar{W}(0)-\bar{W}(-\epsilon)$. The generalized volume $W$ (D.4),

$$
\begin{equation*}
W=\frac{1}{(D-2) P_{0}} \int_{B} d V\left(P^{a b c d} U_{a} U_{d} h_{b c}-P_{0}\right) \tag{4.105}
\end{equation*}
$$

was introduced in [Bueno et al. (2016)] as the higher derivative analog of the spatial volume $V$ of the causal diamond and is kept fixed in the higher derivative extension of maximal entropy condition (1.9). The theory dependent constant $P_{0}$ defined by $P^{a b c d}$ in a maximally symmetric solution to the field equations, $P_{M S S}^{a b c d}=P_{0}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)$. In the case of Einstein gravity it is straightforward to show that $W$ reduces to $V$. The construction of $W$ is reviewed in more detail in Appendix D.

[^15]We see from (4.104) that the entropy change $\Delta \bar{S}$ due to the natural increase of the diamond is proportional to the change of the generalized volume $\Delta \bar{W}$. Since the area on a future time slice $\partial B(0)$ is smaller than the that of $\partial B(-\epsilon)$, one has $\Delta \bar{S}>0$. Note that this is not the case for time-slices to the future of $t=0$, and therefore the thermodynamics of causal diamonds is peculiar; we will have more to say about this in the discussion.

We thus define the reversible entropy variation as

$$
\begin{align*}
\Delta S_{\mathrm{rev}} & \equiv \Delta S_{\mathrm{Wald}}-(\Delta \bar{S})=\Delta S_{\mathrm{Wald}}-\frac{K}{2 G} \Delta \bar{W} \\
& =\frac{1}{4 G \kappa} \int_{\Sigma} d \Sigma_{a}\left(P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right) \tag{4.106}
\end{align*}
$$

Calling this variation the reversible change in entropy is analogous to the Clausius relation in ordinary thermodynamics $Q=T \Delta S_{\text {rev }}$.

### 4.3.3 Gravity from Thermodynamics

Next, following [Jacobson (1995); Parikh and Svesko (2018)], define the integrated energy flux across $\Sigma$ as

$$
\begin{equation*}
Q=\int_{\Sigma} d \Sigma_{a} T^{a b} \zeta_{b} \tag{4.107}
\end{equation*}
$$

where the energy momentum tensor can be approximated to leading order by its value at $p$. As we make the transition to the conformal Killing horizon, the interior of $\Sigma$ becomes causally disconnected from its exterior, allowing us to identify $Q$ as heat energy which flows into macroscopically unobservable degrees of freedom.

The Clausius relation $T \Delta S_{\mathrm{rev}}=Q$ for our set-up results in the geometric constraint:

$$
\begin{equation*}
\int_{\Sigma} d \Sigma_{a}\left(P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right)=8 \pi G \int_{\Sigma} d \Sigma_{a} T^{a b} \zeta_{b} \tag{4.108}
\end{equation*}
$$

Since this holds for all causal diamonds $\Sigma$, we may equate the integrands leading to

$$
\begin{equation*}
\left(P^{a e c d} R_{b e c d}-2 \nabla^{d} \nabla^{c} P_{a b c b}\right) N^{a} \zeta^{b}=8 \pi G T_{a b} N^{a} \zeta^{b} \tag{4.109}
\end{equation*}
$$

At the boundary, $t=\ell+r$, i.e., when the timelike stretched surface moves to the conformal Killing horizon, one has $g_{a b} N^{a} \zeta^{b}=0$. Therefore, at the conformal Killing horizon, the above is valid up to a term of the form $f g_{a b}$, where $f$ is some yet to be determined scalar function. The form of $f$ can be determined by demanding covariant conservation of $T_{a b}$. Specifically, we are led to

$$
\begin{equation*}
P^{a e c d} R_{b e c d}-2 \nabla^{d} \nabla^{c} P_{a b c b}-\frac{1}{2} L g_{a b}+\Lambda g_{a b}=8 \pi G T_{a b} \tag{4.110}
\end{equation*}
$$

where $L\left(g^{a b}, R_{a b c d}\right)$, and $\Lambda$ is some integration constant. We recognize the above as the equations of motion for a general theory of gravity. In this way we see that the equations of motion for a theory of gravity arise from the thermodynamics of causal diamonds. We have reproduced the results of [Parikh and Svesko (2018)], however, using the geometric construction of causal diamonds.

This approach to deriving the equations of motion offers a thermodynamic perspective to the derivation of linearized equations of motion from the entanglement equilibrium proposal as presented in [Bueno et al. (2016)]. In particular, we found that the generalized volume $\bar{W}$ can be interpreted as the natural increase of the causal diamond. To apply the Clausius relation for a reversible thermodynamic process, we removed this increase and, therefore, $\bar{W}$ is the contribution which generates irreversible thermodynamic processes in the causal diamond construction. We note that removing $\bar{W}$ also appears in the first law of causal diamond mechanics (D.15), and consequently the entanglement equilibrium condition (D.27).

It is interesting to compare the above construction with that of the stretched future lightcone. As shown in [Parikh and Svesko (2018)], the non-linear equations of motion
for the same class of theories of gravity arise as a consequence of the Clausius relation applied to the stretched future lightcone - a co-dimension-1 timelike hyperboloid. Unlike the above derivation, one need not take the limit that the stretched horizon goes to a null surface. This is because the stretched horizon of the future lightcone acts as a causal barrier between observers living on the exterior of the cone from its interior, allowing for a well-defined notion of heat even in the absence of a Killing horizon. In the causal diamond set-up we had to take the limit that the stretched horizon moves to the conformal Killing horizon for technical reasons; it is unclear what the physical reason for this may be as the energy passing through the past causal diamond seemingly has a well-defined notion of heat.

Moreover, in the future stretched light cone set-up, one similarly removes the entropy change due to the natural expansion of the hyperboloid. In light of the result above, that the entropy change due to the natural increase in the diamond may be interpreted as the generalized volume, naively we guess that the natural entropy change of the hyperoloid might have a similar interpretation. This suggests that we can think about the derivation of the gravitational equations of motion using the stretched future lightcone construction from an entanglement entropy perspective, i.e., perhaps the gravitational equatons of motion arise from an entanglement equilibrium condition, analogous to that given in [Jacobson (2016); Bueno et al. (2016)]. We explore this idea in the next chapter.

### 4.4 Summary and Future Work

The work detailed above has extended and provided new insights into the "thermodynamical gravity' paradigm. Specifically, in (4.1) we defined the stretched future light cone, argued that it is natural to associate temperature and holographic entropy with it, and shown that the reversible thermodynamic equation - the Clausius
relation $Q=T \Delta S_{\text {rev }}$ - directly leads to the generalized Einstein equations for all diffeomorphism-invariant theories of gravity whose Lagrangian contains no derivatives of the Riemann tensor. Then, as summarized in (4.2), we used the Clausius theorem to derive a local first law of gravity - a hybrid equation connecting matter and spacetime thermodynamics. A comparable derivation, where we replaced stretched lightcones with causal diamonds was given in Appendix 4.3. Combined, these results further strengthen the relation between thermodynamics and geometry. There are several extensions to the work described above, some of which are currently underway. Let's outline a few of these now.

## Horizon Thermodynamics without Horizons

First we emphasize that the presented derivation of Einstein's equations not only extended Jacobson's original argument [Jacobson (1995)] to include general theories of gravity, but is valid without needing to work directly on a horizon, i.e., a null hypersurface. This observation is interesting as it suggests we can consider scenarios where spacetime thermodynamics was thought not to apply: stars. A thought-experiment can be imagined thusly: a collection of contant and uniformly radial accelerating observers sit above a star, with a temperature proportional to their acceleration. As the star deforms in some way, e.g., the star increases in mass $M$ via an accretion process, for the observers to maintain their same acceleration, i.e., to remain in thermal equilibrium, they must move outward, increasing the radius of co-dimension-2 spherical slice of the stretched future lightcone. Therefore, the change in geometry of a star $\Delta M$ - which does not have an event horizon - results in a change in thermodynamic entropy $\Delta S$ as measured by non-inertial observers ${ }^{7}$. Therefore, we arrive to a relation $\Delta M \propto \Delta S$, similar to the first law of black hole thermodynamics.

[^16]This observation suggests that the classic Smarr relation [Smarr (1973)] relating thermodynamic variables of a black hole, e.g., a static black hole,

$$
\begin{equation*}
M=2 T_{H} S \tag{4.111}
\end{equation*}
$$

where $T_{H}$ is the Hawking temperature, can be extended to account for the thermodynamics of timelike stretched horizons, and, moreover, that the proportionality constant relating $\Delta M$ and $\Delta S$ depends on the location of timelike hypersurface $\Sigma$. In particular, we may write the extended Smarr formula in terms of the physical (Unruh) temperature ${ }^{8} T_{p}=a / 2 \pi$, where $a$ is the proper acceleration of the non-inertial observers, and a redshift factor $\alpha$

$$
\begin{equation*}
M=2 T_{p} \alpha S \tag{4.112}
\end{equation*}
$$

where now $T_{p}$ is taken to be constant. Depositing matter onto the star causes an increase in radius via $r \rightarrow r+d r$ leading to

$$
\begin{equation*}
d M=\frac{2 T_{p} \alpha}{\left[1+\frac{M}{\alpha^{2} r}\right]}\left(1+\frac{M}{2 \alpha^{2} r}\right) d S . \tag{4.113}
\end{equation*}
$$

In the far field limit, $r \rightarrow \infty$ we have that $\alpha \rightarrow 1$ yielding

$$
\begin{equation*}
\lim _{r \rightarrow \infty} d M=2 T_{p} d S \tag{4.114}
\end{equation*}
$$

work it can be shown that such a vacuum state can be constructed and that a set of local Rindler observers will measure to populated with thermal radiation.
${ }^{8}$ Here we term the Unruh temperature $T_{p}$ the physical temperature, as it is the physical temperature measured by accelerating observers. There are two other 'temperatures' we can relate the Unruh temperature to, namely the Hawking temperature $T_{H}=T_{p} \alpha$ - the temperature of a black hole - and the Tolman temperature $T_{T}=T_{H} / \alpha$, which is the blue shifted Tolman temperature. It would appear as though the Tolman temperature and Unruh temperature are equivalent, however, this is only the case of the near horizon limit, then $\lim _{r \rightarrow r_{H}} T_{T} / T_{p}=1$. Otherwise, the Unruh temperature and Tolman temperature are generally different measures of temperature.
while in the limit we approach the horizon $r \rightarrow r_{H}(\alpha \rightarrow 0)$,

$$
\begin{equation*}
\lim _{r \rightarrow r_{H}} d M=T_{H} d S \tag{4.115}
\end{equation*}
$$

which is simply the first law of static black holes. The above argument can be extended to systems which include rotation, charge, and even a cosmological constant. Another interesting feature of this model is that the system has a positive heat capacity, unlike the traditional static black hole scenario.

## The Four Laws of Stretched Future Lightcones

Above we showed that stretched future lightcones obey the second law of thermodynamics - $\Delta S_{\mathrm{rev}}>0$ in order for observers to maintain their same acceleration for a positive heat flux - and was used to derive a first law of thermodynamics. Due to the similarities between black hole thermodynamics and stretched lightcones it is natural to hypothesize that stretched lightcones possess four laws of thermodynamics. Specifically, analogous to black hole thermodynamics, the four laws for stretched lightcones would be: (0) the proper acceleration $a$ is constant on the stretched horizon $\Sigma$; (1) perturbations to the stretched horizon leads to the (local) first law of gravity; (2) the area of the stretched horizon $A$, assuming the weak energy condition is a non-decreasing function of time, and (3) it is not possible to form a stretched horizon with vanishing proper acceleration.

Making each of these statements precise involves work currently underway. For example, it is natural to attempt to extend the first law to include charge and rotation. Including rotation is straightforward in fact (requiring that we only add an angular contribution to the radial boost vector, i.e., $u_{b}=1 / \alpha \xi_{b}+\Omega \xi_{b}^{\phi}$, wher $\Omega$ is the rotation parameter). We can also include charge by introducing a electromagnetic contribution to the energy-momentum tensor, such that $T^{a b}=T_{f l u i d}^{a b}+T_{E M}^{a b}$, and adding a electromagnetic current $J_{E M}^{a}=-1 / \alpha j^{a} A^{b} \xi_{b}$ to the current, $J^{a}=J_{\text {matter }}^{a}+J_{E M}^{a}$.

Then, using the arguments described in 4.2 and [Gao and Wald (2001)], we can, at least in principle, extend the first law of gravity to

$$
\begin{equation*}
\Delta E=T \Delta S_{\text {rev }}^{W \text { ald }}+\Phi \Delta Q+\Omega \Delta J-P \Delta V . \tag{4.116}
\end{equation*}
$$

We have already established that $\Delta S_{\text {rev }}>0$ via the weak energy condition, leading to $\Delta A / \Delta t \geq 0$. It would be interesting, however, to establish this relation, at least in the case of Einstein gravity, via the geometry of congruences. Along the lines of [Piazza (2010)], we can formally construct a congruence of radially accelerating observers, work out its expansion $\theta$ and, via an application of the Gauss-Codazzi equations, establish the second law.

Collectively then we may formally write a set of four laws of stretched lightcone thermodynamics relating geometric relations to thermodynamic principles. Recently the thermodynamics of lightcones (not stretched lightcones) was established [De Lorenzo and Perez (2018)] and further related to black hole thermodynamics [De Lorenzo and Perez (2019)]. It would be interesting to understand how the thermodynamics of ordinary lightcones relates to the thermodynamics of stretched lightcones.

## Microscopics from Entanglement

Another potential explanation of the microscopic origins of thermodynamical gravity is entanglement. Indeed, as summarized in Chapter 1, in certain regimes black hole entropy can be understood as entanglement entropy, e.g., the correlations of quantum fields above and below the event horizon of a black hole. Applying this logic to local Rindler horizons would then suggest that the local holographic thermodynamics used to derive classical gravitational equations of motion are a consequence of some underlying principle of quantum entanglement. Making this observation precise is the subject of the following the chapter, which we move to now.

## Chapter 5

## GRAVITY FROM ENTANGLEMENT EQUILIBRIUM

### 5.1 Vacuum Entropy and Gravity

There are many 'definitions' of entropy. So far we have been focusing on thermodynamic entropy, a measure of energy which cannot be used as a useful work. From the statistical point of view, entropy can be understood as a counting of the microstates of a quantum system and the thermodynamic entropy is simply the macroscopic limit of the microscopic statistical entropy. In information theory the Shannon entropy is a measure of the uncertainty of knowledge one has about a classical message before said message is received, i.e., it measures the correlation of degrees of freedom between a message and a receiving device. Quantum (information) entropy (more formally known as the von Neumann entropy) is the measure of quantum correlations, i.e., entanglement, between two regions of space separated by a boundary. In the context of information theory, the statistical entropy can be understood as the amount of information needed to specify a microstate of the system. In this way, quantum entanglement gives rise to the microscopic accounting of entropy in a thermodynamic system ${ }^{1}$.

[^17]A natural setting for understanding entropy as missing information comes to us from black hole physics: event horizons are locations which causally disconnect two regions of spacetime. This suggests that black hole entropy, or at least a contribution to it can be interpreted as entanglement entropy. More precisely, we can consider quantum fields living in a black hole background. While the Hawking radiation from a black hole appears thermal according to an observer sitting outside of the horizon, the global state of the radiated quantum fields is pure - the state appears mixed when the outside remains ignorant to the degrees of freedom behind the horizon. Therefore at least a contribution to black hole entropy is entanglement entropy.

That black hole entropy might be understood as entanglement entropy of quantum fields outside and behind the horizon leads to the following puzzle: continuum $(d+1)$ quantum field theory tells us that the entanglement entropy computed via correlations in vacuum fluctuations on either side of the horizon is infinite, leading one to impose a short distance cutoff $\epsilon$

$$
\begin{equation*}
S_{E E}=c_{0} \frac{A}{\epsilon^{d-1}}+\ldots, \tag{5.1}
\end{equation*}
$$

where $A$ is the area of boundary region separating a region of spacetime from its complement. Yet classical general relativity tells us that the entropy of a black hole is given by the Bekenstein-Hawking entropy,

$$
\begin{equation*}
S_{B H}=\frac{A}{4 G \hbar} . \tag{5.2}
\end{equation*}
$$

Comparing the two entropic relations tells us black hole thermodynamics, and, by extension, spacetime thermodynamics, demands a fundamental cutoff at the level of the Planck scale, $c_{0} / \epsilon^{d-1} \equiv 1 / 4 G \hbar$.
statistical entropy for other ensembles starting from, in fact, the von Neumann entropy $S_{E E}=$ $-\operatorname{tr} \rho \log \rho$, where $\rho$ is the thermal density matrix $\rho=e^{-\beta H} / Z$, with $H$ a Hamiltonian, $\beta$ the inverse temperature, and $Z$ the partition function.

This observation leads to a further puzzle: If the short distance cutoff is fixed to be at the Planck length, then the entanglement entropy depends on the number of independent quantum fields - the 'species' - however it would appear that the Bekenstein-Hawking entropy does not. Reconciling this tension suggests that the gravitational constant $G$ appearing in the Bekenstein-Hawking entropy formula is renormalized by the same zero point fluctuations giving rise to the entanglement entropy. Therefore, black hole entropy can be understood as entanglement entropy between quantum vacuum fluctuations inside and outside of the horizon, and classical gravity knows about this entropy because the gravitational dynamics describing the theory is governed by an action 'induced' from the same quantum vacuum fluctuations - an idea first considered by Sakharov [Sakharov (1968)].

Let's be a bit more explicit here. Assume we have a generic quantum field $\phi$ living in its ground state $|0\rangle$ on an eternal static black hole; the ground state is the Hartle-Hawking vacuum ${ }^{2}$. The degrees of freedom encoded in $\phi$ are subdivided into the region inside the horizon, denoted 'IN', and outside of the horizon, 'OUT', such that the two regions are entangled. Having access only to those degrees of freedom living outside of the horizon, observers in OUT would describe the state of the OUT subsystem via the reduced density matrix:

$$
\begin{equation*}
\rho_{\mathrm{OUT}}=\operatorname{tr}_{\mathrm{IN}}|0\rangle\langle 0|, \tag{5.3}
\end{equation*}
$$

where we have (partially) traced over the degrees of freedom living inside of the horizon. $\rho_{\text {Out }}$ describes an entangled state, since its von Neumann entropy is nonvanishing, $S_{\mathrm{VN}}\left(\rho_{\text {OUT }}\right)=-\operatorname{tr}\left(\rho_{\text {OUT }} \log \rho_{\text {OUT }}\right) \neq 0$.

[^18]It turns out that the density matrix $\rho_{\text {OUT }}$ can be also be expressed as a thermal state in the canonical ensemble [Birrell and Davies (1984)]:

$$
\begin{equation*}
\rho_{\text {OUT }}=\frac{1}{Z} e^{-\beta_{H} \hat{H}}, \quad Z[\beta] \equiv \operatorname{tr}\left(e^{-\beta_{H} \hat{H}}\right), \tag{5.4}
\end{equation*}
$$

where $\hat{H}$ is the Hamiltonian of static observers outside of the black hole horizon responsible for generating time translations, $\beta_{H}$ is the inverse Hawking temperature $\beta=\frac{2 \pi}{\kappa}$, and $Z$ is the canonical ensemble partition function. In this setting, the entanglement entropy $S_{\mathrm{EE}}$ is precisely the same as the thermal entropy

$$
\begin{equation*}
S_{\mathrm{EE}}=\left(1-\beta \partial_{\beta}\right) \log Z[\beta] \tag{5.5}
\end{equation*}
$$

The connection between the entanglement entropy (5.5) and the BekensteinHawking entropy can be born out using the low-energy effective action $\mathcal{W}[g]$

$$
\begin{equation*}
e^{-\mathcal{W}[g] / \hbar}=\int \mathcal{D} \phi e^{-I[\phi, g]} \tag{5.6}
\end{equation*}
$$

where in this case $g$ is understood to be the (Euclideanized) metric describing the static black hole geometry. The path integral over fields on $g$ on the right hand side is interpreted as the black hole partition function such that $W=-\hbar \log Z$. The effective action can be written down, and generically takes the form [Jacobson (1994); Frolov and Fursaev (1997a)]

$$
\begin{equation*}
\mathcal{W}=\hbar \int_{\mathcal{M}} d^{4} x \sqrt{g}\left[a_{0}+a_{1} R+a_{2} R^{2}+a_{2}^{\prime} R_{a b}^{2}+\ldots\right]+\hbar \int_{\partial \mathcal{M}} d^{3} y K+\ldots, \tag{5.7}
\end{equation*}
$$

where $K$ is the Gibbons-York-Hawking boundary term, and the $+\ldots$ refers to additional higher curvature corrections, with their corresponding boundary terms. Here $a_{0}, a_{1}, a_{2}$, etc. are generically induced UV divergent couplings, determined by the masses of the constituent fields $\phi ; a_{0}$ represents the cosmological constant, while
$a_{1}$ Newton's gravitational constant induced from the vacuum fluctuations across the horizon ${ }^{3}$.

The entanglement entropy, given by the thermal entropy (5.5), will receive contributions from the entire effective action (5.7), many of which are dependent on the quantum state. The most singular contribution, however, turns out to be universal for all states with the same UV structure. Since we are integrating over a metric that we have assumed is time independent, the integral over the spacetime volume $\int d^{4} x \sqrt{g}$ will only provide us with a term proportional to the inverse temperature $\beta$, and will therefore not contribute to the entropy. This takes care of the cosmological constant $a_{0}$ and Einstein-Hilbert contributions. The remaining leading contribution is then the Gibbons-York-Hawking boundary term, which is proportional to the area of the black hole horizon $A_{\mathcal{H}}$ [Jacobson (1994, 2012)]. Therefore, by this heuristic model, the entanglement entropy arising from correlated vacuum fluctuations across a horizon is, to leading order, given by the Bekenstein-Hawking entropy of the black hole

$$
\begin{equation*}
S_{\mathrm{EE}}\left(\rho_{\mathrm{OUT}}\right)=\frac{A_{\mathcal{H}}}{4 G \hbar}+\ldots, \tag{5.8}
\end{equation*}
$$

where $G$ is understood to be Newton's constant induced from the same vacuum fluctuations. In this way, the Bekenstein-Hawking entropy captures the leading UV divergence of the entanglement entropy, while the subleading UV divergent contributions, denoted here by $+\ldots$, are accounted for by the higher curvature corrections of the induced effective action (5.7). The entire UV divergent structure of the entanglement entropy, then, can be combined into a single UV cutoff dependent Wald entropy.

[^19]Now, if we assume that the quantum theory of gravity from which the classical theory of gravity is induced is UV finite (as often claimed in string theory), then the entanglement entropy must be finite. This suggests an additional mystery: the entanglement entropy is UV finite but the gravitational entropy largely depends on renormalized gravitational couplings, and is therefore not expected to be UV finite by itself. There is mounting evidence (see, e.g., [Susskind and Uglum (1994)]), however, that the generalized entropy

$$
\begin{equation*}
S_{\mathrm{gen}}=S_{B H}^{(\epsilon)}+S_{\mathrm{mat}}^{(\epsilon)}, \tag{5.9}
\end{equation*}
$$

is independent of the UV cutoff $\epsilon$. Here $S_{B H}^{(\epsilon)}$ is the Bekenstein-Hawking entropy dependent on the renormalized gravitational coupling (where we momentarily neglect higher curvature contributions), and $S_{\text {mat }}^{(\epsilon)}$ is a renormalized entanglement entropy of matter fields. The two contributions to $S_{\text {gen }}$ therefore conspire to make $S_{\text {gen }}$ finite, suggesting that it be identified with the entanglement entropy.

When one assumes $S_{E E}=S_{\text {gen }}$, we may assign entanglement entropy to surfaces other than cross sections of black hole horizons or minimal surfaces in AdS spaces - this is indeed very natural from the perspective of entanglement entropy. The above observation led Jacobson to propose the entanglement equilibrium conjecture [Jacobson (2016)]

$$
\begin{equation*}
\left.\delta S_{E E}^{A}\right|_{V}=\frac{\left.\delta A\right|_{V}}{4 G}+\delta S_{\mathrm{mat}}=0 \tag{5.10}
\end{equation*}
$$

i.e., the vacuum is in a maximal entropy state - any perturbation and matter fields and geometry inside the ball leads to a decrease in entanglement - where it was shown this condition is equivalent to imposing the non-linear Einstein equations at the center of small balls. Thus, gravity emerges from entanglement, not thermodynamics.

Jacobson's set-up relied on studying the geometry of causal diamonds ${ }^{4}$ and working out a geometric identity termed the first law of causal diamonds. Moreover, the entanglement equilibrium conjecture was extended to incorporate higher derivative theories of gravity [Bueno et al. (2016)] by including the subleading UV divergent contributions captured by curvature squared terms present in the effective action (5.7). In this case the maximal entropy condition becomes

$$
\begin{equation*}
\left.\delta S_{E E}^{A}\right|_{W}=\left.\delta S_{\mathrm{Wald}}\right|_{W}+\delta S_{\mathrm{mat}}=0 \tag{5.11}
\end{equation*}
$$

where the volume $V$ is replaced with a new local geometrical quantity called the generalized volume $W$. This condition, when applied to small spheres, is equivalent to imposing the linearized equations of motion for a higher derivative theory of gravity.

In what follows we briefly describe how to extend the work of [Parikh and Svesko (2018)] and [Bueno et al. (2016)] by deriving a first law of stretched lightcones, analogous to the first law of causal diamonds (FLCD), and showing that it is equivalent to an entanglement equilibrium condition, and that this is equivalent to a derivation of the non-linear Einstein's equations, and linearized equations for higher derivative theories of gravity. Moreover, we will show that the condition of fixed (generalized) 'volume' can be understood as subtracting the entropy due to the natural increase of the stretched lightcone - the irreversible contribution to the thermodynamic entropy - thereby connecting entanglement equilibrium to (reversible) equilibrium thermodynamics.

### 5.2 Entanglement of Stretched Lightcones

[^20]Our procedure is as follows. First we compute $\delta S_{\text {Wald }}$ and derive an off-shell geometric identity analogous to the first law of causal diamonds, which we call the first law of stretched lightcones. We will use the Noetheresque approach illustrated in described in [Parikh and Svesko (2018)]. Next we will show how this off-shell identity is equivalent to the variation of the entanglement entropy, following arguments presented in [Bueno et al. (2016)]. Finally, we will find that the linearized form of the gravitational equations emerge from an entanglement equilibrium condition. In essence, we are simply considering Jacobson's entanglement equilibrium proposal [Jacobson (2016)] for the geometry of stretched lightcones in an arbitrary background (where we explicitly consider perturbations to Minkowski space). One expects to find a similar result as established in [Bueno et al. (2016)], simply by noting that the stretched lightcone shares enough geometric similarities to the causal diamond.

Begin by recalling that $\xi_{a}$ satisfies (4.82)

$$
\begin{equation*}
\nabla_{a} \xi_{b}+\nabla_{b} \xi_{a}=2 \Omega_{\xi} \tilde{g}_{a b} \tag{5.12}
\end{equation*}
$$

where $\Omega_{\xi}=t / r$, and we have defined

$$
\begin{equation*}
\tilde{g}_{a b}=\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \delta_{a}^{i} \delta_{b}^{j} . \tag{5.13}
\end{equation*}
$$

The derivation of the (FLCD) presented in [Bueno et al. (2016)] (and further reviewed in [Svesko (2018)]) relies on the fact that $\zeta_{a}$ is an exact conformal Killing vector in flat space; specifically the fact that $\zeta_{a}$ satisfies the conformal Killing identity. Here the vector $\xi_{a}$ is not a conformal Killing vector, and therefore, it will not satisfy the conformal Killing identity. The issue is that $\tilde{g}_{a b}$ defined above is not the metric, and therefore this object will have a non-vanishing covariant derivative. However, since we are considering the time $t=0$ surface, the fact that $\xi_{a}$ does not satisfy the conformal Killing identity is not a problem for us because $\Omega_{\xi}$ will vanish at $t=0$. Therefore, all terms $\Omega_{\xi} \nabla \tilde{g}$ which would appear can be neglected.

Following the steps described in [Parikh and Svesko (2018)], we can show that for our approximate conformal Killing vector ${ }^{5} \xi_{a}$

$$
\begin{equation*}
S_{W a l d}=-\frac{1}{4 G} \int_{B} d B_{a}\left\{P^{a b c d} R_{e b c d} \xi^{e}-2 \xi_{d} \nabla_{b} \nabla_{c} P^{a b c d}+2 P^{a b c d}\left(\nabla_{c} \Omega_{\xi}\right) \tilde{g}_{b d}\right\} \tag{5.14}
\end{equation*}
$$

where we have the volume element $d B_{a}=U_{a} d V$ of the $D-1$-ball cross section of the stretched lightcone, and $P^{a b c d}=\partial L / \partial R_{a b c d}$.

Let us study the bottom line. Using $\left.\left(\nabla_{c} \Omega_{\xi}\right)\right|_{t=0}=-1 / r^{2} \xi_{c}$, we find to leading order we have

$$
\begin{align*}
-\frac{1}{4 G} \int_{B} d B_{a} 2 P^{a b c d}\left(\nabla_{c} \Omega_{\xi}\right) \tilde{g}_{b d} & =-\frac{1}{2 G} \int_{B} d V \frac{P^{t i j t}}{r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \\
& =-\frac{1}{2 G} \frac{1}{(D-1)}\left(\sum_{i} P^{t i i t}\right) \Omega_{D-2} r^{D-2} . \tag{5.15}
\end{align*}
$$

Note that this object is proportional to the surface area of the spherical subregions; in fact in the case of Einstein gravity, $P_{G R}^{a b c d}=\frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)$, the above simply becomes $-\frac{A_{\partial B}}{4 G}$, the Bekenstein-Hawking entropy. Motivated by the derivation of the first law of causal diamonds in [Bueno et al. (2016)] we might be inclined to refer to this object as the generalized area $^{6}$, however, this object appears in [Parikh and Svesko (2018)] (see equations (67)-(68) of their paper), and is identified as the entropy due to the natural background expansion of the hyperboloid, $\bar{S}$. Specifically,

$$
\begin{equation*}
\bar{S}=-\frac{1}{4 G} \int_{B} d B_{a} 2 P^{a b c d}\left(\nabla_{c} \Omega_{\xi}\right) \tilde{g}_{b d} \tag{5.16}
\end{equation*}
$$

and therefore,

$$
\begin{equation*}
S_{\mathrm{Wald}}-\bar{S}=-\frac{1}{4 G} \int_{B} d B_{a}\left\{P^{a b c d} R_{e b c d} \xi^{e}-2 \xi_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right\} \tag{5.17}
\end{equation*}
$$

[^21]Next, introduce the matter energy $H_{u}^{m}$ associated with spherical Rindler observers with proper velocity $u$,

$$
\begin{equation*}
H_{u}^{m}=\int_{B} d B_{a} T^{a b} u_{b} \tag{5.18}
\end{equation*}
$$

Then, following the same arguments given in [Jacobson (2016); Bueno et al. (2016)], we find

$$
\begin{equation*}
\frac{1}{2 \pi \alpha}\left(\delta S_{\mathrm{Wald}}-\delta \bar{S}\right)=-\delta H_{u}^{m} \tag{5.19}
\end{equation*}
$$

is equivalent to the linearized gravitational equations of motion about flat spacetime for $L\left(g^{a b}, R_{a b c d}\right)$ theories of gravity:

$$
\begin{equation*}
\delta G^{a d}-2 \partial_{b} \partial_{c}\left(\delta P_{\text {higher }}^{a b c d}\right)=8 \pi G \delta T^{a d} \tag{5.20}
\end{equation*}
$$

The off-shell identity is simply

$$
\begin{equation*}
\frac{1}{2 \pi \alpha}\left(\delta S_{\mathrm{Wald}}-\delta \bar{S}\right)+\delta H_{u}^{m}=\int_{B} \delta C_{\xi} \tag{5.21}
\end{equation*}
$$

where $\delta C_{\xi}$ represents the linearized constraint that the gravitational field equations hold.

We can actually understand this first law of stretched lightcones as the IyerWald identity [Iyer and Wald (1994)] in the case of the stretched horizon of spherical Rindler observers, rather than the dynamical horizon of a black hole. As illustrated in Appendix E, we may actually interpret the generalized area as the variation of the gravitational Hamiltonian.

Moreover, the first two terms on the LHS of (5.21) can be combined into a single object [Bueno et al. (2016)], namely, the variation of the Wald entropy while keeping the generalized area constant, i.e.,

$$
\begin{equation*}
\frac{1}{2 \pi \alpha}\left(\delta S_{\mathrm{Wald}}-\delta \bar{S}\right)=\left.\frac{1}{2 \pi \alpha} \delta S_{\mathrm{Wald}}\right|_{\bar{S}} \tag{5.22}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\left.\frac{1}{2 \pi \alpha} \delta S_{\mathrm{Wald}}\right|_{\bar{S}}+\delta H_{u}^{m}=\int_{B} \delta C_{\xi} \tag{5.23}
\end{equation*}
$$

The Wald formalism contains the so-called JKM ambiguities [Jacobson et al. (1994)]; one may add an exact form $d Y$ linear in the field variations and their derivatives to the Noether current, and $Y$ to the Noether charge. This would lead to a modification of $S_{\text {Wald }}$ and $\bar{S}$. However, it is clear the combined modification will cancel, allowing us to write

$$
\begin{equation*}
\left.\frac{1}{2 \pi \alpha} \delta S_{\mathrm{Wald}}\right|_{\bar{S}}=\left.\frac{1}{2 \pi \alpha} \delta\left(S_{\mathrm{Wald}}+S_{J K M}\right)\right|_{\bar{S}^{\prime}} \tag{5.24}
\end{equation*}
$$

where $\bar{S}^{\prime}=\bar{S}+\bar{S}_{J K M}$. For more details on this calculation one need only follow the calculation presented in [Bueno et al. (2016)] as it is identical in the stretched lightcone geometry.

### 5.3 Gravity from Entanglement of Stretched Lightcones

Our aim here is to show how the first law of stretched lightcones - an off-shell geometric identity - can be understood as a condition on entanglement entropy. Before we consider the scenario with stretched lightcones, let us recall what happens in the case of a causal diamond. The entanglement equilibrium conjecture makes four central assumptions which we outline here. These assumptions include ${ }^{7}$ [Carroll and Remmen (2016b)]: (i) Entanglement separability, i.e., $S_{E E}=S_{U V}+S_{I R}$; (ii) equilibrium condition, i.e., a simultaneous variation of the quantum state and geometry of the entanglement entropy of the causal diamond is extremal, and the geometry of the causal diamond is that of a MSS; (iii) Wald entropy as UV entropy, i.e., the variation of the UV entropy is proportional to the Wald entropy at fixed generalized volume, and (iv) CFT form of modular energy, i.e., the modular energy is defined to be the variation of the expectation value of the modular Hamiltonian - which for spherical

[^22]regions may be identified with the Hamiltonian generating the flow along the CKV which preserves the causal diamond - plus some scalar operator $X$.

Reference [Jacobson (2016)] showed that the above postulates can be used to derive the full non-linear Einstein equations, while [Bueno et al. (2016)] showed these postulates lead to the linearized gravitational equations for higher derivative theories of gravity. Here we will discuss how to justify the above assumptions (for a more pedagogical review, see [Carroll and Remmen (2016b)]) and attempt to apply a similar set of assumptions for the case of stretched lightcones.

Assumption (i), where we require minimal entanglement between IR and UV degrees of freedom, is in fact a fundamental feature of renormalization group (RG) flows. More precisely, an RG flow requires a decoupling between high and low momentum states. Thus, in a Wilsonian effective action we would expect minimal entanglement between UV and IR modes. We also would assume that this basic feature of effective field theory to continue to hold in the theory's UV completion. This assumption is reasonably justified in both the causal diamond and stretched lightcone set-ups.

The second assumption (ii) asserts that the vacuum state in a small region of spacetime may be described by a Gibb's energy state, and that for a fixed energy, this state will have a maximum entropy, i.e., $\delta S_{E E}=0$. Moreover, the requirement that the causal diamond is described in a MSS is simply there to prevent curvature fluctuations from producing a large backreaction which spoil the equilibrium condition. In other words, the semiclassical (linearized) equations hold if and only if the causal diamond is in thermodynamic equilibrium. Likewise, we may safely make this same assumption about the stretched lightcone: when the stretched lightcone is in thermal equilibrium, the gravitational equations hold (via the Clausius relation), and vice versa.

Assumption (iii), like assumption (i), is also not very controversial. All that is being said is that one should identify the area $\partial B$ of the causal diamond, and, similarly, the cross-sectional area of the stretched lightcone $\partial \Sigma$, as the area of the planar Rindler horizons existing at the edge of the causal diamond, and the area of the timelike spherical Rindler horizon, respectively. Motivated by the Ryu-Takayanagi proposal, we then simply identify these areas with the entanglement entropy of each region. We should point out a difference between the two pictures, however. It is known that the entanglement entropy of the causal diamond $D[B]$, i.e., the causal domain of a spherical ball region $B$, is equivalent to the entanglement entropy of $B$ itself. Meanwhile, we are saying that the entanglement entropy of the stretched horizon, $\Sigma$, is equivalent to the ball $B$ whose boundary is $\partial \Sigma$. This has been established in the context of spherical Rindler space, which we may interpret our stretched lightcone as being: The entanglement entropy of spherical Rindler space is equal to the area of the horizon $\partial \Sigma$ [Balasubramanian et al. (2013)].

Unlike the first three assumptions, which all rely on the underlying UV physics, assumption (iv) makes an assertion about the form of the modular Hamiltonian for IR degrees of freedom. In the case of causal diamonds one makes two observations. First, a causal diamond in Minkowski space may be conformally transformed to a (planar) Rindler wedge. Then, via an application of the Bisognano-Wichmann theorem [Bisognano and Wichmann (1976)], for CFTs the modular Hamiltonian $H_{\text {mod }}$, defined via the thermal state $\rho_{I R}=Z^{-1} e^{-H_{\text {mod }}}$, is proportional to the Hamiltonian generating the flow along the $\operatorname{CKV} \zeta$, i.e., $H_{\bmod }=2 \pi / \kappa H_{\zeta}^{m}$ [Casini et al. (2011)]. This implies then that the variation of the modular Hamiltonian is equal to the variation of of $H_{\zeta}^{m}$, plus some additional spacetime scalar $X$, i.e.,

$$
\begin{equation*}
\delta\left\langle H_{\mathrm{mod}}\right\rangle=\frac{2 \pi}{\kappa} \delta \int_{B} d B_{a}\left(T^{a b} \zeta_{b}+X g^{a b} \zeta_{b}\right) . \tag{5.25}
\end{equation*}
$$

This specific assumption is interesting in that it may be explicitly checked, and has been justified [Casini et al. (2016); Carroll and Remmen (2016b)], though with the stipulation that $X$ may depend on $\ell$.

In the case of stretched lightcones, our assumption is then that the modular Hamiltonian $H_{u}^{\text {mod }}$, defined by $\rho_{\Sigma}=Z^{-1} e^{-H_{\text {mod }}}$, is proportional to the radial boost Hamiltonian,

$$
\begin{equation*}
H_{\mathrm{mod}}=2 \pi \alpha \int_{B} d B_{a} T^{a b} u_{b} \tag{5.26}
\end{equation*}
$$

and that we may also include a spacetime scalar $X$. We would like to be able to similarly justify this assumption, as was accomplished in the causal diamond case. While currently this assumption is non-trivial and has not been computationally justified, we find that it is reasonable, as we now describe.

The stretched lightcone $\Sigma$, like spherical Rindler space, can be understood as the union of Rindler planes; indeed, if we constrain ourselves to the $y=z=0$ plane, the radial boost vector $\xi^{a}=r \delta_{t}^{a}+t \partial_{r}^{a}$ reduces to a Cartesian boost vector. Each Rindler plane may be associated with a single causal diamond. The union of these causal diamonds yields a single "radial causal diamond" [Balasubramanian et al. (2013)] ${ }^{8}$. Therefore, the congruence of uniformly and constantly, radially accelerating observers comprising the stretched lightcone have an associated radial causal diamond. Moreover, the radial boost $\xi^{a}$ preserves the flow of the hyperboloid $\Sigma$. Our assumption is that the entanglement entropy of the stretched lightcone is that of the radial causal diamond which is also that of spherical region $B$. Thus we define the modular Hamiltonian as above and assume that it is proportional to the Hamiltonian generating the

[^23]flow of $\Sigma$. For similar arguments given in [Casini et al. (2016); Carroll and Remmen (2016b)], we expect - but have not proved - that for CFTs we may also modify the modular Hamiltonian by a spacetime scalar.

Let us now briefly show how the first law of stretched lightcones - an off-shell geometric identity - can be understood as a condition on entanglement entropy. In particular, we can follow the discussion given in [Bueno et al. (2016)]. We perform a simultaneous (infinitesimal) variation of the entanglement entropy on a stretched lightcone of $S_{E E}$ with respect to the geometry and quantum state. By entanglement separability, $\delta S_{E E}$ takes the form

$$
\begin{equation*}
\delta S_{E E}=\delta S_{U V}+\delta S_{I R}, \tag{5.27}
\end{equation*}
$$

where the UV contribution is state independent and is assumed to be given by $\delta S_{U V}=$ $\delta\left(S_{\text {Wald }}+S_{J K M}\right)_{\bar{S}^{\prime}}$, while the IR contribution comes from the modular Hamiltonian via the first law of $\mathrm{EE}, \delta S_{I R}=\delta\left\langle H_{\bmod }\right\rangle=2 \pi \alpha \delta\left\langle H_{u}^{m}\right\rangle$. Then, using the first law of entanglement entropy for a system in which the background geometry is also varied

$$
\begin{equation*}
\delta S_{E E}=\delta\left(S_{\mathrm{Wald}}+S_{J K M}\right)+\delta\left\langle H_{\mathrm{mod}}\right\rangle \tag{5.28}
\end{equation*}
$$

we arrive to

$$
\begin{equation*}
\left.\frac{1}{2 \pi \alpha} \delta S_{E E}\right|_{\bar{S}^{\prime}}=\int_{B} \delta C_{\xi}, \tag{5.29}
\end{equation*}
$$

valid for minimally coupled, conformally invariant matter fields.
Thus, there is an equivalence between the following statements: (i) $S_{E E}$ is maximal in vacuum for all balls in all frames, and (ii) the linearized higher derivative equations hold everywhere. In other words, the entanglement equilibrium condition is equivalent to the linearized higher derivative equations of motion to be satisfied, and vice versa. This equivalence may be verified via a simple modification of the calculations presented in [Bueno et al. (2016)]. We also note that here we considered
perturbations about Minkowski space, however, one could, in principle, generalize this to a maximally symmetric spacetime, and while the above discussion was particular to theories of gravity described by $L\left(g^{a b}, R_{a b c d}\right)$, i.e., those which do not depend on the derivatives of the Riemann tensor, we could have included those derivatives as well.

### 5.4 Summary and Future Work

Motivated by [Jacobson (2016); Bueno et al. (2016)], we showed how to derive the linearized gravitational equations of motion from the entanglement equilibrium proposal, i.e., that the entanglement entropy for spherical entangling regions is maximal in the vacuum. We did this by first deriving an off-shell geometric identity, the first law of stretched lightcones, and showed that it was equivalent to the first law of entanglement entropy in the case of spherical subregions and conformally invariant matter. In the derivation of the first law of stretched lightcones we found an expression for the generalized area, which is nothing more than the entropy due to the natural expansion of the stretched lightcone. To complete this derivation, however, we to had make the non-trivial assumption that the entanglement entropy of the spherical entangling region $\partial \Sigma$ is the entanglement entropy of $\Sigma$, and the modular Hamiltonian $H_{\text {mod }}$ is proportional to the radial boost Hamiltonian $H_{u}^{m}$.

The entanglement equilibrium condition associated with causal diamonds can be related to the Clausius relation by assigning thermodynamic propertis to the conformal Killing horizon [Svesko (2018)]. In this way we can show that the entanglement of causal diamonds considered in [Jacobson (2016); Bueno et al. (2016)] can be interpreted via local holographic thermodynamics, and that the full non-linear equations arise from $\Delta Q=T \Delta S_{\mathrm{rev}}$. Moreover, as eluded to above with the stretched lightcone
geometry, $\Delta S_{\text {rev }}$ is defined as the entropy solely due to a matter flux crossing the conformal horizon. We found that the quantity $\frac{K}{2 G} \bar{W}$, where $\bar{W}$ is the generalized volume, can be understood as the entropy of the natural increase of the causal diamond.

We can summarize our findings of 5.3 and the equivalent statement for causal diamonds [Jacobson (2016); Bueno et al. (2016)] as

$$
\begin{equation*}
\left.T \delta S_{E E}\right|_{\bar{S}^{\prime}}=\int_{B} \delta C \tag{5.30}
\end{equation*}
$$

Here $\bar{S}^{\prime}$ is the irreversible entropy due to the natural change of the background geometry - identified as the generalized volume in the case of causal diamonds, or the generalized area in the case of stretched lightcones - and where $T$ is the temperature associated with the horizon of the surface, namely, the Hawking temperature $T_{H}=\kappa / 2 \pi$ in the case of causal diamonds, or the Unruh-Davies temperature $T=1 / 2 \pi \alpha$ in the case of stretched lightcones. Entropy being maximal in the vacuum implies that the linearized constraint is satisfied, leading to the linearized form of the equations of motion of higher derivative theories of gravity, or, in the special case of Einstein gravity, the full non-linear equations.

## Comparison to Other Approaches of 'Emergent Gravity'

Before we examine potential future avenues of research, let us briefly compare three approaches of 'emergent gravity': (i) the method of local causal horizons via spacetime thermodynamics, e.g., [Jacobson (1995); Parikh and Svesko (2018)], (ii) the entanglement equilibrium approach described here [Svesko (2018)] and [Jacobson (2016); Bueno et al. (2016)], and the approach taken using holographic entanglement entropy (HEE) and AdS/CFT [Lashkari et al. (2014a); Faulkner et al. (2014a, 2017); Haehl et al. (2018); Lewkowycz and Parrikar (2018)].

In the (i), one assigns thermodynamic/entropic properties to local causal horizons, such as the (null) local planar Rindler horizons/causal diamonds, or the (timelike)
stretched horizons of future lightcones. The derivation of the equation of state makes use of 'physical process' analysis such that set-up is inherently dynamical: a dynamical entropy change leads to a dynamical change of local geometry of a single background spacetime. An advantage of this approach is that we can readily attain the full non-linear gravitational field equations since we are studying local horizons about a point, which, by construction, the resulting equations of motion satisfy the Riemann normal coordinate expansion at each order. As noted earlier, a disadvantage of the thermodynamic method is that the entropy functional lacks a precise physical interpretation, i.e., what is the entropy in spacetime thermodynamics? In [Svesko (2018)] and this chapter, we strengthened the bridge between the thermodynamical and entanglement equilibrium approaches (i) and (ii), where we connected the physical process derivations using local causal diamonds or stretched lightcones to their equilibrium state counterparts. This does not prove, but deeply suggests the entropy appearing in spacetime thermodynamics is an entanglement entropy due to fluctations near local causal horizons.

To contrast, the entanglement equilibrium approach uses an equilibrium state form of the first law, not the physical process version. This is consistent with the fact we obtain the constraint for linearized equations of motion. That is, we do not expect to attain evolution equations to arise from an equilibrium condition. Yet, we are able to get (local) dynamical equations using the equilibrium condition. This is because the dynamics of a diffeomorphism invariant theory of gravity is entirely determined by evaluating the constraints in all possible Lorentz frames, and locality because we are focusing on small balls in a perturbed MSS. It turns out, moreover, that the linearized first order variation of the Einstein tensor evaluated in a Riemann normal coordinate expansion about the center of the small ball $p$, is equivalent to the full non-linear Einstein tensor about $p,\left.\delta G_{a b}\right|_{\mathrm{RNC}}=G_{a b}(p)$. This allows us to recover
the full (local) non-linear Einstein equations. In contrast, the non-linear equations for higher derivative theories are not consistent with the RNC, i.e., $\left.\partial_{c} \partial_{d} \delta P_{\text {high }}^{a c d b}\right|_{\mathrm{RNC}} \neq$ $\nabla_{c} \nabla_{b} P_{\text {high }}^{a c d b}(p)$. This is because $P^{a b c d}$ is quadratic in the Riemann tensor, and the linearization of the higher order contributions using the RNC expansion come in at the same level. In other words, the non-linear equations of higher curvature theories of gravity at a point cannot be derived by only imposing linearized equations - we require information beyond the first order perturbations.

The third method (iii) requires one use AdS/CFT and the Ryu-Takayanagi formula, specifically the Casini-Huerta-Myers map [Casini et al. (2011)]. This map says that the vacuum entanglement entropy of a $d$-dimensional CFT reduced to ball-shaped regions in flat space can be reinterpreted as the thermal entropy of a CFT on a hyperbolic cylinder at a temperature inversely proportional to the radius of the cylinder. In the event the CFT is holographic, the thermal entropy is shown to be dual to the horizon entropy of a massless $(d+1)$-dimensional AdS black hole with a hyperbolically sliced (or, the AdS-Rindler patch of pure AdS). This is simply the RT prescription applied to spherical entangling surfaces. Then, the first law of entanglement entropy of the CFT on the boundary is dual to the first law of (global) horizon thermodynamics with respect to Killing horizons in pure AdS. Consequently, perturbations to the CFT vacuum are dual to perturbations in the AdS geometry, which must satisfy the linearized gravitational field equations. Put another way, gravity emerges as a dual description of the entanglement entropy degrees of freedom. Similar to the entanglement equilibrium approach, this HEE method uses an equilibrium state first law. Unlike the previously described methods, HEE considers global horizons in the bulk, not local horizons on some dynamical spacetime, which is why this method can only get linearized equations, even when the bulk is described by Einstein gravity.

Let us now discuss potential directions for future work.

## Local First Laws

We now have two derivations of the gravitational equations of motion via a thermodynamic process, and an application of the Clausius relation $T \Delta S_{\mathrm{rev}}=Q$. As reviewed in 4.2 , it was shown that one may write down a hybrid first law of gravity and thermodynamics

$$
\begin{equation*}
\Delta E=T \Delta S_{\mathrm{rev}}-\mathcal{W} \tag{5.31}
\end{equation*}
$$

connecting matter energy $E$ and work $\mathcal{W}$ with the gravitational entropy $S$ evaluated on the stretched future lightcone of any point in an arbitrary spacetime. It would be interesting to see if we can find a similar first law of causal diamonds. In fact, recently, Jacobson and Visser have established a first law for a causal diamond in a maximally symmetric space, analogous to the first law of black hole mechanics [Jacobson and Visser (2018)]. In this set-up, the causal diamond is equipped with a cosmological constant, and one discovers that a local gravitational first law of causal diamonds is reminiscent of the Smarr formula for a ball in a maximally symmetric space. Moreover, if one wishes to interpret this first law as a Clausius relation, then the causal diamond, classically, is a thermodynamic system with a negative temperature. It would be interesting to study the thermodynamic behavior of the causal diamond, as well as look for a similar local first law for stretched lightcones, and verify that the stretched lightcone is a thermodynamic system with positive temperature.

## Non-Linear Equations of Motion

It is interesting that we were able to derive the full non-linear gravitational equations of motion via a reversible process, while we only found the linearized equations of motion via the entanglement equilibrium condition. This is because we restricted ourselves to first order perturbations of the entanglement entropy and background
geometry. Higher order perturbations to the entanglement entropy lead to a modified form of the first law of entanglement entropy, e.g., the second order change in entanglement entropy is no longer proportional to the expectation value of the modular Hamiltonian (1.5), but rather one must include the relative entropy. Moreover, as pointed out in [Bueno et al. (2016)], using higher order terms in the RNC expansion and higher order perturbations to the entanglement entropy could make it possible to derive the fully nonlinear equations of an arbitrary theory of gravity. Indeed, these ideas were recently incorporated in the context of holographic entanglement entropy to derive the non-linear contributions to gravitational equations [Faulkner et al. (2017); Haehl et al. (2018); Lewkowycz and Parrikar (2018)]. Due to the simlarity between the holographic and entanglement equlibrium approaches, developments in one is likely to inform the other.

We should also point out that the way we derived the non-linear gravitational equations via a physical process was by modifying $\zeta_{a}$ and $\xi_{a}$ to deal with the fact that $\zeta_{a}$ and $\xi_{a}$ are both approximate Killing vectors. It would be interesting to see whether these modifications have a microscopic interpretation and could be employed in the context of entanglement equilibrium such that the non-linear equations of motion arise without needing to consider second order perturbations to the entanglement entropy.

## Entanglement of Spherical Rindler Horizons

This is not the first time spherical Rindler horizons have appeared in the literature on holography or entanglement entropy. In particular, spherical Rindler horizons make an appearance in the mathematical construction of minimal entangling surfaces necessary to derive the (static) version of the Ryu-Takayanagi formula [Fursaev et al. (2013)]. It would be interesting to better understand how the spherical Rindler horizon can be understood as an entangling surface, and how it relates to the minimal
surfaces used in Lewkowycz and Maldacena (2013); Dong (2014) - we note that the stretched future lightcone $\Sigma$, despite having properties reminiscent of a black hole horizon, is not a minimal surface. Since $\Sigma$ is timelike, it would be interesting to see if it plays a role in the covariant formulation of holographic entanglement entropy [Hubeny et al. (2007)].

Spherical Rindler horizons also make an appearance in another version of the 'spacetime from entanglement paradigm'. Specifically, in [Balasubramanian et al. (2013, 2014)] it was shown that when spherical Rindler space is embedded in AdS, it has an entropy proportional to the area of the spherical Rindler horizon. Moreover, spherical-Rindler-AdS space was shown to be dual to a UV sector of the boundary field theory, and that one can define a differential entropy - a UV divergenceless quantifying the collective ignorance a family of local observers in a CFT who make measurements over a finite time - which reproduces the entropy of circular holes in $A d S_{3}$, and, more generally, reconstructs bulk curves on a spatial slice of $A d S_{3}$. These ideas have since been generalized to use the differential entropy to reconstruct bulk surfaces in any dimension [Czech et al. (2014)], bulk surfaces which vary in time, and that for a broad class of holographic backgrounds possessing generalized planar symmetry, the differential entropy and gravitational entropy are equivalent [Headrick et al. (2014)]. It would be interesting to see if it is possible to interpret the first law of stretched lightcones as a condition on the differential entropy.

## Chapter 6

## MICROSCOPIC HERALDS OF THERMODYNAMIC VOLUME

The laws of black hole mechanics [Bardeen et al. (1973)] were originally observations about black hole geometry, and were only recognized as laws of thermodynamics after Hawking provided a convincing quantum mechanical argument that black holes have a temperature [Hawking $(1974,1975)]$. Recognizing the laws of black hole mechanics as thermodynamic statements, in part, comes about by comparing to the analogous statements for ordinary matter systems. The first law of (static) black hole thermodynamics, however,

$$
\begin{equation*}
\Delta M=T \Delta S \tag{6.1}
\end{equation*}
$$

is clearly missing a $p \Delta V$ term. Since the $p \Delta V$ quantity in the first law of ordinary thermodynamics ${ }^{1}$ is typically associated with work done by a system or substance, e.g., an ideal gas in a piston, where $p$ is the pressure and $\Delta V$ is the change in volume of the gas, it is initially unclear how to interpret such a quantity in the context of black hole physics. Indeed it is not obvious what is meant by the 'volume' of a black hole, as, for example, in a Schwarzschild black hole at $r<r_{H}$ the $r$ coordinate is timelike, and therefore a volume of $V=4 \pi r_{H}^{3} / 3$ does not make much sense.

We can, however, make progress by embedding black holes into spacetimes with a cosmological constant. In such spacetimes, pressure makes a natural appearance in gravity when we include in a cosmological constant $\Lambda$ as the dynamical pressure of a fluid

$$
\begin{equation*}
p=-\frac{\Lambda}{8 \pi} \tag{6.2}
\end{equation*}
$$

[^24]Cosmological observations strongly suggest that $\Lambda>0$, which would translate to a negative pressure system, signaling thermodynamic instability. Alternatively, when $\Lambda<0$, as is the case for AdS spacetimes, $p>0$ leading to a well defined thermodynamic system. Embedding black holes in backgrounds with $\Lambda \neq 0$ also suggest the ADM mass $M$ of the black hole should be interpreted as the enthalpy $H$, rather than the internal energy $U$ [Kastor et al. (2009)], leading to the extended first law of thermodynamics ${ }^{2}$

$$
\begin{equation*}
\Delta M=\Delta H=T \Delta S+V \Delta p \tag{6.3}
\end{equation*}
$$

where the volume $V$ is simply the thermodynamic conjugate variable to pressure $p$

$$
\begin{equation*}
V \equiv\left(\frac{\partial H}{\partial p}\right)_{S} \tag{6.4}
\end{equation*}
$$

In this context the appearance of enthalpy is natural: forming a black hole of volume $V$ requires removing a region of spacetime of size $V$ at a cost of $p V$. Enthalpy $H$ is the energy which captures the creation of such a thermodynamic system.

Since the beginning of the program of black hole extended thermodynamics, the thermodynamic volume (6.4) is a bit mysterious. In the simple case of static black holes (with no additional non-trivial scalar sector) it has the geometric interpretation as the naive spherical volume occupied by the black hole. For example, the case of static black holes, the thermodynamic volume is simply the geometric volume constructed by the naive use of the horizon radius, e.g., in $D=d+1=4$ spacetime dimensions,

$$
\begin{equation*}
V=\frac{4}{3} \pi r_{H}^{3} . \tag{6.5}
\end{equation*}
$$

In general, however, the thermodynamic volume is non-geometrical [Cvetic et al. (2011); Johnson (2014b)]. For example, when the rotation of a black hole is included,

[^25]the thermodynamic volume and naive geometric volume expressions no longer coincide, instead the volume will depend on this rotation (for a review see, e.g., [Dolan (2012)]). In such general settings, it becomes a truly independent variable from the entropy, and the physics associated with it becomes richer.

Despite its mysterious nature, the thermodynamic volume can nonetheless be used to classify different types of black holes using the so-called reverse isoperimetric inequality [Cvetic et al. (2011)]:

$$
\begin{equation*}
\mathcal{R} \equiv\left(\frac{(d-1) V}{\omega_{d-2}}\right)^{\frac{1}{d-1}}\left(\frac{\omega_{d-2}}{4 S}\right)^{\frac{1}{d-2}} \geq 1 \tag{6.6}
\end{equation*}
$$

where $V$ is the thermodynamic volume, and $S$ is the gravitational entropy. Also, the quantity $\omega_{n}=2 \pi^{(n+1) / 2} / \Gamma[(n+1) / 2]$ is the standard volume of the round unit sphere. It was conjectured in [Cvetic et al. (2011)] the inequality (6.6) is saturated by Schwarzschild-AdS black holes (including the Banados, Teitelboim and Zanelli (BTZ) black hole [Banados et al. (1992)]) in $d=3$ ), with $\mathcal{R}=1$. Black holes where $\mathcal{R}>1$ are said to be sub-entropic, such as Kerr-AdS [Cvetic et al. (2011)] and STU black holes [Caceres et al. (2015)]. Systems with $\mathcal{R}<1$, such as the ultra-spinning limit of Kerr-AdS black holes [Hennigar et al. (2015a,b)], are super-entropic. Unlike their higher-dimensional counterparts, in $d=3$, the rotating BTZ black hole has $\mathcal{R}=1$, while the charged BTZ hole [Martinez et al. (2000)] has $\mathcal{R}<1$.

We emphasize that the inequality (6.6) is written here with $\mathcal{R}$ defined in terms of the entropy $S$ instead of the horizon area $A$, as it was originally written in ref. [Cvetic et al. (2011)]. This is because, in our view, super-entropicity is a statement about the thermodynamic quantity entropy (as the title suggests) and not about the outer horizon area ${ }^{3}$. Moreover, more general theories of gravity have an entropy that is not

[^26]proportional to the outer horizon area, but may include contributions from the inner horizon ${ }^{4}$.

It was recently observed [Johnson (2019b)] that several super-entropic black holes are thermodynamically unstable, signified by a negative heat capacity $C_{V}$. It was conjectured there that super-entropicity may generally imply that $C_{V}<0$, which can be verified analytically for the charged BTZ black hole (as we will show later). Despite this nice interpretation of black hole super-entropicity, it lacks a microscopic interpetation; in fact, the thermodynamic volume also lacks a microscopic interpretation. We find ourselves, then, in a similar position as physicists before us who asked the same question about the microscopic interpretation of black hole entropy.

One interpretation of black hole entropy was to consider black holes in spacetimes with negative $\Lambda$, where the gravitational physics can often be recast in terms of a dual (non-gravitational) field theory in one dimension fewer using the correspondence between anti-de Sitter dynamics and conformal field theory physics (the AdS/CFT correspondence) [Maldacena (1998); Gubser et al. (1998); Witten (1998a,b)], it is natural to ask whether $V$ has a direct interpretation in the field theory ${ }^{5}$. In general, this question is rather hard to explore, since the duality addresses the strongly coupled field theory regime, which is not always easily accessible in traditional field theory terms. Moreover the finite $T$ regime of the AdS/CFT duality is (in general) rather less well robustly explored than the $T=0$ sector.

Here we point out that progress can be made in the case of three dimensional gravity (with $\Lambda<0$ ), since in that case the duality's dictionary is rather stronger:

[^27]Asymptotically anti-de Sitter geometries in three dimensions $\left(\mathrm{AdS}_{3}\right)$ are dual to conformally invariant two dimensional field theories, which are very tightly constrained in their structure. Moreover, the finite temperature $T$ is simply the (inverse) period of a cycle in the two dimensional Riemann surface the theory is defined on. We will be able to write the thermodynamic volume $V$ in terms of quantities very familiar in the CFT. With that achieved, it is then straightforward to translate any conditions involving $V$ into statements in the CFT.

For example, it is natural in thermodynamics to ask questions about the fixed volume sector. However, in general ${ }^{6}$, this is somewhat mysterious from the black hole thermodynamics perspective - fixed pressure is more natural there since that is simply fixed $\Lambda$-but with a microscopic dual field theory identification such as the one presented here, progress can be made in examining the physics of the fixed volume sector. (This may be of use in furthering recent work [Johnson (2019c,a,b)] that has uncovered novel and potentially useful physics in the fixed volume sector of black hole thermodynamics.)

We make such progress by arriving, in an important example, at a microscopic connection between the thermodynamics of the fixed volume sector and, in particular, super-entropicity [Cvetic et al. (2011)]. While we do not prove the conjecture about the connection between $C_{V}$ instability and super-entropicity here, we find a microscopic phenomenon that seems to explain (or at least herald) the super-entropicity on the gravity side, and it emerges precisely as a result of our microscopic identification of the thermodynamic volume $V$ and as a consequence of working in the fixed $V$ sector. It works as follows: The standard (microscopic) CFT expression for the

[^28]entropy, $S$, of the black holes which successfully reproduces [Carlip and Teitelboim (1995); Strominger and Vafa (1996b); Strominger (1998); Birmingham et al. (1998)] the gravitational Bekenstein-Hawking entropy, is usually the Cardy formula [Cardy (1986); Bloete et al. (1986)] in these dualities, and it turns out to be built out of some of the same quantities as the thermodynamic volume $V$. What we show is that working at fixed, positive $V$ places a condition on the CFT sector meaning that the (naive) Cardy formula over-counts the entropy in the CFT. This is the microscopic herald of the fact that the gravity entropy (as counted by Cardy) is, in a precise sense, "too much".

As a simple first check of our microscopic formalism and our assertion that superentropicity is connected to the over-counting seen in the CFT, we study a rather large family of examples. These "generalized exotic" BTZ black holes [Carlip and Gegenberg (1991); Carlip et al. (1995); Townsend and Zhang (2013)] have a rich extended thermodynamics [Cong and Mann (2019)] with $C_{V} \neq 0$ that can also be written in two dimensional CFT terms. While there are sectors that have negative specific heats (both $C_{p}$ and $C_{V}$ can be negative for some ranges of parameters, and positive for other ranges) these examples, which are non-unitary in some cases, are not super-entropic ${ }^{7}$. In the spirit of our methods, the thermodynamic volume $V$ can be written in terms of CFT quantities. Doing so, we see that working at fixed $V$ does not result in the Cardy formula over-counting the CFT entropy. This therefore fits

[^29]with our suggestion that super-entropicity is heralded by such an over-count at fixed $V$.

### 6.1 CFT and Standard BTZ

Two principal quantities in two dimensional conformal field theory are the energy $E$ and the spin $J$, which are given in terms of the sum and difference of the eigenvalues, $\Delta, \bar{\Delta}$, of $L_{0}$ and $\bar{L}_{0}$, the zeroth components of the right and left Virasoro generators (which define the conformal algebra):

$$
\begin{equation*}
E=\frac{\Delta+\bar{\Delta}}{\ell}, \quad J=\Delta-\bar{\Delta} . \tag{6.7}
\end{equation*}
$$

Here $\ell$ is a length scale set by the cosmological constant of the dual gravity theory via $\Lambda=-1 / \ell^{2}$. The right and left Virasoro algebras have central charges $c_{R}$ and $c_{L}$, which are proportional to $\ell$. Their precise values are example dependent, as we shall see. The values of $E$ and $J$ are computed in the dual gravity theory quite readily, and are the mass $M$ and angular momentum $J$ of the black hole spacetime. The entropy on the gravitational side is computed using the Bekenstein-Hawking formula, the quarter of the area of a horizon. (Note that "area" here will mean the circumference of a circle, since there are only two spatial dimensions in the gravity theory. There may be contributions from more than one horizon, as we shall see in later examples.) On the field theory side, this entropy is reproduced in the field theory using [Carlip and Teitelboim (1995); Strominger and Vafa (1996b); Strominger (1998); Birmingham et al. (1998)] the Cardy formula for the asymptotic degeneracy of states with a given conformal dimension:

$$
\begin{equation*}
S=\log (\rho(\Delta, \bar{\Delta}))=2 \pi \sqrt{\frac{c_{R} \Delta}{6}}+2 \pi \sqrt{\frac{c_{L} \bar{\Delta}}{6}} . \tag{6.8}
\end{equation*}
$$

Crucially, this formula's validity depends upon the key assumption that the lowest $L_{0}, \bar{L}_{0}$ eigenvalues vanish [Carlip (1998)]. We will revisit this issue shortly.

For the examples discussed in this paper, the spacetime metric will be of the leading Bañados, Teitelbiom and Zanelli (BTZ) [Banados et al. $(1992,1993)]$ form:

$$
\begin{gather*}
d s^{2}=-f(r) d t^{2}+f(r)^{-1} d r^{2}+r^{2}\left(d \varphi-\frac{4 j}{r^{2}} d t\right)^{2} \\
f(r)=-8 m+\frac{r^{2}}{\ell^{2}}+\frac{16 j^{2}}{r^{2}}+\cdots \tag{6.9}
\end{gather*}
$$

(with one exception we will discuss separately). The black hole has an outer and inner horizon, at radii denoted $r_{ \pm}$, which are the larger and smaller roots of $f(r)=$ 0 . Depending upon the parent gravity theory in question (examples below), the parameters $m$ and $j$ determine the black hole mass $M$ and angular momentum $J$ either directly or in linear combination. The classic BTZ example has $f(r)$ as written (no extra terms) and $M=m$ and $J=j$, and together with $S$ they are:

$$
\begin{equation*}
M=\frac{r_{+}^{2}+r_{-}^{2}}{8 \ell^{2}}, \quad J=\frac{r_{+} r_{-}}{4 \ell}, \quad S=\frac{\pi r_{+}}{2} . \tag{6.10}
\end{equation*}
$$

Comparing the first two quantities to those in equation (6.7) gives, after a little algebra:

$$
\begin{equation*}
\Delta=\frac{\left(r_{+}+r_{-}\right)^{2}}{16 \ell}, \quad \text { and } \quad \bar{\Delta}=\frac{\left(r_{+}-r_{-}\right)^{2}}{16 \ell} \tag{6.11}
\end{equation*}
$$

Using these in equation (6.8) with $c_{R}=c_{L}=3 \ell / 2$ yields the gravity entropy in equation (6.10).

In extended thermodynamics, the pressure is given by $p=1 / 8 \pi \ell^{2}$, and the mass $M$ is the enthalpy

$$
\begin{equation*}
H(S, p)=4 \pi p\left(\frac{S}{\pi}\right)^{2}+\frac{\pi^{2} J^{2}}{2 S^{2}} \tag{6.12}
\end{equation*}
$$

We will work at fixed $J$ henceforth, treating it as a parameter. The first law remains as in equation (6.3). Hence, the thermodynamic volume and temperature turn out to be

$$
\begin{equation*}
\left.V \equiv \frac{\partial H}{\partial p}\right|_{S}=\pi r_{+}^{2},\left.\quad T \equiv \frac{\partial H}{\partial S}\right|_{p}=\frac{r_{+}^{2}-r_{-}^{2}}{2 \pi \ell^{2} r_{+}} \tag{6.13}
\end{equation*}
$$

the latter agreeing with either a surface gravity computation or the requirement of regularity of the Euclidean section [Gibbons and Hawking (1977)].

We can go a step further. The CFT/gravity relations (6.11) can be inverted to give $r_{ \pm}$in terms of $\Delta$ and $\bar{\Delta}$, and so we can write $V$ in terms of CFT quantities as ${ }^{8}$ :

$$
\begin{equation*}
V=\frac{8 \pi}{3}\left(\sqrt{c_{R} \Delta}+\sqrt{c_{L} \bar{\Delta}}\right)^{2} . \tag{6.14}
\end{equation*}
$$

We propose that this relationship should be read in an analogous manner to how the Cardy formula in equation (6.8) is read. States can be constructed in the CFT in the usual manner, acting on the vacuum with the left and right (negatively moded) Virasoro generators as creation operators. Then $L_{0}$ and $\bar{L}_{0}$ measure $\Delta$ and $\bar{\Delta}$. For given values of these quantities, equation (6.14) defines a quantity $V$ that has the interpretation as the thermodynamic value in the gravity theory. Since it is made from (the square of) the same combination of CFT quantities that $S$ is built from, there is not much more to learn from this example. Questions about $V$ are equivalent to questions about $S$, as they are not independent quantities.

### 6.2 Charged BTZ Black Holes

Our first example where something new arises is the charged BTZ black hole with no angular momentum, a solution of Einstein-Maxwell in three dimensions [Martinez et al. (2000)]. Now, we have $J=0$ and the metric function to use in equation (6.9) is instead $f(r)=-8 M+\frac{Q^{2}}{2} \log (r / \ell)+r^{2} / \ell^{2}$, where $Q$ is the $U(1)$ charge of the solution and $M$ is the mass. There is also a gauge field $A_{t}=Q \log (r / \ell)$. From the point of view of the two dimensional CFT, $Q$ is merely a deformation parameter, a global charge, which will be kept fixed here. The extended thermodynamics gives [Frassino

[^30]et al. (2015)]:
\[

$$
\begin{align*}
H & =\frac{4 p S^{2}}{\pi}-\frac{Q^{2}}{32} \log \left(\frac{32 p S^{2}}{\pi}\right), \quad S=\frac{\pi}{2} r_{+} \\
T & =\frac{8 p S}{\pi}-\frac{Q^{2}}{16 S}, \quad V=\frac{4 S^{2}}{\pi}-\frac{Q^{2}}{32 p} \tag{6.15}
\end{align*}
$$
\]

and the first law is again equation (6.3). The internal energy of the system is given by $U \equiv H-p V=\left(Q^{2} / 32\right)\left[1-\log \left(32 p S^{2} / \pi\right)\right]$.

Note that the presence of the charge $Q$ introduces a $\log (r / \ell)$ term in the metric function $f(r)$. Consequently, the asymptotic symmetry group of the geometry is deformed, hiding the action [Brown and Henneaux (1986)] of the Virasoro algebra. Crucially, we regard Virasoro as hidden, but not absent. We propose that the conformal field theory will still have the structure that we saw in the previous example, and below we will find strong evidence in support of this.

To make Virasoro explicit requires a different approach. The boundary conditions on the metric and gauge field can be modified by enclosing the entire black hole system inside some radius $r_{0}$ and introducing a renormalized mass according to $M\left(r_{0}\right)=M+\frac{Q^{2}}{16} \log \left(r_{0} / \ell\right)$, such that the manifest asymptotic Virasoro symmetry is restored [Cadoni et al. (2008)]. This alternative scheme rearranges the thermodynamic quantities (both traditional and extended). In the resulting extended thermodynamics (which requires promoting the scale $r_{0}$ to a dynamical variable in order to have a consistent first law [Frassino et al. (2015)]) the thermodynamic volume $V$ loses its $Q$ dependence, becoming the geometric volume $\pi r_{+}^{2}$, and since $S=\pi r_{+} / 2$, we have $C_{V}=0$. Hence, we will not study this renormalized scheme and instead focus our attention on the thermodynamic quantities as presented in equations (6.15), which yield an interesting case study. We will revisit the renormalized scheme in later discussion.

Notice that $V$ and $S$ in equation (6.15) are now independent. The requirement that the temperature be positive results in the restriction $Q^{2} \leq 4 \eta$, where $\eta=32 p S^{2} / \pi$. Since $V=T S / 2 p$, this also translates into positivity of the volume $V$. The parameter $\eta$ also appears in the internal energy $U$, and requiring that $U>0$ gives $\eta \leq 1$. So, just from the gravity side, we get the bound $Q^{2} \leq 4$.

Turning to the CFT quantities, $c_{L}=c_{R}=3 \ell / 2=c$ as before, and since $J=0$ we have $\Delta=\bar{\Delta}$. The Cardy formula gives the entropy as before: $S=4 \pi \sqrt{c \Delta / 6}$, but now the thermodynamic volume $V$, written in terms of CFT quantities, is:

$$
\begin{equation*}
V=\frac{32 \pi c}{3}\left(\Delta-\frac{Q^{2} c}{96}\right) . \tag{6.16}
\end{equation*}
$$

Positivity of $V$ (following from positivity of $T$ ) translates into a non-trivial statement: The lowest $\Delta$ can be is $\Delta_{0}=Q^{2} c / 96$. Recall that an assumption underlying the Cardy formula (6.8) is that $\Delta_{0}=0$. In fact, when $\Delta_{0} \neq 0$, the correct formula to use for the (logarithm of the) asymptotic density of states replaces $c$ by $c_{\text {eff }} \equiv c-24 \Delta_{0}$, resulting in (for positive $\Delta_{0}$ ) a reduction of the entropy count [Carlip (1998)]. For us, $c_{\mathrm{eff}}=c\left(1-Q^{2} / 4\right)$, and we recover two interesting pieces of information. The first is that the gravity entropy, which corresponds to the naive Cardy formula, over-counts the number of degrees of freedom of the theory. The second is that there is a unitarity bound of $Q^{2} \leq 4$, the same bound we obtained by independent gravity requirements that $T$ and $U$ are positive!

That we have recovered precisely the same condition on $Q$ using two very different considerations (gravity and CFT) is strong support for our proposal for writing a microscopic/CFT formula for $V$. It also strongly suggests that we were correct to use the $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ map for this charged black hole despite the fact that the asymptotic algebra is deformed by the presence of $Q$.

The over-counting of the entropy discovered here suggests that something is wrong with the equilibrium thermodynamics suggested by the variables in equation (6.15). We propose that it is in fact a herald of the phenomenon called super-entropicity, discussed next.

### 6.3 Super-Entropicity and Instability

The charged BTZ solution is the simplest example of a super-entropic black hole [Frassino et al. (2015)], as it violates the reverse isoperimetric inequality (6.6),

$$
\begin{equation*}
4 S^{2}>\pi V \tag{6.17}
\end{equation*}
$$

It was recently observed [Johnson (2019b)] that several super-entropic black holes are thermodynamically unstable, signified by a negative heat capacity $C_{V}$. It was conjectured there that super-entropicity may generally imply that $C_{V}<0$, following from the fact that for a charged BTZ black hole this can be verified analytically: The temperature $T$ and $C_{V}$ take the form:

$$
\begin{equation*}
T=\frac{\pi V}{16 S} \frac{Q^{2}}{\left(4 S^{2}-\pi V\right)}, \quad C_{V}=-S\left(\frac{4 S^{2}-\pi V}{12 S^{2}-\pi V}\right) . \tag{6.18}
\end{equation*}
$$

The temperature is positive when $4 S^{2}>\pi V$, which is equivalent to the $d=3$ superentropicity condition $\mathcal{R}<1$. Moreover, this is precisely when the charged BTZ solution has $C_{V}<0$, i.e., it is thermodynamically unstable. (Showing that $C_{V}<0$ when $\mathcal{R}<1$ was also verified numerically in ref. [Johnson (2019b)] for a class of ultra-spinning Kerr-AdS black holes in various higher dimensions. Analytic counterparts to the above $d=3$ demonstration were not obtained however.)

Positivity of $T$ ensuring a connection between super-entropicity and instability is strongly reminiscent of what we saw in the previous section, when making connections to the CFT. When the dual CFT is unitary, we may translate $c_{\text {eff }}>0$ into $4 S_{\mathrm{CFT}}^{2}>\pi V$,
where $S_{\mathrm{CFT}}=4 \pi \sqrt{c_{\mathrm{eff}} \Delta / 6}$. Then, since $S>S_{\mathrm{CFT}}$, we have $4 S^{2}>\pi V$. Therefore, superentropicity reflects that the gravitational entropy over-counts the number of degrees of freedom of the underlying microscopic theory.

The over-counting is also accompanied by the negativity of $C_{V}$, which itself suggests an instability, a movement in solution space to some new set of thermodynamic quantities for which $C_{V}$ is no longer negative. It is tempting to speculate that the extended thermodynamics yielded [Frassino et al. (2015)] by studying the renormalized scheme of ref. [Cadoni et al. (2008)] (reviewed briefly below equations (6.15)) is the endpoint of the instability. One suggestion of our observations here is that there is another framework (different from the renormalization scheme recalled below equation (6.15)) in which the asymptotic Virasoro algebra is restored, but in which the central charge is modified to our effective central charge $c_{\text {eff }}=c\left(1-Q^{2} / 4\right)$. It would be interesting to find such a framework, and to see whether the resulting thermodynamic quantities produce a super- or sub-entropic system.

### 6.4 Generalized Exotic BTZ Black Holes

As a final example we consider the family of "generalized exotic BTZ" black holes [Carlip and Gegenberg (1991); Carlip et al. (1995); Townsend and Zhang (2013)]. The relevant gravity theory is a linear combination of the Einstein-Hilbert action and the gravitating Chern-Simons action, $I=\alpha I_{\mathrm{EM}}+\gamma I_{\mathrm{GCS}}$, where $\gamma=1-\alpha$. The metric is again given in equation (6.9), with no extra terms for $f(r)$, but this time the mass and angular momentum mix the parameters $m$ and $j: M=\alpha m+\gamma j / \ell$, $J=\alpha j+\gamma \ell m$. The case of $\alpha=1$ is the standard BTZ black hole, while $\gamma=1$ is the exotic BTZ black hole. General $0 \leq \alpha \leq 1$ interpolates between these two extremes.

The thermodynamic variables are given by:

$$
\begin{align*}
& M=\frac{\alpha\left(r_{+}^{2}+r_{-}^{2}\right)}{8 \ell^{2}}+\frac{\gamma r_{+} r_{-}}{4 \ell^{2}}, \quad J=\frac{\alpha r_{+} r_{-}}{4 \ell}+\frac{\gamma\left(r_{+}^{2}+r_{-}^{2}\right)}{8 \ell}, \quad \Omega=\frac{r_{-}}{r_{+} \ell} \\
& T=\frac{r_{+}^{2}-r_{-}^{2}}{2 \pi \ell^{2} r_{+}}, \quad S=\frac{\pi}{2}\left(\alpha r_{+}+\gamma r_{-}\right), \quad V=\alpha \pi r_{+}^{2}+\gamma \pi r_{-}^{2}\left(\frac{3 r_{+}}{2 r_{-}}-\frac{r_{-}}{2 r_{+}}\right), \tag{6.19}
\end{align*}
$$

where $\Omega$ is the angular velocity.
Recently it was shown that generalized exotic BTZ solutions can have $C_{V}$ both positive and negative [Cong and Mann (2019)]. Specifically, for $\alpha<1 / 2, C_{V}$ is positive for large enough $r_{+}$. In the regions where $C_{V}>0$, however, the heat capacity at constant pressure $C_{p}$ will be negative, indicating that they are generally unstable. Notice that for the inequality (6.6), we have

$$
\begin{equation*}
\mathcal{R}=\frac{1}{2(\alpha+\gamma x)} \sqrt{4 \alpha+6 \gamma x-2 \gamma x^{3}} \tag{6.20}
\end{equation*}
$$

where $x \equiv r_{-} / r_{+}$ranges between 0 and 1 . For the defined range of non-zero $\alpha$, we find $\mathcal{R}>1$, and thus these generalized exotic BTZ black holes form a class of sub-entropic black holes. Had we instead used the form of $\mathcal{R}$ first written in [Cvetic et al. (2011)], we would have found $\mathcal{R}<1$ and concluded that these solutions are super-entropic, as ref. [Cong and Mann (2019)] does. However, as we have already stated, we are using the entropy-focused interpretation of the term super-entropic as opposed to the (less physical) area-focused usage. In this sense, in the spirit of ref.'s [Johnson (2019b)] conjecture and what we've seen in the previous two sections, there is no super-entropicity and hence $C_{V}$ does not need to become negative, since the solution does not need to somehow shed the extra entropy.

Turning to the dual conformal field theory, some algebra shows that variables $M$, $J$, and $S$ fit the CFT form given in equations (6.7) and (6.8), (with factors $\alpha+\gamma=1$ for right-moving quantities and $\alpha-\gamma=2 \alpha-1$ for left-moving):

$$
\begin{equation*}
\Delta=\frac{1}{16 \ell}\left(r_{+}^{2}+r_{-}^{2}\right), \quad \bar{\Delta}=\frac{2 \alpha-1}{16 \ell}\left(r_{+}^{2}-r_{-}^{2}\right), \quad c_{R}=\frac{3 \ell}{2}, \quad c_{L}=\frac{3 \ell}{2}(2 \alpha-1)(.6 \tag{.6.21}
\end{equation*}
$$

We may recast the thermodynamic volume $V$ (6.19) in terms of these CFT parameters. The resulting expression is:

$$
\begin{equation*}
\frac{3 V}{4 \pi c_{R}}=\left(1+\frac{1}{\epsilon}\right)(\sqrt{\Delta}+\sqrt{\epsilon \bar{\Delta}})^{2}+\left(1-\frac{1}{\epsilon}\right)\left(\frac{\sqrt{\Delta}-\sqrt{\epsilon \bar{\Delta}}}{\sqrt{\Delta}+\sqrt{\epsilon \bar{\Delta}}}\right)[\Delta+\epsilon \bar{\Delta}+4 \sqrt{\epsilon \Delta \bar{\Delta}}] \tag{6.22}
\end{equation*}
$$

where $\epsilon \equiv c_{R} / c_{L}$. Note that $c_{R}=c_{L}$ when $\alpha=1, \gamma=0$, i.e., we have the usual BTZ solution of section 6.1, and our expression (6.22) reduces to the thermodynamic volume given in equation (6.14).

The key observation from (6.22) is that, unlike the charged BTZ case, requiring positivity of $V$ does not lead to a shift away from zero for the lowest value of $\Delta$ or $\bar{\Delta}$. As such, the gravitational entropy (as given by the Cardy formula) does not overcount the number of microscopic degrees of freedom. This fits with the observation above that there is no super-entropicity in these examples (using the entropy-focused definition of $\mathcal{R}$ in equation (6.6)).

### 6.5 Summary and Future Work

In conclusion, we have shown how to microscopically interpret (using $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ duality) the thermodynamic volume of extended black hole thermodynamics, by writing formulae for it in terms of CFT quantities. For simple black holes where $V$ and $S$ are not independent, such a formula is no more useful than the Cardy formula for $S$. However, deploying the interpretation in the charged BTZ example where $V$ is independent of $S$, we uncovered that the naive Cardy formula over-counts the entropy of the theory. We interpret this as a microscopic herald of the super-entropicity phenomenon associated to some solutions in extended thermodynamics.

Independent conditions derived from gravity and CFT gave precisely the same bound on $Q$, the black hole charge: $Q^{2} \leq 4$, suggesting internal consistency of our
methods. These methods included using the CFT dual of the charged black hole solution even though the presence of $Q$ deforms the asymptotic symmetry (Virasoro) algebra. This might suggest that there is another framework (different from the renormalization scheme recalled below equation (6.15)) in which the asymptotic Virasoro algebra is restored, but in which the central charge is modified to our effective central charge $c_{\text {eff }}=c\left(1-Q^{2} / 4\right)$. It would be interesting to find such a framework, and to see whether the resulting thermodynamic quantities produce a super- or sub-entropic system.

It would also be interesting to find a similar microscopic understanding of superentropicity of ultra-spinning black holes [Hennigar et al. (2015a,b)]. These solutions exist for $d \geq 4$, where we can no longer use $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$ duality. Instead, however, we could consider Kerr/CFT duality [Guica et al. (2009)], along the lines of ref. [Sinamuli and Mann (2016)], and see if constraints imposed by the gravitational thermodynamics lead to any requirements on the dual CFT. We leave this for future work.

Another line of investigation could be to develop further a characterization of how super-entropicity may result in the $C_{V}<0$ instability for other black holes, and in other dimensions. As conjectured in ref. [Johnson (2019b)], a consequence of superentropicity is negativity of $C_{V}$. (Note again that this is not the same as saying that negativity of $C_{V}$ implies super-entropicity.) For the charged BTZ case this was shown directly in equation (6.18), where the form and sign of $C_{V}$ depends solely on the ability to write the temperature as $T=\mathcal{F}(S, V, Q) /(1-\mathcal{R})$, where $\mathcal{F}$ is a function we wish to characterize further, and the $\mathcal{R}$ in the denominator is given in equation (6.6). Not every black hole solution will have a temperature that can be written in this form, as we see in the cases of the uncharged and exotic BTZ black holes. Moreover, we know of sub-entropic solutions whose temperature does take this form, e.g., the $d=4$ Kerr-AdS black hole [Dolan (2011a)]. Nonetheless, we might attempt to learn
something about a sub-class of super-entropic black hole solutions by demanding the temperature take the form given above. If they have negative $C_{V}$, it implies conditions on $\mathcal{F}$. Our special form of $T$ together with the fact that $T=f^{\prime}\left(r_{+}\right) / 4 \pi$ for a gravity solution with metric function $f(r)$ might characterize enough about the properties of $f(r)$ to use it as a diagnostic tool for a wide variety of solutions.

## Chapter 7

## THE EXTENDED FIRST LAW OF ENTANGLEMENT IN ARBITRARY DIMENSIONS

The first law of entanglement,

$$
\begin{equation*}
\delta S_{E E}=\delta\left\langle H_{A}\right\rangle \tag{7.1}
\end{equation*}
$$

where $S_{E E}$ is the entanglement entropy across a subsystem $A$, with a state $\rho_{A}=$ $Z^{-1} e^{-H_{A}}$ described in terms of a modular Hamiltonian $H_{A}$, is a natural generalization of the first law of thermodynamics that applies to non-equilibrium states. As first shown in [Blanco et al. (2013)], it is a consequence of positivity of relative entropy, and determines the first order variation of entanglement entropy under state perturbations. Its most interesting application is arguably given in [Lashkari et al. (2014b); Faulkner et al. (2014b)], where it plays a crucial role in deriving the bulk linearized Einstein's equations about a perturbed AdS background from boundary entanglement correlations of the CFT.

Motivated by extended black hole thermodynamics [Kastor et al. (2009); Dolan (2011b); Kubiznak et al. (2017)], where the cosmological constant $\Lambda$ is interpreted as a thermodynamic pressure $p \equiv-\Lambda / 8 \pi G$, an extension of the first law of entanglement was proposed in [Kastor et al. (2014)], which includes not only variations of the state but also of the CFT itself. It can be written as

$$
\begin{equation*}
\delta S_{E E}=\delta\left\langle K_{B}\right\rangle+\frac{S_{E E}}{a_{d}^{*}} \delta a_{d}^{*} \tag{7.2}
\end{equation*}
$$

where now $S_{E E}$ is the vacuum entanglement entropy associated to a ball in Minkowsk spacei and $K_{B}$ its modular hamiltonian. The constant $a_{d}^{*}$ is defined for an arbitrary

CFT as

$$
a_{d}^{*}=\left\{\begin{array}{cl}
A_{d} & \text { for d even }  \tag{7.3}\\
(-1)^{\frac{d-1}{2}} \ln \left[Z\left(S^{d}\right)\right] / 2 \pi, & \text { for d odd }
\end{array}\right.
$$

Here $A_{d}$ is the coefficient in the trace anomaly proportional to Euler's density, while for odd dimensions $a_{d}^{*}$ is determined by the partition function of the CFT placed on a unit sphere $S^{d}$ (see [Pufu (2017)] for some examples in free theories). Since $a_{d}^{*}$ has a monotonous behavior under renormalization group flows [Casini et al. (2017)], we can interpret it as counting the number of degrees of freedom in the CFT. The generalized central charge $a_{d}^{*}$ has appeared in a number of holographic $c$-theorems in arbitrary dimensions and higher curvature theories of gravity [Myers and Sinha (2011)].

The first term in (7.2) is the ordinary contribution to the first law obtained by perturbing the state, while the second gives the behavior of the entanglement entropy when varying the CFT. We must emphasize that this second contribution is not equivalent to a renormalization group flow, since the variation continuously interpolates between CFTs. It simply gives the dependence of the entanglement entropy on the CFT data.

The extended first law (7.2) was initially derived in [Kastor et al. (2014)] for a holographic CFT dual to Einstein gravity, and later generalized to specific higher curvature gravity theories in [Kastor et al. (2016); Caceres et al. (2017); Lan et al. (2018)]. These derivations start by considering a particular Killing horizon in pure AdS and deriving an extended bulk first law which considers variations of the cosmological constant, using either Hamiltonian perturbation theory [Kastor et al. (2016)] or the Iyer-Wald formalism [Caceres et al. (2017)]. The horizon entropy associated to this Killing horizon is then identified as the entanglement entropy of the boundary CFT, while the variation of the cosmological constant maps to changing the generalized central charge $a_{d}^{*}$.

Given the importance and wide range of applications of the first law of entanglement, we should take any reasonable generalization seriously, as it has the potential of providing new insights into the structure of space-time and entanglement in QFTs. In this work we explore the extended first law of entanglement (7.2) by generalizing previous derivations to include arbitrary theories of gravity, clarifying some of its subtle features and studying its low dimensional limit.

The outline is as follows. We start in section 7.1 by showing that a remarkably simple argument allows us to derive the bulk analog of (7.2) for perturbations of any Killing horizon in pure AdS. Contrary to previous derivations, our computation is novel in its simplicity and the fact that it holds for arbitrary bulk gravity theories and Killing horizons in pure AdS, finding no need to resort to technical calculations as in [Kastor et al. (2014, 2016); Caceres et al. (2017); Lan et al. (2018)]. We discuss how each of the bulk quantities is mapped to the boundary CFT, carefully analyzing some subtleties previously overlooked. Applying our construction to certain bulk Killing horizons, we derive the extended first law (7.2) for the vacuum state of a CFT reduced to the following regions: a ball and the half-space in Minkowski, a spherical cap in the Lorentzian cylinder $\mathbb{R} \times S^{d-1}$ and de Sitter, and a ball in $\mathrm{AdS}_{d}$. The method used to find the appropriate bulk Killing horizons crucially relies on the freedom to choose conformal frames at the AdS boundary.

We continue in section 7.5 , where we revisit the calculations from section 7.1 but carefully analyzing the case in which the bulk theory is two-dimensional. Although this was not considered in previous work, we find no obstructions for the extended first law for Killing horizons in pure $\mathrm{AdS}_{2}$. Motivated by earlier work in extended thermodynamics in two dimensions [Frassino et al. (2015)], we point out some connections with Einstein-dilaton theories.

In section 7.6 we show that in three dimensional gravity an extended first law can be derived for Killing horizons in space-times that are locally but not globally AdS. This allows us to obtain an extended first law for the boundary $\mathrm{CFT}_{2}$ that is analogous to (7.2) but involving thermal instead of entanglement entropy. From the bulk perspective we find some interesting results for extended black hole thermodynamics, where we obtain a curious formula for the thermodynamic volume (see Eq. (7.91)), the conjugate variable to the pressure $p$.

We conclude in section 7.7 by expanding some discussions on the calculations in the main text. We clarify some aspects regarding the structure of divergences in the extended first law of entanglement (7.2) and critically analyze the extent to which it can hold for arbitrary regions and CFTs. While we find no obstructions for twodimensional CFTs, we argue that for general regions the extended first law of entanglement cannot hold for CFTs in space-times of dimension $d \geq 3$. Finally, we discuss some interesting aspects of the thermodynamic volume in three dimensional gravity and its connection to the microscopic interpretation of black hole super-entropicity [Cvetic et al. (2011)].

### 7.1 Killing Horizons in Pure AdS and Extended (Bulk) First Law

In this section we present a derivation of the extended first law of entanglement for holographic CFTs described by arbitrary covariant theories of gravity in the bulk. There are essentially three steps to deriving the extended first law of entanglement: (i) we start with a bulk Killing horizon in pure AdS and derive the extended bulk first law, relating variations of the horizon entropy to variations of the conserved charge associated with the Killing symmetry and coupling constants of the theory; (ii) we then take the boundary limit of the bulk space, defining the boundary spacetime on which the CFT lives, and map each of the quantities appearing in the extended bulk
first law to a boundary field theory statement, and (iii) finally, we make the connection to boundary CFT entanglement by considering a specific Killing horizon in pure AdS and and show that its boundary limit has an entanglement entropy intepretation.

Here we present a derivation of the extended bulk first law for holographic CFTs described by arbitrary covariant theories of gravity in the bulk

$$
\begin{equation*}
I\left[\lambda_{i}, g_{\mu \nu}\right]=\int d^{d+1} x \sqrt{-g} \mathcal{L}\left(g_{\mu \nu}, \mathcal{R}_{\mu \nu \rho \sigma}, \nabla_{\lambda} \mathcal{R}_{\mu \nu \rho \sigma}, \ldots\right) \tag{7.4}
\end{equation*}
$$

where $\mathcal{R}_{\mu \nu \rho \sigma}$ is the Riemann tensor. Each theory is characterized by a family of coupling constants $\left\{\lambda_{i}\right\}$ that are chosen such that the action admits a pure AdS vacuum solution of radius $L$. This length scale is a non-trivial function of the coupling constants of the theory $L=L\left(\lambda_{i}\right)$, and the pure AdS metric only depends on $\left\{\lambda_{i}\right\}$ through $L$. Although we could also add some matter to the action, for the most part we consider pure gravity and set matter fields to zero. We will present an illustrative example momentarily.

Consider a Killing vector $\xi^{\mu}$ of the pure $\operatorname{AdS}$ metric $g_{\mu \nu}^{\mathrm{AdS}}(L)$ which is time-like over some region

$$
\begin{equation*}
\xi^{2} \equiv g_{\mu \nu}^{\mathrm{AdS}} \xi^{\mu} \xi^{\nu} \leq 0 \quad \Longleftrightarrow \quad \text { Some region of AdS } \tag{7.5}
\end{equation*}
$$

The surface in which the vector vanishes defines a Killing horizon. One of the central quantities characterizing this horizon is its entropy, that for an arbitrary theory is computed from Wald's functional ${ }^{1}$ according to [Wald (1993); Iyer and Wald (1994)]

$$
\begin{equation*}
S_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}(L), \lambda_{i}\right]=-2 \pi \int_{\Sigma} d V\left[\frac{\delta \mathcal{L}}{\delta \mathcal{R}_{\rho \sigma}^{\mu \nu}} n^{\mu \nu} n_{\rho \sigma}\right] \tag{7.6}
\end{equation*}
$$

[^31]where the integral is over the bifurcation Killing surface $\Sigma$ with induced volume element $d V$. The anti-symmetric tensor $n^{\mu \nu}$ is the binormal to the horizon normalized so that $n^{\mu \nu} n_{\mu \nu}=-2$. Our aim is to study the behavior of this entropy functional under general perturbations and to determine its consequences for the boundary CFT.

Let us start by considering the behavior of the entropy under metric perturbations $g_{\mu \nu}^{\mathrm{AdS}}(L) \rightarrow g_{\mu \nu}^{\mathrm{AdS}}(L)+\delta g_{\mu \nu} .{ }^{2}$ Since we are working with a Killing horizon we can apply the same methods used to study black hole thermodynamics. The first order variation of (7.6) was computed in [Iyer and Wald (1994)] and shown to be given by

$$
\begin{equation*}
\delta S_{\xi}=\frac{2 \pi}{\kappa} \delta Q_{\xi}, \quad \kappa^{2}=-\frac{1}{2}\left(\nabla^{\mu} \xi^{\nu}\right)\left(\nabla_{\mu} \xi_{\nu}\right) \tag{7.7}
\end{equation*}
$$

where $\kappa$ is the surface gravity and $Q_{\xi}$ the conserved charge associated to the symmetry generated by $\xi^{\mu}$.

We now consider another type of perturbation obtained by changing the gravitational theory itself, i.e. $\mathcal{L} \rightarrow \mathcal{L}+\delta \mathcal{L}$, implemented by slightly changing the coupling constants of the theory $\lambda_{i} \rightarrow \lambda_{i}+\delta \lambda_{i}$. Since the pure AdS metric $g_{\mu \nu}^{\mathrm{AdS}}(L)$ is a function of $\lambda_{i}$ through $L=L\left(\lambda_{i}\right)$, the perturbation induces a variation of the metric. If we did not take this metric variation into account, the perturbed metric would not be a solution of the perturbed Lagrangian. Hence, the first order variation of Wald's functional is explicitly given by

$$
\begin{equation*}
\delta S_{\xi}=S_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}\left(\lambda_{i}+\delta \lambda_{i}\right), \lambda_{i}+\delta \lambda_{i}\right]-S_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}\left(\lambda_{i}\right), \lambda_{i}\right] . \tag{7.8}
\end{equation*}
$$

From the definition of Wald's entropy in (7.6) we can compute this in full generality, the key feature being that both terms are evaluated in the pure AdS metric of each theory. Since AdS is maximally symmetric, the integrand in (7.6) can be

[^32]evaluated explicitly [Myers and Sinha (2011)] and written as ${ }^{3}$
\[

$$
\begin{equation*}
\left.\frac{\delta \mathcal{L}}{\delta \mathcal{R}^{\mu \nu}{ }_{\rho \sigma}}\right|_{\mathrm{AdS}}=-\left.\frac{L^{2}}{4 d}\left(\delta_{\mu}^{\rho} \delta_{\nu}^{\sigma}-\delta_{\mu}^{\sigma} \delta_{\nu}^{\rho}\right) \mathcal{L}\right|_{\mathrm{AdS}} \tag{7.9}
\end{equation*}
$$

\]

where $\left.\mathcal{L}\right|_{\text {AdS }}$ is the Lagrangian density (7.4) evaluated in the pure AdS solution. Using this, we can evaluate Wald's functional and write it as

$$
\begin{equation*}
S_{\xi}\left[g_{\mu \nu}^{\operatorname{AdS}}\left(\lambda_{i}\right), \lambda_{i}\right]=\frac{4 \pi a_{d}^{*}\left(\lambda_{i}\right)}{\operatorname{Vol}\left(S^{d-1}\right)} \widetilde{\mathcal{A}}_{\text {horizon }} \tag{7.10}
\end{equation*}
$$

where $\widetilde{\mathcal{A}}_{\text {horizon }}$ is the horizon area $\mathcal{A}_{\text {horizon }}$ divided by the $\operatorname{AdS}$ radius $L^{d-1}$. We have identified $a_{d}^{*}$ according to [Myers and Sinha (2011); Casini et al. (2011)]

$$
\begin{equation*}
a_{d}^{*}\left(\lambda_{i}\right)=-\left.\frac{1}{2 d} \operatorname{Vol}\left(S^{d-1}\right) L^{d+1} \mathcal{L}\right|_{\mathrm{AdS}} \tag{7.11}
\end{equation*}
$$

where $\operatorname{Vol}\left(S^{d-1}\right)=2 \pi^{d / 2} / \Gamma(d / 2)$. The coefficient $a_{d}^{*}=a_{d}^{*}\left(\lambda_{i}\right)$, which is the generalization of the coefficient of the $A$-type trace anomaly of the energy-momentum tensor for even $d$-dimensional CFTs in a curved background, is in general a complicated function of the coupling constants of the theory. Using (7.10) we can easily evaluate the variation in (7.8) and find

$$
\begin{equation*}
\delta S_{\xi}=\frac{S_{\xi}}{a_{d}^{*}} \delta a_{d}^{*}, \quad \quad \delta a_{d}^{*}\left(\lambda_{i}\right)=\sum_{i}\left(\frac{\partial a_{d}^{*}}{\partial \lambda_{i}}\right) \delta \lambda_{i} \tag{7.12}
\end{equation*}
$$

This expression relies on the fact that the pure $\operatorname{AdS}$ metric $g_{\mu \nu}^{\mathrm{AdS}}(L)$ is only a function of the length scale $L=L\left(\lambda_{i}\right)$, which means the dimensionless horizon area $\widetilde{\mathcal{A}}_{\text {horizon }}=\mathcal{A}_{\text {horizon }} / L^{d-1}$ is independent of $\lambda_{i}$. In section 7.6 we revisit this when considering more general metrics in three dimensional gravity.

[^33]Putting together Eqs. (7.7) and (7.12), we obtain the following bulk extended first law

$$
\begin{equation*}
\delta S_{\xi}=\frac{2 \pi}{\kappa} \delta Q_{\xi}+\frac{S_{\xi}}{a_{d}^{*}} \delta a_{d}^{*} \tag{7.13}
\end{equation*}
$$

We can already see the similarities of this bulk relation with the extended first law of entanglement (7.2). For a particular Killing vector $\xi$ in $A d S$, this result was first obtained in [Kastor et al. (2014)] for Einstein gravity and later in [Kastor et al. (2016); Caceres et al. (2017); Lan et al. (2018)] for specific higher curvature gravity theories. ${ }^{4}$ Our derivation generalizes to arbitrary covariant theories of gravity as well as any Killing horizon in pure AdS. The method is quite simple and follows almost immediately upon evaluating Wald's functional in (7.10).

Finally, let us make an observation regarding the normalization of charge $Q_{\xi}$. From the derivation of (7.12) it is clear that when the variation is only given by $\lambda_{i} \rightarrow \lambda_{i}+\delta \lambda_{i}$, the first term in (7.13) vanishes, $\delta Q_{\xi}=0$, i.e.

$$
\begin{equation*}
Q_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}\left(\lambda_{i}+\delta \lambda_{i}\right), \lambda_{i}+\delta \lambda_{i}\right]-Q_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}\left(\lambda_{i}\right), \lambda_{i}\right]=0 . \tag{7.14}
\end{equation*}
$$

Given that there is no reason for these terms to cancel each other for arbitrary values of $\lambda_{i}$, both must vanish separately. This can be achieved by normalizing $Q_{\xi}$ as

$$
\begin{equation*}
Q_{\xi}\left[g_{\mu \nu}, \lambda_{i}\right] \equiv Q_{\xi}\left[g_{\mu \nu}, \lambda_{i}\right]-Q_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}\left(\lambda_{i}\right), \lambda_{i}\right] \tag{7.15}
\end{equation*}
$$

While this normalization plays no role in (7.7) when considering metric perturbations, it gives the appropriate behavior required by (7.13). This prescription is equivalent to subtracting the Casimir energy contribution in pure AdS, that is present for certain foliations of the space-time (see [Emparan et al. (1999)] for some examples). The procedure is common in extended black hole thermodynamics, where the Casimir energy is not included in the first law [Kastor et al. (2009)].

[^34]Before analyzing the holographic consequences of the relation (7.13), let us examine the above with a concrete example. Consider Einstein Gauss-Bonnet gravity with Lagrangian

$$
\begin{equation*}
\mathcal{L}_{\mathrm{EGB}}=\left(\frac{\mathcal{R}-2 \Lambda}{16 \pi G}+\alpha\left[\mathcal{R}^{2}-4 \mathcal{R}_{\mu \nu}^{2}+\mathcal{R}_{\mu \nu \rho \sigma}^{2}\right]\right) \tag{7.16}
\end{equation*}
$$

with $\alpha$ being the Gauss-Bonnet coupling. The equation of motion for this action is

$$
\begin{equation*}
G_{\mu \nu}+\Lambda g_{\mu \nu}-8 \pi G \alpha \mathcal{L}_{G B} g_{\mu \nu}+32 \pi G \alpha \mathcal{H}_{\mu \nu}=0 \tag{7.17}
\end{equation*}
$$

with $G_{\mu \nu}$ being the Einstein tensor, $\mathcal{L}_{G B}=\mathcal{R}^{2}-4 \mathcal{R}_{\mu \nu}^{2}+\mathcal{R}_{\mu \nu \rho \sigma}^{2}$ being the Gauss-Bonnet Lagrangian, and

$$
\begin{equation*}
\mathcal{H}_{\mu \nu}=\mathcal{R}_{\mu \rho \sigma \kappa} \mathcal{R}_{\nu}^{\rho \sigma \kappa}-2 \mathcal{R}_{\mu \rho} \mathcal{R}_{\nu}^{\rho}-2 \mathcal{R}_{\mu \rho \nu \sigma} \mathcal{R}^{\rho \sigma}+\mathcal{R} \mathcal{R}_{\mu \nu} . \tag{7.18}
\end{equation*}
$$

Einstein-Gauss-Bonnet gravity admits $\mathrm{AdS}_{d+1}$ as a solution [Hung et al. (2011a)]

$$
\begin{equation*}
d s^{2}=\frac{L^{2}}{z^{2}}\left(d z^{2}-d t^{2}+d \vec{x}^{2}\right) \tag{7.19}
\end{equation*}
$$

but where the $\operatorname{AdS}$ length scale $L$ is related to $\Lambda, G$ and $\alpha$ via

$$
\begin{equation*}
L^{2}=-\frac{d(d-1)}{4 \Lambda}\left(1+\sqrt{1+\frac{(d-3)(d-2)}{d(d-1)} 128 \pi G \alpha \Lambda}\right), \tag{7.20}
\end{equation*}
$$

or, in terms of $\Lambda$ :

$$
\begin{equation*}
\Lambda=\frac{d(d-1)}{2 L^{4}}\left(16 \pi G \alpha(d-2)(d-3)-L^{2}\right) \tag{7.21}
\end{equation*}
$$

When $\alpha=0$, we recover the usual relation for Einstein gravity $\Lambda=-d(d-1) / 2 L^{2}$.
The Wald entropy (7.6) is

$$
\begin{equation*}
\frac{1}{4 G} \int_{\Sigma} d^{d-1} \sqrt{h}\left[1+32 \pi G \alpha \mathcal{R}^{(d-1)}\right] \tag{7.22}
\end{equation*}
$$

where $\mathcal{R}^{(d-1)}$ is the Ricci scalar of the $(d-1)$-dimensional Killing horizon $\Sigma$, with induced metric $h$.

Alternatively, evaluating the action (7.16) with

$$
\begin{equation*}
\mathcal{R}_{\mu \nu \rho \sigma}=-\frac{1}{L^{2}}\left(g_{\mu \rho} g_{\nu \sigma}-g_{\mu \sigma} g_{\nu \rho}\right), \quad \mathcal{R}_{\mu \nu}=-\frac{d}{L^{2}} g_{\mu \nu}, \quad \mathcal{R}=-\frac{d(d+1)}{L^{2}} \tag{7.23}
\end{equation*}
$$

we have

$$
\begin{equation*}
\mathcal{L}_{\mathrm{GB}}=\frac{d(d+1)(d-1)(d-2)}{L^{4}} \tag{7.24}
\end{equation*}
$$

Then using the cosmological constant (7.21), the Lagrangian density (7.16) evaluated in pure $\operatorname{AdS}$ is

$$
\begin{equation*}
\left.\mathcal{L}_{\mathrm{EGB}}\right|_{\mathrm{AdS}}=-\frac{2 d}{16 \pi G L^{2}}+\frac{4 \alpha d}{L^{4}}(d-1)(d-2) \tag{7.25}
\end{equation*}
$$

Then, via (7.10)

$$
\begin{align*}
S_{\xi} & =-\frac{2 \pi}{d} L^{2} \mathcal{A}_{\text {horizon }}\left[-\frac{2 d}{16 \pi G L^{2}}+\frac{4 \alpha d}{L^{4}}(d-1)(d-2)\right]  \tag{7.26}\\
& =\frac{1}{4 G}\left[1+32 \pi G \alpha \mathcal{R}^{(d-1)}\right] \mathcal{A}_{\text {horizon }},
\end{align*}
$$

where, and $\mathcal{A}_{\text {horizon }}=\int_{\Sigma} d^{d-1} x \sqrt{h}$. The second line is the expression for the Wald entropy one would normally find (7.22), however, in our case we may pull the term in brackets out of the integral because we have evaluated the entropy on pure $\operatorname{AdS}_{d+1}$.

Let's now see what (7.12) becomes in this context. Here we have couplings $L, G$, and $\alpha$. Therefore

$$
\begin{equation*}
\delta a_{d}^{*}\left(\lambda_{i}\right)=\left(\frac{\partial a_{d}^{*}}{\partial L}\right) \delta L+\left(\frac{\partial a_{d}^{*}}{\partial G}\right) \delta G+\left(\frac{\partial a_{d}^{*}}{\partial \alpha}\right) \delta \alpha \tag{7.27}
\end{equation*}
$$

with

$$
\begin{gather*}
\frac{\partial a_{d}^{*}}{\partial L}=\frac{\operatorname{Vol}\left(S^{d-1}\right) L^{d-2}}{16 \pi G L^{2}}(d-1)\left[L^{2}-32 \pi G \alpha(d-2)(d-3)\right]  \tag{7.28}\\
\frac{\partial a_{d}^{*}}{\partial G}=-\frac{\operatorname{Vol}\left(S^{d-1}\right) L^{d-1}}{16 \pi G^{2}}  \tag{7.29}\\
\frac{\partial a_{d}^{*}}{\partial \alpha}=-2 \operatorname{Vol}\left(S^{d-1}\right) L^{d-3}(d-1)(d-2) \tag{7.30}
\end{gather*}
$$

Then,

$$
\begin{equation*}
\frac{S_{\xi}}{a_{d}^{*}}\left(\frac{\partial a_{d}^{*}}{\partial L}\right)=S_{\xi} \frac{(d-1)}{L}\left(\frac{L^{2}-32 \pi G \alpha(d-2)(d-3)}{L^{2}-32 \pi G \alpha(d-1)(d-2)}\right) \equiv S_{\xi} c_{L} \tag{7.31}
\end{equation*}
$$

$$
\begin{align*}
& \frac{S_{\xi}}{a_{d}^{*}}\left(\frac{\partial a_{d}^{*}}{\partial L}\right)=S_{\xi} \frac{1}{G}\left(\frac{L^{2}}{L^{2}-32 \pi G \alpha(d-1)(d-2)}\right) \equiv S_{\xi} c_{G}  \tag{7.32}\\
& \frac{S_{\xi}}{a_{d}^{*}}\left(\frac{\partial a_{d}^{*}}{\partial \alpha}\right)=-S_{\xi}\left(\frac{32 \pi G(d-1)(d-2)}{L^{2}-32 \pi G \alpha(d-1)(d-2)}\right) \equiv S_{\xi} c_{\alpha} \tag{7.33}
\end{align*}
$$

Altogether, the variation (7.12) becomes

$$
\begin{equation*}
\delta S_{\xi}=S_{\xi}\left(c_{L} \delta L+c_{G} \delta G+c_{\alpha} \delta \alpha\right) \tag{7.34}
\end{equation*}
$$

Consequently, the extended bulk first law (7.13) becomes

$$
\begin{equation*}
\frac{2 \pi}{\kappa} \delta Q_{\xi}=\delta S_{\xi}-S_{\xi}\left(c_{L} \delta L+c_{G} \delta G+c_{\alpha} \delta \alpha\right) \tag{7.35}
\end{equation*}
$$

Our analysis of and final form of the extended bulk first law for Einstein-Gauss-Bonnet gravity (7.35) should be compared to Section 3 of [Caceres et al. (2017)], particularly equation (106), with which we agree.

### 7.2 Mapping to Boundary CFT

We are mainly interested in the first law in (7.13) from the perspective of a holographic $\mathrm{CFT}_{d}$ living on the asymptotic boundary of the $\mathrm{AdS}_{d+1}$ bulk. . Taking a bulk coordinate $z$ so that the AdS boundary is located at $z \rightarrow 0$, the $d$-dimensional space-time in which the CFT is defined is given by

$$
\begin{equation*}
\lim _{z \rightarrow 0} d s_{\mathrm{bulk}}^{2}=w^{2}\left(x^{\mu}\right) d s_{\mathrm{CFT}}^{2}+\ldots \tag{7.36}
\end{equation*}
$$

Applying a bulk diffeomorphism or changing the definition of $w^{2}\left(x^{\mu}\right)$ results in a different boundary space-time. We give several examples momentarily. A particular way of taking this limit corresponds to choosing a conformal frame. We will shortly take advantage of this freedom, which from the CFT perspective is equivalent to a conformal transformation.

What about the quantum state of the boundary CFT? Although the bulk spacetime is pure AdS, the CFT is technically not in the vacuum state since there is a
horizon and therefore an associated temperature, given by the surface gravity in (7.7) according to $\beta=2 \pi / \kappa$. This means that the boundary state is thermal with respect to the Killing flow evaluated at the boundary, i.e.

$$
\begin{equation*}
\rho=\frac{1}{Z} \exp \left(-\beta K_{\xi}\right) \tag{7.37}
\end{equation*}
$$

where the operator $K_{\xi}$ generates the flow of $\xi^{\mu}$ as we approach the boundary. It can be written explicitly in terms of the boundary coordinates ${ }^{5} x^{a}$ and the pullback of the Killing vector $\xi^{a}$ as

$$
\begin{equation*}
K_{\xi}=\int_{\Sigma_{\xi}} \xi^{a} T_{a b} d S^{b} \tag{7.38}
\end{equation*}
$$

where $T_{a b}$ is the stress tensor of the CFT and the integral is over a boundary codimension one space-like surface $\Sigma_{\xi}$ where the vector $\xi^{a}$ is time-like. The directed surface element $d S^{a}$ is given by $d S^{a}=d S n^{a}$, with $n^{a}$ a unit vector normal to $\Sigma_{\xi}$.

The conserved quantity $Q_{\xi}$ appearing in the gravitational first law (7.13) is given by the expectation value ${ }^{6}$ of $K_{\xi}$ in the state (7.37). The normalization condition for $Q_{\xi}$ in (7.15) translates into the following normalization of the stress tensor $T_{a b}$

$$
\begin{equation*}
T_{a b} \equiv T_{a b}-\left\langle T_{a b}\right\rangle_{\rho}, \tag{7.39}
\end{equation*}
$$

with $\rho$ in (7.37). Since a bulk Killing vector gives a conformal Killing vector at the boundary, the operator $K_{\xi}$ does not correspond to the Hamiltonian in general. We shall shortly consider some examples which illustrate this.

Putting everything together, the gravitational first law (7.13) maps to the boundary CFT according to

$$
\begin{equation*}
\delta S=\beta \delta\left\langle K_{\xi}\right\rangle_{\rho}+\frac{S}{a_{d}^{*}} \delta a_{d}^{*}, \tag{7.40}
\end{equation*}
$$

[^35]where we identified the horizon entropy $S_{\xi}$ with the Von Neumann entropy $S(\rho)=-\operatorname{Tr}(\rho \ln (\rho))$ of $\rho$ in (7.37). From the field theory perspective it might not be entirely clear what each of these terms corresponds to, so let us write them more explicitly.

For perturbations in which we keep the CFT fixed it is clear that $\delta a_{d}^{*}=0$ while the state is deformed according to $\rho+\delta \rho$. In this case, the relation (7.40) is similar to the first law of thermodynamics. When $\delta a_{d}^{*} \neq 0$ we must be more careful since in this case the CFT is changing, which in particular implies that the Hilbert space shifts $\mathcal{H} \rightarrow \overline{\mathcal{H}}$. The state $\rho$ cannot remain fixed, meaning that $\delta a_{d}^{*} \neq 0$ induces a variation of $\rho$ given by

$$
\begin{equation*}
\rho \quad \longrightarrow \quad \bar{\rho}=\frac{1}{Z} \exp \left(-\beta \bar{K}_{\xi}\right) \tag{7.41}
\end{equation*}
$$

where $\bar{\rho}$ and $\bar{K}_{\xi}$ are the same operators but acting on the Hilbert space $\overline{\mathcal{H}}$ instead. In this case the extended first law (7.40) can be written explicitly as

$$
\begin{equation*}
S(\bar{\rho})-S(\rho)=\beta\left[\left\langle\bar{K}_{\xi}\right\rangle_{\bar{\rho}}-\left\langle K_{\xi}\right\rangle_{\rho}\right]+\frac{S(\rho)}{a_{d}^{*}} \delta a_{d}^{*} \tag{7.42}
\end{equation*}
$$

Notice that the first terms on the right-hand side involve operators on different Hilbert spaces. Moreover, the normalization of $K_{\xi}$ given in (7.39) (and an analogous expression for $\bar{K}_{\xi}$ ) implies that both terms between square brackets vanish independently. This is equivalent to the gravitational case, where we obtained (7.12).

Putting everything together, the most general perturbation of the Von Neumann entropy of $\rho$ is given by

$$
\begin{equation*}
S(\bar{\rho}+\delta \bar{\rho})-S(\rho)=\beta \operatorname{Tr}\left(\bar{K}_{\xi} \delta \bar{\rho}\right)+\frac{S(\rho)}{a_{d}^{*}} \delta a_{d}^{*} \tag{7.43}
\end{equation*}
$$

where we have used $\left\langle K_{\xi}\right\rangle_{\rho}=\left\langle\bar{K}_{\xi}\right\rangle_{\bar{\rho}}=0$. This expression considers the simultaneous variations $a_{d}^{*} \rightarrow a_{d}^{*}+\delta a_{d}^{*}$ and $\rho \rightarrow \bar{\rho}+\delta \bar{\rho}$, and clarifies the precise meaning of (7.40), which without any explanation is rather obscure.

### 7.3 Extended First Law of Entanglement

So far we have shown that (7.40) follows from AdS/CFT when studying Killing horizons in pure AdS. We now consider particular horizons that will allow us to identify this relation as the extended first law of entanglement. Let us start with the simplest example of a Killing horizon in AdS, obtained by writing pure AdS in a hyperbolic slicing ${ }^{7}$

$$
\begin{equation*}
d s^{2}=-\left(\frac{\rho^{2}-L^{2}}{R^{2}}\right) d \tau^{2}+\left(\frac{L^{2}}{\rho^{2}-L^{2}}\right) d \rho^{2}+\rho^{2} d H_{d-1}^{2} \tag{7.44}
\end{equation*}
$$

where $R$ is an arbitrary positive constant and $d H_{d-1}$ is the line element of a unit hyperbolic plane,

$$
\begin{equation*}
d H_{d-1}^{2}=d u^{2}+\sinh ^{2}(u) d \Omega_{d-2}^{2} \tag{7.45}
\end{equation*}
$$

where $d \Omega_{d-2}$ is the line element of a unit sphere $S^{d-2}$. This space-time is often referred as Rindler-AdS since it describes a section of anti-de Sitter. It also describes a massless AdS-Schwarzschild black with hyperbolically sliced horizon, located at $\rho_{+}=L$. The AdS boundary is located at $\rho \rightarrow \infty$. The vector $\xi=\partial_{\tau}$ trivially satisfies Killing's equation and is time-like over the whole patch $\rho \geq L$, generating a horizon at $\rho=L$. It therefore satisfies all the conditions leading to the first law in (7.13) and (7.43).

[^36]A simple computation shows that the surface gravity is $\kappa=1 / R$, while the boundary metric ${ }^{8}$ is given by

$$
\begin{equation*}
d s_{\mathrm{CFT}}^{2}=-d \tau^{2}+R^{2} d H_{d-1}^{2} \equiv \mathbb{R} \times \mathbb{H}^{d-1} \tag{7.46}
\end{equation*}
$$

From this we see that $\xi=\partial_{\tau}$ is also a Killing vector of $d s_{\mathrm{CFT}}^{2}$, so that $K_{\xi}$ in (7.38) is equal to the Hamiltonian and can be written as

$$
\begin{equation*}
K_{\xi}=\int_{\tau=0} T_{\tau \tau} d S^{\tau} \equiv H_{\tau} \tag{7.47}
\end{equation*}
$$

This means the boundary state is an ordinary thermal state $\rho_{\beta} \propto \exp \left(-\beta H_{\tau}\right)$, where the inverse temperature is fixed by the surface gravity to $\beta=2 \pi R$. The extended first law (7.40) then becomes

$$
\begin{equation*}
\delta S\left(\rho_{\beta}\right)=\beta \delta\left\langle H_{\tau}\right\rangle+\frac{S\left(\rho_{\beta}\right)}{a_{d}^{*}} \delta a_{d}^{*} . \tag{7.48}
\end{equation*}
$$

While the first term is nothing more than the first law of thermodynamics, the second contribution is unique to the case of inverse temperature $\beta=2 \pi R$. This is clear from the holographic perspective, since moving away from this temperature is equivalent to leaving pure $\operatorname{AdS}$, where the analysis of the previous section is no longer valid. In section 7.6 we show that for $d=2$ this expression remains valid for arbitrary values of $\beta$. Although (7.48) is not the extended first law of entanglement (since it involves a thermal state in $\mathbb{R} \times \mathbb{H}^{d-1}$ ), this simple example will be very useful in what follows.

[^37]
### 7.4 Shifting Conformal Frames

Building on the canonical example we just described, we can obtain the more complicated setups we are actually interested in. To obtain the extended first law of entanglement we take advantage of the freedom present when taking the boundary limit in (7.36). Different ways of taking this limit correspond to distinct conformal frames and result in different setups for the boundary CFT. We still consider the bulk Killing vector $\xi=\partial_{\tau}$, but written in a different set of coordinates corresponding to distinct conformal frames.

## Ball in Minkowski

Let us first show how we can recover the extended first law of entanglement for the Minkowski vacuum reduced to a ball. We first apply a change of coordinates on the Rindler-AdS metric (7.44), which is given in Eq. (4.7) of Ref. [Rosso (2019)]:

$$
\begin{align*}
& \rho=\frac{L}{2 R z} \sqrt{\left(R+\hat{r}_{+}\right)\left(R+\hat{r}_{-}\right)+z^{2}} \sqrt{\left(R-\hat{r}_{+}\right)\left(R-\hat{r}_{-}\right)+z^{2}} \\
& \tanh (\tau / R)=\frac{R\left(\hat{r}_{+}-\hat{r}_{-}\right)}{R^{2}-\left(\hat{r}_{+} \hat{r}_{-}+z^{2}\right)}, \quad \tanh (u)=\frac{R\left(\hat{r}_{+}+\hat{r}_{-}\right)}{R^{2}+\left(\hat{r}_{+} \hat{r}_{-}+z^{2}\right)} \tag{7.49}
\end{align*}
$$

where $\hat{r}_{ \pm}=r \pm t$, with $\hat{r} \geq 0$, so that the bulk metric(7.44) becomes

$$
\begin{equation*}
d s^{2}=\frac{L^{2}}{z^{2}}\left(d z^{2}-d t^{2}+d r^{2}+r^{2} d \Omega_{d-2}^{2}\right) \tag{7.50}
\end{equation*}
$$

the Poincaré patch coordinates. Further writing $(z, r)=\hat{r}(\sin \psi, \cos \psi)$, we have

$$
\begin{equation*}
d s^{2}=\left(\frac{L}{\hat{r} \sin (\psi)}\right)^{2}\left[-d t^{2}+d \hat{r}^{2}+\hat{r}^{2}\left(d \psi^{2}+d \Omega_{d-2}^{2}\right)\right], \tag{7.51}
\end{equation*}
$$

where $\psi \in[0, \pi / 2]$. It is also useful to know the inverse bulk coordinate transformation:

$$
\begin{equation*}
z=\frac{R L}{\rho \cosh (u)+\sqrt{\rho^{2}-L^{2}} \cosh (\tau / R)}, \quad \hat{r}_{ \pm}=R \frac{\rho \sinh (u) \pm \sqrt{\rho^{2}-L^{2}} \sinh (\tau / R)}{\rho \cosh (u)+\sqrt{\rho^{2}-L^{2}} \cosh (\tau / R)} . \tag{7.52}
\end{equation*}
$$

At the boundary $\psi \rightarrow 0$ we recover $d$-dimensional Minkowski space-time with $\hat{r}=r$ the spatial radial coordinate. We use the convention in which the boundary coordinate $r$ refers to the bulk coordinate $\hat{r}$ when $\psi \rightarrow 0$. This same notation is used in the following examples.

It is straightforward to write the Killing vector $\xi=\partial_{\tau}$ in these new coordinates. We have by the chain rule

$$
\begin{equation*}
\partial_{\tau}=\frac{\partial \hat{r}_{+}}{\partial \tau} \partial_{\hat{r}_{+}}+\frac{\partial \hat{r}_{-}}{\partial \tau} \partial_{\hat{r}_{-}}, \tag{7.53}
\end{equation*}
$$

where $\partial \tau / \partial \hat{r}_{+}=\left(\partial \hat{r}_{+} / \partial \tau\right)^{-1}$, such that

$$
\begin{equation*}
\left.\partial_{\hat{r}_{ \pm}} \operatorname{arctanh}\left[\frac{R\left(\hat{r}_{+}-\hat{r}_{-}\right)}{R^{2}-\left(\hat{r}_{+} \hat{r}_{-}+z^{2}\right)}\right]\right|_{z=0}= \pm \frac{2 R}{R^{2}-\hat{r}_{ \pm}^{2}} \tag{7.54}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\xi & =\left(\frac{R^{2}-\hat{r}_{+}^{2}}{2 R^{2}}\right) \partial_{\hat{r}_{+}}-\left(\frac{R^{2}-\hat{r}_{-}^{2}}{2 R^{2}}\right) \partial_{\hat{r}_{-}}  \tag{7.55}\\
& =\frac{1}{4 R^{2}}\left(\hat{r}_{-}^{2}-\hat{r}_{+}^{2}\right) \partial_{\hat{r}}+\frac{1}{4 R^{2}}\left(2 R^{2}-\hat{r}_{+}^{2}-\hat{r}_{-}^{2}\right) \partial_{t}
\end{align*}
$$

The important difference with respect to the hyperbolic example is that this Killing vector is time-like only in a section of the metric (7.51), given by $\left|\hat{r}_{ \pm}\right| \leq R$. For the Minkowski boundary this corresponds to the causal domain of a ball of radius $R$. The operator generating the flow of $\xi$ inside the ball can be written from (7.38) as (where we work on the $t=0$ slice)

$$
\begin{equation*}
K_{\xi}=\int_{r \leq R}\left(\frac{R^{2}-r^{2}}{2 R^{2}}\right) T_{t t} d S^{t} \tag{7.56}
\end{equation*}
$$

While this is clearly not the Hamiltonian generating $t$ translations in Minkowski, it is proportional to the modular hamiltonian characterizing the Minkowski vacuum reduced to the ball [Casini et al. (2011)]. The proportionality constant missing to make the identification is given by $K_{\text {Ball }}=2 \pi R K_{\xi}$, that is precisely the inverse temperature $\beta=2 \pi R$ obtained from the surface gravity of the bulk Killing vector (7.55).

Altogether, the quantum state $\rho$ in (7.37) is exactly given by the Minkowski vacuum reduced to the ball. The Von Neumann entropy is equivalent to the entanglement entropy, so that (7.40) becomes the extended first law of entanglement (7.2).

## Half-Space in Minkowski

Another interesting case is obtained by applying the change of coordinates given in Eq. (4.4) of [Rosso (2019)] (see also [Emparan (1999)]) to the Rindler-AdS spacetime, so that the bulk metric (7.44) becomes

$$
\begin{equation*}
d s^{2}=(L / z)^{2}\left(d z^{2}-d t^{2}+d x^{2}+d \vec{y} \cdot d \vec{y}\right), \tag{7.57}
\end{equation*}
$$

where $(x, \vec{y}) \in \mathbb{R} \times \mathbb{R}^{d-2}$. Once again we recognize the Poincaré patch of AdS, so that we recover a $d$-dimensional Minkowski boundary when $z \rightarrow 0$. The Killing vector $\xi=\partial_{\tau}$ in these coordinates is given by

$$
\begin{equation*}
\xi=\left(x_{+} / R\right) \partial_{x_{+}}-\left(x_{-} / R\right) \partial_{x_{-}}, \tag{7.58}
\end{equation*}
$$

where $x_{ \pm}=x \pm t$. This vector is time-like when $x_{ \pm} \geq 0$, which from the boundary perspective corresponds to the Rindler region, i.e. the causal domain of the half space $x \geq 0$. Using (7.38) to compute the operator generating the Killing flow at the boundary we find

$$
\begin{equation*}
K_{\xi}=\int_{x>0}(x / R) T_{t t} d S^{t} . \tag{7.59}
\end{equation*}
$$

Since the surface gravity of (7.58) is still given by $\kappa=1 / R$, the inverse temperature is $\beta=2 \pi R$ and we recognize $\rho \propto \exp \left(-\beta K_{\xi}\right)$ as the Minkowski vacuum reduced to Rindler [Bisognano and Wichmann (1976); Unruh (1976)]. Similarly to the previous case, (7.40) becomes the extended first law of entanglement (7.2) but in this case, for the Minkowski vacuum reduced to the half-space.

## Spherical Cap in Lorentzian Cylinder

Let us now show how we can obtain the extended first law of entanglement for holographic CFTs defined on curved backgrounds. Consider the following change of
coordinates on the AdS metric (7.51)

$$
\begin{equation*}
\hat{r}_{ \pm}\left(\hat{\theta}_{ \pm}\right)=R \frac{\tan \left(\hat{\theta}_{ \pm} / 2\right)}{\tan \left(\theta_{0} / 2\right)} \tag{7.60}
\end{equation*}
$$

where $\hat{\theta}_{ \pm}=\hat{\theta} \pm \sigma / R$ and $\theta_{0} \in[0, \pi]$ is a fixed parameter. The metric (7.51) becomes

$$
\begin{equation*}
d s^{2}=\left[\frac{L / R}{\sin (\psi) \sin (\hat{\theta})}\right]^{2}\left(-d \sigma^{2}+R^{2} d \hat{\theta}^{2}+R^{2} \sin ^{2}(\hat{\theta})\left(d \psi^{2}+\cos ^{2}(\psi) d \Omega_{d-2}^{2}\right)\right) \tag{7.61}
\end{equation*}
$$

where $\sigma \in \mathbb{R}$ is the time coordinate and $\hat{\theta}$ is restricted to $\hat{\theta} \in[0, \pi]$. As we take the boundary limit $\psi \rightarrow 0$ and remove the conformal factor between square brackets we find that the CFT is defined in the Lorentzian cylinder $\mathbb{R} \times S^{d-1}$ with metric $d s_{\mathrm{CFT}}^{2}=-d \sigma^{2}+R^{2} d \Omega_{d-1}^{2}$. The bulk coordinate $\hat{\theta}$ becomes the polar angle $\hat{\theta}=\theta$ on the spatial sphere $S^{d-1}$, with $\theta=0, \pi$ corresponding to the North and South poles respectively.

The Killing vector $\xi$ in (7.55) can be written in these coordinates as

$$
\begin{equation*}
\xi=\left(\frac{\cos \left(\hat{\theta}_{+}\right)-\cos \left(\theta_{0}\right)}{R \sin \left(\theta_{0}\right)}\right) \partial_{\hat{\theta}_{+}}-\left(\frac{\cos \left(\hat{\theta}_{-}\right)-\cos \left(\theta_{0}\right)}{R \sin \left(\theta_{0}\right)}\right) \partial_{\hat{\theta}_{-}} . \tag{7.62}
\end{equation*}
$$

Computing its magnitude we see that the bulk region in which this vector is timelike is given by $\left|\hat{\theta}_{ \pm}\right|<\theta_{0}$. For the boundary CFT in the Lorentzian cylinder, this corresponds to the causal domain of a spherical cap on the spatial $S^{d-1}$ given by $\theta \in\left[0, \theta_{0}\right]$ at $\sigma=0$. Plotting this region in the $(\sigma / R, \theta)$ plane we obtain the left diagram in Fig. 7.1. The whole infinite strip in blue corresponds to the Lorentzian cylinder $\mathbb{R} \times S^{d-1}$, with the North and South pole located at $\theta=0, \pi$.

The operator generating the Killing flow at the boundary is computed from (7.38) as

$$
\begin{equation*}
K_{\xi}=\int_{\theta \leq \theta_{0}}\left(\frac{\cos (\theta)-\cos \left(\theta_{0}\right)}{R \sin \left(\theta_{0}\right)}\right) T_{\sigma \sigma} d S^{\sigma} \tag{7.63}
\end{equation*}
$$

In a similar way to the previous case, we recognize the state $\rho \propto \exp \left(-\beta K_{\xi}\right)$ with $\beta=2 \pi R$ as the vacuum state of the cylinder reduced to the spherical cap [Casini


Figure 7.1: Boundary space-times represented in the $(\sigma / R, \theta)$ plane. The blue region corresponds to the section of the $(\sigma / R, \theta)$ plane covered by the boundary metrics (7.61) (in the limit $\psi \rightarrow 0$ and without the conformal factor), (7.64) and (7.66). In red we see the region in which the boundary vector $\xi^{a}$ is time-like and therefore the extended first law of entanglement applies.
et al. (2011)]. This gives the extended first law of entanglement for a CFT in the Lorentzian cylinder (7.2).

## Spherical cap in de Sitter

Using the same coordinates as in (7.61) we can obtain a CFT defined on a de Sitter background by taking the limit $\psi \rightarrow 0$ and choosing the conformal factor so that the boundary metric is given by

$$
\begin{equation*}
d s_{\mathrm{CFT}}^{2}=\frac{-d \sigma^{2}+R^{2} d \Omega_{d-1}^{2}}{\cos ^{2}(\sigma / R)} \tag{7.64}
\end{equation*}
$$

This is $d$-dimensional global de Sitter space-time, as can be seen by changing the time coordinate to $\cosh \left(t_{s} / R\right)=1 / \cos (\sigma / R)$, so that we get

$$
\begin{equation*}
d s_{\mathrm{CFT}}^{2}=-d t_{s}^{2}+R^{2} \cosh ^{2}\left(t_{s} / R\right) d \Omega_{d-1}^{2} . \tag{7.65}
\end{equation*}
$$

It is convenient to work in the time coordinate $\sigma$, since the Killing vector $\xi$ has the simple form given in (7.62) and is time-like when $\left|\theta_{ \pm}\right| \leq \theta_{0}$. Plotting this region in the $(\sigma / R, \theta)$ plane for the boundary metric (7.64), we obtain the center diagram in Fig. 7.1. The main difference with respect to the case of the Lorentzian cylinder is that the full de Sitter space-time (blue region) is constrained to $|\sigma / R| \leq \pi / 2$ due to the denominator in (7.64). Since the topology of dS is the same as the cylinder $\mathbb{R} \times S^{d-1}$, the region in which $\xi^{a}$ is time-like also corresponds to the causal domain of a spherical cap $\theta \in\left[0, \theta_{0}\right]$, but with $\theta_{0}$ restricted to $\theta_{0} \leq \pi / 2$.

The operator generating the flow of the Killing vector at the boundary is still given by $(7.63),{ }^{9}$ which is equivalent to the modular hamiltonian of the $\mathrm{d} S$ vacuum after multiplying by $\beta=2 \pi R$. Altogether, this results in the extended first law of entanglement (7.2) for the de Sitter vacuum reduced to a spherical cap.

## Ball in anti-de Sitter

Finally, we can obtain a CFT defined in an $\mathrm{AdS}_{d}$ space-time by taking the limit $\psi \rightarrow 0$ in (7.61) and choosing the conformal factor so that we get

$$
\begin{equation*}
d s_{\mathrm{CFT}}^{2}=\frac{-d \sigma^{2}+R^{2}\left(d \theta^{2}+\sin ^{2}(\theta) d \Omega_{d-2}^{2}\right)}{\cos ^{2}(\theta)} . \tag{7.66}
\end{equation*}
$$

Changing coordinates to $\varrho=R \tan (\theta) \geq 0$ we recognize global $\operatorname{AdS}_{d}$, with $\varrho$ the usual radial coordinate. Similar to the dS case, it is convenient to describe the $\mathrm{AdS}_{d}$ boundary in terms of the $(\sigma, \theta)$ coordinates, where the Killing vector $\xi$ and operator $K_{\xi}$ are still given by (7.62) and (7.63). The main difference is that the region in which $\xi$ is time-like $\left|\theta_{ \pm}\right| \leq \theta_{0}$, now corresponds to the causal domain of a ball in $\operatorname{AdS}_{d}$ of radius $\varrho_{\max }=R \tan \left(\theta_{0}\right)$. We plot this in the right diagram of Fig. 7.1, where $\theta=0, \pi / 2$ in (7.66) now correspond to the AdS center and boundary. The

[^38]entanglement entropy associated to the vacuum state reduced on this ball satisfies the extended first law of entanglement in (7.2).

### 7.5 Killing Horizons in Pure $\mathrm{AdS}_{2}$

Our calculations so far have been in the context of the $\mathrm{AdS}_{d+1} / \mathrm{CFT}_{d}$ correspondence for $d \geq 2$, where the duality is well understood. In this section we revisit the construction for the case in which $d=1$, where the gravity theory is highly constrained and there is no clear holographic picture.

Let us start by briefly reviewing some basic notions of two dimensional gravity (see [Strobl (1999)] for a comprehensive review). In two space-time dimensions the most general scalar curvature invariant is built from the Ricci scalar $\mathcal{R}$ and contractions of its covariant derivatives, e.g. $(\nabla \mathcal{R})^{2}=\left(\nabla_{\mu} \mathcal{R}\right)\left(\nabla^{\mu} \mathcal{R}\right)$. Both the Riemann and Ricci tensor are fixed by $\mathcal{R}$ and $g_{\mu \nu}$ according to

$$
\begin{equation*}
\mathcal{R}_{\mu \nu \rho \sigma}=\frac{\mathcal{R}}{2}\left(g_{\mu \rho} g_{\nu \sigma}-g_{\mu \sigma} g_{\nu \rho}\right), \quad \quad \mathcal{R}_{\mu \nu}=\frac{\mathcal{R}}{2} g_{\mu \nu} \tag{7.67}
\end{equation*}
$$

This means there is a single gravitational degree of freedom, determined by $\mathcal{R}$. Similarly to the general $d$ case in (7.4), the most general two dimensional gravity theory is given by

$$
\begin{equation*}
I\left[g_{\mu \nu}, \lambda_{i}\right]=\int d^{2} x \sqrt{-g} \mathcal{L}\left(\mathcal{R}, \nabla_{\mu} \mathcal{R}, \ldots\right) \tag{7.68}
\end{equation*}
$$

where the coefficients $\lambda_{i}$ are the coupling constants of the theory. The only constraint we impose is that there is a pure AdS solution with some radius $L=L\left(\lambda_{i}\right)$. Notice that the relations in (7.67) imply that the Einstein tensor $G_{\mu \nu}=\mathcal{R}_{\mu \nu}-g_{\mu \nu} \mathcal{R} / 2$ vanishes for every two dimensional metric, so that $\mathcal{L}=\mathcal{R}$ gives a trivial theory.

Just as in the higher dimensional case, let us consider a Killing vector $\xi^{\mu}$ of pure $\mathrm{AdS}_{2}$ which is time-like over some region and generates a horizon (7.5). The associated entropy is computed from Wald's functional (7.6), which in the two dimensional case
is given by

$$
\begin{equation*}
S_{\xi}\left[g_{\mu \nu}(L), \lambda_{i}\right]=-2 \pi\left[\frac{\delta \mathcal{L}}{\delta R_{\rho \sigma}^{\mu \nu}} n^{\mu \nu} n_{\rho \sigma}\right]_{\text {Horizon }} \tag{7.69}
\end{equation*}
$$

where there is no integral since the bifurcate horizon is a single point. Evaluating in pure AdS we can use (7.9) to write this as

$$
\begin{equation*}
S_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}(L), \lambda_{i}\right]=2 \pi a_{1}^{*}\left(\lambda_{i}\right), \quad \text { where } \quad a_{1}^{*}\left(\lambda_{i}\right)=-\left.L^{2} \mathcal{L}\right|_{\mathrm{AdS}} \tag{7.70}
\end{equation*}
$$

An important difference with respect to the higher dimensional case, is that in two dimensions this expression is always finite and only depends on the global features of the theory, i.e., it is insensitive to the details of the Killing vector $\xi^{\mu}$. The entropy in (7.70) only depends on the pure $\mathrm{AdS}_{2}$ radius and the Lagrangian density evaluated on $\mathrm{AdS}_{2}$. Altogether, there is no obstruction in applying the same reasoning as in higher dimensions and write the extended first law for Killing horizons in pure AdS exactly as in (7.13)

$$
\begin{equation*}
\delta S_{\xi}=\frac{2 \pi}{\kappa} \delta Q_{\xi}+\frac{S_{\xi}}{a_{1}^{*}} \delta a_{1}^{*} \tag{7.71}
\end{equation*}
$$

Let us construct a concrete example by first writing pure $\mathrm{AdS}_{2}$ in global coordinates

$$
\begin{equation*}
d s^{2}=\frac{-d \sigma^{2}+L^{2} d \theta^{2}}{\sin ^{2}(\theta)} \tag{7.72}
\end{equation*}
$$

where $\sigma \in \mathbb{R}$ and $\theta \in[0, \pi]$. Notice that the notation is different from the previous section, since $\theta$ is now a bulk coordinate and the boundary is just described by $\sigma$. Two-dimensional AdS is distinct from higher dimensions, since there are two disjoint boundaries at $\theta=0, \pi$. A sketch of its Penrose diagram is given in Fig. 7.2.

We can easily check that the following is a Killing vector

$$
\begin{equation*}
\xi^{\mu}=\left(\frac{\cos \left(\theta_{+}\right)-\cos \left(\theta_{0}\right)}{L \sin \left(\theta_{0}\right)}\right) \partial_{\theta_{+}}-\left(\frac{\cos \left(\theta_{-}\right)-\cos \left(\theta_{0}\right)}{L \sin \left(\theta_{0}\right)}\right) \partial_{\theta_{-}} \tag{7.73}
\end{equation*}
$$

with surface gravity $\kappa=1 / L$. From its norm we see that it is time-like in the domain of dependence of the bulk surface $(\sigma=0, \psi)$ with $\psi \in\left[0, \theta_{0}\right]$, meaning that the


Figure 7.2: The blue region corresponds to $\mathrm{AdS}_{2}$ space-time represented in the $(\sigma / L, \theta)$ plane, with the two boundaries at $\theta=0, \pi$. In red we see the region in which the bulk Killing vector $\xi^{\mu}(7.73)$ is time-like and therefore the extended first law in (7.71) applies.
boundary time coordinate is restricted to $|\sigma / L| \leq \theta_{0}$. This corresponds to the red region in Fig. 7.2.

As an example, let us compute the horizon entropy explicitly for a particular gravity theory, that we take as

$$
\begin{equation*}
\mathcal{L}=f(\mathcal{R})=\lambda_{0}+\lambda_{2} \mathcal{R}^{2} \tag{7.74}
\end{equation*}
$$

The AdS radius $L$ is determined by solving the equations of motion evaluated at $\mathcal{R}=-2 / L^{2}$, which can be written as

$$
\begin{equation*}
\nabla_{\mu} \nabla_{\nu} f^{\prime}(\mathcal{R})+\frac{1}{2} g_{\mu \nu}\left(\mathcal{R} f^{\prime}(\mathcal{R})-f(\mathcal{R})\right)=0 \quad \Longrightarrow \quad L^{4}=\frac{4 \lambda_{2}}{\lambda_{0}} \tag{7.75}
\end{equation*}
$$

Using this we can evaluate Wald's entropy in (7.70) as

$$
\begin{equation*}
S_{\xi}\left[g_{\mu \nu}^{\mathrm{AdS}}(L), \lambda_{i}\right]=2 \pi\left(-8 \lambda_{2} / L^{2}\right) \tag{7.76}
\end{equation*}
$$

where between parenthesis we identify the factor $a_{1}^{*}$, which is positive if and only if $\lambda_{2}<0$.

This raises the question regarding the holographic interpretation of the extended first law as written in (7.71), since $a_{1}^{*}$ is supposed to capture the number of degrees of freedom of the boundary theory. The usual AdS/CFT correspondence for a two dimensional bulk does not yield a clear picture as in the higher dimensional case. Although there has been very interesting work on the subject (see [Strominger (1999); Cadoni and Mignemi (1999); Hartman and Strominger (2009); Castro et al. (2008); Alishahiha and Ardalan (2008); Cvetič and Papadimitriou (2016)]), there continues to be debate about what is meant by the dual " $\mathrm{CFT}_{1}$ ", whether it is conformal quantum mechanics or the chiral sector of a two-dimensional CFT. Moreover in the context of Jackiw-Teitelboim (JT) gravity [Teitelboim (1983); Jackiw (1985)] it is understood that the boundary is not a single theory but an ensemble average [Saad et al. (2019)]. For these reasons, we refrain from giving a boundary interpretation of the extended first law and leave this aspect to future investigations.

### 7.5.1 Einstein-Dilaton Theories

So far we have considered two dimensional theories of gravity in which the only field is given by the metric $g_{\mu \nu}$. We now discuss the extended first law for Einsteindilaton theories, which are widely studied in the context of two dimensional gravity.

One disadvantage of the pure gravity action considered in (7.68) is that since nontrivial theories must have $\mathcal{L} \sim \mathcal{O}\left(\mathcal{R}^{2}\right)$, the equations of motion for the metric are at least fourth order differential equations. This issue can be avoided by the introduction of an auxiliary dilaton field $\phi\left(x^{\mu}\right)$ coupled to ordinary Einstein gravity

$$
\begin{equation*}
I_{\phi}\left[g_{\mu \nu}, \lambda_{i}\right]=\int d^{2} x \sqrt{-g}[\phi \mathcal{R}-V(\phi)] . \tag{7.77}
\end{equation*}
$$

The equations of motion obtained from this action are second order. In particular, varying with respect to the dilaton field we get the algebraic constraint $\mathcal{R}=V^{\prime}(\phi)$.

If the potential has non-vanishing second derivative, one can invert this relation and substitute back into the action (7.77) to obtain a purely gravitational theory of the type $\mathcal{L}=f(\mathcal{R})$. As an example, if we take $V(\phi)=\phi^{2} / 4 \lambda_{2}-\lambda_{0}$, the equation of motion for $\phi$ sets $\phi_{0}=2 \lambda_{2} \mathcal{R}$ and we get

$$
\begin{equation*}
I_{\phi=\phi_{0}}\left[g_{\mu \nu}, \lambda_{i}\right]=\int d^{2} x \sqrt{-g}\left[\lambda_{0}+\lambda_{2} \mathcal{R}^{2}\right], \tag{7.78}
\end{equation*}
$$

which is the gravity theory previously considered in (7.74). This allows us to study two dimensional gravity from the simpler action (7.77). We should interpret the dilaton field as a gravitational degree of freedom, which gets non-trivial dynamics from varying (7.77) with respect to the metric

$$
\begin{equation*}
\nabla_{\mu} \nabla_{\nu} \phi=\frac{1}{2} g_{\mu \nu} V(\phi) . \tag{7.79}
\end{equation*}
$$

Since the Einstein-dilaton theories in (7.77) (with $\left.V^{\prime \prime}(\phi) \neq 0\right)$ are equivalent to the purely gravitational action previously considered in (7.68), the results obtained for the extended first law also hold in this setup. We should mention that while JT gravity is given by (7.77) with $V(\phi) \propto \phi$, it cannot be written as a purely gravitational theory since $V^{\prime \prime}(\phi)=0$ and the dilaton equation simply fixes the curvature to a constant $\mathcal{R}=$ const.

There are more general Einstein-dilaton actions than (7.77) that yield interesting two dimensional theories. For instance, there is a particular way of taking the twodimensional limit of higher dimensional Einstein gravity which results in the following action [Mann and Ross (1993)]

$$
\begin{equation*}
I_{\phi}\left[g_{\mu \nu}, \Lambda_{2}\right]=\int d^{2} x \sqrt{-g}\left[\phi \mathcal{R}+\frac{1}{2}(\nabla \phi)^{2}-2 \Lambda_{2}\right] \tag{7.80}
\end{equation*}
$$

where $\Lambda_{2}$ is a coupling constant. This theory was studied in [Frassino et al. (2015)] from the perspective of extended black hole thermodynamics. Although this action
is clearly different from (7.77), if we redefine the metric according to ${ }^{10} \tilde{g}_{\mu \nu}=e^{\phi / 2} g_{\mu \nu}$ it can be written as

$$
\begin{equation*}
I_{\phi}\left[\tilde{g}_{\mu \nu}, \Lambda_{2}\right]=\int d^{2} x \sqrt{-\tilde{g}}[\phi \tilde{\mathcal{R}}-V(\phi)], \quad \text { where } \quad V(\phi)=2 \Lambda_{2} e^{-\phi / 2} \tag{7.81}
\end{equation*}
$$

Once we have the action in this form, we can solve the dilaton field equation and substitute it back into the action to get a purely gravitational theory for the metric $\tilde{g}_{\mu \nu}$

$$
\begin{equation*}
I_{\phi=\phi_{0}}\left[\tilde{g}_{\mu \nu}, \Lambda_{2}\right]=\int d^{2} x \sqrt{-\tilde{g}} f(\tilde{\mathcal{R}}), \quad \text { where } \quad f(x)=2 x\left(1-\ln \left(-x / \Lambda_{2}\right)\right) \tag{7.82}
\end{equation*}
$$

This raises the question of which is the "physical" gravitational metric, either $g_{\mu \nu}$ or $\tilde{g}_{\mu \nu} .{ }^{11}$ The distinction between the frames is important as the solutions obtained in either case are very different. For instance, if we consider a constant curvature solution for $\tilde{g}_{\mu \nu}$, the equation of motion from (7.82) is given by

$$
\begin{equation*}
\tilde{\mathcal{R}} f^{\prime}(\tilde{\mathcal{R}})-f(\tilde{\mathcal{R}})=0 \quad \Longrightarrow \quad \tilde{\mathcal{R}}=0 \tag{7.83}
\end{equation*}
$$

From (7.67), this implies that the metric $\tilde{g}_{\mu \nu}$ vanishes, so that the theory does not admit a pure $\mathrm{AdS}_{2}$ solution and we cannot consider the extended first law in (7.71).

On the other hand, working in the frame with the metric $g_{\mu \nu}$ the action (7.80) allows a pure $\mathrm{AdS}_{2}$ solution [Frassino et al. (2015)]. This means it is sensible to consider the extended first law for the metric $g_{\mu \nu}$, although the derivation leading to (7.71) does not apply. An extended first law of black hole thermodynamics (which

$$
\begin{aligned}
& { }^{10} \text { Such that } \sqrt{-\tilde{g}}=e^{D \Phi / 2} \sqrt{-g} \text { and } \\
& \\
& \tilde{\mathcal{R}}=e^{-\Phi}\left(\mathcal{R}-(D-1) g^{\mu \nu} \nabla_{\mu} \nabla_{\nu} \Phi-\frac{1}{4}(D-2)(D-1) g^{\mu \nu} \nabla_{\mu} \Phi \nabla_{\nu} \Phi\right) .
\end{aligned}
$$

${ }^{11}$ See [Faraoni and Gunzig (1999); Postma and Volponi (2014)] for a discussion around a similar issue.
studies the behavior of the black hole entropy under variations of the cosmological constant) was derived in [Frassino et al. (2015)] for the Einstein-dilaton theory in (7.80). In order to obtain a sensible result, the authors of [Frassino et al. (2015)] use an unconventional approach that involves rescaling Newton's constant according to $G_{d+1}=\frac{(1-d)}{2} G_{2}$. Starting from the results in [Kastor et al. (2014)], this procedure can also be applied to derive an extended first law for perturbations of Killing horizons in the $\mathrm{AdS}_{2}$ metric $g_{\mu \nu}$. We show this in detail in Appendix F.

The overall lesson here is that a non-trivial extended bulk first law can be formulated, in principle for pure theories of gravity in $1+1$-dimensions. Moreover, since any Einstein-dilaton theory of gravity with a dilaton potential that has a non-vanishing second derivative can be recast as a pure theory of gravity, the extended bulk first law can be formulated for Einstein-dilaton theories. We note, however, not every Einstein-dilaton theory will satisfy the criterion $V^{\prime \prime}(\phi) \neq 0$, e.g., JT gravity, and so it is unclear how to formulate a bulk first law for such theories. Moreover, even when we have an Einstein-dilaton theory that satisfies the aforementioned criteria, it might be unclear whether pure $\mathrm{AdS}_{2}$ is a solution to such a theory, in which case the bulk first law would be trivial.

### 7.6 Beyond Pure AdS in Three Dimensional Gravity

Given that all our calculations so far have been for Killing horizons in pure AdS, a natural question is whether these results can be extended to horizons in more general space-times. Crucial to our derivation was that pure AdS has local AdS symmetry. In general, arbitrary spacetimes are not locally AdS. There is a special case, however, in $2+1$ dimensions, where certain black hole solutions have local $\mathrm{AdS}_{3}$ symmetry. In this section we investigate this in the context of three dimensional gravity, making
contact with some concepts in extended black hole thermodynamics [Kubiznak et al. (2017)].

Consider a general three dimensional metric $g_{\mu \nu}$ which solves the equations of motion obtained from (7.4) and admits a time-like Killing horizon generated by the vector $\xi^{\mu}$. The horizon entropy is obtained from Wald's functional (7.6) evaluated on $g_{\mu \nu}$, which for a general metric we cannot evaluate explicitly. However, three dimensional gravity theories admit interesting black hole solutions which are locally but not globally AdS, i.e., which satisfy

$$
\begin{equation*}
\mathcal{R}_{\mu \nu \rho \sigma}=-\frac{1}{L^{2}}\left(g_{\mu \rho} g_{\nu \sigma}-g_{\mu \sigma} g_{\nu \rho}\right) . \tag{7.84}
\end{equation*}
$$

For this class of black holes we can evaluate the integrand in Wald's functional using (7.9) and find

$$
\begin{equation*}
S_{\xi}\left[g_{\mu \nu}, \lambda_{i}\right]=2 a_{2}^{*}\left(\lambda_{i}\right) \widetilde{\mathcal{A}} \tag{7.85}
\end{equation*}
$$

where $\widetilde{\mathcal{A}}=\mathcal{A}_{\text {horizon }} / L^{d-1}$ and $a_{2}^{*}$ in (7.11) is proportional to the Virasoro central charge $c$ of the dual $\mathrm{CFT}_{2}$. This expression is equivalent to the pure AdS relation (7.10) evaluated at $d=2$.

Let us now consider the behavior of the entropy under deformations of the theory, i.e., $\lambda_{i} \rightarrow \lambda_{i}+\delta \lambda_{i}$ in (7.4). In this case, apart from the obvious contribution given by the coefficient $a_{2}^{*}\left(\lambda_{i}\right)$ in (7.85), we must take into account the variation of the dimensionless horizon area $\widetilde{\mathcal{A}}$. For the pure AdS metric, $\widetilde{\mathcal{A}}$ is independent of $\lambda_{i}$ since the metric $g_{\mu \nu}^{\mathrm{AdS}}(L)$ only depends on the dimensionful parameter $L$, so that dimensional analysis implies $\mathcal{A}_{\text {horizon }} \propto L^{d-1}$. This is no longer true for more general metrics which satisfy (7.84) but are not globally pure AdS, as the metric can also depend on some integration constants $\left\{c_{j}\right\}$ (e.g. mass, angular momentum, charge, etc.) so that the horizon area $\mathcal{A}_{\text {horizon }}$ is no longer proportional to $L^{d-1}$. Altogether,
the variation of (7.85) is now given by

$$
\begin{equation*}
\delta S_{\xi}=S_{\xi} \delta\left[\ln \left(a_{2}^{*}\right)+\ln (\widetilde{\mathcal{A}})\right] . \tag{7.86}
\end{equation*}
$$

As we will shortly see in a simple example, computing this extra variation for a particular solution is straightforward. However, while the first term involving $a_{2}^{*}$ has a clear meaning in the boundary CFT (given in (7.3)), this is not the case for $\widetilde{\mathcal{A}}$. Only by restricting ourselves to black holes in which $\delta \widetilde{\mathcal{A}}=0$, the boundary CFT satisfies the extended first law given by

$$
\begin{equation*}
\delta \widetilde{\mathcal{A}}=0 \quad \Longrightarrow \quad \delta S\left(\rho_{\beta}\right)=\beta \delta\langle H\rangle+\frac{S\left(\rho_{\beta}\right)}{a_{2}^{*}} \delta a_{2}^{*}, \tag{7.87}
\end{equation*}
$$

where $\rho_{\beta}$ is a thermal state and we have included the usual energy term $(2 \pi / \kappa) \delta Q_{\xi}$ in (7.86) which maps to $H$, the hamiltonian of the CFT. Additional conserved quantities such as angular momentum or charges, can be added to this relation in the usual way. The first law in (7.87) is similar to the one obtained for the thermal state at temperature $\beta=2 \pi R$ in the background $\mathbb{R} \times \mathbb{H}^{d-1}$ (7.48), with the crucial difference that $\beta$ in this case is unconstrained.

Let us illustrate how everything works by considering a simple example in Einstein gravity

$$
\begin{equation*}
I\left[g_{\mu \nu} ; G, L\right]=\frac{1}{16 \pi G} \int d^{3} x \sqrt{-g}\left(\mathcal{R}+\frac{2}{L^{2}}\right) \tag{7.88}
\end{equation*}
$$

The coupling constants of the theory are $\left\{\lambda_{i}\right\}=\{G, L\}$, where $L$ is also the radius of the pure AdS solution. The rotating BTZ black hole solution satisfies (7.84) and is given by [Banados et al. (1992)]

$$
\begin{equation*}
d s^{2}=-f(r) d t^{2}+\frac{d r^{2}}{f(r)}+r^{2}\left(d \theta-\frac{G J}{2 r^{2}} d t\right)^{2} \tag{7.89}
\end{equation*}
$$

where $f(r)=-8 G M+(r / L)^{2}+(J G / 2 r)^{2}$. Different black holes are labeled by the integration constants $\left\{c_{j}\right\}=\{M, J\}$, which also give the global charges associated to the Killing vectors $\partial_{t}$ and $\partial_{\theta}$ respectively.

The outer horizon radius $r_{+}$is obtained from $f\left(r_{+}\right)=0$ and is a non-trivial function of $(G, L, M, J)$. We can easily write the dimensionless horizon area $\widetilde{\mathcal{A}}$ in terms of $r_{+}$

$$
\begin{equation*}
\widetilde{\mathcal{A}}=\frac{2 \pi r_{+}}{L}=4 \pi \sqrt{M G}\left[1+\sqrt{1-\left(\frac{J}{8 M L}\right)^{2}}\right]^{1 / 2} \tag{7.90}
\end{equation*}
$$

This expression depends explicitly on both $G$ and $L$, meaning that the second term in (7.86) gives a non-trivial contribution, which we can easily write explicitly. However, if we consider the static black hole $J=0$ we get $\widetilde{\mathcal{A}}=4 \pi \sqrt{2 M G}$, which is independent of $L$. Therefore, if we restrict to variations of $L$ (while keeping $G$ fixed), we obtain the extended first law given in (7.87).

### 7.6.1 Extended Thermodynamics and Volume

Let us now restrict to a particular type of theory deformation, in which we take the radius of the pure AdS solution $L$ as one of the coupling constants defining the theory and consider $\delta\left(\lambda_{i}, L\right)=(0, \delta L)$. This corresponds to the variations studied in the extended black hole thermodynamics [Kubiznak et al. (2017)], in which the thermodynamic pressure is identified with $L$ according to $p \equiv d(d-1) /\left(16 \pi G L^{2}\right)$. Its conjugate variable is referred as the volume $V$ and can be defined from the entropy as

$$
\begin{equation*}
V \equiv-T \frac{\partial S_{\xi}}{\partial p}=-T S_{\xi} \frac{\partial}{\partial p}\left[\ln \left(a_{2}^{*}\right)+\ln (\widetilde{\mathcal{A}})\right] \tag{7.91}
\end{equation*}
$$

where the second equality is obtained from (7.86). The $p$ derivative is computed while keeping all the remaining parameters fixed.

This volume formula holds for locally AdS black holes in any three dimensional theory of gravity. Similar to (7.86), there are two distinct contributions to the volume. While the variation of $a_{2}^{*}$ has a natural boundary interpretation in terms of the number of degrees of freedom, the dimensionless area $\widetilde{\mathcal{A}}$ does not. For cases in which $\widetilde{\mathcal{A}}$ is
independent of $L$, the thermodynamic volume takes the following simple form

$$
\begin{equation*}
\frac{\partial \widetilde{\mathcal{A}}}{\partial L}=0 \quad \Longrightarrow \quad V=-\left(\frac{T S_{\xi}}{a_{2}^{*}}\right) \frac{\partial a_{2}^{*}}{\partial p} . \tag{7.92}
\end{equation*}
$$

This gives a class of three dimensional black holes whose thermodynamic volume is directly related to changing the central charge of the boundary CFT. Since the meaning of $V$ for the boundary theory is not completely understood (see [Dolan (2014b); Johnson (2014a); Dolan (2014a); Kastor et al. (2014); Caceres et al. (2017); Couch et al. (2017); Johnson et al. (2019)]), this formula might help give further insights. Let us use it in some concrete examples to compute the volume of some black hole solutions.

## Thermodynamic volume in Einstein gravity

Consider the simple setup of a BTZ black hole (7.89) in Einstein gravity (7.88). As previously noted, for the static black hole $J=0$ the dimensionless horizon area $\widetilde{\mathcal{A}}$ in (7.90) is independent of $L$, meaning that we can directly use the volume formula in (7.92). Simple calculations give $a_{2}^{*}=L / 8 G$ and $T=r_{+} / 2 \pi L^{2}$, so that we can compute the volume as

$$
\begin{equation*}
V_{J=0}=-\left(\frac{T S_{\xi}}{a_{2}^{*}}\right) \frac{\partial a_{2}^{*}}{\partial p}=\pi r_{+}^{2} . \tag{7.93}
\end{equation*}
$$

which agrees with the result obtained from a more standard approach in extended thermodynamics [Frassino et al. (2015)].

For the rotating BTZ solution with $J \neq 0$ the dimensionless horizon area $\widetilde{\mathcal{A}}$ in (7.90) is a non-trivial function of $L$, meaning that we must use the more general volume formula in (7.91). Although the calculation in this case is slightly more involved, the final result is again very simple and given by

$$
\begin{equation*}
V_{J \neq 0}=-T S_{\xi} \frac{\partial}{\partial p}\left[\ln \left(a_{2}^{*}\right)+\ln (\widetilde{\mathcal{A}})\right]=\pi r_{+}^{2} \tag{7.94}
\end{equation*}
$$

in agreement with the previously known relation [Frassino et al. (2015)]. It is interesting to see that the extra variation with respect to $\widetilde{\mathcal{A}}$ is exactly what is needed in order to obtain this simple final answer. An interesting microscopic analysis of this expression was recently given in [Johnson et al. (2019)]. ${ }^{12}$

Thermodynamic volume in higher curvature theories

Since the volume formula (7.91) is particularly powerful in the context of higher curvature gravity theories, let us apply it in an example by considering the following generalization of new massive gravity [Bergshoeff et al. (2009a,b); Sinha (2010)]

$$
\begin{equation*}
I\left[g_{\mu \nu}\right]=\frac{1}{16 \pi G} \int d^{3} x \sqrt{-g}\left(\mathcal{R}+\frac{2}{\ell^{2}}+\ell^{2} \mathcal{R}_{2}+\ell^{4} \mathcal{R}_{3}\right) \tag{7.95}
\end{equation*}
$$

where

$$
\begin{align*}
& \mathcal{R}_{2}=4\left(\lambda_{1} \mathcal{R}_{\mu \nu} \mathcal{R}^{\mu \nu}+\lambda_{2} \mathcal{R}^{2}\right), \\
& \mathcal{R}_{3}=\frac{17}{12}\left(\mu_{1} \mathcal{R}_{\mu}^{\nu} \mathcal{R}_{\nu}^{\rho} \mathcal{R}_{\rho}^{\mu}+\mu_{2} \mathcal{R}_{\mu \nu} \mathcal{R}^{\mu \nu} \mathcal{R}+\mu_{3} \mathcal{R}^{3}\right) \tag{7.96}
\end{align*}
$$

The coupling constants of the theory are given by $\left\{G, \ell, \lambda_{1}, \lambda_{2}, \mu_{i}\right\}$ with $i=1,2,3$, where new massive gravity [Bergshoeff et al. (2009a,b)] is obtained by setting $\mu_{i}=0$ and $\lambda_{2}=-3 \lambda_{1} / 8$.

To apply the volume formula in (7.91) we must first compute the $a_{2}^{*}$ factor, which depends on the pure AdS solution of the theory. We can find such solution by varying the action (7.95) with respect to the metric, which gives the following equations of

[^39]motion [Sinha (2010)]
\[

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}-\frac{1}{2} \mathcal{R} g_{\mu \nu}-\frac{1}{\ell^{2}} g_{\mu \nu}-H_{\mu \nu}=0 \tag{7.97}
\end{equation*}
$$

\]

where

$$
\begin{align*}
H_{\mu \nu} & =4 \ell^{2}\left[\lambda_{1}\left(-2 \mathcal{R}^{\rho}{ }_{\mu} \mathcal{R}_{\rho \nu}+\frac{1}{2} g_{\mu \nu} \mathcal{R}_{\rho \sigma} \mathcal{R}^{\rho \sigma}\right)+\lambda_{2}\left(-2 \mathcal{R} \mathcal{R}_{\mu \nu}+\frac{1}{2} g_{\mu \nu} \mathcal{R}^{2}\right)\right] \\
& +\frac{17}{12} \ell^{4}\left[\mu_{1}\left(-3 \mathcal{R}_{\mu \rho} \mathcal{R}_{\sigma}^{\rho} \mathcal{R}_{\nu}^{\sigma}+\frac{1}{2} g_{\mu \nu} \mathcal{R}_{\sigma}^{\rho} \mathcal{R}_{\rho}^{\alpha} \mathcal{R}_{\alpha}^{\sigma}\right)+\mu_{3}\left(-3 \mathcal{R}^{2} \mathcal{R}_{\mu \nu}+\frac{1}{2} g_{\mu \nu} \mathcal{R}^{3}\right)\right. \\
& \left.+\mu_{2}\left(-\mathcal{R}_{\sigma}^{\rho} \mathcal{R}_{\rho}^{\sigma} \mathcal{R}_{\mu \nu}-2 \mathcal{R} \mathcal{R}_{\mu \rho} \mathcal{R}_{\nu}^{\rho}+\frac{1}{2} g_{\mu \nu} \mathcal{R} \mathcal{R}_{\rho \sigma} \mathcal{R}^{\rho \sigma}\right)\right]+\mathcal{O}\left(\nabla^{2} \mathcal{R}, \nabla^{2} \mathcal{R}^{2}, \ldots\right), \tag{7.98}
\end{align*}
$$

and we are omitting derivative terms that do not contribute to the pure AdS solution.
We can evaluate these complicated terms in a pure AdS metric $g_{\mu \nu}^{\operatorname{AdS}}(L)$ of some radius $L$ using that it is a maximally symmetric space-time (7.84). Taking the trace of (7.97) and writing the AdS radius as $L=\ell / \sqrt{f_{\infty}}$ we obtain the following algebraic constraint for the factor $f_{\infty}$

$$
\begin{equation*}
L=\ell / \sqrt{f_{\infty}} \quad \Longrightarrow \quad 1-f_{\infty}-8 f_{\infty}^{2}\left(\lambda_{1}+3 \lambda_{2}\right)+17 f_{\infty}^{3}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)=0 \tag{7.99}
\end{equation*}
$$

To arrive to this expression we used the helpful fact that in pure $\operatorname{AdS}$

$$
\begin{equation*}
\mathcal{R}_{\mu \nu}=-\frac{2}{L^{2}} g_{\mu \nu}, \quad \mathcal{R}=-\frac{6}{L^{2}} \tag{7.100}
\end{equation*}
$$

such that

$$
\begin{equation*}
g^{\mu \nu} H_{\mu \nu}=-\frac{24 \ell^{2}}{L^{4}}\left(\lambda_{1}+3 \lambda_{2}\right)+\frac{51 \ell^{4}}{L^{6}}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right) \tag{7.101}
\end{equation*}
$$

and so the trace of (7.97) is

$$
\begin{equation*}
\frac{3}{L^{2}}-\frac{3}{\ell^{2}}+\frac{24 \ell^{2}}{L^{4}}\left(\lambda_{1}+3 \lambda_{2}\right)-\frac{51 \ell^{4}}{L^{6}}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)=0 \tag{7.102}
\end{equation*}
$$

Setting $\ell=L \sqrt{f_{\infty}}$, expression (7.102) becomes (7.99). When we set $\lambda_{2}=-\frac{3}{8} \lambda_{1}$, $\mu_{1}=\frac{64}{17} \mu_{3}$, and $\mu_{2}=-\frac{72}{17} \mu_{3}$, we find (7.99) is in agreement with [Sinha (2010)]. The
solution $f_{\infty}$ of this algebraic equation that is smoothly connected to Einstein gravity determines the pure AdS radius $L$.

We will use the polynomial constraint (7.99) to help us determine $a_{2}^{*}$. This is done by evaluating the Lagrangian density (7.95) in AdS, so that we find

$$
\begin{align*}
\left.\mathcal{L}\right|_{\text {AdS }} & =\frac{1}{16 \pi G}\left[-\frac{6}{L^{2}}+\frac{2}{\ell^{2}}+\frac{48 \ell^{2}}{L^{4}}\left(\lambda_{1}+3 \lambda_{2}\right)-\frac{34 \ell^{4}}{L^{6}}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)\right]  \tag{7.103}\\
& =-\frac{1}{4 \pi G L^{2}}\left[1-16 f_{\infty}\left(\lambda_{1}+3 \lambda_{2}\right)+17 f_{\infty}^{2}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)\right]
\end{align*}
$$

where we used

$$
\begin{equation*}
\mathcal{R}_{2}=\frac{48}{L^{4}}\left(\lambda_{1}+3 \lambda_{2}\right), \quad \mathcal{R}_{3}=-\frac{34}{L^{6}}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right) \tag{7.104}
\end{equation*}
$$

Therefore, $2 a_{2}^{*}=-\left.\pi L^{3} \mathcal{L}\right|_{\text {AdS }}$ gives

$$
\begin{equation*}
a_{2}^{*}=\frac{L}{8 G}\left[1-16 f_{\infty}\left(\lambda_{1}+3 \lambda_{2}\right)+17 f_{\infty}^{2}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)\right] . \tag{7.105}
\end{equation*}
$$

Using the same identifications of $\lambda_{2}, \mu_{1}, \mu_{2}$ as before, we find (7.105) agreement with [Sinha (2010)], and is interpreted as the $d=2$ Weyl anomaly associated with the Euler density for our six dervative theory (7.95). When we turn off the cubic contributions $\mu_{i}=0,(7.105)$ is simply the $d=2$ limit of the Weyl anomaly associated with Einstein-Gauss-Bonnet gravity in higher dimensions [Myers and Sinha (2011)].

We can now consider a black hole solution for this theory. Given that the BTZ black hole in (7.89) is locally AdS, it solves the equations of motion in (7.97) as long as we take $L$ according to (7.99). The horizon entropy is obtained from (7.85) with $a_{2}^{*}$ and $\widetilde{\mathcal{A}}$ as given in (7.90), where

$$
\begin{equation*}
S_{\xi}=\frac{\mathcal{A}_{\mathcal{H}}}{4 G}\left[1-16 f_{\infty}\left(\lambda_{1}+3 \lambda_{2}\right)+17 f_{\infty}^{2}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)\right] \tag{7.106}
\end{equation*}
$$

This matches the expression found using Wald's formula (7.72), given explicitly in [Sinha (2010)].

For the rotating solution with $J \neq 0$ we can now use the volume formula in (7.91) and find

$$
\begin{equation*}
V_{J \neq 0}=\pi r_{+}^{2}\left[1-16 f_{\infty}\left(\lambda_{1}+3 \lambda_{2}\right)+f_{\infty}^{2}\left(\mu_{1}+3 \mu_{2}+9 \mu_{3}\right)\right] . \tag{7.107}
\end{equation*}
$$

### 7.7 Summary and Future Work

The extended first law of entanglement has been previosuly derived for the Minkowski vacuum reduced to a ball by considering particular gravity theories in the bulk [Kastor et al. (2014, 2016); Caceres et al. (2017); Lan et al. (2018)]. In this work, we have shown a novel and simple procedure that generalizes the proof to arbitrary gravity theories in the bulk and new setups in the boundary CFT. From the bulk perspective we have found no obstructions in working in two dimensional gravity and also obtain some intriguing results concerning extended black hole thermodynamics in three dimensions. Let us discuss some additional aspects regarding the calculations above.

## Divergent terms in the extended first law of entanglement

One important feature of the ordinary first law of entanglement $\delta S_{E E}=\delta\left\langle K_{B}\right\rangle$ is that although the entanglement entropy always diverges, the left-hand side is well defined since the difference between entropies associated to different states is finite. ${ }^{13}$ For the extended first law of entanglement this is no longer the case. Let us consider a variation of the theory without perturbing the state, so that the first term on the right-hand side of (7.43) drops out and we are left with

$$
\begin{equation*}
S_{E E}(\bar{\rho})-S_{E E}(\rho)=\frac{S_{E E}(\rho)}{a_{d}^{*}} \delta a_{d}^{*} \tag{7.108}
\end{equation*}
$$

Both sides of this equality diverge, the left-hand side due to the fact that the divergences of the entanglement entropies corresponding to different theories do not cancel

[^40]each other. This raises the question regarding how we should interpret (7.108), which seems to depend on the regularization procedure.

Let us illustrate the issue by considering the simple case of the Minkowski vacuum reduced to a ball of radius $R$ in $d=3$, where the entanglement entropy is [Casini et al. (2011)]

$$
\begin{equation*}
S_{E E}\left(\rho_{B}\right)=\mu_{1} \frac{R}{\epsilon}-2 \pi a_{3}^{*}, \tag{7.109}
\end{equation*}
$$

with $\mu_{1}$ a dimensionless and non-universal constant and $a_{3}^{*}$ given by (7.3). The short distance cut-off $\epsilon$ can be properly defined using mutual information, see [Casini et al. (2015)]. If we consider the same setup but for a CFT in which $\bar{a}_{3}^{*}=a_{3}^{*}-\delta a_{3}^{*}$, the entanglement entropy is given by

$$
\begin{equation*}
S_{E E}\left(\bar{\rho}_{B}\right)=\bar{\mu}_{1} \frac{R}{\bar{\epsilon}}-2 \pi \bar{a}_{3}^{*}, \tag{7.110}
\end{equation*}
$$

where the cut-off $\bar{\epsilon}$ and the constant $\bar{\mu}_{1}$ are not necessarily related to the ones appearing in (7.109).

How should we understand (7.108) in this context? A practical approach is to simply ignore the non-universal contributions to the entanglement entropy and regard (7.108) as a relation between the universal terms, where it is clear that the extended first law is satisfied. A different procedure is instead given by relating the cut-offs of each theory in a particular way such that the extended first law is satisfied to every order. Assuming there is a relation $\epsilon=\epsilon(\bar{\epsilon})$ which can be expanded around the origin as

$$
\begin{equation*}
\epsilon(\bar{\epsilon})=\bar{\epsilon}\left(b_{0}+b_{2}(\bar{\epsilon} / R)^{2}+b_{4}(\bar{\epsilon} / R)^{4}+\ldots\right) \tag{7.111}
\end{equation*}
$$

we can fix the coefficients $b_{2 n}$ such that (7.108) is satisfied to every order. For the case of a ball in three dimensional Minkowski we find

$$
\begin{equation*}
\epsilon(\bar{\epsilon})=\bar{\epsilon} \frac{\mu_{1}}{\bar{\mu}_{1}}\left(1-\delta \ln \left(a_{3}^{*}\right)\right)+\ldots, \tag{7.112}
\end{equation*}
$$

where higher order terms are unconstrained. An analogous construction can be considered for the higher dimensional case and other setups in the CFT. This subtle aspect regarding the extended first law of entanglement has not been previously discussed in the literature.

## Extended first law of entanglement for general setups

Given that we have shown that the extended first law of entanglement holds in a wide variety of setups, a natural question is whether it is valid for arbitrary CFTs, regions and states. While the ordinary first law follows from positivity of relative entropy [Blanco et al. (2013)] and therefore holds in full generality, the extended version can only be formulated for CFTs since the coefficient $a_{d}^{*}$ in even dimensions is only defined for conformal theories (7.3). Although trying to directly prove the extended first law for arbitrary CFTs seems a complicated task, we can check whether the results for the entanglement entropy present in the literature are consistent with (7.2), which essentially implies $S_{E E} \propto a_{d}^{*}$ to first order in $a_{d}^{*}$.

Let us consider two dimensional CFTs, where $a_{2}^{*}$ is proportional to the Virasoro central charge $c$. For the vacuum entropy associated to any number of disjoint intervals of a holographic CFT in Minkowski space, [Ryu and Takayanagi (2006b); Hartman (2013); Faulkner (2013)] showed that $S_{E E} \propto a_{2}^{*}$. The same is true for a thermal state reduced to an interval [Calabrese and Cardy (2004)] and analogous setups in curved backgrounds [Cardy and Tonni (2016)]. For more general situations, the entanglement entropy is only known for particular CFTs, mostly free theories. In each of these cases the entropy depends on the details of the theory in a complicated way. However, we are not aware of any result where the entanglement entropy in two dimensions is not proportional to the central charge and, consequently, in contradiction with (7.2).

For space-time dimensions larger than two, it becomes evident that the extended first law of entanglement cannot hold in full generality. The simplest example is to consider the Minkowski vacuum in $d=4$ reduced to a cylinder. Here the entanglement entropy is independent of $a_{d}^{*}$ and is instead proportional to the coefficient appearing in the square of the Weyl tensor in the trace anomaly [Solodukhin (2008)]. For more complicated regions the entropy is a combination of these coefficients, showing that the extended first law of entanglement cannot hold for all regions in $d=4$. We expect similar arguments to extend this for any space-time dimension strictly larger than two.

It would be interesting to understand how holography is able to capture the extended first law of entanglement in the cases where it is expected to hold. The $d=2$ case stands out as the most interesting one in which (to our knowledge) there is no field theory result in contradiction with (7.2). This deserves further study, in order to determine whether a general derivation of the extended first law of entanglement in this context is possible.

## Extended first law in a single dimension

Despite the fact that two dimensional gravity theories are highly constrained, we have obtained a non-trivial extended first law in the bulk. Our derivation holds for a wide class of pure gravity and Einstein-dilaton theories. Since the holographic correspondence in $\mathrm{AdS}_{2} / \mathrm{CFT}_{1}$ is not as well established as in higher dimensions, we have not been provided with a compelling boundary interpretation. It should be interesting to further explore this in a simple case where there is some control on both sides of the duality.

An interesting setup is given by JT gravity, which is an Einstein-dilaton theory known to provide a holographic description of the SYK model [Maldacena and Stanford (2016); Maldacena et al. (2016); Jensen (2016)]. Interestingly, our bulk
derivation of the extended first law does not hold for JT gravity, as it is an Einsteindilaton theory that cannot be recast as pure gravity. ${ }^{14}$ Given the recent interest in this system, this is an area that deserves further study as it may prove useful into better understanding JT gravity and SYK, and perhaps, $\mathrm{AdS}_{2} / \mathrm{CFT}_{1}$ more broadly.

## Three dimensional gravity and thermodynamic volume

For three dimensional bulk duals we have derived a modification of the extended first law (7.87) that holds for space-times that are not necessarily (globally) pure AdS, such as the BTZ black hole. In the context of extended black hole thermodynamics, we obtain a curious formula for the thermodynamic volume (7.91), which we verified gives the correct expressions found using standard means. In particular, we obtain a result for the thermodynamic volume of the BTZ black hole in a higher curvature theory of gravity (7.107).

It would be interesting to see whether the formula for the thermodynamic volume in (7.91) provides anything new to the field of extended thermodynamics. Particularly, it would be beneficial to see if it gives another microscopic viewpoint of $V$, along the lines of [Johnson et al. (2019)]. In [Johnson et al. (2019)] it was shown that the thermodynamic volume sometimes constrains the number of available CFT states dual to $\mathrm{AdS}_{3}$ gravity, revealing that the Bekenstein-Hawking entropy (given by the Cardy formula) overcounts the number of CFT degrees of freedom. This chain of reasoning provides a microscopic explanation for black hole super-entropicity, a designation for black holes whose entropy exceeds that of Schwarzschild-AdS, and violate the reverse isoperimetric inequality [Cvetic et al. (2011)]. In three space-time dimensions, the reverse isoperimetric inequality takes the form

$$
\begin{equation*}
\pi V \geq 4 S^{2} G^{2} \tag{7.113}
\end{equation*}
$$

[^41]When we input our expression for the volume in (7.91), the reverse isoperimetric inequality imposes a lower bound on the $L$ derivative of $\log \left(a_{2}^{*}\right)$,

$$
\begin{equation*}
\frac{\partial}{\partial L}\left[\log \left(a_{2}^{*}\right)+\log (\tilde{\mathcal{A}})\right] \geq \frac{S G}{\pi^{2} L^{3} T} \geq 0 \tag{7.114}
\end{equation*}
$$

Black holes which satisfy this inequality, e.g., rotating BTZ, are said to be subentropic. Super-entropic black holes, such as the charged BTZ, violate the inequality (7.113) and impose the following upper bound

$$
\begin{equation*}
\frac{\partial}{\partial L}\left[\log \left(a_{2}^{*}\right)+\log (\tilde{\mathcal{A}})\right] \leq \frac{S G}{\pi^{2} L^{3} T} \tag{7.115}
\end{equation*}
$$

Since $a_{2}^{*}$ relates to the number of degrees of freedom of the dual $\mathrm{CFT}_{2}$, these bounds are expected to tell us something about the availability of CFT microstates to be counted by the Cardy formula. It would be interesting to study these bounds in further detail, where $\tilde{\mathcal{A}}$ might acquire a boundary interpretation.

## Chapter 8

## FINAL REMARKS

Black holes lie at the intersection of quantum and classical gravity. As such, black holes provide the best testing ground to better understand the nature of quantum gravity. Starting from the observation that black holes may be treated as genuine thermal systems, we have shown that this provides insights into the nature of gravity. Specifically, by way of spacetime thermodynamics, we illustrated that the second law of thermodynamics applied to local lightsheets in an arbitrary spacetime - whose entropy is assumed to go as the cross-sectional area - gives rise to the Ricci convergence condition $R_{a b} k^{a} k^{b} \geq 0$, and, via the Einstein equations, the (classical) null energy condition $T_{a b} k^{a} k^{b} \geq 0$. Therefore, an ad hoc assumption about the behavior of matter in a spacetime has its origins in spacetime thermodynamics. Moreover, we further showed that when the form of the entropy includes logarithmic area corrections (just as 1-loop quantum corrected black hole entropy), the Ricci convergence condition still arises from the second law (the form of the null energy condition, however, is obscured as now the equations of motion are no longer Einstein's equations).

We then showed that the null energy condition is not the only classical aspect of spacetime which arises from a local holographic thermodynamic principle. By constructing a timelike congruence of radial boost vectors (the stretched future lightcone) about every point in an arbitrary spacetime, we found a simple statement about thermal equilibrium, namely, the Clausius relation $Q=T \Delta S$, constrains the dynamics of the classical spacetime, equivalent to the gravitational field equations. Depending on what entropy we attribute to the cross-sections of the stretched lightcone, we attain a different type of theory of gravity. We also demonstrated that the techniques
can be applied to the past of local causal diamonds, where we find a similar result. Crucial to both derivations was to recognize the entropy change $\Delta S$ include only reversible entropy changes (done by subtracting out the natural geometric expansion of a lightone or contraction of a causal diamond). Collectively, we found that when stretched future lightcones or causal diamonds are treated as equilibrium thermodynamic systems, their local, holographic thermodynamics encodes information about the classical dynamics of the spacetime they live on.

Our derivation of the equations of motion via lightcone thermodyamics led us to a local first law of gravity - a hybrid equation connecting spacetime and matter thermodynamics. Importantly, unlike the first law of black holes which depends on the global structure of horizons, our law is genuinely local, holding about each point in spacetime. Moreover, the local first law includes a pressure-volume 'work' term typically absent from the first law of black hole thermodynamics.

We then changed focus and studied the entanglement of stretched lightcones. Motivated by the entanglement equilibrium proposal - originally formulated for causal diamonds and says that the vacuum is in a maximally entangled state - we extended the proposal to stretched lightcones. Applying the proposal and studying constant volume variations of the lightcone entanglement entropy, we uncovered that, with the aid of the first law of entanglement entropy, entanglement equilibrium is equivalent to the gravitational field equations being satisfied about every point in spacetime. In other words, spacetime entanglement generates classical dynamics of a spacetime. A particular feature of the calculation was observing that the condition of constant volume variations of the entropy translates to considering reversible entropy changes in the Clausius relation, mapping entanglement equilibrium to reversible equilibrium thermodynamics. In summary, this collection of aforementioned work provides a
throughline from quantum to classical gravity: how the entanglement structure of spacetime encodes a thermodynamic interpretation of classical aspects of gravity.

We then concentrated on spacetimes that are asymptotically AdS, where the physics is greatly enriched. AdS-black holes, for example, now come equipped with a thermodynamic pressure proportional to the cosmological constant, and have a somewhat mysterious 'thermodynamic volume'. Using $\mathrm{AdS}_{3} / \mathrm{CFT}_{2}$, we provided a microscopic representation of the volume for BTZ black holes, cast purely in terms of CFT quantities, namely, the central charge, length scale $L$, and eigenvalues of the zero-mode Virasoro generators of the conformal algebra dual to the asymptotic symmetry group of the spacetime. In the case of a charged BTZ black hole we showed the positivity of volume restricts the number of accessible CFT degrees of freedom. Consequently, the gravitational entropy, given by the stastical Cardy formula, is overcounting the number of states. This gives the first microphysical explanation of black hole super-entropicity, explaining on a microscopic level why the charged BTZ black hole unexpectedly has more entropy than its static and rotating counterparts.

Finally, we concluded with presenting a collection of novel aspects of the extended first law of entanglement. This AdS/CFT statement - found originally by taking the bulk first law of entanglement for spherical entangling surfaces on the boundary and including variations of the cosmological constant - was generalized to arbitrary theories of gravity as well as a slew of boundary regions. We also paid close attention to its lower dimensional limits, where we found a non-trivial statement in $1+1$-dimensions, while in $2+1$-dimensions we could apply it to black hole systems and derive a new expression for the thermodynamic volume in terms of the generalized central charge of the dual CFT. Our analysis presents another input in the AdS/CFT dictionary, and further insight into the microphysics of extended black hole thermodynamics.

To summarize, the study of black holes is the study of spacetime. Whether it is realizing that classical spacetime can be understood as a type of hydrodynamic limit of some more fundamental quantum theory, or that gravitational entropy and volume have are born from entanglement, black holes continue to offer new glimpses of fundamental physics. While it is unclear at this stage which theory of quantum gravity will come out on top, one thing remains clear: black holes will guide us in our attempts to better understand nature.
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## APPENDIX A

FUNDAMENTALS OF SPACETIME THERMODYNAMICS

To keep this work self-contained, we include brief reviews on topics that are crucial to the study of emergent gravity, holography, and entanglement. We divide up the necessary background material broadly into two sections: concepts necessary for (i) spacetime thermodynamics in Appendix A, and (ii) spacetime entanglement in Appendix B. The reader familiar with these concepts may skip these sections.

## A. 1 Geodesic Congruences

Consider a one-parameter family of geodesics $\gamma_{s}(\lambda)$ where $s \in \mathbb{R}$ and $\lambda$ is some affine parameter. A collection of these curves will define a two-dimensional surface embedded in a higher dimensional manifold $M$. We can describe our surface with the set of coordinates $x^{\mu}(s, \lambda)$. Immediately we find two vector fields: (i) the tangent vector field to the family of geodesics $U^{\mu}=d x^{\mu} / d \lambda$, and (ii) the deviation vector $V^{\mu}=$ $d x^{\mu} / d s$ - where $V^{\mu}$ points from one geodesic to a neighboring one. The deviation vector suggests a relative velocity of geodesics

$$
\begin{equation*}
S^{\mu}=\frac{D V^{\mu}}{d \lambda} \equiv U^{\rho} \nabla_{\rho} V^{\mu} \tag{A.1}
\end{equation*}
$$

and a relative acceleration of geodesics

$$
\begin{equation*}
A^{\mu}=U^{\rho} \nabla_{\rho} S^{\mu} \tag{A.2}
\end{equation*}
$$

Using the fact that $U$ and $V$ form a basis set adapted to a coordinate system, we have

$$
\begin{equation*}
\frac{D^{2}}{d \lambda^{2}} V^{\mu}=R_{\nu \rho \sigma}^{\mu} U^{\nu} U^{\rho} V^{\sigma} \tag{A.3}
\end{equation*}
$$

the geodesic deviation equation, telling us the relative acceleration between two neighboring geodesics is proportional to the curvature.

The idea behind deriving the geodesic deviation equation (A.3) was to consider initially parallel geodesic curves, and then imagine traveling along the trajectories to determine how they behaved. We can generalize this idea by considering a multidimensional set of neighboring geodesics, a congruence, and see how the congruence evolves with respect to some affine parameter.

We first begin with a four-dimensional timelike geodesic congruence. Let $U^{\mu}=$ $d x^{\mu} / d \tau$ be a tangent vector field to our congruence, from which we see that the affine parameter $\lambda$ is identified with the proper time $\tau$. The velocity $U$ is normalized to $U^{2}=-1$, and satisfies the geodesic equation $U^{\lambda} \nabla_{\lambda} U^{\mu}=0$. Consider a deviation vector $V^{\mu}$ pointing between neighboring geodesics satisfying

$$
\begin{equation*}
\frac{D V^{\mu}}{d \tau}=U^{\nu} \nabla_{\nu} V^{\mu} \equiv B_{\nu}^{\mu} V^{\nu} \tag{A.4}
\end{equation*}
$$

where $B_{\nu}^{\mu}=\nabla_{\nu} U^{\mu}$. The tensor $B$ quantifies which geodesics in the congruence deviate from being perfectly parallel.

Let us now construct three vectors orthogonal to our timelike geodesics. That is, we can consider the vectors living in the tangent space $T_{p} M$ that are orthogonal to
$U^{\mu}$ for each $p \in M$. Any vector in our tangent space can be projected into a subspace via the projection tensor $P_{\mu \nu}$ [Carroll (2004)]:

$$
\begin{equation*}
P_{\nu}^{\mu}=\delta_{\nu}^{\mu}+U^{\mu} U_{\nu} . \tag{A.5}
\end{equation*}
$$

Since $U^{\mu} B_{\mu \nu}=U^{\nu} B_{\mu \nu}=0$, we find that $B_{\mu \nu}$ lives in this normal subspace. Since any $(0,2)$ tensor can be decomposed into an antisymmetric part and a symmetric part, which can be further decomposed into a trace and trace free part, we define

$$
\begin{equation*}
\theta=P^{\mu \nu} B_{\mu \nu}=\nabla_{\mu} U^{\mu} \tag{A.6}
\end{equation*}
$$

the trace of $B_{\mu \nu}$,

$$
\begin{equation*}
\sigma_{\mu \nu}=B_{(\mu \nu)}-\frac{1}{3} \theta P_{\mu \nu} \tag{A.7}
\end{equation*}
$$

a symmetric and traceless tensor, and

$$
\begin{equation*}
\omega_{\mu \nu}=B_{[\mu \nu]}, \tag{A.8}
\end{equation*}
$$

an antisymmetric tensor. It is simple to check the correct decomposition of $B_{\mu \nu}$ is

$$
\begin{equation*}
B_{\mu \nu}=\frac{1}{3} \theta P_{\mu \nu}+\sigma_{\mu \nu}+\omega_{\mu \nu} . \tag{A.9}
\end{equation*}
$$

We call $\theta$ the expansion of the congruence, describing the change in "spherical volume" of our congruence; $\sigma_{\mu \nu}$ is the shear, representing the distortion from a sphere to an ellipsoid, and $\omega_{\mu \nu}$ is the rotation.

Analogous to the idea behind the geodesic deviation equation, we wish to study the evolution of the congruence by calculating the covariant derivative $D / d \tau$ of the expansion, shear, and rotation. To do this, we first compute the covariant derivative of $B_{\mu \nu}$ and take the correct decomposition to find the other covariant derivatives of interest. First,

$$
\begin{equation*}
\frac{D}{d \tau} B_{\mu \nu}=U^{\sigma} \nabla_{\sigma} B_{\mu \nu}=U^{\sigma} \nabla_{\sigma} \nabla_{\nu} U_{\mu}=U^{\sigma} \nabla_{\nu} \nabla_{\sigma} U_{\mu}-U^{\sigma} R_{\mu \nu \sigma}^{\lambda} U_{\lambda}, \tag{A.10}
\end{equation*}
$$

where we used the fact that the commutator of covariant derivatives is proportional to the Riemann curvature tensor. Then, using the product rule and making use of the geodesic equation, we arrive to

$$
\begin{equation*}
\frac{D}{d \tau} B_{\mu \nu}=-B_{\nu}^{\sigma} B_{\mu \sigma}-R_{\lambda \mu \nu \sigma} U^{\sigma} U^{\lambda} \tag{A.11}
\end{equation*}
$$

Taking the trace leads to Raychaudhuri's equation

$$
\begin{equation*}
\frac{d \theta}{d \tau}=-\frac{1}{3} \theta^{2}-\sigma_{\mu \nu} \sigma^{\mu \nu}+\omega_{\mu \nu} \omega^{\mu \nu}-R_{\mu \nu} U^{\mu} U^{\nu} \tag{A.12}
\end{equation*}
$$

quantifying the evolution of the expansion of a timelike geodesic congruence.
Let's now move to the evolution of null geodesic congruences. Deriving an equivalent Raychaudhuri equation for null geodesics is more difficult because the tangent
vector to a null curve is orthogonal to itself - disallowing us to study the evolution of vectors in a three-dimensional subspace normal to $U^{\mu}$. In the case of null geodesics, instead we care about the evolution of vectors living in a 2-D subspace of spatial vectors orthogonal to the null tangent vector field $k^{\mu}=d x^{\mu} / d \lambda$. Then, choosing an auxiliary null vector $\ell^{\mu}$ satisfying

$$
\begin{equation*}
\ell^{\mu} \ell_{\mu}=0, \quad \ell^{\mu} k_{\mu}=-1, \quad k^{\mu} \nabla_{\mu} \ell^{\nu}=0 \tag{A.13}
\end{equation*}
$$

we define a modified projection tensor

$$
\begin{equation*}
Q_{\mu \nu}=g_{\mu \nu}+k_{\mu} \ell_{\nu}+k_{\nu} \ell_{\mu} \tag{A.14}
\end{equation*}
$$

From here, we essentially follow the previous derivation for timelike geodesic congruences, leading to the Raychaudhuri equation for null geodesic congruences:

$$
\begin{equation*}
\frac{d \theta}{d \tau}=-\frac{1}{2} \theta^{2}-\hat{\sigma}_{\mu \nu} \hat{\sigma}^{\mu \nu}+\hat{\omega}_{\mu \nu} \hat{\omega}^{\mu \nu}-R_{\mu \nu} k^{\mu} k^{\nu}, \tag{A.15}
\end{equation*}
$$

where

$$
\begin{equation*}
\theta=Q^{\mu \nu} \hat{B}_{\mu \nu}, \quad \hat{\sigma}_{\mu \nu}=\hat{B}_{(\mu \nu)}-\frac{1}{2} \theta Q_{\mu \nu}, \quad \hat{\omega}_{\mu \nu}=\hat{B}_{[\mu \nu]}, \tag{A.16}
\end{equation*}
$$

with

$$
\begin{equation*}
\hat{B}_{\mu \nu}=\frac{1}{2} \theta Q_{\mu \nu}+\hat{\sigma}_{\mu \nu}+\hat{\omega}_{\mu \nu} . \tag{A.17}
\end{equation*}
$$

In this case, the Raychaudhuri equation descibes the evolution of the expansion of null congruences.

Let's now state the focusing theorem for null geodesic congruences. Consider a null congruence that is hypersurface orthogonal, i.e, $\omega_{\mu \nu}=0$. Then, assuming the null energy condition $T_{\mu \nu} k^{\mu} k^{\nu} \geq 0$, such that we have the Ricci convergence condition $R_{\mu \nu} k^{\mu} k^{\nu} \geq 0$ by way of Einstein's equations, the Raychaudhuri equation (A.15)

$$
\begin{equation*}
\frac{d \theta}{d \lambda} \leq 0 \tag{A.18}
\end{equation*}
$$

That is, the geodesics forming the congruence are focused during the evolution of the congruence. Integrating $\frac{d \theta}{d \lambda}=-\frac{1}{2} \theta^{2}$ gives

$$
\begin{equation*}
\theta^{-1} \geq \theta_{0}^{-1}+\frac{\lambda}{2} \tag{A.19}
\end{equation*}
$$

with $\theta_{0}=\theta(0)$. Therefore, if the congruence is initially converging, $\theta_{0}<0$, then the null geodesics converge $\theta(\lambda) \rightarrow-\infty$ in an affine 'time' $\lambda \leq \frac{2}{\left|\theta_{0}\right|}$, signaling the development of a caustic where the geodesics intersect.

## A. 2 Black Hole Thermodynamics

In 1973, Bardeen, Carter, and Hawking developed the "four laws of black hole mechanics" [Bardeen et al. (1973)]:

Zeroth Law: The horizon for a stationary black hole has constant surface gravity $\kappa$.
First Law: The change in energy $E$ for a stationary black hole is related to the change in horizon area $A$, angular momentum $J$, and charge $Q$

$$
\begin{equation*}
d E=\frac{\kappa}{8 \pi G} d A+\Omega d J+\Phi d Q \tag{A.20}
\end{equation*}
$$

where $\Omega$ is the angular velocity, and $\Phi$ is the electrostatic potential.
Second Law: Assuming the weak energy condition, the horizon area is a nondecreasing function of time

$$
\begin{equation*}
\frac{d A}{d t} \geq 0 \tag{A.21}
\end{equation*}
$$

Third Law: It is not possible to form a black hole with vanishing surface gravity..
Compare these laws to the four laws of ordinary thermodynamics:
Zeroth Law: A system in thermal equilibrium is at constant temperature $T$.
First Law: For a thermodynamic system of temperature $T$, entropy $S$, internal energy $E$, and confined to a container of volume $V$ at pressure $P$, the change in internal energy for processes with no matter transfer is given by

$$
\begin{equation*}
d U=T d S+P d V \tag{A.22}
\end{equation*}
$$

Second Law: The change in entropy $S$ of an isolated system (over time) will be nonnegative for a spontaneous process:

$$
\begin{equation*}
\frac{d S}{d t} \geq 0 \tag{A.23}
\end{equation*}
$$

Third Law: The entropy of a closed system in thermodynamic equilibrium will approach a constant value as its temperature approaches absolute zero.

The four laws of black hole mechanics indeed remind us of the four laws of thermodynamics, however, the exact connection to black hole thermodynamics wasn't made possible until after Bekenstein postulated the existence of black hole entropy, further confirmed by the discovery of Hawking radiation [Hawking (1974)]. Specifically, the surface gravity $\kappa$ of a black hole is to be interpreted as temperature $T$ via $T=\frac{\kappa}{2 \pi}$;
the horizon area is proportional to the entropy ${ }^{1}, S \propto A$, and as the surface gravity tends to zero, so does the entropy ${ }^{2}$.

With the knowledge that black holes carry a thermodynamic entropy, Bekenstein further postulated the generalized second law, [Bekenstein (1974)]

$$
\begin{equation*}
\delta\left(S_{\mathrm{matter}}+\frac{A}{4}\right) \geq 0 \tag{A.24}
\end{equation*}
$$

Below we shall outline a proof for the second law and present a derivation of the first law of black hole thermodynamics.

## The Second Law

Another useful way to write the expansion $\theta$ is in terms of the (null) congruence's cross-sectional area $A$ [Poisson (2004)]:

$$
\begin{equation*}
\theta=\frac{1}{A} \frac{d A}{d \lambda} \tag{A.25}
\end{equation*}
$$

where $\lambda$ is some affine parameter along the geodesic. We see then that the expansion describes the fractional rate of change of the cross-sectional area of the null congruence. As noted by Penrose, event horizons are generated by null geodesics with non-terminating endpoints. That is, once null geodesics enter the horizon (through, perhaps, a caustic) they can never again leave the horizon, or cross another null geodesic (for an illustrative proof, see [Misner et al. (1973)]).

In other words, the null generators forming the horizon cannot run into caustics. Assuming the null energy condition, by the focusing theorem (A.18) we have that $\theta \geq 0$. This must hold everywhere on the event horizon of a stationary black hole, therefore, the area will not decrease in time, assuming the null energy condition holds [Hawking (1971)]

$$
\begin{equation*}
\frac{d A}{d \lambda} \geq 0 \tag{A.26}
\end{equation*}
$$

This is the second law of black hole mechanics. For Einstein gravity, where $S \propto A$, we recognize that Hawking's area theorem is a statement about the second law of black hole thermodynamics:

$$
\begin{equation*}
\frac{d S}{d \lambda} \geq 0 \tag{A.27}
\end{equation*}
$$

${ }^{1}$ Restoring physical units, $S_{\mathrm{BH}}=\frac{A}{4}\left(\frac{c^{3} k_{B}}{G \hbar}\right)=\frac{A k_{B}}{4 \ell_{P}^{2}}$. For a Schwarzschild black hole, where $A=4 \pi r_{h}^{2}$, with $r_{h}=2 M G / c^{2}$, we have that the entropy is $S=4 \pi M^{2} \frac{G k_{B}}{\hbar c} \sim\left(3.7 \times 10^{-7} \frac{\mathrm{~J} \cdot \mathrm{~K}^{-1}}{\mathrm{~kg}^{2}}\right) M^{2}$ and temperature $T_{H}=\frac{\hbar c^{3}}{8 \pi k_{B} G M} \sim \frac{1.22 \times 10^{23}}{M} \mathrm{~kg} \cdot \mathrm{~K}$. For a solar mass black hole (the smallest stellar black holes are thought to be roughly three solar masses), we have an entropy of $S \sim 1.5 \times 10^{54} \mathrm{~J} \cdot \mathrm{~K}^{-1}$ or $S \sim 10^{77}$, and a temperature $T_{H} \sim 10^{-7} K$. This should be compared to the entropy of the Sun, $S \sim 10^{55}$, and the average temperature of the universe, at around $2.7 K$.
${ }^{2}$ The third law of black hole thermodynamics isn't always true. Extremal black holes, while having non-zero entropy, have been shown to have vanishing surface gravity [Kallosh et al. (1992)].

## Smarr Relation and the First Law

Here we present a derivation of the first law of black hole thermodynamics for a $D$-dimensional Schwarzschild black hole of the form

$$
\begin{equation*}
d s^{2}=-f d t^{2}+f^{-1} d r^{2}+r^{2} d \Omega_{D-2}^{2}, \quad f(r)=1-\frac{\tilde{M}}{r^{D-3}} \tag{A.28}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{M}=\frac{16 \pi G M}{(D-2) \Omega_{D-2}} \tag{A.29}
\end{equation*}
$$

where $\Omega_{D-2}$ is the unit volume of a ( $D-2$ )-dimensional sphere. We begin by deriving the Smarr relation.

Notice that the metric (A.28) has a static Killing vector $(\partial / \partial t)^{a}$, and the only non-vanishing components of $\nabla^{a} \xi^{b}$ are

$$
\begin{equation*}
\nabla^{r} \xi^{t}=-\nabla^{t} \xi^{r}=\frac{(D-3) \tilde{M}}{2 r^{D-2}} \tag{A.30}
\end{equation*}
$$

The Smarr relation essentially comes from evaluating Komar integral formulae at infinity and at the black hole horizon:

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma_{\infty}} d S_{a b} \nabla^{a} \xi^{b}-\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma_{h}} d S_{a b} \nabla^{a} \xi^{b}=0 \tag{A.31}
\end{equation*}
$$

where $\partial \Sigma_{\infty}$ is a closed co-dimension-2 surface at $r \rightarrow \infty$, and $\partial \Sigma_{h}$ is the co-dimensional cross-section of the event horizon. As shorthand, we will express (A.31) as

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \oint_{\partial \Sigma} d S_{a b} \nabla^{a} \xi^{b}=0, \tag{A.32}
\end{equation*}
$$

Here $d S_{a b}$ is the volume element normal to the co-dimension 2 surface $\partial \Sigma$, and can be specified in more detail by writing out Gauss' law for $A^{c}=\nabla_{b} B^{b c}$, as

$$
\begin{equation*}
\int_{\Sigma} d v n_{c} A^{c}=\int_{\partial \Sigma_{\infty}} d a r_{b} n_{c} B^{b c}-\int_{\partial \Sigma_{h}} d a r_{b} n_{c} B^{b c} \tag{А.33}
\end{equation*}
$$

where $n_{a}$ is the unit normal to $\Sigma$ and $r_{b}$ is the unit normal to $\partial \Sigma$ within $\Sigma$ taken to point towards infinity. Therefore, we have the surface volume element $d S_{b c}=d a r_{[b} n_{c]}$. Here we take $n^{a}$ to be future pointing. Specifically, for the geometry (A.28) under consideration we have

$$
\begin{equation*}
d S_{a b}=d a r_{[a} n_{b]}=\frac{1}{2} d a\left(r_{a} n_{b}-r_{b} n_{a}\right) \Rightarrow d S_{a b} \nabla^{a} \xi^{b}=d a r_{a} n_{b} \nabla^{a} \xi^{b} \equiv d a_{a} n_{b} \nabla^{a} \xi^{b} \tag{A.34}
\end{equation*}
$$

where we have defined $d a_{a}=d a r_{a}=d \Omega_{D-2} r^{D-2} r_{a}$. Here $r_{a}$ and $n_{a}$ are spacelike and timelike unit normals respectively. In particular,

$$
\begin{equation*}
r^{a}=\mathcal{N} \delta_{r}^{a}, \quad n^{a}=\mathcal{N} \delta_{t}^{a} \tag{A.35}
\end{equation*}
$$

such that $\mathcal{N}$ are normalization vectors; specifically,

$$
\begin{equation*}
r^{a}=\sqrt{f} \delta_{r}^{a}, \quad n^{a}=\frac{1}{\sqrt{f}} \delta_{t}^{a} \tag{A.36}
\end{equation*}
$$

As such, $r_{a}=\frac{1}{\sqrt{f}} \delta_{a r}$ and $n_{a}=-\sqrt{f} \delta_{a t}$.
Then, the Komar integral (A.32) becomes

$$
\begin{align*}
0 & =\frac{(D-2)}{8 \pi G} \oint_{\partial \Sigma} d S_{a b} \nabla^{a} \xi^{b}=\frac{(D-2)}{8 \pi G} \oint_{\partial \Sigma} d a_{a} n_{b} \nabla^{a} \xi^{b} \\
& =-\left.\frac{(D-2)}{8 \pi G} \Omega_{D-2} \frac{(D-3)}{2} \tilde{M}\right|_{r \rightarrow r_{h}} ^{r \rightarrow \infty} \tag{A.37}
\end{align*}
$$

Here $r_{h}$ is the horizon radius.
Let $I_{h}$ and $I_{\infty}$ be the components of the integral in the Komar integral (A.32) at the horizon and infinity respectively. From (A.37), we have that $I_{\infty}$ is given by,

$$
\begin{equation*}
I_{\infty}=-(D-3) M . \tag{A.38}
\end{equation*}
$$

Meanwhile, $I_{h}$ is

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma_{h}} d a_{a} n_{b} \nabla^{a} \xi^{b}=\frac{(D-2)}{8 \pi G} \kappa A, \tag{A.39}
\end{equation*}
$$

where we used $r_{a} n_{b} \nabla^{a} \xi^{b}=-\kappa$ (a constant over the horizon) and $\int_{\partial \Sigma_{h}} d a=A$. Combined, $I_{\infty}-I_{h}=0$ gives us the Smarr relation [Smarr (1973)]

$$
\begin{equation*}
(D-3) M=\frac{(D-2)}{8 \pi G} \kappa A . \tag{A.40}
\end{equation*}
$$

More generally, we need only the asymptotic conditions on the metric and properties of the black hole horizon - without completely specifying the metric. The required fall conditions are

$$
\begin{equation*}
d s^{2} \approx g_{t t} d t^{2}+g_{r r} d r^{2}+H r^{2} d \Omega_{D-2}^{2} \tag{A.41}
\end{equation*}
$$

with asymptotic metric functions

$$
\begin{equation*}
g_{t t}=-f_{0}+\frac{c_{t}}{r^{D-3}}, \quad g_{r r}=\frac{1}{f_{0}}, \quad H=1, \quad f_{0}=1 . \tag{A.42}
\end{equation*}
$$

For the inverse metric, we have

$$
\begin{equation*}
g^{t t}=-f_{0}^{-1}, \quad g^{r r}=f_{0}-\frac{c_{r}}{r^{D-3}} . \tag{A.43}
\end{equation*}
$$

Here we can take constants $c_{t}=c_{r}=\tilde{M}$. We have, asymptotically at large finite radius,

$$
\begin{equation*}
d a r_{b} n_{c}\left(\nabla^{b} \xi^{c}\right) \approx d \Omega_{d-2}\left(-\frac{(D-3)}{2} \tilde{M}\right) \tag{A.44}
\end{equation*}
$$

Combining the boundary integrals according to the Komar relation, we again arrive to the Smarr formula above (A.40). This relation can be generalized to charged and rotating black holes, such that,

$$
\begin{equation*}
(D-3) M=\frac{(D-2) \kappa}{8 \pi G} A+(D-2) \Omega J+(D-3) \Phi Q \tag{A.45}
\end{equation*}
$$

where $J$ is the black hole's angular momentum, $\Omega$ its angular velocity, $Q$ its charge and $\Phi$ its electrostatic potential at the horizon radius.

Let us now move on and derive the first law of black hole thermodynamics. Our method is to use Hamiltonian perturbation techniques [Sudarsky and Wald (1992); Traschen and Fox (2004)]. As before, we let $\Sigma$ be a family of spacelike surfaces, with unit timelike normal $n_{a}$. Further, let $g_{a b}$ be the spacetime metric and $s_{a b}$ the induced metric on $\Sigma$, such that $g_{a b}=-n_{a} n_{b}+s_{a b}, \quad n_{c} n^{c}=-1, \quad n^{c} s_{c b}=0$. The Hamiltonian variables are the spatial metric $s_{a b}$ and its conjugate momentum $\pi^{a b}$. Solutions to the Einstein equations with energy density $\rho=T^{a b} n^{a} n^{b}$ and momentum density $J_{a}=T_{b c} n^{b} s_{a}^{c}$ must satisfy the Hamiltonian and momentum constraint equations

$$
\begin{equation*}
H=-16 \pi G \rho=-2 G_{a b} n^{a} n^{b}, \quad H_{a}=-16 \pi G J_{a}=-2 G_{b c} n^{b} s_{a}^{c}, \tag{A.46}
\end{equation*}
$$

For a vanishing stress tensor, the constraint equations imply:

$$
\begin{equation*}
H=0, \quad H_{a}=0 \tag{A.47}
\end{equation*}
$$

Let $\xi^{a}=F n^{a}+\beta^{a}$, such that $n^{c} \beta_{c}=0$ is the lapse vector field. The Hamiltonian density for evolution along $\xi^{a}$ in Einstein gravity is given by

$$
\begin{equation*}
\mathcal{H}=\sqrt{s}\left[F H+\beta^{a} H_{a}\right] \tag{A.48}
\end{equation*}
$$

Let $s_{a b}^{(0)}$ and $\pi_{(0)}^{a b}$ be a solution to the vacuum Einstein equations with Killing vector $\xi^{a}$. Now consider perturbations

$$
\begin{equation*}
s_{a b}=s_{a b}^{(0)}+h_{a b}, \quad \pi^{a b}=\pi_{(0)}^{a b}+p^{a b} \tag{A.49}
\end{equation*}
$$

where $h_{a b}=\delta s_{a b}$, and $p_{a b}=\delta \pi_{a b}$. It follows from Hamilton's equations for the zeroth order spacetime that the linearized constraint operators $\delta H$ and $\delta H_{a}$ combine to form a total derivative

$$
\begin{equation*}
F \delta H+\beta^{a} \delta H_{a}=D_{c} B^{a} \tag{A.50}
\end{equation*}
$$

where $D_{a}$ is the covariant derivative operator on $\Sigma$ compatible with metric $s_{a b}^{(0)}$, and the spatial vector $B^{a}$ is given by ${ }^{3}$

$$
\begin{equation*}
B^{a}=F\left(D^{a} h-D_{b} h^{a b}\right)-h D^{a} F+h^{a b} D_{b} F+\text { bdry term } . \tag{A.51}
\end{equation*}
$$

Here $h=h_{a b} s^{a b}$. If the perturbations are taken to be solutions to the linearized Einstein's equations, then we have

$$
\begin{equation*}
D_{c} B^{c}=0 . \tag{A.52}
\end{equation*}
$$

[^42]We study the boundary integral of this divergence:

$$
\begin{equation*}
\oint_{\partial \Sigma} d a_{c} B^{c}=0 . \tag{A.53}
\end{equation*}
$$

We derive the first law by evaluating the boundary terms above when $g_{a b}^{(0)}$ is a static, asymptotically Schwarzschild black hole with bifurcate Killing horizon. Consider perturbations about the metric $g_{a b}^{(0)}$. Assume that $\xi^{a}$ approaches $(\partial / \partial t)^{a}$ at infinity in the asymptotic coordinates used above. The spacelike hypersurface $\Sigma$ is taken to extend from a boundary $\partial \Sigma_{h}$ at the bifurcation sphere of the horizon to a boundary $\partial \Sigma_{\infty}$ infinity, chosen such that $n_{a}=-F \nabla_{a} t$. With these choices, the terms proportional to the vector $\beta^{a}$ in the boundary term vanish.

Following the above outline let us write $I_{\infty}-I_{h}=0$. First consider the boundary term at infinity At large radius it is sufficient to consider both the background metric and the perturbations to have the Schwarzschild form. Near infinity:

$$
\begin{equation*}
h_{r r}=\delta s_{r r} \approx-\frac{1}{f^{2}} \delta f=-\frac{1}{f^{2}} \frac{\delta \tilde{M}}{r^{D-3}}, \quad F \approx \sqrt{f}, \quad d a_{r} \approx \frac{1}{\sqrt{f}} r^{D-2} d \Omega_{D-2} \tag{A.54}
\end{equation*}
$$

Then,

$$
\begin{align*}
\int_{\partial \Sigma_{\infty}} d a_{c} B^{c} & =\int_{\partial \Sigma_{\infty}} d a_{c} s^{a b} s^{c d} F\left[\left(\partial_{d} h_{a b}-\partial_{b} h_{a d}\right)+\left(\Gamma_{a b}^{f} h_{f d}-\Gamma_{a d}^{f} h_{f b}\right)\right]  \tag{A.55}\\
& +\int_{\partial \Sigma_{\infty}} d a_{c} h_{a d} D_{b} F\left(s^{a b} s^{c d}-s^{b c} s^{a d}\right)
\end{align*}
$$

where we used

$$
\begin{equation*}
F\left(D^{c} h-D_{b} h^{b c}\right)=s^{a b} s^{c d} F\left[\left(\partial_{d} h_{a b}-\partial_{b} h_{a b}\right)+\left(\Gamma_{a b}^{f} h_{f d}-\Gamma_{a d}^{f} h_{f b}\right)\right] \tag{A.56}
\end{equation*}
$$

and

$$
\begin{equation*}
h^{b c} D_{b} F-h D^{c} F=h_{a d} D_{b} F\left(s^{a b} s^{c d}-s^{b c} s^{a d}\right) . \tag{A.57}
\end{equation*}
$$

Here $\Gamma_{a b}^{f}$ is the Christoffel symbol associated with the metric $s_{a b}$, which has the zeroth order solution plus the perturbation. Since we work to linear order in perturbations, it is the Christoffel symbol with respect to $s_{a b}^{(0)}$, which has the asymptotic form as Schwarzschild at large $r$. It is straightforward to show the second term in (A.55) vanishes.

Therefore, we are only interested in:

$$
\begin{align*}
\int_{\partial \Sigma_{\infty}} d a_{c} s^{a b} s^{c d} F\left[\left(\partial_{d} h_{a b}-\partial_{b} h_{a d}\right)+\left(\Gamma_{a b}^{f} h_{f d}-\Gamma_{a d}^{f} h_{f b}\right)\right] & =\int_{\partial \Sigma_{\infty}} d a_{r} s^{\theta_{i} \theta_{i}} s^{r r} F \Gamma_{\theta_{i} \theta_{i}}^{r} h_{r r} \\
& =-16 \pi G \delta M \tag{A.58}
\end{align*}
$$

Hence,

$$
\begin{equation*}
I_{\infty}=-16 \pi G \delta M \tag{A.59}
\end{equation*}
$$

Now consider the boundary term (A.53) at the horizon. On the bifurcation surface of the horizon, $\xi^{a}$ vanishes, leaving us with

$$
\begin{equation*}
I_{h}=\int_{\partial \Sigma_{h}} d a_{c}\left(-h D^{c} F+h^{c b} D_{b} F\right)=-2 \kappa \delta A \tag{A.60}
\end{equation*}
$$

Combining (A.59) and (A.60), we find the first law of black hole mechanics.

$$
\begin{equation*}
\delta M=\frac{\kappa}{8 \pi G} \delta A \tag{A.61}
\end{equation*}
$$

Making the identifications $\kappa / 2 \pi=T$ and $A / 4 G=S$, we have the first law of black hole thermodynamics.

## A. 3 Extended Black Hole Thermodynamics

A noteworthy difference between the first law of black hole thermodynamics (A.20) and the ordinary first law (A.22), is a missing pressure-volume contribution in the black hole context. This is in part because for general black hole spacetimes it is unclear what we mean by "pressure" or "volume". Progress can be made, however, if we embed black holes into spacetimes with a dynamical cosmological constant $\Lambda$. Spacetimes with a dynamical cosmological constant have been studied before by Henneaux and Teitelboim [Henneaux and Teitelboim (1984); Teitelboim (1985); Henneaux and Teitelboim (1989)], and continue to be studied (e.g., [Kaloper and Padilla (2014); Kaloper et al. (2016); Svesko and Zahariade (2019)]). We then identify the pressure $p$ to be proportional to $\Lambda$; specifically, for black holes embedded in AdS, we have

$$
\begin{equation*}
p=-\frac{\Lambda}{8 \pi G}=-\frac{(D-2)(D-1)}{16 \pi G L^{2}} \tag{A.62}
\end{equation*}
$$

where $L$ is the AdS length scale and we see $p \geq 0$. Since we now have a dynamical $\Lambda$, we can study how the Smarr formula and first law of black hole thermodynamics change. This was considered in [Kastor et al. (2009)], which we follow here. Below we will explore this in detail.

Let's begin by writing down the Smarr relation for an AdS-Schwarzschild black hole. Now the metric is

$$
\begin{equation*}
d s^{2}=-f d t^{2}+f^{-1} d r^{2}+r^{2} d \Omega_{D-2}^{2}, \quad f(r)=1-\frac{\tilde{M}}{r^{D-3}}-\tilde{\Lambda} r^{2} \tag{A.63}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{M}=\frac{16 \pi G M}{(D-2) \Omega_{D-2}}, \quad \tilde{\Lambda}=\frac{2 \Lambda}{(D-1)(D-2)} \tag{A.64}
\end{equation*}
$$

and $\Omega_{D-2}$ is the volume of a $D-2$ sphere. The only non-vanishing components of $\nabla^{a} \xi^{b}$ are now

$$
\begin{equation*}
\nabla^{r} \xi^{t}=-\nabla^{t} \xi^{r}=\frac{(D-3) \tilde{M}}{2 r^{D-2}}-\tilde{\Lambda} r \tag{A.65}
\end{equation*}
$$

The linear term in $r$, as we will see, leads to a divergent contribution to the boundary integral in the Komar relation (A.32)

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma} d S_{a b}\left(\nabla^{a} \xi^{b}+\frac{2}{D-2} \Lambda \omega^{a b}\right)=0 \tag{A.66}
\end{equation*}
$$

with Killing potential

$$
\begin{equation*}
\xi^{b}=\nabla_{a} \omega^{a b} \tag{A.67}
\end{equation*}
$$

For the static Killing vector $(\partial / \partial t)^{a}, \omega^{a b}$ is not uniquely determined. We will consider the 1-parameter family of Killing potentials for $\partial / \partial t$ :

$$
\begin{equation*}
\omega^{r t}=-\omega^{t r}=\frac{r}{(D-1)}+\alpha r_{h}\left(\frac{r_{h}}{r}\right)^{D-2} \tag{A.68}
\end{equation*}
$$

The linear term in $r$ yields a second divergent contribution to the boundary term at infinity in the Komar relation (A.66). The arbitrary constant $\alpha$ reflects the freedom of adding a closed, but not exact, term to the Killing potential. In the case of pure AdS, the second term is not allowed because of its singularity at $r=0$. So, for later use, we take the Killing potential $\omega_{A d S}^{a b}$ for pure AdS to have non-zero components:

$$
\begin{equation*}
\omega_{A d S}^{r t}=-\omega_{A d S}^{t r}=\frac{r}{D-1} . \tag{A.69}
\end{equation*}
$$

The same steps which led us to the Komar relation in flat space (A.32) will allow us to evaluate (A.66). Splitting this up, we have

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma} d a_{a} n_{b} \nabla^{a} \xi^{b}=-\frac{(D-2)}{8 \pi G} \Omega_{D-2}\left(\frac{(D-3)}{2} \tilde{M}-\tilde{\Lambda} r^{D-1}\right) \tag{A.70}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma} d a_{a} n_{b} \frac{2 \Lambda}{(D-2)} \omega^{a b}=-\frac{(D-2)}{8 \pi G} \Omega_{D-2}\left(\frac{2 \Lambda}{(D-1)(D-2)} r^{D-1}+\frac{2 \Lambda}{(D-2)} \alpha r_{h}^{D-1}\right) . \tag{A.71}
\end{equation*}
$$

So, (A.66) becomes

$$
\begin{equation*}
0=-\frac{(D-2)}{8 \pi G} \Omega_{D-2}\left(\frac{(D-3)}{2} \tilde{M}+\left[\frac{2 \Lambda}{(D-1)(D-2)}-\tilde{\Lambda}\right] r^{D-1}+\frac{2 \Lambda \alpha}{(D-2)} r_{h}^{D-1}\right) \tag{A.72}
\end{equation*}
$$

Plugging in our expressions for $\tilde{M}$ and $\tilde{\Lambda}$ (A.64), we see that the term which would be divergent as $r \rightarrow \infty$ limit vanishes. We are left with

$$
\begin{equation*}
0=\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma} d a_{a} n_{b}\left(\nabla^{a} \xi^{b}+\frac{2}{D-2} \Lambda \omega^{a b}\right)=-(D-3) M-\left.\frac{2 \Lambda \alpha}{8 \pi G} \Omega_{D-2} r_{h}^{D-1}\right|_{r \rightarrow r_{h}} ^{r \rightarrow \infty} \tag{А.73}
\end{equation*}
$$

At $r \rightarrow \infty$

$$
\begin{equation*}
I_{\infty}=-(D-3) M-\frac{2 \Lambda \alpha}{8 \pi G} \Omega_{D-2} r_{h}^{D-1} \tag{A.74}
\end{equation*}
$$

Meanwhile, at the horizon, we still have (A.39), but also

$$
\begin{equation*}
\frac{(D-2)}{8 \pi G} \int_{\partial \Sigma_{h}} d a_{a} n_{b} \frac{2 \Lambda}{(D-2)} \omega^{a b}=-\frac{(D-2)}{8 \pi G} \Omega_{D-2}\left(\frac{2 \Lambda}{(D-1)(D-2)} r_{h}^{D-1}+\frac{2 \Lambda \alpha}{(D-2)} r_{h}^{D-1}\right) \tag{A.75}
\end{equation*}
$$

So, at the horizon,

$$
\begin{equation*}
I_{h}=-\frac{(D-2)}{8 \pi G} \kappa A-\frac{2 \Lambda}{8 \pi G} \Omega_{D-2}\left(\frac{r_{h}^{D-1}}{(D-1)}+\alpha r_{h}^{D-1}\right) . \tag{A.76}
\end{equation*}
$$

Altogether,

$$
\begin{equation*}
0=I_{\infty}-I_{h}=-(D-3) M+\frac{(D-2)}{8 \pi G} \kappa A+\frac{2 \Lambda}{8 \pi G} \frac{\Omega_{D-2} r_{h}^{D-1}}{(D-1)} \tag{A.77}
\end{equation*}
$$

such that we attain the Smarr formula for Schwarzschild-AdS black holes [Kastor et al. (2009)]

$$
\begin{equation*}
(D-3) M=\frac{(D-2)}{8 \pi G} \kappa A+\frac{2 \Lambda}{8 \pi G} V \tag{A.78}
\end{equation*}
$$

where

$$
\begin{equation*}
V \equiv \frac{\Omega_{D-2} r_{h}^{D-1}}{(D-1)} \tag{А.79}
\end{equation*}
$$

. Identifying the pressure $p=-\Lambda / 8 \pi G$, we attain

$$
\begin{equation*}
(D-3) M=(D-2) T S-2 P V \tag{A.80}
\end{equation*}
$$

We will provide a physical interpretation of $V$ momentarily, but as one might guess, it is known as the thermodynamic volume.

As in the Schwarzschild case, we need only the asymptotic conditions on the metric. The fall conditions (A.41) are now

$$
\begin{equation*}
d s^{2} \approx g_{t t} d t^{2}+g_{r r} d r^{2}+H r^{2} d \Omega_{D-2}^{2} \tag{A.81}
\end{equation*}
$$

with asymptotic metric functions

$$
\begin{equation*}
g_{t t}=-f_{0}+\frac{c_{t}}{r^{D-3}}, \quad g_{r r}=\frac{1}{f_{0}}\left(1-\frac{c_{r}}{\tilde{\Lambda} r^{D-1}}\right), \quad H=1+\tilde{\Lambda} \frac{c_{\theta}}{r^{D-1}}, \quad f_{0}=1-\tilde{\Lambda} r^{2} \tag{A.82}
\end{equation*}
$$

For the inverse metric, we have

$$
\begin{equation*}
g^{t t}=f_{0}^{-1}\left(-1+\frac{c_{t}}{\tilde{\Lambda} r^{D-1}}\right), \quad g^{r r}=f_{0}-\frac{c_{r}}{r^{D-3}} \tag{A.83}
\end{equation*}
$$

Here we can take constants $c_{t}=c_{r}=\tilde{M}$ and $c_{\theta}=0$, and

$$
\begin{equation*}
d a r_{b} n_{c}\left(\nabla^{b} \xi^{c}\right) \approx d \Omega_{d-2}\left(\tilde{\Lambda} r^{D-1}-\frac{(D-3)}{2} \tilde{M}\right) \tag{A.84}
\end{equation*}
$$

We now want to process the Killing potential term at infinity such that we can leave the form of the Killing potential general, but still provide the cancellation of the divergence at $r \rightarrow \infty$. We do this by both adding and subtracting the divergent term $\omega_{A d S}^{a b}$ to and from the Killing potential. So,

$$
\begin{equation*}
d a r_{b} n_{c}\left(\frac{2 \Lambda}{D-2} \omega^{b c}\right) \approx-d \Omega_{D-2}\left(\tilde{\Lambda} r^{D-1}\right)+d a r_{b} n_{c}\left(\frac{2 \Lambda}{D-2}\left[\omega^{b c}-\omega_{A d S}^{b c}\right]\right) \tag{A.85}
\end{equation*}
$$

Therefore, for the boundary integral at the horizon, one has

$$
\begin{equation*}
I_{h}=-(D-2) \frac{\kappa A}{8 \pi G}+\int_{\partial \Sigma_{h}} d S_{a b} \omega^{a b} \tag{A.86}
\end{equation*}
$$

Combining the boundary integrals according to the Komar relation, then we find the Smarr formula as before, but this time with a more general expression for the thermodynamic volume $\Theta$ :

$$
\begin{equation*}
V=-\left[\int_{\partial \Sigma_{\infty}} d S_{a b}\left(\omega^{a b}-\omega_{A d S}^{a b}\right)-\int_{\partial \Sigma_{h}} d S_{a b} \omega^{a b}\right] . \tag{A.87}
\end{equation*}
$$

Let's now derive the first law of black hole mechanics with the inclusion of variations for $\Lambda$. Our strategy is as before, where we use Hamiltonian perturbation theory. For a cosmological constant stress energy, the constraint equations (A.47) now become

$$
\begin{equation*}
H=-2 \Lambda, \quad H_{a}=0 . \tag{A.88}
\end{equation*}
$$

The Hamiltonian density for evolution along $\xi^{a}$ in Einstein gravity with cosmological constant $\Lambda$ is given by

$$
\begin{equation*}
\mathcal{H}=\sqrt{s}\left[F(H+2 \Lambda)+\beta^{a} H_{a}\right] . \tag{A.89}
\end{equation*}
$$

And now let $s_{a b}^{(0)}$ and $\pi_{(0)}^{a b}$ be a solution to the Einstein equations with cosmological constant $\Lambda_{(0)}$ and with a Killing vector $\xi^{a}$. For perturbations (A.49), it follows from Hamilton's equations for the zeroth order spacetime that the linearized constraint operators $\delta H$ and $\delta H_{a}$ combine to form a total derivative satisfying

$$
\begin{equation*}
D_{c} B^{c}=2 F \delta \Lambda \tag{A.90}
\end{equation*}
$$

We may rewrite the cosmological term as a total derivative making use of the Killing potential $F=-n_{a} \xi^{a}=-D_{c}\left(n_{a} \omega^{c a}\right)$, such that,

$$
\begin{equation*}
\int_{\partial \Sigma} d a_{c}\left(B^{c}+2 \omega^{c d} n_{d} \delta \Lambda\right)=0 . \tag{A.91}
\end{equation*}
$$

Now we evaluate (A.91) at infinity and at the horizon. We begin with the contribution at infinity, $I_{\infty}$. At large radius it is sufficient to consider both the background
metric and the perturbations to have the Schwarzschild-AdS form. Near infinity we have

$$
\begin{equation*}
h_{r r}=\delta s_{r r} \approx-\frac{1}{f^{2}} \delta f=-\frac{1}{f^{2}}\left[\frac{\delta \tilde{M}}{r^{D-3}}+\delta \tilde{\Lambda} r^{2}\right], \quad F \approx \sqrt{f}, \quad d a_{r} \approx \frac{1}{\sqrt{f}} r^{D-2} d \Omega_{D-2} \tag{A.92}
\end{equation*}
$$

Then, as in the Schwarzschild case (A.55),

$$
\begin{align*}
\int_{\partial \Sigma_{\infty}} d a_{c} B^{c} & =\int_{\partial \Sigma_{\infty}} d a_{r} s^{\theta_{i} \theta_{i}} s^{r r} F \Gamma_{\theta_{i} \theta_{i}}^{r} h_{r r} \\
& =-16 \pi G \delta M-\lim _{r \rightarrow \infty}\left(\frac{2 r^{D-1} \Omega_{D-2}}{(D-1)}\right) \delta \Lambda \tag{A.93}
\end{align*}
$$

Evaluating the second term at the boundary integral (A.91) at infinity using the asymptotic form of $\omega^{a b}$ leads to

$$
\begin{equation*}
2 \int_{\partial \Sigma_{\infty}} d a_{c} \omega^{c d} n_{d} \delta \Lambda=\lim _{r \rightarrow \infty}\left(\frac{2 r^{D-1} \Omega_{D-2}}{D-1}\right) \delta \Lambda+2\left(\int_{\partial \Sigma_{\infty}} d a_{c}\left(\omega^{c d}-\omega_{A d S}^{c d}\right) n_{d}\right) \delta \Lambda . \tag{А.94}
\end{equation*}
$$

We are then left with

$$
\begin{equation*}
I_{\infty}=16 \pi G \delta M-2\left(\int_{\partial \Sigma_{\infty}} d a_{c}\left(\omega^{c d}-\omega_{A d S}^{c d}\right) n_{d}\right) \delta \Lambda . \tag{A.95}
\end{equation*}
$$

Now consider (A.91) at the horizon. Evaluation of the first term is still (A.60), such that altogether

$$
\begin{equation*}
I_{h}=-2 \kappa \delta A+2\left(\int_{\partial \Sigma_{h}} d a_{c} \omega^{c d} n_{d}\right) \delta \Lambda . \tag{A.96}
\end{equation*}
$$

Plugging in (A.95) and (A.96) into (A.91), we arrive to the first law of black hole mechanics with varying cosmological constant [Kastor et al. (2009)]

$$
\begin{equation*}
\delta M=\frac{\kappa}{8 \pi G} \delta A+\frac{V}{8 \pi G} \delta \Lambda \tag{А.97}
\end{equation*}
$$

Or, in terms of thermodynamic variables,

$$
\begin{equation*}
\delta M=T \delta S+V \delta p \tag{A.98}
\end{equation*}
$$

we have the first law of extended black hole thermodynamics.
The quantity $V$ is called the thermodynamic volume because, as observed above, it is simply the volume of a co-dimension- 2 sphere in $D$ spacetime dimensions. Also notice by direct computation and the form of the first law that $V$ is given as the pressure derivative of $M$ :

$$
\begin{equation*}
V \equiv\left(\frac{\partial M}{\partial p}\right)_{S} \tag{А.99}
\end{equation*}
$$

The inclusion of $p-V$ together with the first law (A.98) motivates us to reinterpret $M$ as the gravitational version of chemical enthalpy, i.e., the total energy of a system including both its internal energy $E$, and the energy $p V$ required to displace the vacuum energy of the environment: $M=E+p V$. Another way of putting it, $M$ is the enegy required to create a black hole and place it in an AdS environment. Because we are now dealing with enthalpies, often the subject of extended black hole thermodynamics is referred to as black hole chemistry.

The Smarr relation (A.80) actually arises from an application of Euler's formula for the homogenous function $M=M(A, \Lambda)$, plus the scaling relation $M(A, \Lambda) \rightarrow$ $M\left(\gamma^{D-2} A, \gamma^{-2} \Lambda\right)=\gamma^{D-3} M(A, \Lambda)$. Upon taking the derivative with respect to $\gamma$ we arrive to the Smarr relation (A.80) [Kastor et al. (2009)]. To emphasize, in the event the mass $M$ depends on $\Lambda$, in order to have a well-defined Smarr relation we must include $p-V$.

Practically speaking, this is the recipe for extended thermodynamics: Impose the Smarr relation, assuming the scaling dimensions of $M, A$, and any other parameter, such as charge $Q$ and rotation $J$ be that for ordinary black hole thermodynamics (without $\Lambda$ ). This will fix the scaling dimension for $\Lambda$. By demanding that the first law be of the form (A.98) - with additional fixed parameters like $Q$, $J$, etc. - we then fix $V$ to be (A.99) formally. Note that this has consequences for non-static black holes in $D \geq 4$ dimensions. Namely, the volume $V$ is generally not the naive geometric volume of the black hole horizon. Rather, it is a thermodynamic variable in its own right, and makes the interpretation of $V$ a bit mysterious (see [Kubiznak et al. (2017)] for a longer discussion on the interpretation of $V$, as well as many other aspects of extended thermodynamics).

## A. 4 The Einstein Equation of State: A Review

Here we present a review of Jacobson's derivation of the Einstein equation of state [Jacobson (1995)], as this thesis is heavily motivated by the original work. The set-up is as follows: Pick an arbitrary point $p$ in an arbitrary $D$-dimensional spacetime $\mathcal{M}$ with arbitrary metric $g_{a b}$. We will restrict ourselves to a small enough region such that we can define a spacelike foliation with respect to a time coordinate labeled $t$. Let $p$ be located on a spacelike codimension- 1 hypersurface $\Sigma_{1}$ at some time $t_{1}$. We then consider a codimenson-2 (nearly) flat spacelike surface $\mathcal{P}_{1}$ containing our point $p$. By nearly flat we just mean that the null congruences emanating from and normal to $\mathcal{P}_{1}$ have initial vanishing expansion $\theta$ and shear $\sigma_{a b}$ at $p$ to first order in a distance from $p$ (by distance, we mean up to leading order in a Riemann normal coordinate expansion, i.e., $\left.g_{a b} \approx \eta_{a b}+\frac{1}{3} R_{a b c d}(p) x^{b} x^{d}+\ldots\right)$. Let $A_{1}$ be the area of $\mathcal{P}_{1}$, such that the expansion is $\theta=\frac{1}{A_{1}} \frac{d A_{1}}{d \lambda}$.

Now we fix a closed orientable smooth spacelike codimension-2 surface $\mathcal{B}_{1}$ containing $\mathcal{P}_{1}$ and choose a future-directed inward null direction normal to $\mathcal{B}_{1}$, defining a null congruence emanating from $\mathcal{B}_{1}$. The affine parameter along the congruence is denoted $\lambda$, and the null congruence has a tangent vector $k^{a}=\left(\frac{d}{d \lambda}\right)^{a}$. The expansion is then $\theta=\nabla_{a} k^{a}$. At $p$ we set $\lambda=0$, and increase toward the future. The points of the congruence generate a lightsheet $\mathcal{H}$ emanating from $\mathcal{P}_{1}$. A spacelike region of $\Sigma_{1}$ that lies inside $\mathcal{B}_{1}$ is labeled $R_{1}$.


Figure A.1: Construction of local Rindler horizon $\mathcal{H}$ about an arbitrary point $p$ [Jacobson (1995)], following the conventions of [Carroll and Remmen (2016a)]. A heat flux exits $\mathcal{P}_{1}$ through the horizon $\mathcal{H}$ generated by a local boost Killing vector, resulting in an area deficit $\Delta \mathcal{A}=A_{1}-A_{2}$. Via the assumptions of local holographic thermodynamics, one has $Q=T \Delta S \Rightarrow G_{a b}(p)+\Lambda g_{a b}(p)=8 \pi G T_{a b}(p)$.

We follow the flow of the congruence along $\lambda$ to some later time $t_{2}$ (but not much longer), where the null congruence intersects with a spacelike hypersurface $\Sigma_{2}$, defining a codimension-2 surface $\mathcal{B}_{2}$, such that $\mathcal{P}_{1}$ has evolved to $\mathcal{P}_{2}$ contained in $\mathcal{B}_{2}$. Let $A_{2}$ be the area of $\mathcal{P}_{2}$ and $R_{2}$ a spacelike region inside of $\mathcal{B}_{2}$. By the time we evolve to $\Sigma$, the expansion of the lightsheet is $\theta=\frac{1}{A_{2}} \frac{d A_{2}}{d \lambda}$. See Figure A. 1 for a pictorial representation of this set-up.

Since our spacetime locally appears flat, due to the Riemann normal coordinate expansion, we retain local isometries of flat space, including the Lorentz boosts. Of course, Lorentz boosts can be seen as Rindler time translations for a locally accelerating observer. The local Rindler observer will have a local Rindler horizon, which we identify as the lightsheet $\mathcal{H}$. Since the Killing vector is only Killing within $\mathcal{O}\left(x^{2}\right)$ of the Riemann normal coordinate expansion, the boost Killing vector

$$
\begin{equation*}
\xi^{b}=a \lambda k^{b} \tag{A.100}
\end{equation*}
$$

is said to be approximately Killing. Here $a$ is the proper acceleration of the associated Rindler worldline. Our local Rindler observers will measure a constant, uniform Unruh-Davies temperature proportional to their acceleration $a$ :

$$
\begin{equation*}
T=\frac{\hbar a}{2 \pi} . \tag{A.101}
\end{equation*}
$$

As in the case of global Rindler spacetime, our local Rindler horizon is a constant temperature system, and is thus in thermal equilibrium.

We now imagine some matter accompanied with energy-momentum tensor $T_{a b}(p)$ leaving region $R_{1}$ through the the lightsheet. The resulting energy-flux through the
local horizon, measured with respect to the local Rindler observer is

$$
\begin{equation*}
Q \equiv \int_{\mathcal{H}} d \Sigma^{a} \xi^{b} T_{a b}(p)=a \int_{\mathcal{H}} d \lambda d \mathcal{A} \lambda k^{a} k^{b} T_{a b}(p), \tag{A.102}
\end{equation*}
$$

where surface area element for the local Rindler horizon is $d \Sigma^{a}=k^{a} d \lambda d \mathcal{A}$, with $d \mathcal{A}$ as the codimension- 2 spacelike cross-sectional area element. In ordinary thermodynamic systems, heat $Q$ is interpreted as the energy-flux that flows into macroscopically unobservable degrees of freedom. Since the Rindler observers are out of causal contact with the region behind the lightsheet, the integrated energy-flux (A.102) is thus interpreted as heat.

We are therefore considering a thermodynamic process where an amount of matter is exiting region $R_{1}$ at $t_{1}$, going into some non-accessible region from the viewpoint of the local Rindler observers, such that the energy associated with the matter is heat $Q$. Consequently, there should be some change in entropy of the system, if we continue to interpret our local geometric set-up as an ordinary thermal system. The question now is what is the entropy given by. Motivated by black hole physics, the only geometric quantity which can really change under this physical process is the area of the lightsheet, which will in fact decrease as the matter passes through. We denote this change in area by

$$
\begin{equation*}
\Delta \mathcal{A} \equiv A_{1}-A_{2}=-\int_{\mathcal{H}} \theta d \lambda d \mathcal{A} \tag{A.103}
\end{equation*}
$$

Here $A_{i}=\int_{\mathcal{P}_{i}} d \mathcal{A}$. To attain (A.103) we used Stokes' theorem.
Due to the heat flux, we are in effect studying the evolution of a null geodesic congruence. Such evolution is described by Raychaudhuri's equation:

$$
\begin{equation*}
\frac{d \theta}{d \lambda}=-\frac{1}{(D-2)} \theta^{2}-\sigma_{a b}^{2}+\omega_{a b}^{2}-R_{a b}(p) k^{a} k^{b} \tag{A.104}
\end{equation*}
$$

In our set-up, we are considering geodesics which are hypersurfce orthogonal, and therefore by Frobenius' theorem, the twist $\omega_{a b}=0$. Moreover, we have chosen the local Rindler horizon to be instantaneously stationary at $\mathcal{P}_{1}$, such that to leading order $\theta$ and $\sigma$ vanish, such that, approximately $\frac{d \theta}{d \lambda}=-R_{a b}(p) k^{a} k^{b}$, so the expansion is just

$$
\begin{equation*}
\theta=-\lambda R_{a b}(p) k^{a} k^{b} . \tag{A.105}
\end{equation*}
$$

Thus, the area deficit becomes

$$
\begin{equation*}
\Delta \mathcal{A}=\int_{\mathcal{H}} R_{a b}(p) k^{a} k^{b} \lambda d \lambda d \mathcal{A} . \tag{A.106}
\end{equation*}
$$

Everything we have said thus far is purely geometric, aside from our occasional motivations from black hole thermodynamics. Now we input the two critical assumptions of spacetime thermodynamics: (i) Local holography: For the constructed lightsheet $\mathcal{H}$, we assume the entropy change $\Delta S$ of our thermal system is proportional to the change in the area $\Delta \mathcal{A}$, up to a universal constant $\eta$ :

$$
\begin{equation*}
\Delta S=\eta \Delta \mathcal{A} \tag{A.107}
\end{equation*}
$$

This assumption is also well-motivated by black hole thermodynamics, namely the Bekenstein-Hawking area relation, for which we would write $\eta=\frac{1}{4 G \hbar}$.
(ii) Clausius relation: We assume that there is an entropy change associated with the flow of heat $Q$ through the lightsheet, which in local thermodynamic equilibrium is given by

$$
\begin{equation*}
Q=T \Delta S \tag{A.108}
\end{equation*}
$$

We should be careful in using the Clausius relation. More precisely, the Clausius relation is really an inequality $Q \leq T \Delta S$, including both reversible and irreversible entropy changes to entropy. We attain equality when there are no irreversible changes to the entropy. Thus, if we want equality, the thermodynamic process we consider should be a reversible one. So is the process we have described above a reversible one? It turns out it is. This is because if we did not deposit any matter into the system, there would be no area deficit, and thus no entropy change. Moreover, when we consider the heat exchange, we imagine it is done slowly enough such that the exchange is totally reversible (such as slowly heating up a box). Therefore, the only entropy change is due to a reversible thermodynamic process ${ }^{4}$.

Putting everything together with (A.106), (A.102) and our assumptions (A.107) and (A.108), respectively, we have

$$
\begin{equation*}
\frac{\eta \hbar a}{2 \pi} \int_{\mathcal{H}} d \lambda d \mathcal{A} \lambda R_{a b}(p) k^{a} k^{b}=a \int_{\mathcal{H}} d \lambda d \mathcal{A} T_{a b}(p) k^{a} k^{b} . \tag{A.109}
\end{equation*}
$$

We now invoke the freedom we had to choose $k^{a}$, allowing us to set the integrands together:

$$
\begin{equation*}
\frac{\hbar \eta}{2 \pi} R_{a b}(p) k^{a} k^{b}=T_{a b}(p) k^{a} k^{b} \tag{A.110}
\end{equation*}
$$

This holds for all null vectors $k^{a}$, allowing us to drop the vectors at a cost of introducing some unknown scalar function $f$ :

$$
\begin{equation*}
R_{a b}(p)+f g_{a b}(p)=\frac{2 \pi}{\hbar \eta} T_{a b}(p) . \tag{A.111}
\end{equation*}
$$

Now we imposing that the energy-momentum tensor be conserved, $\nabla^{a} T_{a b}=0$. Using the Bianchi identity, $2 \nabla^{a} R_{a b}=\nabla_{b} R$, we identify $f$ to be $f=-\frac{1}{2} R+\Lambda$, for some constant $\Lambda$, leading us to

$$
\begin{equation*}
R_{a b}(p)-\frac{1}{2} R(p) g_{a b}(p)+\Lambda g_{a b}(p)=8 \pi G T_{a b}(p) . \tag{A.112}
\end{equation*}
$$

[^43]In the last step we made the identification $\eta=1 / 4 \pi \hbar G$, consistent with the BekensteinHawking formula. We emphasize that we have arrived to the non-linear Einstein's holding about point $p$. However, $p$ is completely arbitrary, and so we have that about any point our construction holds, i.e., as long as we are not at any caustic points or singularities, we have that Einstein's equations will held throughout the entire spacetime.

In summary, we have shown that the local Einstein's equations are a geometric consequence of applying thermodynamic principles to local horizons in any spacetime. This shows that, just as with the hydrodynamic limit of water, classical spacetime dynamics arises from some more fundamental microscopic theory of spacetime.

## A. 5 Horizon Entropy, Noether Charge, and Beyond

## Horizon Entropy as Conserved Charge

The Bekenstein-Hawking area formula

$$
\begin{equation*}
S_{\mathrm{BH}}=\frac{A}{4 G}, \tag{A.113}
\end{equation*}
$$

gives the horizon entropy for spacetimes whose dynamics are controlled by Einstein's general relativity. However, string theory, and, more generally, quantum field theory in curved space, suggests that there are other more general theories of gravity with actions of the form

$$
\begin{equation*}
I=\int d^{D} x \sqrt{-g} L\left(g^{a b}, R^{a b c d}, \nabla_{k} R^{a b c d}, \ldots\right) . \tag{A.114}
\end{equation*}
$$

Wald [Wald (1993)] showed that the horizon entropy for systems whose dynamics are controlled by general theories of gravity will have an entropy different from the Bekenstein-Hawking entropy (A.113). The resulting entropy is known as the Wald entropy functional, given by the Noether charge associated with the diffeomorphism invariance of the theory.

Here we will take some time to show this result, and present a few examples of the Wald formalism for higher derivative theories of gravity. Rather than using Wald's original notation, we will instead make use of the notation used in, e.g., [Padmanabhan and Paranjape (2007b); Vollick (2007)]. We start by showing that the Bianchi identity is a consequence of general covariance. Take the action (A.114) and compute the local variation of the Lagrangian with repect to the metric $g_{a b}$ under the diffeomorphism $x^{a} \rightarrow x^{a}+\xi^{a}(x)$, such that

$$
\begin{equation*}
\delta_{\xi} g^{a b}=g^{\prime a b}(x)-g^{a b}(x)=\nabla^{a} \xi^{b}+\nabla^{b} \xi^{a}=\mathcal{L}_{\xi} g^{a b} . \tag{A.115}
\end{equation*}
$$

Then,

$$
\begin{align*}
\int d^{D} x \delta_{\xi}(\sqrt{-g} L) & =\int d^{D} x \sqrt{-g}\left[E_{a b}\left(\nabla^{a} \xi^{b}+\nabla^{b} \xi^{a}\right)+\nabla_{a}\left(\delta_{\xi} v^{a}\right)\right]  \tag{A.116}\\
& =\int d^{D} x \sqrt{-g}\left[2 \nabla_{a}\left(E^{a b} \xi_{b}\right)-2 \nabla_{a} E^{a b} \xi_{b}+\nabla_{a}\left(\delta_{\xi} v^{a}\right)\right]
\end{align*}
$$

For comparison, if we were to simply compute the variation of the action with respect to $g_{a b}$, then $E_{a b}$ is the tensor contracted with $\delta g^{a b}$, such that we recognize $2 E_{a b}=T_{a b}$ as the equations of motion for the general theory, while we also attain $\nabla_{a} \delta v^{a}$ which leads to some surface term. What we have done above is not computing the field equations - we merely noted the variation with respect to $\xi$ gives the higher derivative generalization of the Einstein tensor, $E_{a b}$.

Let's now rewrite the left hand side of (A.116) using

$$
\begin{equation*}
\delta_{\xi}(\sqrt{-g} L)=-\sqrt{-g} \nabla_{a}\left(L \xi^{a}\right), \tag{A.117}
\end{equation*}
$$

we find (A.116) becomes

$$
\begin{align*}
\int d^{D} x \sqrt{-g} 2\left(\nabla_{a} E^{a b}\right) \xi_{b} & =\int d^{D} x \sqrt{-g} \nabla_{a}\left(2 E^{a b} \xi_{b}+L \xi^{a}+\delta_{\xi} v^{a}\right)  \tag{A.118}\\
& =\int d^{D-1} \sigma_{a} \sqrt{-g}\left(2 E^{a b} \xi_{b}+L \xi^{a}+\delta_{\xi} v^{a}\right)
\end{align*}
$$

where we used Gauss' law to turn the second line into an integral over the boundary. We are imposing diffeomorphism invariance, such that the variation of the metric together with its derivative vanish on the boundary, i.e., the right hand side will vanish. Since $\xi^{a}$ is arbitrary and the volume of spacetime over which the integration is being performed is arbitrary, the integrand of the left hand side must also vanish:

$$
\begin{equation*}
\nabla_{a} E^{a b}=0 \tag{A.119}
\end{equation*}
$$

This is just the Bianchi identity for more general theories of gravity, and is a direct consequence of general covariance. Importantly, note that the Bianchi identity is an off-shell geometric identity - we never had to use the equations of motion, only the form of the variation of the action. Recall that for the case of Einstein gravity, where $E_{a b}=G_{a b}$, the Bianchi identity $\nabla_{a} G^{a b}=0$ is really just constraining a tensor with the same algebraic properties of the Riemann curvature tensor; in this case, $R_{b[c d ; k]}^{a}=0$.

Let's now demonstrate that general covariance and an application of the Bianchi identity (A.119) leads to a conserved currend $J^{a}$. We can write down $J^{a}$ explicitly by writing the local variation of $\sqrt{-g} L$ under $x^{a} \rightarrow x^{a}+\xi^{a}(x)$ in two different ways. Namely,

$$
\begin{equation*}
\delta_{\xi}(\sqrt{-g} L)=-\sqrt{-g} \nabla_{a}\left(L \xi^{a}\right), \tag{A.120}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta_{\xi}(\sqrt{-g} L)=\sqrt{-g} \nabla_{a}\left(2 E^{a b} \xi_{b}+\delta_{\xi} v^{a}\right), \tag{A.121}
\end{equation*}
$$

where in the second expression we used the generalized Bianchi identity $\nabla_{a} E^{a b}=0$. Equating (A.120) and (A.121), we find

$$
\begin{equation*}
\nabla_{a}\left(2 E^{a b} \xi_{b}+L \xi^{a}+\delta_{\xi} v^{a}\right)=0 \tag{A.122}
\end{equation*}
$$

Therefore, we introduce the conserved current

$$
\begin{equation*}
J^{a}=2 E^{a b} \xi_{b}+L \xi^{a}+\delta_{\xi} v^{a}, \quad \nabla_{a} J^{a}=0 \tag{A.123}
\end{equation*}
$$

We emphasize that the continuity equation $\nabla_{a} J^{a}$ and the Bianchi identity $\nabla_{a} E^{a b}=0$ are both off-shell relations. In the event the equations of motion are satisfied, the off-shell conserved current (A.123) is equivalent to the on-shell Noether current.

With a conserved current comes a conserved charge $Q$, coming from integrating $\nabla_{a} J^{a}$ over a proper volume integral $d^{D} x \sqrt{-g}$ :

$$
\begin{equation*}
\int_{V} d^{D} x \sqrt{-g} \nabla_{a} J^{a}=\int d^{D} x \partial_{a}\left(\sqrt{-g} J^{a}\right)=\int_{\partial V} d \sigma_{a} J^{a}, \tag{A.124}
\end{equation*}
$$

where we used $\nabla_{a} A^{a}=\frac{1}{\sqrt{-g}} \partial_{a}\left(\sqrt{-g} A^{a}\right)$, and applying Gauss' theorem, where $d \sigma_{a}$ is a $(D-1)$-dimensional volume element of the boundary $\partial V$. We define our conserved charge to be

$$
\begin{equation*}
Q_{\xi} \equiv \int_{\partial V} d \sigma_{a} J^{a}=\int_{\partial V} d \sigma_{a} \nabla_{b} J^{a b} \tag{A.125}
\end{equation*}
$$

Here we introduced an antisymmetric conserved potential $J^{a b}$ via $J^{a}=\nabla_{b} J^{a b}$. The potential $J^{a b}$ is antisymmetric because it must satisfy $\nabla_{a} \nabla_{b} J^{a b}=0$ via the continuity equation. Applying Stokes' theorem for any antisymmetric second rank tensor, we arrive to

$$
\begin{equation*}
Q_{\xi}=\frac{1}{2} \int_{\Sigma} d S_{a b} J^{a b} \tag{A.126}
\end{equation*}
$$

Here $d S_{a b}=\left(n_{a} u_{b}-n_{b} u_{a}\right) d A$ being the binormal surface area element on the codimenion2 surface $\Sigma$, with $n_{a}\left(u_{a}\right)$ being a unit spacelike (timelike) normal vector to the surface. Sometimes $d S_{a b}=d A \epsilon_{a b}$, such that $\epsilon_{a b} \epsilon^{a b}=-2$. We emphasize that $Q$ is evaluated at some constant time $t$-slice of the manifold. In the case of black holes, the surface $\Sigma$ is taken to be the black hole horizon. The factor of $\frac{1}{2}$ is conventional and can be absorbed into the definition of the binormal surface area element ${ }^{5}$.

Let's now write things more explicitly by considering the action

$$
\begin{equation*}
I=\int d^{D} x \sqrt{-g} L\left(g^{a b}, R_{b c d}^{a}\right) . \tag{A.127}
\end{equation*}
$$

A theory with action (A.127) includes, for example, $f(R)$ models, Lovelock gravity, and arbitrary curvature squared theories of gravity.

The variation of $I$ is

$$
\begin{equation*}
\delta I=\int d^{D} x \sqrt{-g}\left[\left(\frac{\partial L}{\partial g^{a b}}-\frac{1}{2} g_{a b} L\right) \delta g^{a b}+P_{a}^{b c d} \delta R_{b c d}^{a}\right] \tag{A.128}
\end{equation*}
$$

where we have defined the Wald tensor ${ }^{6}$

$$
\begin{equation*}
P_{a}^{b c d} \equiv \frac{\partial L}{\partial R_{b c d}^{a}} . \tag{A.129}
\end{equation*}
$$

[^44]We will work out the Wald tensor for a number of models momentarily. Importantly, note $P^{a b c d}$ has the same algebraic symmetries as the Riemann tensor.

Continuing with the variation $\delta I$ following the usual procedure, we find

$$
\begin{equation*}
\delta I=\int d^{D} x \sqrt{-g}\left[E_{a b} \delta g^{a b}+\nabla_{a} \delta v^{a}\right] \tag{A.130}
\end{equation*}
$$

where

$$
\begin{equation*}
E_{a b}=P_{b}^{k i j} R_{a k i j}-\frac{1}{2} g_{a b} L-2 \nabla^{m} \nabla^{n} P_{a m n b} \tag{A.131}
\end{equation*}
$$

and

$$
\begin{equation*}
\delta v^{a}=\left[2 P^{\ell b a d} \nabla_{b}-2\left(\nabla_{b} P^{\ell a b d}\right)\right] \delta g_{d \ell} . \tag{A.132}
\end{equation*}
$$

This procedure can be straightforwardly generalized to include the more general theories given by the action (A.114), however, we won't go through the details here.

We may also write down an explicit form for the conserved current $J^{a}$ and potential $J^{a b}$ in this theory. Note that

$$
\begin{equation*}
2 E^{a k} \xi_{k}=2 P^{a d b \ell} R_{d b \ell}^{k} \xi_{k}-L \xi^{a}-4 \nabla_{d} \nabla_{b} P^{a d b k} \xi_{k}, \tag{A.133}
\end{equation*}
$$

and the boundary contribution can be cast as

$$
\begin{equation*}
\delta_{\xi} v^{a}=2 P_{\ell}^{b a d} \delta_{\xi} \Gamma_{b d}^{\ell}-2 \nabla_{b} P^{\ell b a d} \delta_{\xi} g_{d \ell}, \tag{A.134}
\end{equation*}
$$

with $\delta_{\xi} g_{d \ell}=-\nabla_{(d} \xi_{\ell)}$. The second term above can be rewritten as

$$
\begin{equation*}
-2 \nabla_{b} P^{\ell b a d} \delta_{\xi} g_{d \ell}=2 \nabla_{b}\left(P^{\ell b a d}+P^{d b a \ell}\right) \nabla_{d} \xi_{\ell} \tag{A.135}
\end{equation*}
$$

where we have used algebraic symmetries of $P^{a b c d}$ and performed some index gymnastics.

The first term in the boundary contribution involves a variation of a Christoffel symbol, which can be written as

$$
\begin{equation*}
\delta_{\xi} \Gamma_{b d}^{\ell}=\frac{1}{2} R_{(b d) k}^{\ell} \xi^{k}-\frac{1}{2} \nabla_{(b} \nabla_{d)} \xi^{\ell} \tag{A.136}
\end{equation*}
$$

With some additional massaging, the first term becomes

$$
\begin{equation*}
2 P_{\ell}^{b a d} \delta_{\xi} \Gamma_{b d}^{\ell}=2 P^{a d b \ell} \nabla_{d} \nabla_{b} \xi_{\ell}-2 P^{a d b \ell} R_{k d b \ell} \xi^{k} \tag{A.137}
\end{equation*}
$$

Collectively then, the boundary contribution (A.134) is

$$
\begin{equation*}
\delta_{\xi} v^{a}=-2 \nabla_{b}\left(P^{a d b \ell}+P^{a \ell b d}\right) \nabla_{d} \xi_{\ell}+2 P^{a d b \ell} \nabla_{d} \nabla_{b} \xi_{\ell}-2 P^{a d b \ell} R_{k d b \ell} \xi^{k} . \tag{A.138}
\end{equation*}
$$

Substituting (A.133) and (A.138) into the conserved current (A.123), we find, upon using the symmetries of $P^{a b c d}$ and $R_{a b c d}$ :

$$
\begin{equation*}
J^{a}=-2 \nabla_{b}\left(P^{a d b \ell}+P^{a \ell b d}\right) \nabla_{d} \xi_{\ell}+2 P^{a d b \ell} \nabla_{d} \nabla_{b} \xi_{\ell}-4 \nabla_{d} \nabla_{b} P^{a d b \ell} \xi_{\ell} \tag{A.139}
\end{equation*}
$$

At this point, we can 'guess' the form of the potential $J^{a b}$. We do this choosing the ansatz,

$$
\begin{equation*}
J^{a b}=A^{a b d \ell} \nabla_{d} \xi_{\ell}+B^{a b \ell} \xi_{\ell}+C^{a b} \tag{A.140}
\end{equation*}
$$

with $\nabla_{b} C^{a b}=0$. Then,

$$
\begin{equation*}
\nabla_{b} J^{a b}=\nabla_{b} A^{a b d \ell} \nabla_{d} \xi_{\ell}+A^{a b d \ell} \nabla_{b} \nabla_{d} \xi_{\ell}+\nabla_{b} B^{a b \ell} \xi_{\ell}+B^{a b \ell} \nabla_{b} \xi_{\ell} \tag{A.141}
\end{equation*}
$$

Comparing to (A.139), we find

$$
\begin{equation*}
A^{a b d \ell}=2 P^{a b d \ell}, \quad \nabla_{b} B^{a b \ell} \xi_{\ell}=-4 \nabla_{b} \nabla_{d} P^{a b d \ell} \xi_{\ell} \tag{A.142}
\end{equation*}
$$

The second of these implies

$$
\begin{equation*}
B^{a b \ell}=-4 \nabla_{d} P^{a b d \ell}+V^{a b \ell}, \quad \nabla_{b} V^{a b \ell}=0 \tag{A.143}
\end{equation*}
$$

We also have that the following identity must hold:

$$
\begin{equation*}
\nabla_{b} A^{a d b \ell}+B^{a d \ell}=-2 \nabla_{b}\left(P^{a d b \ell}+P^{a b b d}\right) \tag{A.144}
\end{equation*}
$$

Plugging in our expressions for $A^{a d b \ell}$ and $B^{a d \ell}$, we find this forces $V^{a b \ell}=0$. Altogether then, we find the potential $J^{a b}$ associated with the conserved current (A.139) is:

$$
\begin{equation*}
J^{a b}=-2 P^{a b c d} \nabla_{c} \xi_{d}+4 \xi_{d} \nabla_{c} P^{a b c d}+C^{a b} \tag{A.145}
\end{equation*}
$$

Due to the presence of $C^{a b}$, we have that $J^{a b}$ is not unique, though we always recover the same conserved current. With the potential $J^{a b}$, we may write down the conserved charge (A.126):

$$
\begin{equation*}
Q=\frac{1}{2} \int_{\Sigma} d S_{a b}\left(-2 P^{a b c d} \nabla_{c} \xi_{d}+4 \xi_{d} \nabla_{c} P^{a b c d}\right) . \tag{A.146}
\end{equation*}
$$

Let's study this form of the conserved charge in the case $\Sigma$ is a Killing horizon. Then $\xi^{a}$ is a Killing vector, satisfying Killing's equation $\nabla_{(a} \xi_{b)}=0$ and Killing's identity $\nabla_{a} \nabla_{b} \xi_{c}=R_{a b c}^{k} \xi_{k}$, such that the conserved current (A.139) reduces to

$$
\begin{equation*}
J_{\text {Kill }}^{a}=2 P^{a d b \ell} R_{d b \ell}^{k} \xi_{k}-4 \nabla_{d} \nabla_{b} P^{a d b k} \xi_{k}=\left(2 E^{a k}+L g^{a k}\right) \xi_{k} \tag{A.147}
\end{equation*}
$$

That is, the boundary term $\delta_{\xi} v^{a}$ vanishes when $\xi^{a}$ is a Killing vector. Moreover, if $\Sigma$ is a bifurcate Killing horizon ${ }^{7}$, as in the case of a black hole horizon, $\xi^{a}=0$, then (A.146) becomes

$$
\begin{equation*}
Q_{\xi}=-\int_{\Sigma} d S_{a b} P^{a b c d} \nabla_{c} \xi_{d} \tag{A.148}
\end{equation*}
$$

On a (bifurcation surface of a) black hole horizon, where the timelike Killing vector $\xi^{a}$ goes null, we may express $\xi^{a}$ in terms of the timelike normal $u^{a}$ via $\xi^{a}=\kappa u^{a}$ where

[^45]$\kappa$ is the surface gravity, which is constant over $\Sigma$. Then, using $\nabla_{c} u_{d}=\epsilon_{c d}$ on $\Sigma$, we may write (A.148) in a more conventional manner,
\[

$$
\begin{equation*}
Q_{\xi}=-\kappa \int_{\Sigma} d A P^{a b c d} \epsilon_{a b} \epsilon_{c d} \tag{A.149}
\end{equation*}
$$

\]

Here $d A$ is just the induced volume element of the codimension-2 spatial surface, $d A=d^{D-2} x \sqrt{h}$.

As we will see momentarily, the horizon entropy is a simple scaling of the conserved (Noether) charge [Wald (1993)]:

$$
\begin{equation*}
S_{\mathrm{W}}=\frac{2 \pi}{\kappa} Q_{\xi}=-2 \pi \int_{\Sigma} d A P^{a b c d} \epsilon_{a b} \epsilon_{c d} \tag{A.150}
\end{equation*}
$$

The factor of $2 \pi$ is conventional, depending on the choice of units. We have chosen $L\left(g_{a b}, R^{a b c d}\right)$ to include the gravitational couplings, e.g., for Einstein gravity $L=$ $\frac{1}{16 \pi G} R$.

## Examples of Wald Entropy

Let us now work out the Wald tensor $P^{a b c d}$ and Wald entropy for a few illustrative examples, beginning with Einstein gravity. We have then

$$
\begin{align*}
P_{\mathrm{GR}}^{a b c d} & =\frac{1}{16 \pi G} \frac{\partial R}{\partial R_{a b c d}}=\frac{1}{16 \pi G} \frac{\partial}{\partial R_{a b c d}}\left(g^{\mu \nu} g^{\alpha \beta} R_{\alpha \mu \beta \nu}\right) \\
& =\frac{1}{16 \pi G} \frac{1}{2} \frac{\partial}{\partial R_{a b c d}}\left[g^{\mu \nu} g^{\alpha \beta}\left(R_{\alpha \mu \beta \nu}-R_{\mu \alpha \beta \nu}\right)\right]  \tag{A.151}\\
& =\frac{1}{32 \pi G}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)
\end{align*}
$$

where we used $\frac{\partial R_{\alpha \beta \gamma \delta}}{\partial R_{a b c d}}=\delta_{\alpha}^{a} \delta_{\beta}^{b} \delta_{\gamma}^{c} \delta_{\delta}^{d}$. We see then $\nabla_{a} P_{\mathrm{GR}}^{a b c d}=0$, such that the Wald entropy functional (A.150) for Einstein gravity is

$$
\begin{equation*}
S_{\mathrm{W}}=-2 \pi \int_{\Sigma} d A \frac{1}{32 \pi G}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right) \epsilon_{a b} \epsilon_{c d}=\frac{A_{\Sigma}}{4 G} \tag{A.152}
\end{equation*}
$$

where we used $\epsilon_{c d}^{2}=-2$ and $\int_{\Sigma} d A=A_{\Sigma}$. We see that the Wald entropy recovers the Bekenstein-Hawking entropy formula in the Einstein limit.

Given the Wald tensor for Einstein gravity (A.151), it is straightforward to workout $P^{a b c d}$ for $f(R)$ theories of gravity,

$$
\begin{equation*}
P_{f(R)}^{a b c d}=\frac{f^{\prime}(R)}{32 \pi G}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right), \tag{A.153}
\end{equation*}
$$

where $f^{\prime}(R)=d f / d R$. The gravitational entropy - when $\Sigma$ is a bifurcate Killing horizon - is

$$
\begin{equation*}
S_{\mathrm{W}}=\frac{1}{4 G} \int_{\Sigma} d A f^{\prime}(R) \tag{A.154}
\end{equation*}
$$

Note that when $\Sigma$ is not a bifurcate Killing horizon, the above expression will be modified by needing to include the $\nabla_{c} P^{a b c d}$, which in the case of $f(R)$ gravity is non-zero generically.

Let's now move on to a reasonably generic quadratic theory of gravity, with Lagrangian

$$
\begin{equation*}
L_{\mathrm{quad}}=\frac{1}{16 \pi G}(R-2 \Lambda)+\alpha_{1} R^{2}+\alpha_{2} R_{a b}^{2}+\alpha_{3} R_{a b c d}^{2} \tag{A.155}
\end{equation*}
$$

For Einstein-Gauss-Bonnet gravity, we select $\alpha_{1}=\alpha_{3}=\alpha^{\prime}$ and $\alpha_{2}=-4 \alpha^{\prime}$. We have

$$
\begin{equation*}
\frac{\partial R^{2}}{\partial R_{a b c d}}=R\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right), \quad \frac{\partial R_{\alpha \beta \gamma \delta}^{2}}{\partial R_{a b c d}}=2 R^{a b c d} \tag{A.156}
\end{equation*}
$$

If we want the algebraic symmetries of $P^{a b c d}$ to be manifest, we must be careful with the $R_{a b}^{2}$ term. We have

$$
\begin{align*}
\frac{\partial R_{\mu \nu}}{\partial R_{a b c d}} & =\frac{1}{2} \frac{\partial}{\partial R_{a b c d}}\left(R_{\mu \nu}+R_{\nu \mu}\right)=\frac{1}{2} g^{\rho \sigma} \frac{\partial}{\partial R_{a b c d}}\left[R_{\sigma \mu \rho \nu}+R_{\rho \nu \sigma \mu}\right] \\
& =\frac{1}{4} g^{\rho \sigma} \frac{\partial}{\partial R_{a b c d}}\left[R_{\sigma \mu \rho \nu}+R_{\mu \sigma \nu \rho}-R_{\nu \rho \sigma \mu}-R_{\rho \nu \mu \sigma}\right]  \tag{A.157}\\
& =\frac{1}{4}\left(g^{a c} \delta_{\mu}^{b} \delta_{\nu}^{d}+g^{b d} \delta_{\mu}^{a} \delta_{\nu}^{c}-g^{b c} \delta_{\nu}^{a} \delta_{\mu}^{d}-g^{a d} \delta_{\nu}^{b} \delta_{\mu}^{a}\right)
\end{align*}
$$

where to get to the second line we used the symmetries of the Riemann tensor,

$$
\begin{equation*}
R_{\rho \nu \sigma \mu}=-\frac{1}{2}\left(R_{\nu \rho \sigma \mu}+R_{\rho \nu \mu \sigma}\right), \quad R_{\sigma \mu \rho \nu}=\frac{1}{2}\left(R_{\sigma \mu \rho \nu}+R_{\mu \sigma \nu \rho}\right) . \tag{A.158}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\frac{\partial R_{\mu \nu}^{2}}{\partial R_{a b c d}} & =2 R^{\mu \nu} \frac{\partial R_{\mu \nu}}{\partial R_{a b c d}}=\frac{1}{2}\left(g^{a c} R^{b d}-g^{b c} R^{a d}+g^{b d} R^{a c}-g^{a d} R^{b c}\right)  \tag{A.159}\\
& =\left(R^{a[c} g^{d] b}+R^{b[d} g^{c] a}\right)
\end{align*}
$$

Therefore,

$$
\begin{equation*}
P_{\mathrm{quad}}^{a b c d}=\left(\frac{1}{32 \pi G}+\alpha_{1} R\right) 2 g^{a[c} g^{d] b}+\alpha_{2}\left(R^{a[c} g^{d] b}+R^{b[d} g^{c] a}\right)+2 \alpha_{3} R^{a b c d} \tag{A.160}
\end{equation*}
$$

from which we can compute the Wald entropy.
As a final example, let us work out Wald's entropy for Lovelock theories of gravity [Lovelock (1971)]. Recall that Lovelock gravity is characterized by having higher derivative contributions, but added in such a way that their gravitational equations of motion include only second derivatives of the metric. This is granted by imposing that $\nabla_{a} P^{a b c d}=0$ for Lovelock theories, just as we observed for Einstein gravity. In this way, Lovelock theories are the most natural extension of general relativity. More than that, in 2-dimensions, the Einstein-Hilbert action is the Euler density for a 2manifold, so too is Lovelock gravity for $2 p$-dimensional manifolds, e.g., Gauss-Bonnet is the Euler density in 4-dimensions.

In fact, we can use the structure of Einstein's general relativity, and the corresponding Wald tensor $P^{a b c d}$ to build the Lovelock action. First note that the EinsteinHilbert Lagrangian (dropping factors of $1 / 16 \pi G$ for now) can be written in terms of the Wald tensor (A.151)

$$
\begin{equation*}
L_{\mathrm{EH}}=P_{a}^{b c d} R_{b c d}^{a}=\delta_{a b}^{c d} R_{c d}^{a b} \tag{A.161}
\end{equation*}
$$

where we have the (2-dimensional) generalized Kronecker delta symbol

$$
\delta_{a b}^{c d}=\delta_{[a}^{c} \delta_{b]}^{d}=\frac{1}{2}\left(\delta_{a}^{c} \delta_{b}^{d}-\delta_{a}^{d} \delta_{b}^{c}\right)=\frac{1}{2} \operatorname{det}\left(\begin{array}{cc}
\delta_{a}^{c} & \delta_{b}^{c}  \tag{A.162}\\
\delta_{a}^{d} & \delta_{b}^{d}
\end{array}\right) .
$$

We generalize the Einstein-Hilbet term by simply considering higher-dimensional generalized Kronecker delta symbols,

$$
\delta_{b_{1} b_{2} \ldots b_{m}}^{a_{1} a_{2} \ldots a_{m}}=\frac{1}{m!}\left(\begin{array}{ccc}
\delta_{b_{1}}^{a_{1}} & \ldots & \delta_{b_{m}}^{a_{1}}  \tag{A.163}\\
\vdots & \ddots & \\
\delta_{b_{1}}^{a_{m}} & & \delta_{b_{m}}^{a_{m}}
\end{array}\right)
$$

to be contracted with additional Riemann tensors. We would find that the next allowed choice, which maintains $\nabla_{a} P^{a b c d}=0$ is the Gauss-Bonnet term,

$$
\begin{equation*}
L_{\mathrm{GB}}=\frac{1}{2^{2}} \delta_{a b f h}^{c d e g} R_{c d}^{a b} R_{e g}^{f h}=R^{2}-4 R_{a b}^{2}+R_{a b c d}^{2} . \tag{A.164}
\end{equation*}
$$

We may further generalize this to

$$
\begin{equation*}
\mathcal{L}_{2 p}(R)=\frac{1}{2^{p}} \delta_{b_{1} b_{2} \ldots b_{2 p-1} b_{2 p}}^{a_{1} a_{2} \ldots a_{2 p-1} a_{2 p}} R_{a_{1} a_{2}}^{b_{1} b_{2}} \ldots R^{b_{2 p-1} b_{2 p}}{ }_{a_{2 p-1} a_{2 p}}, \tag{A.165}
\end{equation*}
$$

such that $p=1$ gives $\mathcal{L}_{2}=L_{\mathrm{EH}}$, and $\mathcal{L}_{4}=L_{\mathrm{GB}}$. When $p=D / 2, \mathcal{L}_{2 p}$ is purely topological, and for $p>D / 2$ the $\mathcal{L}_{2 p}$ vanishes.

The Lovelock action is thus given by

$$
\begin{equation*}
I=\frac{1}{16 \pi G} \int d^{D} x \sqrt{-g} \sum_{p=2}^{\left[\frac{D}{2}\right]} c_{p} \mathcal{L}_{2 p}(R) \tag{A.166}
\end{equation*}
$$

Here $[D / 2]$ denotes the integer part of $D / 2$ and $c_{p}$ are dimensionless coupling constants for the higher curvature terms.

Now notice that

$$
\begin{align*}
\left(P_{c d}^{e f}\right)_{\mathrm{GB}} & =\frac{\partial \mathcal{L}_{4}(R)}{\partial R^{c d}{ }_{e f}}=\frac{1}{4} \delta_{c d b_{3} b_{4}}^{e f a_{3} a_{4}} R_{a_{3} b_{3} b_{4}}+\frac{1}{4} \delta_{b_{1} b_{2} e d}^{a_{1} a_{2} e f} R_{a_{1} a_{2}}^{b_{1} b_{2}} \\
& =\frac{2}{4} \delta_{c d b_{3} b_{4}}^{e f a_{4}} R^{b_{3} b_{4}}{ }_{a_{3} a_{4}}  \tag{A.167}\\
& =2\left(P_{c d}{ }^{e f}\right)_{\mathrm{EH}} R .
\end{align*}
$$

Recursively, one finds

$$
\begin{equation*}
\left(P_{c d}{ }^{e f}\right)_{\mathcal{L}_{2 p}}=\frac{\partial \mathcal{L}_{2 p}(R)}{\partial R^{c d}{ }_{e f}}=p\left(P_{c d}{ }^{e f}\right)_{E H} \mathcal{L}_{2 p-2}(R) . \tag{A.168}
\end{equation*}
$$

By construction we have $\nabla_{a} P^{a b c d}=\nabla_{b} P^{a b c d}=\ldots=0$. Consequently, Lovelock theories only have second order equations of motion.

Let us now compute the Wald entropy for Einstein-Lovelock gravity using (A.150)

$$
\begin{equation*}
S_{\mathrm{W}}=-2 \pi \int_{\Sigma} d^{D-2} x \sqrt{h} \frac{\partial \mathcal{L}}{\partial R_{e f}^{c d}} \epsilon^{c d} \epsilon_{e f}=\frac{1}{4 G} \int_{\Sigma} d^{D-2} x \sqrt{h}\left[1+\sum_{p=2}^{\left[\frac{D}{2}\right]} c_{p} p \mathcal{L}_{2 p-2}\left(R^{\|}\right)\right] . \tag{A.169}
\end{equation*}
$$

where we $R^{\|}$denotes the components of the curvature tensor projected onto the horizon:

$$
\begin{equation*}
\left[R^{\|}\right]^{a b}{ }_{c d}=h_{a^{\prime}}^{a} h_{b^{\prime}}^{b} h_{c}^{c^{\prime}} h_{d}^{d^{\prime}} R^{a^{\prime} b_{c^{\prime} d^{\prime}}} . \tag{A.170}
\end{equation*}
$$

Jacobson-Myers Entropy
Seemingly crucial to the computation of the Wald entropy is that we are working on the bifurcation surface of a Killing horizon; indeed, this was critical in Wald's original proof using the Noether charge [Wald (1993)], where he also only considered stationary black holes. However, not every stationary black hole has a bifurcation surface. In particular, an asymptotically stationary black hole formed from gravitational collapse does not have a bifurcation surface. Moreover, the zeroth law of black hole mechanics in general relativity says that the surface gravity $\kappa$ is constant over the entire horizon, where the proof requires one to invoke the equations of motion and the dominant energy condition. For higher curvature theories this proof is not readily extended except when one assumes the existence of a bifurcation surface. This begs the question as to whether Wald's formalism holds for more general black hole systems, namely, those without a bifurcation surface.

Jacobson, Kang and Myers (JKM) showed how to extend Wald's 'black hole entropy as Noether charge' to arbitrary horizon cross sections for asymptotically stationary black holes [Jacobson et al. (1994)]. They did this by first showing the difference between the Noether charge evaluated at two cross-sections of a stationary horizon is by an integral of the Noether current which, when pulled back to a stationary horizon, vanishes. Therefore, the Wald entropy formula holds for any cross-section of the horizon - not just at the bifurcation surface.

All of the above arguments considered a stationary black hole with a regular Killing horizon. There are, however, black holes which are nonstationary - what is the black hole entropy given by then? As discussed at length in [Jacobson et al. (1994)], there are three potential choices: (i) the entropy which depends on the full potential $J_{1}^{a b}$, which may depend on arbitrarily high order derivatives of the vector field $\xi^{a}$; (ii) the entropy depends on a potential $J_{2}^{a b}$ depending only on $\xi^{a}$ and $\nabla^{[a} \xi^{b]}$, and (iii) the entropy depends on $J_{3}^{a b}$, characterized entirely by the binormal $\epsilon_{a b}$, dropping all reference to $\xi^{a}$. All three of these possibilities are equivalent when the
surface over which one integrates is a bifurcate Killing horizon. For nonstationary black holes, there is no preferred choice of a vector field with which the expressions (i) and (ii) can be obtained unambiguously. Due to this, and because all three choices appear to be consistent with the first law of black hole mechanics, Wald [Wald (1993)] and JKM [Jacobson et al. (1994)] cautiously conclude that the third option, where one writes the entropy solely in terms of $P^{a b c d}$ and the binormal, is the most natural candidate.

There is another candidate expression for black hole entropy that is different than Wald's proposal [Wald (1993)], developed by Jacobson and Myers (JM) [Jacobson and Myers (1993)], which holds for nonstationary black holes. In fact, this formula predates Wald's Noether charge method, and was uncovered using the Hamiltonian perturbation techniques developed in [Sudarsky and Wald (1992)] to write down an expression for the gravitational entropy for Einstein- Lovelock theories, given by

$$
\begin{equation*}
S_{\mathrm{JM}}=\frac{1}{4 G} \int_{\Sigma} d^{D-2} x \sqrt{h}\left[1+\sum_{p=2}^{\left[\frac{D}{2}\right]} p c_{p} \mathcal{L}_{2 p-2}(\mathcal{R})\right] \tag{A.171}
\end{equation*}
$$

where $\mathcal{R}_{\alpha \beta \gamma \delta}$ are the components of the intrinsic curvature tensor of $\Sigma$. In particular, note that by the Gauss-Codazzi equations we may relate intrinsic curvature $\mathcal{R}$ to the projection of the full spacetime curvature $R^{\|}$(A.170) via [Poisson (2004)]

$$
\begin{equation*}
\left[R^{\|}\right]_{a b c d}=\mathcal{R}_{a b c d}-\sum_{i=1}^{2} \eta_{i j}\left(K_{a c}^{i} K_{b d}^{j}-K_{a d}^{i} K_{b c}^{j}\right), \tag{A.172}
\end{equation*}
$$

where $\eta^{i j}=n_{a}^{i} n^{j a}$ is the Minkowski metric in the tranverse tangent space spanned by unit vectors $n_{a}^{i}$ orthogonal to the surface and each other and $K_{a b}^{i}$ is extrinsic curvature.

Compare the Jacobson-Myers entropy to (A.171) to the Wald entropy for EinsteinLovelock theories (A.169). Specifically, consider $D=5$, for which we have Einstein-Gauss-Bonnet gravity, and

$$
\begin{equation*}
S_{\mathrm{W}}=\frac{1}{4 G} \int d^{3} x \sqrt{h}\left(1+2 c_{2} \mathcal{L}_{2}\left(R^{\|}\right)\right), \quad S_{J M}=\frac{1}{4 G} \int d^{3} x \sqrt{h}\left(1+2 c_{2} \mathcal{L}_{2}(\mathcal{R})\right) \tag{A.173}
\end{equation*}
$$

Since $\mathcal{L}_{2}=R$ and using

$$
\begin{equation*}
R^{\|}=\mathcal{R}-\eta_{i j}\left(K^{i} K^{j}-K^{i \alpha \beta} K_{\alpha \beta}^{j}\right) \tag{A.174}
\end{equation*}
$$

we have

$$
\begin{equation*}
S_{\mathrm{JM}}=S_{\mathrm{W}}+\frac{1}{4 G} \int d^{3} x \sqrt{h} 2 c_{2} \eta_{i j}\left(K^{i} K^{j}-K^{i a b} K_{a b}^{j}\right) \tag{A.175}
\end{equation*}
$$

In the event $\Sigma$ is a Killing horizon for a stationary (and even non-stationary) black hole, one finds $K_{a b}^{i}=0$, such that the Wald entropy (A.169) and the JM entropy (A.171) are in agreement.

A natural question to ask is which of the two proposals for horizon entropy is more fundamental. From the perspective of black hole physics, there is no clear argument to prefer one over the other. One is derived elegantly via the principle of general covariance and applies to any diffeomorphism invariant theory of gravity, and the other from a more complicated Hamiltonian method which is difficult to generalize to higher derivative theories. From the perspective of holographic entanglement entropy, however, the JM entropy is considered to be more fundamental. In this set-up, the codimension- 2 surface $\Sigma$ being integrated over is not a Killing horizon of a black hole, but instead some minimal bulk surface, which typically has non-vanishing extrinsic curvature. It was found in [Hung et al. (2011a)] that Wald's formula does not reproduce the correct CFT entanglement entropy, however, in the case of Lovelock gravity dual to CFTs in four and six dimensions, the JM entropy correctly computes the entanglement entropy. This was later derived using a generalization of the Euclidean method of squashed cones in [Dong (2014)], where, for CFTs dual to a general higher derivative theory of gravity, the holographic entanglement entropy is given by

$$
\begin{align*}
S_{E E} & =2 \pi \int_{\Sigma} d^{D-2} x \sqrt{g}\left\{-\frac{\partial L}{\partial R_{a b c d}} \epsilon_{a b} \epsilon_{c d}+\sum_{\alpha}\left(\frac{\partial^{2} L}{\partial R_{a_{1} b_{1} c_{1} d_{1}} \partial R_{a_{2} b_{2} c_{2} d_{2}}}\right)_{\alpha} \frac{2 K_{\ell_{1} b_{1} d_{1}} K_{\ell_{2} b_{2} d_{2}}}{q_{\alpha}+1}\right. \\
& \times\left[\left(n_{a_{1} a_{2}} n_{c_{1} c_{2}}-\epsilon_{a_{1} a_{2}} \epsilon_{c_{1} c_{2}}\right) n^{\ell_{1} \ell_{2}}+\left(n_{a_{1} a_{2}} \epsilon_{c_{1} c_{2}}+\epsilon_{a_{1} a_{2}} n_{c_{1} c_{2}}\right) \epsilon^{\ell_{1} \ell_{2}}\right\} . \tag{A.176}
\end{align*}
$$

Here $K_{a b c}$ is the extrinsic curvature for the codimension- 2 minimal bulk surface, and $q_{\alpha}$ is some weighting factor that is unimportant for the present discussion. We see that the entanglement entropy is given by the Wald entropy plus extrinsic curvature corrections, similar to the JM entropy. Indeed, when it is assumed the bulk theory is governed by Lovelock gravity, (A.176) reduces to (A.171). The formula for the entanglement entropy also tells us that when $\Sigma$ is a Killing horizon, which occurs when the minimal surface wraps entirely around a black hole in the bulk, the JM entropy reduces to the Wald entropy. This suggests, according to AdS/CFT, black hole entropy is a measure of entanglement entropy, a topic which we will explore in more detail in the next appendix.

## APPENDIX B

FUNDAMENTALS OF SPACETIME ENTANGLEMENT

## B. 1 Gibbs and the Thermofield Double

Consider a system $A$ in a Gibbs state $\rho_{A}^{\text {Gibbs }}$, i.e., $\rho_{A}$ is expressed as a thermal density matrix ${ }^{1}$,

$$
\begin{equation*}
\rho_{A}^{\text {Gibbs }}=\frac{1}{Z} e^{-\beta H_{A}}=\frac{1}{Z} \sum_{n=0}^{\infty} e^{-\beta E_{n}}|n\rangle_{A}\langle n| . \tag{B.1}
\end{equation*}
$$

Here $|n\rangle_{A}$ is the energy eigenstate of the Hamiltonian $H_{A}, H_{A}|n\rangle_{A}=E_{n}|n\rangle_{A}$, $\beta$ is the inverse temperature, and $Z=\operatorname{tr}\left(e^{-\beta H_{A}}\right)$ is the thermal partition function. The von Neumann entropy gives the usual thermodynamic entropy in the canonical ensemble

$$
\begin{equation*}
S_{A}=-\operatorname{tr} \rho_{A}^{\text {Gibbs }} \log \rho_{A}^{\text {Gibbs }}=-\frac{1}{Z} \sum_{n=0}^{\infty} e^{-\beta E_{n}} \log \left(Z^{-1} e^{-\beta E_{n}}\right)=\left(1-\beta \partial_{\beta}\right) \log Z \tag{B.2}
\end{equation*}
$$

Note that we can represent the ground state $|0\rangle_{A}\langle 0|$ as the $\beta \rightarrow \infty$ limit of $\rho_{A}$ :

$$
\begin{equation*}
\lim _{\beta \rightarrow \infty} \rho_{A}^{\text {Gibbs }}=\lim _{\beta \rightarrow \infty} \frac{e^{-\beta E_{0}}|0\rangle_{A}\langle 0|+e^{-\beta E_{1}}|1\rangle_{A}\langle 1|+\ldots}{e^{-\beta E_{0}}+e^{-\beta E_{1}}+\ldots} \approx|0\rangle_{A}\langle 0| \tag{B.3}
\end{equation*}
$$

where we used $E_{0}<E_{1}<E_{2}<\ldots$. Put another way, the ground state can be cast as the infinite temperature limit of a Gibbs state,

$$
\begin{equation*}
|0\rangle_{A}\langle 0|=\lim _{\beta \rightarrow \infty} \frac{1}{Z} e^{-\beta H_{A}} \tag{B.4}
\end{equation*}
$$

Since the thermal partition function can be cast as a path integral in Euclidean time over loops in space, we can understand the ground state $|0\rangle\langle 0|$ as the infinite Euclidean time limit of the path integral (we will study an example of this momentarily).

From the form of the Gibbs state (B.1) we see that system $A$ is mixed - but mixed with what other system? We can introduce an ancilliary system $B$ for $A$ to mix with and write down the joint system $A B$ in a pure state. This technique is formally known as purification ${ }^{2}$. We simply introduce a system $B$ with Hilbert space $\mathcal{H}_{B}$ to be a copy of $\mathcal{H}_{A}$, such that the purification of $\rho_{A}^{\text {Gibbs }}$ is

$$
\begin{equation*}
|\mathrm{TFD}\rangle=\frac{1}{\sqrt{Z}} \sum_{n=0}^{\infty} e^{-\beta E_{n} / 2}|n\rangle_{A} \otimes|n\rangle_{B} \tag{B.5}
\end{equation*}
$$

Indeed, taking the partial trace over states $\left\{|n\rangle_{B}\right\}$ returns (B.1). The state (B.5) is known as the thermofield double. Though we won't go through the details here, the

[^46]thermofield double can be computed via a Euclidean path integral represented by a semicircle with length $\beta / 2$.

The thermofield double state appears often in black hole thermodynamics. Specifically, the Hartle-Hawking state of a double-sided (eternal) AdS-Schwarzschild black hole is a thermofield double, where each AdS boundary is dual to a CFT [Maldacena (2003)]. Even though the two CFTs are not coupled (the Hamiltonians of $\mathrm{CFT}_{1}$ and $\mathrm{CFT}_{2}$ simply add) the Einstein-Rosen bridge connecting the two sides of the black hole is created via the two CFTs being entangled with one another. In other words, entanglement generates geometry, which forms the basis of 'ER=EPR' [Maldacena and Susskind (2013)]. Below we see how the thermofield double appears when studying entanglement entropy in Rindler spacetime.

## B. 2 Rindler Entanglement

Let us now consider one of the simplest non-trivial examples of entanglement in a relativistic field theory. Here we will work with a field theory in $1+1$-dimensional Minkowski space in the Minkowski vacuum, $\rho=|0\rangle\langle 0|$, reduced to the half-line. That is, we want to compute $\rho_{A}$ for the region $A$ to be the set $A=\{t=0, x \geq 0\}$. The metric is the standard one

$$
\begin{equation*}
d s^{2}=-d t^{2}+d x^{2} \tag{B.6}
\end{equation*}
$$

and the causal domain $D(A)=\{|t| \leq x\}$ is known as the (right) Rindler wedge, or Rindler spacetime. The right wedge is described by coordinates $(\chi, r)$ with $r \geq 0$, and $\chi \in(-\infty, \infty)$, and are related to Minkowski coordinates via

$$
\begin{equation*}
x=r \cosh \chi, \quad t=r \sinh \chi \tag{B.7}
\end{equation*}
$$

such that

$$
\begin{equation*}
d s^{2}=-r^{2} d \chi^{2}+d r^{2} \tag{B.8}
\end{equation*}
$$

The field theory lives on the whole spacetime, however, we will only be interested in those field degrees of freedom which reside in $A^{3}$, and thus we want to trace out the field degrees of freedom residing in the complement of $A$, denoted by $A^{c}$. The entangling surface is taken to be the point $(x, t)=(0,0)$. A pictorial representation of our set-up is given in Figure B.1.

We want to compute $\rho_{A}$ explicitly. Our first task is to express the vacuum $\rho=|0\rangle\langle 0|$. We will do this using Euclidean path integrals, following the approach presented in [Headrick (2019)]. Let $\phi$ denote a full set of some fields, with $\left|\phi_{0}\right\rangle$ representing a field configuration on a fixed time slice. We start by writing the vacuum
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Figure B.1: A depiction of the right Rindler wedge, the causal domain $D(A)$ of the half-line $A\left(D(A)\right.$ is the shaded region). The complement $A^{c}$ lives in the left Rindler wedge. In Minkowski coordinates, the entire line $t=0$ is a Cauchy slice, i.e., a set for which any two points cannot be connected by a causal curve and whose domain is the entire spacetime manifold. The lines of constant $\chi$ (drawn on the right hand side) are Cauchy slices for Rindler spacetime. The entangling surface is the point located at the origin $(x, t)=(0,0)$. We associate $\rho_{A}$, the Hilbert space $\mathcal{H}_{A}$, and the entropy $S(A)$ with the causal domain $D(A)$, a notable difference between entanglement in field theories and ordinary quantum mechanics.
density matrix $|0\rangle\langle 0|$ as the $\beta \rightarrow \infty$ limit of a Euclidean path integral

$$
\begin{equation*}
\left\langle\phi_{0}\right| e^{-\beta H}\left|\phi_{1}\right\rangle=\mathcal{N} \int_{\phi_{1}}^{\phi_{0}} \mathcal{D} \phi e^{-I_{E}[\phi(\tau)]}, \quad Z=\operatorname{tr}\left(e^{-\beta H}\right)=\mathcal{N} \int_{\phi_{1}=\phi_{0}} \mathcal{D} \phi e^{-I_{E}}, \tag{B.9}
\end{equation*}
$$

where $\mathcal{N}$ is some normalization. We have Wick rotated global Minkowski space (B.6) via $t=-i \tau$, such that $d s_{E}^{2}=d \tau^{2}+d x^{2}$, and $H$ is the Hamiltonian responsible for $\tau$ translations. In the language of transition amplitudes, (B.9) is the transition amplitude for a field with initial condition $\left|\phi_{1}\right\rangle$ to transition to a field with final condition $\left|\phi_{0}\right\rangle$. The transition amplitude can be represented pictorially as a cylinder with a cut along the $\tau=0$ axis, as shown in Figure B.2. The partition function $Z$ is understood to be the closed cylinder.

Then, the matrix elements of the vacuum $|0\rangle\langle 0|$ in this basis of fields is the $\beta \rightarrow \infty$ limit of (B.9):

$$
\begin{equation*}
\left\langle\phi_{0} \mid 0\right\rangle\left\langle 0 \mid \phi_{1}\right\rangle=\lim _{\beta \rightarrow \infty} \frac{1}{Z}\left\langle\phi_{0}\right| e^{-\beta H}\left|\phi_{1}\right\rangle, \tag{B.10}
\end{equation*}
$$

which can pictured as a ( $x, \tau$ ) plane cut along $\tau=0$ (see Figure B.2). We see that the we may factorize our above expression such that $\left\langle\phi_{0} \mid 0\right\rangle$ is represented as the path integral only over the lower half-plane

$$
\begin{equation*}
\left\langle\phi_{0} \mid 0\right\rangle=\frac{1}{\sqrt{Z}} \int_{\phi(\tau=-\infty)=0}^{\phi(\tau=0)=\phi_{0}} \mathcal{D} \phi e^{-I_{E}} . \tag{B.11}
\end{equation*}
$$



Figure B.2: On the left we have represented the Euclidean path integral (B.9) as a cylinder with radius given by the the period $\beta$ of Euclidean time $\tau$ cut along $\tau=0$. The vacuum $\rho=|0\rangle\langle 0|$ is given as the $\beta \rightarrow \infty$ limit of this transition amplitude, up to a factor of $1 / Z$ to normalize $\rho$, depicted on the right. The state $\left\langle\phi_{0} \mid 0\right\rangle$ is given by the integral only over the lower half-plane.

Let us now restrict ourselves to (the causal domain of) $A$ and compute the reduced density matrix $\rho_{A}$. This means we must trace $\rho$ over the field degrees of freedom living in the complement $A^{c}$, namely, those states in the Hilbert space $\mathcal{H}_{A^{c}}$. We do this by writing the basis field $\left|\phi_{0}\right\rangle$ as a tensor product over those fields living in the right Rindler wedge $\left|\phi_{0}^{A}\right\rangle_{A}$ and left Rindler wedge $\left|\phi_{0}^{A^{c}}\right\rangle_{A^{c}}$, i.e., $\phi_{0}^{A}=\left\{\phi_{0}(x) \mid x \geq 0\right\}$ and so forth;

$$
\begin{equation*}
\left|\phi_{0}\right\rangle=\left|\phi_{0}^{A}\right\rangle_{A} \otimes\left|\phi_{0}^{A^{c}}\right\rangle_{A^{c}} . \tag{B.12}
\end{equation*}
$$

The state $\rho_{A}$ arises from summing over the $\phi_{0}^{A^{c}}$ field degrees of freedom, which has matrix elements

$$
\begin{align*}
{ }_{A}\left\langle\phi_{0}^{A}\right|\left(\operatorname{tr}_{A^{c}}(0\rangle\langle 0|\right)\left|\phi_{1}^{A}\right\rangle_{A} & =\int \mathcal{D} \phi_{0}^{A^{c}}\left({ }_{A^{c}}\left\langle\phi_{0}^{A^{c}}\right| \otimes_{A}\left\langle\phi_{0}^{A}\right|\right)|0\rangle\langle 0|\left(\left|\phi_{0}^{A^{c}}\right\rangle_{A^{c}} \otimes\left|\phi_{0}^{A}\right\rangle_{A}\right) \\
& =\frac{1}{Z} \int_{\phi_{1}^{A}, \phi_{0}^{A^{c}}=\phi_{1}^{A^{c}}}^{\phi_{0}^{A}} \mathcal{D} \phi e^{-I_{E}}  \tag{B.13}\\
& ={ }_{A}\left\langle\phi_{0}^{A}\right| \rho_{A}\left|\phi_{1}^{A}\right\rangle_{A} .
\end{align*}
$$

The act of summing over the field degrees of freedom in $A^{c}$ pictorially glues the top and bottom sheets over the (left) half-line, up to the location of the entangling surface $(0,0)$, leaving a path integral on the plane cut along the half-line $A=\{\tau=0, x \geq 0\}$, with the specified boundary conditions (see Figure B.3).

Since we are studying fields in a Euclideanized Minkowski background, let's consider Euclideanized Rindler spacetime, by Wick rotating the Rindler time $\chi$ to Euclidean 'time' $\theta=i \chi$, such that (B.8) becomes

$$
\begin{equation*}
d s_{E}^{2}=r^{2} d \theta^{2}+d r^{2} \tag{B.14}
\end{equation*}
$$

We recognize the line element as flat space in polar coordinates $(r, \theta)$, with $r \in[0, \infty)$ and $\theta \in[0,2 \pi]$. Unlike the usual polar coordinates, where we identify $(r, 0) \sim(r, 2 \pi)$, the cut along $\tau=0$ for $x \geq 0$ makes them distinct. When we interpret $\theta$ as a Euclidean time coordinate, we recognize the cut plane represents a time interval of length $2 \pi$ (rather than $\beta$ ) over the half-line $r \geq 0$ via the metric (B.14).


Figure B.3: The matrix elements of the vacuum $|0\rangle\langle 0|$ reduced to the half-line $A$, $\left\langle\phi_{0}^{A}\right| \rho_{A}\left|\phi_{1}^{A}\right\rangle$.

Let's now compare the matrix elements of our reduced state $\rho_{A}$ (B.13) to the Gibbs state (B.1). The matrix elements of the Gibbs state can be cast as a Euclidean path integral

$$
\begin{equation*}
{ }_{A}\left\langle x_{0}\right| \rho_{A}^{\text {Gibbs }}\left|x_{1}\right\rangle_{A}=\frac{1}{Z}{ }_{A}\left\langle x_{0}\right| e^{-\beta H_{A}}\left|x_{1}\right\rangle_{A} . \tag{B.15}
\end{equation*}
$$

This can be represented pictorially as a cut circle of length $\beta$ with endpoints $x_{0}$ and $x_{1}$. Comparing to the Minkowski vacuum reduced to the right Rindler wedge (B.13), we see that we may interpret (B.13) as a Gibbs state, with inverse temperature $\beta=2 \pi$. In other words, $\rho_{A}$, in the Lorentzian picture, is

$$
\begin{equation*}
\rho_{A}=\frac{1}{Z} e^{-2 \pi K} \equiv \frac{1}{Z} e^{-H_{A}}, \tag{B.16}
\end{equation*}
$$

where we have defined the modular Hamiltonian ${ }^{4} H_{A}$ associated with the modular flow (in this case given by the a $\chi$ translation) in the Rindler wedge to be $H_{A}=$ $2 \pi K$. In the Lorentzian picture, $K$ is the generator of the (Lorentzian) Rindler time translations $\partial_{\chi}$. According to the Rindler metric (B.8), $\xi^{a}=\left(\partial_{\chi}\right)^{a}$ is a Killing vector, and $K$ is the associated conserved charge ${ }^{5}$, namely,

$$
\begin{equation*}
K=\int_{\chi=0, r} d r \xi^{a} n^{b} T_{a b}=\int_{0}^{\infty} d r \frac{1}{r} T_{\chi \chi}(\chi=0, r), \tag{B.17}
\end{equation*}
$$

where we are integrating over the Cauchy slice $(t=0, x), n^{a}$ is a unit normal, and $T_{a b}$ is the energy-momentum tensor with respect to the quantum fields living in the background.

We can rewrite $K$ in terms of the original Minkowski coordinates using the fact that Rindler time translations are just Lorentz boosts in the $x-t$ plane $\partial_{\chi}=x \partial_{t}+t \partial_{x}$.

[^48]The Cauchy slice we are integrating over is now the line ( $x, t=0$ ), leaving us with

$$
\begin{equation*}
K=\int_{0}^{\infty} d x x T_{t t}(t=0, x) \tag{B.18}
\end{equation*}
$$

This result of the modular Hamiltonian for the right Rindler wedge can be proven more rigorously using algebraic quantum field theory, and is a consequence of the Bisognano-Wichmann theorem.

To summarize briefly, we have shown that the vacuum state of a quantum field reduced to the right Rindler wedge $\rho_{A}$ is given by a Gibbs state with temperature $\beta=2 \pi$ and modular Hamiltonian $H_{A}$ given as the conserved charge with respect to the Lorentz boost symmetry. We know, however, that the Gibbs state can be found by reducing the thermofield double |TFD $\rangle$. Consequently, we see that the Minkowski vacuum $|0\rangle$ is the thermofield double of the Rindler state $\rho_{A}$, with the left Rindler wedge $D\left(A^{c}\right)$ being the purifying system. That is, heuristically,

$$
\begin{equation*}
|0\rangle=\frac{1}{\sqrt{Z}} \sum_{i} e^{-\pi \omega_{i}}|i\rangle_{A} \otimes|i\rangle_{A^{c}} \tag{B.19}
\end{equation*}
$$

such that

$$
\begin{equation*}
\rho_{A}=\operatorname{tr}_{A^{c}}|0\rangle\langle 0|=\frac{1}{Z} \sum_{i} e^{-2 \pi \omega_{i}}|i\rangle_{A}\langle i| \tag{B.20}
\end{equation*}
$$

Because $\rho_{A}$ is a thermal state, the von Neumann (entanglement) entropy $S_{A}=$ $-\operatorname{tr}\left(\rho_{A} \log \rho_{A}\right)$ is a thermal entropy.

Note that we have in fact uncovered the Unruh effect [Unruh (1976)]: An observer confined to the Rindler wedge will observe the state $\rho_{A}$, or, equivalently, the Minkowski vacuum, as a thermal state with respect to the boost generator at a temperature $T=(2 \pi)^{-1}$. Such an observer is one who moves along a constant $r$ worldline (a hyperbola in the left wedge). According to inertial coordinates, such a trajectory is described by $x(t)=\sqrt{r^{2}+t^{2}}$, with constant proper acceleration $a=1 / r$. The associated physical temperature of this observer is just the redshifted (Rindler) temperature:

$$
\begin{equation*}
T_{\mathrm{phys}}(r)=\frac{1}{\sqrt{-g_{\chi \chi}}} T=\frac{1}{2 \pi r}=\frac{a}{2 \pi} . \tag{B.21}
\end{equation*}
$$

The physical inverse temperature $\beta_{\text {phys }}$ is just the proper length of the Euclidean time circle of constant $r$, which has circumference $2 \pi r$. Notice that as observers get close to the entangling surface, where $r=0$, the physical temperature diverges. Moreover, the thermal entropy as measured by the Rindler observers is the entanglement entropy due to field degrees of freedom correlated between between the left and right Rindler wedges.

## Spherical Entangling Surfaces

We saw above that the vacuum of a generic QFT reduced to the half-space $A$ allows us to express the state $\rho_{A}$ as a Gibbs state, where the modular Hamiltonian happens to be a local expression whose modular flow in the Rindler wedge corresponds
to Rindler time translations. Another example where we can explicitly write down a local modular Hamiltonian is considering a CFT in vacuum $|0\rangle\langle 0|$ in $d$-dimensional Minkowski space reduced to a ball $B$ of radius $R$. We consider a Cauchy slice of Minkowski space to be the $t=0(d-1)$-dimensional hypersurface, where the region $A$ is the ball $B(R)$ centered at $t=0, x=0$, described by state $\rho_{R}$. The complement $A^{c}$ is everything outside of the ball, where the spherical boundary is the entangling surface. As noted earlier, really we associate the state $\rho_{R}$ with the causal domain of ball, $D(B)$, which in this case is the causal diamond - the intersection of the future of a past vertex and the past of a future vertex, and has a conformal isometry and spherical symmetry.

Our task then is to write down $\rho_{R}=\frac{1}{Z} e^{-K_{R}}$ for modular Hamiltonian $K_{R}$. There are actually a number of ways to write down $K_{R}$ explicitly. One sophisticated approach, utilized in [Casini et al. (2011)], is to note that the Rindler wedge (the causal domain of the half-space) can be mapped to the causal diamond via a special conformal transformation $K_{t}$ and time translation $P_{t}$ in Minkowski coordinates, such that the Killing vector associated with the conformal isometry of the causal diamond is given as

$$
\begin{gather*}
\xi_{B}=\frac{i \pi}{R}\left(R^{2} P_{t}+K_{t}\right)  \tag{B.22}\\
i P_{t}=\partial_{t}, \quad i K_{t}=-\left[t^{2}+|\vec{x}|^{2}\right] \partial_{t}-2 t x^{k} \partial_{k} \tag{B.23}
\end{gather*}
$$

The vector $\xi_{B}$ is in fact a conformal Killing vector in the original Minkowski space.
The generator of the flow $\xi_{B}$ is then

$$
\begin{equation*}
K_{R}=\int_{\mathcal{S}=B(R, t=0, x=0)} d^{d-1} x n^{a} \xi_{B}^{b} T_{a b}=2 \pi \int_{B(R, t=0, x=0)} d^{d-1} x \frac{R^{2}-|\vec{x}|^{2}}{2 R} T_{t t}(0, \vec{x}) \tag{B.24}
\end{equation*}
$$

Here $T_{\mu \nu}$ is the stress-tensor of the CFT.
We can also consider a more direct approach in calculating $\xi_{B}$, following appendix B of [Jacobson (2016)]. We begin by writing the Minkowski line element in spherical polar coordinates $d s^{2}=-d t^{2}+d r^{2}+r^{2} d \Omega^{2}$ and introduce null coordinates $u=t-r$ and $v=t+r$, such that

$$
\begin{equation*}
d s^{2}=-d u d v+r^{2} d \Omega^{2} . \tag{B.25}
\end{equation*}
$$

Now we wish to determine the flow $\xi_{B}$ which preserves the conformal isometry and spherical symmetry of the causal diamond. We begin by noting that any vector field of the form

$$
\begin{equation*}
\xi^{a}=A(u) \partial_{u}^{a}+B(v) \partial_{v}^{a} \tag{B.26}
\end{equation*}
$$

is a conformal isometry of the null coordinates of the Minkowski line element (B.25). That is,

$$
\begin{equation*}
\mathcal{L}_{\xi} g_{u v}=\left[A^{\prime}(u)+B^{\prime}(v)\right] g_{u v}, \tag{B.27}
\end{equation*}
$$

for Lie derivatie $\mathcal{L}$. The vector $\xi$ will be a conformal isometry of the full Minkowski metric provided we also have

$$
\begin{equation*}
\mathcal{L}_{\xi} r^{2}=\left[A^{\prime}(u)+B^{\prime}(v)\right] r^{2}, \tag{B.28}
\end{equation*}
$$

as then $\mathcal{L}_{\xi} g_{a b}=\left[A^{\prime}(u)+B^{\prime}(v)\right] g_{a b}$.

Using $r=(v-u) / 2$, we have $\mathcal{L}_{\xi} r^{2}=\xi^{a} \partial_{a}\left(r^{2}\right)=(B-A) r$. So, $\xi$ is a conformal Killing vector provided

$$
\begin{equation*}
\left[A^{\prime}(u)+B^{\prime}(v)\right] \frac{(v-u)}{2}=B(v)-A(u) \tag{B.29}
\end{equation*}
$$

Notice that at $u=v$, we have $B(v)=A(v)$, and consequently, at $v=0$ the above becomes

$$
\begin{equation*}
\left[A^{\prime}(u)+A^{\prime}(0)\right] \frac{u}{2}=A(u)-A(0) \tag{B.30}
\end{equation*}
$$

We can solve this differential equation in general to find

$$
\begin{equation*}
A(u)=B(u)=a+b u+c u^{2} \tag{B.31}
\end{equation*}
$$

The group generated by $\xi$ is $S L(2, \mathbb{R})$. For us to map the diamond onto itself (to preserve the conformal structure of the diamond), $\xi$ must leave invariant the boundaries at $u=-R$ and $v=R$. This tells us that $A( \pm R)=0$, so

$$
\begin{equation*}
A(u)=a\left(1-\frac{u^{2}}{R^{2}}\right) \tag{B.32}
\end{equation*}
$$

for $a$ a constant. We can fix the constant by demanding $\xi$ be normalized such that it has a surface gravity of $\kappa=1$. Making this substitution for $A(u)$, we find

$$
\begin{equation*}
\xi_{B}^{a}=\frac{1}{2 R}\left[\left(R^{2}-u^{2}\right) \partial_{u}^{a}+\left(R^{2}-v^{2}\right) \partial_{v}^{a}\right] \tag{B.33}
\end{equation*}
$$

Or, back in Minkowski coordinates,

$$
\begin{equation*}
\xi_{B}^{a}=\frac{1}{2 R}\left[\left(R^{2}-|\vec{x}|^{2}-t^{2}\right) \partial_{t}^{a}-2 t x^{k} \partial_{k}\right] \tag{B.34}
\end{equation*}
$$

matching (B.22) up to a factor of $\pi$ (as they choose a different normalization for $\kappa$. We still attain the same modular Hamiltonian (B.24). We will analyze the entanglement entropy for a CFT vacuum state in Minkowski space reduced to a ball in more detail below.

## B. 3 The CHM Map

The Ryu-Takayanagi (RT) formula,

$$
\begin{equation*}
S_{A}^{E E}=\frac{\mathcal{A}\left(\gamma_{A}\right)}{4 G^{(d+2)}} \tag{B.35}
\end{equation*}
$$

relates the entanglement entropy of holographic CFTs - holographic entanglement entropy (HEE) - to the area of a $d$-dimensional (static) minimal surface $\gamma_{A}$ in $A d S_{d+2}$ whose boundary is homologous to the boundary of a region $A$ in the CFT. Casini, Huerta, and Myers (CHM) [Casini et al. (2011)] provided an early attempt to derive the RT formula. Their derivation involved reducing the ground state of a CFT in Minkowski space to a ball, conformally mapping this ground state to a thermal state
of a massless hyperbolic black hole, and then computed the entanglement entropy of the CFT ground state from the thermal entropy of the hyperbolic black hole using the Bekenstein-Hawking relation. In other words, the thermal entropy of a (hyperbolic, massless) black hole is equivalent to the vacuum entanglement entropy of a CFT.

Let us describe the CHM map in some detail. The map is comprised of essentially two steps, the first of which requires no reference to gravity. Consider a CFT in $d$-dimensional Minkowski space in spherical coordinates. We now reduce the state to a ball $B$ of radius $R$. A CFT ground state $\rho_{R}$ in Minkowski space ( $\mathbb{R} \times \mathbb{R}^{d-1}$ ) reduced to a ball of radius $R$ can be written in terms of a 'modular Hamiltonian' $K_{R}$ as [Casini et al. (2011)]

$$
\begin{equation*}
\rho_{R}=e^{-K_{R}}, \quad K_{R}=2 \pi \int_{|\vec{x}| \leq R} d^{d-1} x\left(\frac{R^{2}-|\vec{x}|^{2}}{2 R}\right) T_{00}(\vec{x}), \tag{B.36}
\end{equation*}
$$

where $T_{00}$ is the energy density of the CFT stress tensor and $K_{R}$ is a local operator generating a flow in the causal domain of the ball ${ }^{6}$.

We now recast the Minkowski line element in a different way by performing the following change of coordinates

$$
\begin{equation*}
(t, r)=\frac{R}{\cosh (u)+\cosh (\tau / R)}(\sinh (\tau / R), \sinh (u)) \tag{B.37}
\end{equation*}
$$

with $\tau \in \mathbb{R}$ and $u \in \mathbb{R}_{+}$. In these new coordinates $(\tau, u)$ only cover the causal domain of the ball such that the flat metric becomes

$$
\begin{equation*}
d s^{2}=\frac{1}{(\cosh (u)+\cosh (\tau / R))^{2}}\left(-d \tau^{2}+R^{2}\left(d u^{2}+\sinh ^{2}(u) d \Omega_{d-2}^{2}\right)\right) \tag{B.38}
\end{equation*}
$$

which we recognize as $\mathbb{R} \times \mathbb{H}^{d-1}$ times a conformal factor. We can perform a conformal transformation to remove the overall factor, thereby mapping the causal region of a ball in flat spacetime to the entire hyperbolic space, where the complement of the ball in Minkowski space gets pushed off to infinity via the conformal transformation.

While the full ground state is invariant under the above conformal transformation, the reduced state $\rho_{R}$ is not. CHM further showed that, given the unitary operator $U$ acting on the Hilbert space of the CFT which implements the conformal transformation, the reduced state is mapped to

$$
\begin{equation*}
\rho_{R}=e^{-K_{R}}=U^{\dagger}\left(\frac{e^{-\beta H_{\tau}}}{Z}\right) U \tag{B.39}
\end{equation*}
$$

where $H_{\tau}$ is the Hamiltonian in the hyperpolic space generating time translations in $\tau$, and $Z$ represents the partition function of the thermal $\operatorname{state}^{7} e^{-\beta H_{\tau}} / Z$, with inverse

[^49]temperature given by the period of CFT correlators, $\beta^{-1}=1 /(2 \pi R)$. Now, given that the von Neumann entropy $S_{E E}=-\operatorname{tr}(\rho \log \rho)$ is invariant under a unitary transformation, then the entanglement entropy across the sphere, $S_{E E}=-\operatorname{tr}\left(\rho_{R} \log \rho_{R}\right)$, is mapped to the thermal entropy on the hyperbolic background. We emphasize that gravity has not yet entered the picture; this is a calculation purely done with a CFT in Minkowski space.

Now we invoke AdS/CFT, i.e., we assume our CFT has a holographic dual. According to the standard lore of AdS/CFT, the ground state of the CFT in a $d$ dimensional flat space (not reduced to a ball) is dual to pure $A d S_{d+1}$ in Poincaré coordinates. Moreover, the ground state of the CFT reduced to a ball on the background $\mathbb{R} \times \mathbb{H}^{d-1}$ is dual to the massless, hyperbolic black hole ${ }^{8}$ embedded in $A d S_{d+1}$ with boundary $\mathbb{R} \times \mathbb{H}^{d-1}$ :

$$
\begin{equation*}
d s^{2}=-\left(\frac{\rho^{2}}{L^{2}}-1\right) d \tilde{\tau}^{2}+\left(\frac{\rho^{2}}{L^{2}}-1\right)^{-1} d \rho^{2}+\rho^{2}\left(d u^{2}+\sinh ^{2}(u) d \Omega_{d-2}^{2}\right) \tag{B.40}
\end{equation*}
$$

with $L$ the AdS scale, $\rho \in[L, \infty]$, and $u \in \mathbb{R}_{+}$. This spacetime describes a massless ( $M=0$ ) black hole in $A d S_{d+1}$ with a hyperbolic horizon located at $\rho=L$, and thermal temperature and entropy given by

$$
\begin{equation*}
T_{B H}^{(M=0)}=\frac{1}{2 \pi L}, \quad S_{B H}^{(M=0)}=\frac{\omega_{d-1} L^{d-1}}{4 G}=\frac{L^{d-1}}{4 G} \Omega_{d-2} \int_{0}^{\infty} d u \sinh ^{d-2}(u), \tag{B.41}
\end{equation*}
$$

where $\omega_{d-1}$ is the surface area of the hyperbolic plane with unit radius, and $\Omega^{d-2}$ is the surface area of a unit sphere. The massless black hole (B.40) indeed describes the thermal state obtained (B.39), as can be shown explicitly by performing the coordinate transformation

$$
\begin{equation*}
(t, r)=\frac{e^{-\gamma L}}{\cosh (u)+\cosh (\tilde{\tau} / L)}(\sinh (\tilde{\tau} / L), \sinh (u)) \tag{B.42}
\end{equation*}
$$

on Minkowski space in spherical coordinates, as well as making the identifications $R \rightarrow e^{-\gamma} L$ and $\tilde{\tau}=e^{\gamma} \tau$.

With the thermal entropy of the black hole (B.41) in hand, we are now in a position to determine the entanglement entropy of the vacuum state reduced to a ball. We first observe that the horizon of the black hole is the infinite extended hyperbolic plane $\mathbb{H}^{d-1}$, leading to an infinite entropy, as seen by the $u$ integral. This divergence is in accordance with the divergent nature of the entanglement entropy, instructing us to introduce a cutoff $u_{\max }$ via

$$
\begin{equation*}
x_{\max } \equiv \sinh \left(u_{\max }\right)=\sqrt{\left(\frac{R}{\epsilon}\right)^{2}-1} \tag{B.43}
\end{equation*}
$$

leading to the regulated entanglement entropy:

$$
\begin{equation*}
S_{E E}^{r e g}=-\operatorname{tr}\left(\rho_{R} \log \rho_{R}\right)=S_{B H}^{r e g(M=0)}=\left(\frac{2 \Gamma(d / 2) \Omega_{d-2}}{\pi^{d / 2-1}}\right) a_{d}^{*} \int_{0}^{x_{\max }} d x \frac{x^{d-2}}{\sqrt{1+x^{2}}} \tag{B.44}
\end{equation*}
$$

[^50]where we have introduced the $L$-dependent generalized central charge $a_{d}^{*}$ [Casini et al. (2011)]
\[

$$
\begin{equation*}
a_{d}^{*}=\frac{\pi^{d / 2-1}}{8 \Gamma(d / 2)} \frac{L^{d-1}}{G} . \tag{B.45}
\end{equation*}
$$

\]

This verifies that the entanglement entropy of a CFT ground state reduced to a ball in Minkowski space is equivalent to the thermal entropy of a massless hyperbolic black hole embedded in AdS spacetime of one dimension higher.

We can also use the CHM map to analytically compute holographic Rényi entropies [Casini and Huerta (2011); Hung et al. (2011b)], and their physical generalizations [Johnson (2018)]. In particular, Rényi entropy will undergo phase transitions dual to the black hole transitioning a non-hairy black hole to a hairy one [Dias et al. (2010); Belin et al. $(2013,2015)]$.

The CHM map was one of the first attempts at deriving the more general statement known as the Ryu-Takayanagi formula, which says that the entanglement entropy of a holographic CFT reduced to a boundary region $A$ is equal to the area of a minimal surface homologous to $A$, such that the boundary of $A$ is identified with the boundary of $m$ [Ryu and Takayanagi (2006c,a)]

$$
\begin{equation*}
S_{\mathrm{EE}}^{\mathrm{CFT}}(A)=\frac{1}{4 G_{N}} \min \text { area }[m(A)]_{m \sim A} \tag{B.46}
\end{equation*}
$$

In this way, the entanglement entropy of a CFT follows an area law, like the BekensteinHawking formula, except there need not be a Killing horizon present in the bulk. In fact, the Ryu-Takayanagi relation reduces to the Bekenstein-Hawking entropy relation, e.g., for the thermal entropy of a two-sided static asymptotically AdS black hole identified with the entanglement entropy of the thermofield double, where the minimal surface is the bifurcate Killing horizon at the center of the Einstein-Rosen bridge connecting the two conformal boundaries Maldacena (2003). The Ryu-Takayanagi formula has been shown to obey a number of non-trivial properties of entanglement entropy, including strong subadditivity [Hayden et al. (2013)], and is consistent with holographic calculations of Renyí entropies using the replica trick in Euclidean quantum gravity [Headrick (2010); Faulkner (2013)]. The Ryu-Takayanagi formula was proven by computing the holographic entanglement Renyí entropy via Euclidean quantum gravity by Lewkowycz and Maldacena [Lewkowycz and Maldacena (2013)].

Ryu-Takayanagi (B.46) can be generalized in a number of ways. The original statement required that the bulk spacetime have a time reflection symmetry such that the boundary spatial region $A$ is invariant. This can be generalized to bulk spacetimes that do not have any time reflection symmetry, and for general boundary regions. The area of a minimal surface in the Ryu-Takayanagi relation is then replaced with the area of a minimal bulk extremal spacelike surface, leading to the Hubeny-Rangamani-Takayanagi formula [Hubeny et al. (2007)]. We can also assume our bulk theory is described not by classical Einstein gravity, as assumed in [Ryu and Takayanagi $(2006 \mathrm{c}, \mathrm{a})$ ], but instead a more general theory of gravity including higher derivative corrections, where the area law is replaced by a more general entropy functional [Hung et al. (2011a); Dong (2014)]. In the case of Lovelock corrections, the entropy functional is the Jacobson-Myers entropy, not the Wald entropy. Finally, we can move away from the classical limit by including $G_{N}$ corrections. At order
$G_{N}^{0}$ the Ryu-Takayanagi formula includes bulk entanglement entropy contributions by treating the bulk fields - including the metric - as quantum fields on a fixed background [Faulkner et al. (2013)].

Finally, a comment. The CHM map seemingly relied on our ability to map localized thermal states on Minkowski space to hyperbolic black holes. Doing so involved an intermediate step of performing a coordinate and a conformal transformation, in which we mapped the thermal state of the ball $\rho_{B}$ to a thermal state in $\mathbb{R} \times \mathbb{H}^{d-1}$, and then, via AdS/CFT, mapped the thermal state of $\mathbb{R} \times \mathbb{H}^{d-1}$ to a hyperbolic black hole. A similar argument holds for localized thermal states of the half space [Rosso (2019)]. Naturally, one might wonder whether this intermediate step is necessary at all, such that the properties of hyperbolic black holes can be mapped directly to the thermal state of the ball. It turns out that one can take the metric of the hyperbolic black hole (B.40), and take a non-standard asymptotic boundary limit $\rho \rightarrow \infty$ such that one directly maps the boundary of the hyperbolic black hole metric to the line element describing the causal domain of the ball in Minkowski space. For a particularly illustrative treatment of an analogous non-standard boundary limit applied to the half-space, see [Rosso (2019)].

## B. 4 The First Law of Entanglement and its Extension

Consider a general quantum system with a subsystem $A$, where $A$ is described by the reduced density matrix $\rho_{A}$. The entanglement between $A$ and its complement $\bar{A}$ is quantified by the von Neumann entropy $S_{A}=-\operatorname{tr} \rho_{A} \log \rho_{A}$. Since $\rho_{A}$ is Hermitian and positive semi-definite, we may always express it in its "Gibbs form":

$$
\begin{equation*}
\rho_{A}=\frac{e^{-H_{A}}}{\operatorname{tr} e^{-H_{A}}}, \tag{B.47}
\end{equation*}
$$

where $H_{A}$ is called the modular Hamiltonian, formally defined through this expression.
Now consider an infinitesimal state variation, $\rho_{A} \rightarrow \rho_{A}+\delta \rho_{A}$. Then, the first order variation of the von Neumann entropy is

$$
\begin{align*}
\delta S_{A} & =-\operatorname{tr}\left(\delta \rho_{A} \log \rho_{A}\right)-\operatorname{tr}\left(\rho_{A} \rho_{A}^{-1} \delta \rho_{A}\right)  \tag{B.48}\\
& =\operatorname{tr}\left(\delta \rho_{A} H_{A}\right)-\operatorname{tr}\left(\delta \rho_{A}\right) .
\end{align*}
$$

Since $\operatorname{tr} \rho_{A}=1$, we must have that $\operatorname{tr} \delta \rho_{A}=0$, leaving us with the first law of entanglement entropy

$$
\begin{equation*}
\delta S_{A}=\delta\left\langle H_{A}\right\rangle \tag{B.49}
\end{equation*}
$$

In the event we started with an actual thermal state, such that $H_{A}=-\beta H$, the first law of entanglement represents an exact quantum version of the first law of thermodynamics valid for arbitrary perturbations and arbitrary (including non-equilibrium) states.

The first law (B.49) holds for generic quantum systems, including holographic CFTs. The gravitational interpretation of this law has a particularly interesting consequence: it is equivalent to the gravitational constraint for the linearized equations of motion to hold. More precisely, for small perturbations around the CFT vacuum
state, the dual gravitational constraint for all ball shaped regions in the CFT are exactly equivalent to imposing the dual geometry satisfy gravitational equations of motion linearized about pure AdS [Faulkner et al. (2014a)].

A CFT can change even if the state is not varied. It can change if we allow for its number of degrees freedom to vary. In AdS/CFT, the cosmological constant $\Lambda$ is understood to control the number of degrees of freedom, as a varying $\Lambda$ is a varying length $L$, such that the central charge $a^{*}$ varies. We have already seen that we can extend the laws of black hole thermodynamics by including a varying cosmological constant. Likewise, we may extend the first law of entanglement entropy so as to include variations of the central charge. This was first accomplished for spherically entangling surfaces in pure AdS in [Kastor et al. (2014)]. Let us review their derivation in some detail.

Consider a $d$-dimensional CFT in vacuum, and reduce it to a spherical ball $B$ of radius $R$, the same set-up appearing in the CHM map [Casini et al. (2011)]. The boundary of the ball $\partial \Sigma$ matches the boundary of the minimal bulk entangling surface $\Sigma$. By the Ryu-Takayanagi formula, the entanglement entropy of the vacuum restricted to $B$ is computed exactly via the area of the minimal bulk surface homologous to $B$.

We can compute the area of $\Sigma$, denoted $A_{\Sigma}$ exactly using the Poincaré metric in $D=d+1$-dimensional pure AdS:

$$
\begin{equation*}
d s_{D}^{2}=\frac{L^{2}}{z^{2}}\left(d z^{2}-d t^{2}+d \vec{x} \cdot d \vec{x}\right), \tag{B.50}
\end{equation*}
$$

where spatial infinity is located at $z=0$. We take $B$ to be centered at the origin and the constant time slice to be $t=0$. The corresponding bulk minimal surface $\Sigma$ on the $t=0$ hypersurface is then given by

$$
\begin{equation*}
z^{2}+r^{2}=R^{2}, \quad r^{2}=\vec{x} \cdot \vec{x} \tag{B.51}
\end{equation*}
$$

We see that the surface extends in the bulk to $z=R$, and its area $A_{\Sigma}$ is

$$
\begin{equation*}
A_{\Sigma}=L^{D-2} \Omega_{D-3} \int_{y_{c}}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{D-4}{2}}}{y^{D-2}} \tag{B.52}
\end{equation*}
$$

where $y=z / R$ and a cutoff at $z_{c}$ has been imposed to regularize the area - due to vacuum fluctuations just across the boundary. The integral may be evaluated in any particular dimension, generically given in terms of hypergeometric functions. In the case of a ball we can write down the modular Hamiltonian $H_{B}$ explicitly, (B.36).

Our minimal bulk surface $\Sigma$ has an important feature which we will exploit: it is the bifurcation surface of a bulk Killing horizon, generated by the bulk Killing vector

$$
\begin{equation*}
\xi=-\frac{2 \pi}{R}\left(t z \partial_{z}+t x^{k} \partial_{k}\right)+\frac{\pi}{R}\left(R^{2}-z^{2}-r^{2}-t^{2}\right) \partial_{t} \tag{B.53}
\end{equation*}
$$

with norm

$$
\begin{equation*}
\xi^{2}=-\frac{L^{2} \pi^{2}}{z^{2} R^{2}}\left[(R-t)^{2}-\left(r^{2}+z^{2}\right)\right]\left[(R+t)^{2}-\left(r^{2}+z^{2}\right)\right] . \tag{B.54}
\end{equation*}
$$

The boundary of $\Sigma$ at $z=0$ includes the causal diamond, where (B.53) reduces to the conformal Killing vector (B.22) whose flow preserves the conformal isometry and spherical symmetry of the diamond. Note the Killing vector $\xi$ vanishes on the minimal surface $\Sigma$ at the $t=0$ hypersurface (this is what makes it a bifurcation surface for this Killing horizon).

The Hamiltonian formalism we used to derive the first law of black hole thermodynamics, including its extension, needed a Killing vector and a bifurcate Killing horizon. Therefore, we can just as easily replace the black hole horizon with the minimal bulk surface, and replace the Killing vector of Schwarzschild-AdS $(\partial / \partial t)^{a}$ with (B.53). We take the region of integration to be the volume bounded by the bulk minimal surface $\Sigma$ in the interior, out to the portion of spatial infinity covered by the spherical ball $B$ :

$$
\begin{equation*}
\int_{\Sigma} d a_{c}\left(B^{c}-2 \delta \Lambda \omega^{c b} n_{b}\right)-\int_{B} d a_{c}\left(B^{c}-2 \delta \Lambda \omega^{c b} n_{b}\right)=0 \tag{B.55}
\end{equation*}
$$

the area element $d a_{c}$ is taken to point into the integration region on the minimal surface $\Sigma$ in the interior and out of the integration region on the ball $B$ at spatial infinity ${ }^{9}$. The Killing potential $\omega^{a b}$ is found by combining the trace of Killing's identity $\nabla_{a} \nabla^{a} \xi^{b}=-R_{c}^{b} \xi^{c}$ with Einstein's equation $G_{a b}=-\Lambda g_{a b}$ for the AdS background to get

$$
\begin{equation*}
\omega^{a b}=-\frac{(D-2)}{2 \Lambda} \nabla^{a} \xi^{b} . \tag{B.56}
\end{equation*}
$$

Specifically,
$\omega=\frac{1}{2} \omega^{a b} \partial_{a} \wedge \partial_{b}=\frac{\pi z}{(D-1) R}\left\{\left(R^{2}+z^{2}-t^{2}-r^{2}\right) \partial_{t} \wedge \partial_{z}+2 t x^{k} \partial_{z} \wedge \partial_{k}+2 z x^{k} \partial_{t} \wedge \partial_{k}\right\}$.
We now want to evaluate the different boundary integrals appearing in (B.55). Let's focus on the contribution at infinity. We will only consider what happens as we allow for variations of $L$. Under such variations, the AdS metric (B.50) changes as

$$
\begin{equation*}
\delta g_{a b}=\frac{2 \delta L}{L} g_{a b}, \quad \delta h_{a b}=\frac{2 \delta L}{L} h_{a b} . \tag{B.58}
\end{equation*}
$$

The variation of $\Lambda$ is just

$$
\begin{equation*}
\delta \Lambda=\frac{(D-1)(D-2)}{L^{3}} \delta L . \tag{B.59}
\end{equation*}
$$

The normal component of the Killing vector $\xi^{a}$ in the expression for the boundary vector $B^{a}$ is given by $F=(\pi \ell / R z)\left(R^{2}-z^{2}-r^{2}\right)$. The area element at the boundary at spatial infinity points in the $z$-direction and so we only need the $z$-component of $B^{a}$

$$
\begin{equation*}
B^{z}=\frac{2(D-2) \pi \delta L}{R L^{2}}\left(R^{2}+z^{2}-r^{2}\right) . \tag{B.60}
\end{equation*}
$$

[^51]Moreover, the $z$-component of the Killing potential term is

$$
\begin{equation*}
2 \omega^{z t} n_{t} \delta \Lambda=\frac{2(D-2) \pi \delta L}{R L^{2}}\left(R^{2}+z^{2}-r^{2}\right), \tag{B.61}
\end{equation*}
$$

Substituting (B.60) and (B.61) into the boundary at infinity term in (B.55), we see that infinite contributions from $r \rightarrow \infty$ vanish. Here we have used the fact that our background spacetime is unperturbed AdS, so that $\omega_{A d S}^{a b}=\omega^{a b}$. Thus, the boundary integral at infinity receives no new contributions from varying the cosmological constant, and we are left with

$$
\begin{equation*}
\int_{\infty} d a_{a}\left(B^{a}-2 \omega_{A d S}^{a b} n_{b} \delta \Lambda\right)=-16 \pi G \delta E_{\xi} \tag{B.62}
\end{equation*}
$$

where $E_{\xi}$ is the ADM charge associated with $\xi^{a}$ (B.53).
The integral of the boundary vector $B^{a}$ over the minimal surface $\Sigma$ is again given by

$$
\begin{equation*}
\int_{\Sigma} d a_{a} B^{a}=-2 \kappa \delta A_{\Sigma} \tag{B.63}
\end{equation*}
$$

with surface gravity $\kappa=2 \pi$ for the Killing vector $\xi^{a}$.
Combining these results, we then have the extended bulk first law [Kastor et al. (2014)]

$$
\begin{equation*}
\delta E_{\xi}=\frac{\delta A_{\Sigma}}{4 G}-\frac{V \delta \Lambda}{8 \pi G}, \tag{B.64}
\end{equation*}
$$

where the thermodynamic volume in this case is

$$
\begin{equation*}
V=-\int_{\Sigma} d a_{a} \omega^{a b} n_{b} \tag{B.65}
\end{equation*}
$$

We can actually evaluate the volume $V$ explicitly. Using the unit normal to the constant time slice $n=-(L / z) d t$ and $d a_{b}=m_{b} d a$, where $m=-\frac{L}{z R}(z d z+\vec{x} \cdot d \vec{x})$ is the outgoing normal to $\Sigma$ within the constant time slice and $d a$ is the induced area element, we have

$$
\begin{equation*}
V=\frac{2 \pi L^{2}}{D-1} A_{\Sigma} \tag{B.66}
\end{equation*}
$$

where $A_{\Sigma}$ is the area element of the minimal surface $\Sigma$, (B.52).
We may rewrite the extended first law in the bulk with the thermodynamic volume entirely in terms of the entanglement entropy $S_{\Sigma}$ and the AdS curvature radius $L$ :

$$
\begin{equation*}
\delta E_{\xi}=\delta S_{\Sigma}-(D-2) S_{\Sigma} \frac{\delta L}{L} \tag{B.67}
\end{equation*}
$$

So far, our statement is still a bulk relation. We make contact to entanglement of the boundary region by replacing variations in $L$ with variations of the central charge $a_{d}^{*}=\frac{\pi^{d / 2-1} L^{d-1}}{8 \Gamma(d / 2) G}$, and identifying $\delta E_{\xi}$ with the variation of the modular Hamiltonian (B.36) $\delta\left\langle H_{B}\right\rangle$ [Faulkner et al. (2014a)],

$$
\begin{equation*}
\delta S_{\Sigma}=\delta\left\langle H_{B}\right\rangle+\frac{S_{\Sigma}}{a_{d}^{*}} \delta a_{d}^{*} \tag{B.68}
\end{equation*}
$$

This is the extended first law of (holographic) entanglement entropy, specific to spherical entangling surfaces and where the dual bulk theory is governed by Einstein gravity.

Since $a_{d}^{*}$ measures the number of degrees of freedom of the CFT, the extended first law gives the dependence of the entanglement entropy on the number of degrees of freedom. Of course, when we recall elementary thermodynamics, the chemical potential $\mu$ is conjugate to the number of particles. Comparing (B.68) to the usual first law of thermodynamics (without $p-V$ ),$\delta E=T \delta S-\mu \delta N$, it is natural to interpret the new term in (B.68) as a chemical potential contribution with $\mu=-S_{\Sigma} / a_{d}^{*}[$ Kastor et al. (2014)]. A similar relation holds in higher even- $d$-dimensional spacetimes, where, however, we must also need to take into account additional coupling constants of the theory [Karch and Robinson (2015); Caceres et al. (2017)]. Just as we introduced $p-V$ into black hole thermodynamics, leading to black hole "chemistry", our introduction of $\mu$ allows us to interpret (B.68) as the first law of holographic entanglement chemistry.

## APPENDIX C

FAILURE OF KILLING'S IDENTITY

Here review important calculational details of the derivation of gravitational field equations from spacetime thermodynamics in Chapter 4.

## C. 1 Stretched Lightcones

In our derivation of the gravitational equations, we made critical use of the Killing identity even though $\xi_{a}$ is only an approximate Killing vector. The purpose of this appendix is to justify that step, as well as to eliminate the $\int d \Sigma_{a} q^{a}$ term in (4.48). We denote the failure of $\xi_{a}$ to satisfy Killing's identity via the tensor

$$
\begin{equation*}
f_{b c d} \equiv \nabla_{b} \nabla_{c} \xi_{d}-R_{b c d}^{e} \xi_{e}=\frac{1}{2}\left(\nabla_{d} S_{b c}-\nabla_{c} S_{d b}-\nabla_{b} S_{c d}\right) \tag{C.1}
\end{equation*}
$$

where $S_{a b}=\nabla_{(a} \xi_{b)}$ [Kothawala (2011)]. From this we see that $f_{b d c}=-f_{b c d}$.
In evaluating $\Delta S_{\text {tot }}$, we encounter integrals of the form $\int d \Sigma_{a} P^{a b c d}\left(R_{d c b e} \xi^{e}+f_{b c d}\right)$, as in (4.48). (For Einstein gravity, $P^{a b c d}=\frac{1}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)$.) We would like to discard $n_{a} P^{a b c d} f_{b c d}$ but retain $n_{a} P^{a b c d} R_{b c d}^{e} \xi_{e}$. This latter quantity is, to lowest order, $\mathcal{O}\left(x^{2}\right)$, since $\xi_{a}$ and $n_{a}$ are both of order $x$. Hence all terms in $f_{b c d}$ of $\mathcal{O}(x)$ and lower are problematic.

In general, $f_{b c d}$ has two types of contributions because our $\xi_{a}$ fails to be a Killing vector in two ways. First, $\xi_{a}$ generates radial boosts. These are not true isometries even of Minkowski space. This contributes a term to $f_{b c d}$ of $\mathcal{O}\left(x^{-1}\right)$ in Riemann normal coordinates. Second, we will see that in a general curved spacetime, $\xi_{a}$ will have to be redefined to include quadratic and higher terms. These contribute terms to $f_{b c d}$ at $\mathcal{O}(1)$ and $\mathcal{O}(x)$. Therefore, in general, $f_{b c d}$ does not vanish at the required order.

Fortunately, we do not actually need $f_{b c d}$ to vanish, as in [Guedens (2012); Guedens et al. (2012)]; rather we require only a much weaker condition, namely that the integral of the contraction $n_{a} P^{a b c d} f_{b c d}$ vanish to $\mathcal{O}\left(x^{2}\right)$. We shall use several tricks to deal with nonzero terms in $f_{b c d}$. First, some terms give zero when contracted with $P^{a b c d}$, because of symmetry. Second, the vast majority of terms integrate to zero over the spherical spatial sections of $\Sigma$, since the integral of any odd power of a Cartesian spatial coordinate over a sphere is zero. The remaining terms are of two types: there is the $f_{b c d}$ term of $\mathcal{O}\left(x^{-1}\right)$ that exists even in Minkowski space, and there are a small handful of leftover $f_{b c d}$ terms of $\mathcal{O}(1)$ and $\mathcal{O}(x)$ in curved space. The integral of the first term does not vanish. However, as we show, it is precisely canceled by subtracting the component of $T \Delta S$ that comes from the natural expansion of $\Sigma$. The other terms can be eliminated by redefinining the higher-order terms in $\xi^{a}$, as we will show.

Our integrand $\sqrt{g} n_{a} P^{a b c d} f_{b c d}$ will have various order pieces ranging from $\mathcal{O}(1)$ to $\mathcal{O}\left(x^{2}\right)$, with higher orders negligible. We need to show that the integral at each order either vanishes or can be canceled. Let us first classify each of the terms. We do this by expanding

$$
\begin{equation*}
n_{a} \approx n_{a}^{(1)}+n_{a}^{(2)}+n_{a}^{(3)}, \quad P^{a b c d} \approx P_{(0)}^{a b c d}+P_{(1)}^{a b c d}+P_{(2)}^{a b c d}, \quad f_{b c d} \approx f_{b c d}^{\mathcal{O}(-1)}+f_{b c d}^{(0)}+f_{b c d}^{(1)} \tag{C.2}
\end{equation*}
$$

where the subscript or superscript indicates the order, in $x$, of the given quantity. We also note that for the integration measure we have $\sqrt{g} \approx \sqrt{\eta}+\sqrt{h}$ which is of $\mathcal{O}(1)+\mathcal{O}\left(x^{2}\right)$.

Then the lowest order contribution to the offending term is

$$
\begin{equation*}
\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau n_{a}^{(1)} P_{(0)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)} \tag{C.3}
\end{equation*}
$$

which is of $\mathcal{O}(1)$. The next order terms, of $\mathcal{O}(x)$, are given by

$$
\begin{equation*}
\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau\left(n_{a}^{(1)} P_{(1)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{(2)} P_{(0)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{(1)} P_{(0)}^{a b c d} f_{b c d}^{(0)}\right) \tag{C.4}
\end{equation*}
$$

Last, the highest order term we need consider is

$$
\begin{align*}
\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau & \left\{\sqrt{h} n_{a}^{(1)} P_{(0)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{(1)} P_{(2)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{(1)} P_{(1)}^{a b c d} f_{b c d}^{(0)}+n_{a}^{(1)} P_{(0)}^{a b c d} f_{b c d}^{(1)}\right. \\
& \left.+n_{a}^{(2)} P_{(1)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{(2)} P_{(0)}^{a b c d} f_{b c d}^{(0)}+n_{a}^{(3)} P_{(0)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}\right\} \tag{C.5}
\end{align*}
$$

which is clearly of $\mathcal{O}\left(x^{2}\right)$. We therefore need to show (C.3), (C.4), and (C.5) vanish for an arbitrary $P^{a b c d}$. Let us begin with (C.3).

Removing the Natural Expansion of the Hyperboloid

Writing out $f_{b c d}$ explicitly, we have

$$
\begin{equation*}
f_{b c d}=\partial_{b} \partial_{c} \xi_{d}+\left(2 \Gamma_{b(c}^{f} \Gamma_{d) f}^{e}-\partial_{b} \Gamma_{c d}^{e}\right) \xi_{e}-\left(\Gamma_{b c}^{e} \partial_{e} \xi_{d}+2 \Gamma_{d(c}^{e} \partial_{b)} \xi_{e}\right)-R_{b c d}^{e} \xi_{e} \tag{C.6}
\end{equation*}
$$

Note that $\xi_{a}, n_{a}$, and the Christoffel symbols are all of $\mathcal{O}(x)$. Therefore the term $n_{a} 2 \Gamma_{b(c}^{f} \Gamma_{d) f}^{e} \xi_{e}$ is of much higher order than the rest of the terms and we can neglect it. Moreover, given that $P^{a b c d}$ is antisymmetric in its final two indices and $\Gamma_{c d, b}^{e}$ is symmetric in $c$ and $d$, it will not contribute to $n_{a} P^{a b c d} f_{b c d}$. Therefore, we need only consider the reduced expression:

$$
\begin{equation*}
f_{b c d} \approx \partial_{b} \partial_{c} \xi_{d}-2 \Gamma_{b c}^{e} \partial_{[e} \xi_{d]}-R_{b c d}^{e} \xi_{e} \tag{C.7}
\end{equation*}
$$

To lowest order, we have

$$
\begin{equation*}
f_{b c d}^{\mathcal{O}(-1)}=\partial_{b} \partial_{c} \xi_{d}^{\mathcal{O}(1)} \tag{C.8}
\end{equation*}
$$

From (4.10), we find that Killing's identity, at $\mathcal{O}\left(x^{-1}\right)$, fails as,

$$
\begin{align*}
f_{t i j}^{\mathcal{O}(-1)} & =f_{i t j}^{\mathcal{O}(-1)}=-f_{i j t}^{\mathcal{O}(-1)}=\frac{1}{r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)  \tag{C.9}\\
f_{i j k}^{\mathcal{O}(-1)} & =-\frac{t}{r^{3}}\left(x_{i} \delta_{j k}+x_{j} \delta_{i k}+x_{k} \delta_{i j}\right)+\frac{3 t}{r^{5}} x_{i} x_{j} x_{k}
\end{align*}
$$

Using the algebraic symmetries of $P^{a b c d}$ and $f_{b c d}^{\mathcal{O}(-1)}$, we have

$$
\begin{equation*}
P^{a b c d} f_{b c d}^{\mathcal{O}(-1)}=P^{a i j k} f_{i j k}^{\mathcal{O}(-1)}+P^{a t i j} f_{t i j}^{\mathcal{O}(-1)}+P^{a i t j} f_{i t j}^{\mathcal{O}(-1)}+P^{a i j t} f_{i j t}^{\mathcal{O}(-1)}=2 P^{a i t j} f_{i t j}^{\mathcal{O} j-1)} \tag{C.10}
\end{equation*}
$$

The undesired term then becomes

$$
\begin{align*}
\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau n_{a} P^{a b c d} f_{b c d}^{\mathcal{O}(-1)} & =\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau\left(2 n_{t} P^{t i t j} f_{i t j}^{\mathcal{O}(-1)}+2 n_{i} P^{t k i j} f_{j t k}^{\mathcal{O}(-1)}\right) \\
& =-\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau \frac{2 t}{\alpha r} P^{t i t j}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) \tag{C.11}
\end{align*}
$$

where in the last step we used spherical symmetry killing off all integrals with parity. Moreover, by parity, this term will vanish for all terms $i \neq j$, keeping only terms with $i=j$. With this fact in mind, and using that $d \tau=d t \alpha / r$, and $\sum x_{i}^{2}=r^{2}$, we have

$$
\begin{align*}
& \frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau n_{a} P^{a b c d} f_{b c d}^{\mathcal{O}(-1)}=-\frac{1}{4 G \hbar}(D-2) \frac{2 \sum_{i} P^{t i t i}}{\alpha(D-1)}\left(\int d \Omega_{D-2}\right) \int_{0}^{t_{0}} d t \frac{\alpha}{r} r^{D-3} t \\
& =-\frac{1}{2(D-1) G \hbar}(D-2) \sum_{i} P^{t i t i} \Omega_{D-2} \int_{0}^{t_{0}} d t\left(\alpha^{2}+t^{2}\right)^{(D-4) / 2} t \\
& =-\frac{1}{2(D-1) G \hbar} \sum_{i} P^{t i t i} \Omega_{D-2}\left[\left(\alpha^{2}+t_{0}^{2}\right)^{(D-2) / 2}-\alpha^{(D-2)}\right] \tag{C.12}
\end{align*}
$$

Recall that we are applying Clausius' theorem, $T \Delta S_{\text {rev }}=Q$, to derive the equations of motion for an arbitrary theory of gravity. But $\Delta S_{\text {tot }}$ includes all change in the entropy, not just the change in entropy due to the heat flow through $\Sigma$. In particular, even in the absence of heat flow, the entropy increases because of the natural increase in an area of a congruence of outwardly accelerating observers.

Let us calculate the increase in entropy from the natural background expansion of the hyperboloid. Begin with the Wald entropy,

$$
\begin{equation*}
S=\frac{1}{8 G \hbar} \int_{S} d S_{a b} J^{a b}=-\frac{1}{4 G \hbar} \int_{S} d S_{a b}\left(P^{a b c d} \nabla_{c} \xi_{d}-2 \xi_{d} \nabla_{c} P^{a b c d}\right) \tag{C.13}
\end{equation*}
$$

To leading order we can neglect the $\nabla_{c} P^{a b c d}$ term. Substituting in our leading-order expressions for the outward pointing normal $n_{a}$, and $u_{a}=\xi_{a} / \alpha$, we find

$$
\begin{align*}
S & =-\frac{1}{4 G \hbar} \int_{S} d A\left(n_{t} u_{i}-n_{i} u_{t}\right)\left[P^{t i t j} 2 \partial_{t} \xi_{j}+P^{t i j k} \partial_{j} \xi_{k}\right] \\
& =-\frac{1}{4 G \hbar} \int_{S} d A \frac{x_{i}}{r}\left[2 P^{t i t j} \partial_{t} \xi_{j}+P^{t i j k} \partial_{j} \xi_{k}\right] \\
& =-\frac{1}{4 G \hbar} \int_{S} d A\left(2 P^{t i t j} \frac{x_{i} x_{j}}{r^{2}}\right)  \tag{C.14}\\
& =-\frac{1}{2(D-1) G \hbar} \sum_{i} P^{t i t i} \Omega_{D-2} r^{D-2}\left(t_{0}\right),
\end{align*}
$$

where we used parity to move to the final line. We are interested in the change in entropy, $\Delta S_{\text {hyp }}$, due to the expansion of the hyperboloid. Using $r_{\text {hyp }}(t)=\left(\alpha^{2}+t^{2}\right)^{1 / 2}$,
we find

$$
\begin{align*}
\Delta S_{\mathrm{hyp}} & \equiv S_{\mathrm{hyp}}\left(t_{0}\right)-S_{\mathrm{hyp}}(0)=-\frac{1}{2(D-1) G \hbar} \sum_{i} P^{t i t i} \Omega_{D-2}\left[r_{\mathrm{hyp}}^{D-2}\left(t_{0}\right)-r_{\mathrm{hyp}}^{D-2}(0)\right] \\
& =-\frac{1}{2(D-1) G \hbar} \sum_{i} P^{t i t i} \Omega_{D-2}\left[\left(\alpha^{2}+t_{0}^{2}\right)^{(D-2) / 2}-\alpha^{(D-2)}\right] \tag{C.15}
\end{align*}
$$

which precisely matches the leading-order part of the term, Eq. (C.12), we are trying to eliminate:

$$
\begin{equation*}
\Delta S_{\mathrm{hyp}}=\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau n_{a} P^{a b c d} f_{b c d}^{\mathcal{O}(-1)} \tag{C.16}
\end{equation*}
$$

That is, the unwanted term is exactly equal to the entropy due to the natural expansion of the hyperboloid. This term should be subtracted from $\Delta S_{\text {tot }}$ before equating it to $Q$. Moreover, note that here we did not specify the exact form of $P^{a b c d}$, and therefore this subtraction holds for arbitrary theories of gravity.

## Eliminating Higher Order Contributions

Now we must deal with the higher order contributions, namely $\mathcal{O}(x)$ and $\mathcal{O}\left(x^{2}\right)$. As alluded to above, in order to eliminate the higher order contributions to $n_{a} P^{a b c d} f_{b c d}$, we consider a more generic $\xi_{a}$ and $n_{a}$, namely,

$$
\begin{align*}
& \xi_{a}=\xi_{a}^{(1)}+\xi_{a}^{(2)}+\xi_{a}^{(3)}+\ldots \\
& =-r \delta_{t a}+\frac{t x^{i}}{r} \delta_{i a}+\frac{1}{2!} C_{\mu \nu a} x^{\mu} x^{\nu}+\tilde{C}_{\nu a} r x^{\nu}+\frac{1}{3!} D_{\mu \nu \rho a} x^{\mu} x^{\nu} x^{\rho}+\frac{1}{2!} \tilde{D}_{\mu \nu a} r x^{\mu} x^{\nu}+\ldots  \tag{С.17}\\
& \quad \alpha n_{a}= \\
& \quad \alpha\left(n_{a}^{(1)}+n_{a}^{(2)}+n_{a}^{(3)}+\ldots\right)  \tag{C.18}\\
& \quad=-t \delta_{a t}+x^{i} \delta_{a i}+\frac{1}{2!} C_{\mu \nu a}^{\prime} x^{\mu} x^{\nu}+\frac{1}{3!} D_{\mu \nu \rho a}^{\prime} x^{\mu} x^{\nu} x^{\rho}+\ldots
\end{align*}
$$

Here we adopt the notation that $\mu, \nu, \rho \ldots$, represent the full spacetime index while $i, j, k, \ell, h$ represent spatial components, and where $\xi_{a}^{(\cdot)}$ denotes the order of the component; e.g., $\xi_{a}^{(1)}=-r \delta_{t a}+\frac{t x^{i}}{r} \delta_{i a}$ is of order $\mathcal{O}(x)$.

Let us substitute our modified $\xi_{a}$ into our expression for $f_{b c d}$, for which we reproduce the simplified version here for convenience:

$$
\begin{equation*}
f_{b c d}=\partial_{b} \partial_{c} \xi_{d}-\Gamma_{b c}^{e} \partial_{e} \xi_{d}-R_{b c d}^{e} \xi_{e} . \tag{C.19}
\end{equation*}
$$

We have already worked out the $f_{b c d}^{\mathcal{O}(-1)}$ terms (C.9).
Next, the only possible term in $f_{b c d}$ of order $\mathcal{O}(1)$ is

$$
\begin{equation*}
f_{b c d}^{\mathcal{O}(0)} \equiv \partial_{b} \partial_{c} \xi_{d}^{(2)}=C_{b c d} \tag{C.20}
\end{equation*}
$$

Now let us work out the term in $f_{b c d}$ of order $\mathcal{O}(x)$. This will include a combination of terms including $\partial_{b} \partial_{c} \xi_{d}^{\mathcal{O}(3)}$, and the remaining terms in (C.19) of order $\mathcal{O}(x)$, namely,

$$
\begin{gather*}
\partial_{b} \partial_{c} \xi_{d}^{(3)}=D_{\nu b c d} x^{\nu}+r \tilde{D}_{b c d}+\tilde{D}_{\nu c d}\left(\partial_{b} r\right) x^{\nu}+\tilde{D}_{\nu b d}\left(\partial_{c} r\right) x^{\nu}+\frac{1}{2!} \tilde{D}_{\mu \nu d} x^{\mu} x^{\nu}\left(\partial_{b} \partial_{c} r\right)  \tag{C.21}\\
-2 \Gamma_{b c}^{e}(h) \partial_{[e} \xi_{d]}^{\mathcal{O}(1)}+\mathcal{O}\left(x^{2}\right)  \tag{C.22}\\
R_{b c d}^{e}(p) \xi_{e}^{(1)}+\mathcal{O}\left(x^{2}\right) \tag{C.23}
\end{gather*}
$$

where

$$
\begin{equation*}
\Gamma_{b c}^{e}(h) \equiv \frac{1}{2} \eta^{e f}\left(\partial_{b} h_{c f}+\partial_{c} h_{b f}-\partial_{f} h_{b c}\right)=-\frac{x^{\mu}}{3} \eta^{e f}\left(R_{c \mu f b}+R_{b \mu f c}\right), \tag{C.24}
\end{equation*}
$$

and we used $h_{a b}=-\frac{1}{3} R_{a \mu b \nu} x^{\mu} x^{\nu}$. Moreover, since

$$
\begin{equation*}
\partial_{i} \xi_{t}^{\mathcal{O}(1)}=-\frac{x_{i}}{r}=-\partial_{t} \xi_{i}^{\mathcal{O}(1)} \tag{C.25}
\end{equation*}
$$

the only nonvanishing contribution to $\partial_{[e} \xi_{d]}$ is $\partial_{[i} \xi_{t]}=-\frac{x_{i}}{r}$. Altogether, one finds:

$$
\begin{equation*}
f_{b c d}^{\mathcal{O}(1)}=\partial_{b} \partial_{c} \xi_{d}^{\mathcal{O}(3)}-2 \Gamma_{b c}^{e}(h) \partial_{[e} \xi_{d]}^{\mathcal{O}(1)}-R_{b c d}^{e} \xi_{e}^{\mathcal{O}(1)} \tag{C.26}
\end{equation*}
$$

Note that this is the highest order of $f_{b c d}$ we need to keep since any higher order would give at least an $\mathcal{O}\left(x^{3}\right)$ contribution to the integrand of the offending term, which we neglect.

Recall that we need to eliminate (C.3), (C.4), and (C.5) for an arbitrary $P^{a b c d}$. We have already dealt with (C.3). Before we go through the minutiae of these calculations, let us first explain the aim of the next two subsections providing us with a tether to hold onto as we work through the details.

The general prescription in eliminating the higher order contributions to $n_{a} P^{a b c d} f_{b c d}$ is as follows. The integrand will include all sorts of monomial contributions, e.g., $t^{3} x_{i} x_{j} / r^{3}$. Since we care about the integral $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d}$ vanishing - not the integrand - we see that several of the monomials do not end up contributing to the final result; for example, $t^{3} x_{i} x_{j} / r^{3}$ will vanish for all $i \neq j$ as we are integrating over a sphere. Therefore we need only concern ourselves with, e.g., $t^{3}\left(x_{i}\right)^{2} / r^{3}$.

While these greatly reduce the number of monomial contributions, we still cannot fully eliminate the entire $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d}$. This is why we modify $\xi_{a}$ and $n_{a}$. More specifically, there are only a select few combinations of monomials which will appear in the integrand that do not vanish upon integration over the sphere. By modifying $\xi_{a}$ and $n_{a}$ we do not change the number of monomial contributions. Instead we find our modifications to $\xi_{a}$ and $n_{a}$ give us sets of coefficients that allow us the freedom to eliminate all other monomials, provided we have enough coefficients to do so. In short, we have a counting argument: If the number of nonvanishing monomials is less than the number of coefficients contributing to the same monomial, we can potentially force each monomial contribution to zero, i.e., $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d} \rightarrow 0$ with a judicious choice of coefficients.

In what follows we use this general prescription to separately eliminate monomials of order $\mathcal{O}(x)$ and $\mathcal{O}\left(x^{2}\right)$. With the benefit of hindsight, we realize that only certain modifications to $\xi_{a}$ and $n_{a}$ will aid us, particularly,

$$
\begin{align*}
\xi_{a}= & \xi_{a}^{(1)}+\xi_{a}^{(2)}+\xi_{a}^{(3)}+\ldots \\
= & -r \delta_{t a}+\frac{t x^{i}}{r} \delta_{i a}+\tilde{C}_{\nu a} r x^{\nu}+\frac{1}{3!} D_{\mu \nu \rho a} x^{\mu} x^{\nu} x^{\rho},  \tag{C.27}\\
& \alpha n_{a}=\alpha\left(n_{a}^{(1)}+n_{a}^{(3)}+\ldots\right) \\
& =-t \delta_{a t}+x^{i} \delta_{a i}+\frac{1}{3!} D_{\mu \nu \rho a}^{\prime} x^{\mu} x^{\nu} x^{\rho} . \tag{С.28}
\end{align*}
$$

As we will now explicitly show, this will be enough to cancel all undesired contributions coming from $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d}$ through $\mathcal{O}\left(x^{2}\right)$. (Note that although we have set $n_{a}^{(2)}$ to zero, if we insist that $n_{a}$ be orthogonal to $\xi_{a}$ at order $\mathcal{O}\left(x^{3}\right)$, we should include an $n_{a}^{(2)}$ contribution of the form $\tilde{C}_{\nu a}^{\prime} t x^{\nu}$. It can be tediously verified that adding such terms to $n_{a}$ does not affect the counting argument, allowing us to leave them off in what follows.)

## $\mathcal{O}(x)$ Contributions

With the $n_{a}^{\mathcal{O}(2)}$ term being set to zero, the $\mathcal{O}(x)$ term to be eliminated becomes

$$
\begin{equation*}
\frac{1}{4} \int_{\Sigma} d A d \tau\left(n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(1)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{\mathcal{O}(0)}\right) \tag{C.29}
\end{equation*}
$$

Let us first list the various types of monomial contributions which might appear in the integrand:

$$
\begin{equation*}
\mathcal{O}(x): \quad t, r, \frac{\left(x_{i}\right)^{2}}{r}, \frac{t^{2}\left(x_{i}\right)^{2}}{r^{3}}, \frac{\left(x_{i}\right)^{2}\left(x_{j}\right)^{2}}{r^{3}}, \frac{\left(x_{i}\right)^{4}}{r^{3}} . \tag{C.30}
\end{equation*}
$$

As we will verify explicitly in a moment, only a subset of these monomials appear. Following the outlined prescription above, we need to check that we have enough coefficients to remove each of the monomial contributions. The only coefficients which will appear are those coming from the $f_{b c d}^{\mathcal{O}(0)}$ contribution, specifically $\tilde{C}_{n a}$, for which we have $D^{2}$ coefficients. The number of problematic monomials which might appear is $1+1+1+(D-2)+(D-2)+\frac{1}{2}(D-1)(D-2)=D(D+1) / 2<D^{2}$, for $D \geq 3$. Therefore it already seems plausible that we will in fact have far more than enough coefficients to eliminate all of the monomial contributions appearing in the integrand. Let us now verify this in detail.

As was worked out in the previous section, we have

$$
\begin{equation*}
P^{a b c d} f_{b c d}^{\mathcal{O}(-1)}=2 P^{a i t j} f_{i t j}^{\mathcal{O}(-1)}=\frac{2}{r} P^{a i t j}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) . \tag{C.31}
\end{equation*}
$$

Hence

$$
\begin{align*}
n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(1)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)} & =\frac{2}{r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)\left[-\frac{t}{\alpha} P_{\mathcal{O}(1)}^{t i t j}+\frac{x_{k}}{\alpha} P_{\mathcal{O}(1)}^{k i t j}\right]  \tag{C.32}\\
& =\frac{2}{\alpha r} x_{k} \delta_{i j} P_{\mathcal{O}(1)}^{k i t j}-\frac{2 t}{\alpha r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) P_{\mathcal{O}(1)}^{t i t j} .
\end{align*}
$$

Defining

$$
\begin{equation*}
P_{\mathcal{O}(1)}^{t i t j} \equiv \mathcal{P}_{\mathcal{O}(1), \mu}^{t i t j} x^{\mu} \quad P_{\mathcal{O}(1)}^{k i t j}=\mathcal{P}_{\mathcal{O}(1), \mu}^{k i t j} x^{\mu} \tag{C.33}
\end{equation*}
$$

we find that the only contributing terms to the integrand, i.e., those which do not vanish via parity arguments, are

$$
\begin{equation*}
n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(1)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}=-\frac{2}{\alpha r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right) t^{2} \mathcal{P}_{\mathcal{O}(1), t}^{t i t j}+\frac{2}{\alpha r} \delta_{i j} x_{k} x^{\ell} \mathcal{P}_{\mathcal{O}(1), \ell}^{k i t j}, \tag{С.34}
\end{equation*}
$$

where we have used $x_{k} x_{i} P^{i k c d}=0$ using the symmetries of $P^{a b c d}$.
Generally, then, we see that only certain monomials appear which need to be removed. Specifically,

$$
\begin{equation*}
n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(1)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}=\frac{A}{\alpha} \frac{t^{2}}{r}+\frac{A^{i i}}{\alpha} \frac{t^{2}\left(x_{i}\right)^{2}}{r^{3}}+\frac{B^{i i}}{\alpha} \frac{\left(x_{i}\right)^{2}}{r}, \tag{C.35}
\end{equation*}
$$

where we have defined

$$
\begin{equation*}
A \equiv-2 \delta_{i j} \mathcal{P}_{\mathcal{O}(1), t}^{t i t j}, \quad A^{i i} \equiv 2 \mathcal{P}_{\mathcal{O}(1), t}^{t i t i}, \quad B_{\ell}^{k} \equiv 2 \delta_{i j} \mathcal{P}_{\mathcal{O}(1), \ell}^{k i t j} \tag{C.36}
\end{equation*}
$$

We now show that modifying $\xi_{a}$ via

$$
\begin{equation*}
\xi_{a}^{\mathcal{O}(2)}=r \tilde{C}_{\mu a} x^{\mu} \tag{C.37}
\end{equation*}
$$

will eliminate all the above undesired contributions. We have

$$
\begin{align*}
\partial_{b} \partial_{c} \xi_{d}^{\mathcal{O}(2)} & =\partial_{b}\left[\tilde{C}_{\mu d}\left(\partial_{c} r\right) x^{\mu}+\tilde{C}_{c d} r\right]  \tag{C.38}\\
& =\tilde{C}_{\mu d}\left(\partial_{b} \partial_{c} r\right) x^{\mu}+\tilde{C}_{b d}\left(\partial_{c} r\right)+\tilde{C}_{c d}\left(\partial_{b} r\right) .
\end{align*}
$$

Then, using

$$
\begin{equation*}
\partial_{i} r=\frac{x_{i}}{r}, \quad \partial_{i} \partial_{j}=\frac{1}{r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right), \tag{C.39}
\end{equation*}
$$

we find

$$
\begin{gather*}
\partial_{i} \partial_{j} \xi_{d}^{\mathcal{O}(2)}=\tilde{C}_{\mu d} \frac{x^{\mu}}{r}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)+\tilde{C}_{i d} \frac{x_{j}}{r}+\tilde{C}_{j d} \frac{x_{i}}{r},  \tag{C.40}\\
\partial_{i} \partial_{t} \xi_{d}^{\mathcal{O}(2)}=\tilde{C}_{t d} \frac{x_{i}}{r}, \quad \partial_{t}^{2} \xi_{d}^{\mathcal{O}(2)}=0 . \tag{C.41}
\end{gather*}
$$

Using these relations we find that

$$
\begin{align*}
n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{\mathcal{O}(0)} & =\frac{1}{\alpha}\left\{-t P_{\mathcal{O}(0)}^{t i t j}\left(\partial_{t} \partial_{t} \xi_{j}^{\mathcal{O}(2)}\right)-t P_{\mathcal{O}(0)}^{t i j k}\left(\partial_{i} \partial_{j} \xi_{k}^{\mathcal{O}(2)}\right)-t P_{\mathcal{O}(0)}^{t i j t}\left(\partial_{i} \partial_{j} \xi_{t}^{\mathcal{O}(2)}\right)\right. \\
& \left.+x_{i} P_{\mathcal{O}(0)}^{i j t k}\left(\partial_{j} \partial_{i} \xi_{k}^{\mathcal{O}(2)}\right)+x_{i} P_{\mathcal{O}(0)}^{i j k \ell}\left(\partial_{j} \partial_{k} \xi_{\ell}^{\mathcal{O}(2)}\right)+x_{i} P_{\mathcal{O}(0)}^{i j k t}\left(\partial_{i} \partial_{j} \xi_{t}^{\mathcal{O}(2)}\right)\right\} \\
& =\frac{1}{\alpha r}\left\{-t^{2}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)\left[\tilde{C}_{t k} P_{\mathcal{O}(0)}^{t i j k}+\tilde{C}_{t t} P_{\mathcal{O}(0)}^{t i j t}\right]\right. \\
& \left.+\left[\tilde{C}_{h \ell} P_{\mathcal{O}(0)}^{i j k \ell}+\tilde{C}_{h t} P_{\mathcal{O}(0)}^{i j k t}\right] \delta_{j k} x_{i} x^{h}+\left[\tilde{C}_{j \ell} P_{\mathcal{O}(0)}^{i j k \ell}+\tilde{C}_{j t} P_{\mathcal{O}(0)}^{i j k t}\right] x_{k} x_{i}\right\} \tag{C.42}
\end{align*}
$$

Combining this with the term we wish to eliminate gives

$$
\begin{equation*}
\left[\frac{A}{\alpha}-\frac{\delta_{i j}}{\alpha}\left(P_{\mathcal{O}(0)}^{t i j t} \tilde{C}_{t t}+\tilde{C}_{t k} P_{\mathcal{O}(0)}^{t i j k}\right)\right] \frac{t^{2}}{r} \tag{C.43}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\frac{A^{i i}}{\alpha}+\frac{1}{\alpha}\left(\tilde{C}_{t t} P_{\mathcal{O}(0)}^{t i i t}+\tilde{C}_{t k} P_{\mathcal{O}(0)}^{t i i k}\right)\right] \frac{t^{2}}{r^{3}}\left(x_{i}\right)^{2}, \tag{C.44}
\end{equation*}
$$

and last,

$$
\begin{equation*}
\left[\frac{B^{i i}}{\alpha}+\frac{1}{\alpha}\left(\tilde{C}_{\ell}^{i} P_{\mathcal{O}(0)}^{i j k \ell}+\tilde{C}_{t}^{i} P_{\mathcal{O}(0)}^{i j k t}\right) \delta_{j k}+\frac{1}{\alpha}\left(\tilde{C}_{j \ell} P_{\mathcal{O}(0)}^{i j i \ell}+\tilde{C}_{j t} P_{\mathcal{O}(0)}^{i j i t}\right)\right] \frac{\left(x_{i}\right)^{2}}{r} \tag{C.45}
\end{equation*}
$$

The first two of these gives us $1+(D-2)=(D-1)$ monomials to cancel. But to remove these monomials, we have $1+(D-1)=D$ coefficients to work with, giving us enough coefficients to cancel all of the undesired terms. Studying the problem at this level has provided us with insight that will prove useful when we study the elimination of $\mathcal{O}\left(x^{2}\right)$ terms: (i) Not all of the possible monomials appear, and (ii) not all of the possible coefficients we have to work with will appear. Despite this we will still have enough coefficients to achieve our goal of removing $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d}$.

$$
(2+1) \text {-Dimensional } f(R) \text {-gravity: A Restrictive Case }
$$

Based on the above calculation, however, it is clear that if one of the quantities multiplying a set of the coefficients vanishes, e.g., $P^{t i j k}$, then we might be in trouble as we can no longer use these coefficients. This is precisely the case for $f(R)$ theories of gravity (except Einstein gravity, for which there is no $P_{\mathcal{O}(1)}^{a b c d}$ contribution to be canceled and we can set all $\tilde{C}$ coefficients to zero). Thus, the most restrictive case is $(2+1)$-dimensional $f(R)$ gravity. Let us study this particular example explicitly and verify that we still have enough coefficients to eliminate all monomials.

In $f(R)$ gravity one has

$$
\begin{equation*}
P_{f(R)}^{a b c d}=\frac{f^{\prime}(R)}{2}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right) . \tag{C.46}
\end{equation*}
$$

So,

$$
\begin{align*}
& P_{f(R), \mathcal{O}(0)}^{a b c d}=\frac{f^{\prime}(R)(p)}{2}\left(\eta^{a c} \eta^{b d}-\eta^{a d} \eta^{b c}\right) \\
& P_{f(R), \mathcal{O}(\infty)}^{a b c d}=\frac{f^{\prime}(R)(x)}{2}\left(\eta^{a c} \eta^{b d}-\eta^{a d} \eta^{b c}\right) \equiv \mathcal{P}_{\mathcal{O}(1), \mu}^{a b c d} x^{\mu} \tag{C.47}
\end{align*}
$$

where $p$ is the spacetime point where these expressions are being evaluated. This tells us that $B^{i i}=0$, leaving

$$
\begin{equation*}
\left[\frac{A}{\alpha}-\frac{\delta_{i j}}{\alpha} P_{\mathcal{O}(0)}^{t i j t} \tilde{C}_{t t}\right] \frac{t^{2}}{r} \tag{C.48}
\end{equation*}
$$

and

$$
\begin{equation*}
\left[\frac{A^{i i}}{\alpha}+\frac{1}{\alpha} \tilde{C}_{t t} P_{\mathcal{O}(0)}^{t i t}\right] \frac{t^{2}}{r^{3}}\left(x_{i}\right)^{2}, \tag{С.49}
\end{equation*}
$$

where

$$
\begin{equation*}
A=-2 \delta_{i j} \mathcal{P}_{\mathcal{O}(1), t}^{t i t j}, \quad A^{i i}=\mathcal{P}_{\mathcal{O}(1), t}^{t i t i} \tag{C.50}
\end{equation*}
$$

Expanding our above expressions in a $(2+1)$-dimensional spacetime yields

$$
\begin{equation*}
\frac{1}{\alpha}\left[-2\left(\mathcal{P}_{\mathcal{O}(1), t}^{t x t x}+\mathcal{P}_{\mathcal{O}(1), t}^{t y t y}\right)+\tilde{C}_{t t}\left(P_{\mathcal{O}(0)}^{t x t x}+P_{\mathcal{O}(0)}^{t y t y}\right)\right] \frac{t^{2}}{r} \tag{C.51}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{\alpha}\left[2\left(\mathcal{P}_{\mathcal{O}(1), t}^{t x t x} x^{2}+\mathcal{P}_{\mathcal{O}(1), t}^{t y t y} y^{2}\right)-\tilde{C}_{t t}\left(P_{\mathcal{O}(0)}^{t x t x} x^{2}+P_{\mathcal{O}(0)}^{t y t y} y^{2}\right)\right] \frac{t^{2}}{r^{3}} \tag{C.52}
\end{equation*}
$$

Each of these must vanish separately. Using that

$$
\begin{equation*}
P_{\mathcal{O}(0)}^{t x t x}=P_{\mathcal{O}(0)}^{t y t y}, \quad \mathcal{P}_{\mathcal{O}(1), t}^{t x t x}=\mathcal{P}_{\mathcal{O}(1), t}^{t y t y}, \tag{C.53}
\end{equation*}
$$

we are led to

$$
\begin{gather*}
\frac{1}{\alpha}\left(-4 \mathcal{P}_{\mathcal{O}(1), t}^{t i t i}+2 \tilde{C}_{t t} P_{\mathcal{O}(0)}^{t i t i}\right) \frac{t^{2}}{r}  \tag{C.54}\\
\frac{1}{\alpha}\left(2 \mathcal{P}_{\mathcal{O}(1), t}^{t i t i}-\tilde{C}_{t t} P_{\mathcal{O}(0)}^{t i t i}\right) \frac{t^{2}\left(x^{2}+y^{2}\right)}{r^{3}} . \tag{C.55}
\end{gather*}
$$

Since $x^{2}+y^{2}=r^{2}$, we find that the above two conditions are in fact the same; miraculously the monomials add in such a way that we need only a single coefficient. (In fact, this feature of two seemingly different conditions becoming one can readily be obtained in this case if one uses the fact that $P_{\mathcal{O}(0)}^{t i t j}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right)=-\frac{f^{\prime}(R)(p)}{2}(D-2)$ from the start.) Finally, it is possible in principle that, say, $P_{\mathcal{O}(0)}^{t i t i}$ vanishes while $\mathcal{P}_{\mathcal{O}(1), t}^{t i t i}$ does not, preventing (C.54) from being set to zero. However, inspecting (C.54), it is easy to see that this can happen at most on a set of measure zero.

$$
\mathcal{O}\left(x^{2}\right) \text { Contributions }
$$

Let us now move on to the $\mathcal{O}\left(x^{2}\right)$ contribution to $n_{a} P^{a b c d} f_{b c d}$ where the story and prescription are the same, though far more tedious to work out. Setting $n_{a}^{\mathcal{O}(2)}$ to zero means that we must eliminate

$$
\begin{align*}
\frac{1}{4} \int_{\Sigma} d A d \tau & \left\{\sqrt{h} n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(2)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}+n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(1)}^{a b c d} f_{b c d}^{\mathcal{O}(0)}+n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{(1)}\right. \\
& \left.+n_{a}^{\mathcal{O}(3)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{\mathcal{O}(-1)}\right\} \tag{C.56}
\end{align*}
$$

At the $\mathcal{O}\left(x^{2}\right)$ level, the only monomials which might appear are

$$
\begin{equation*}
t^{2},\left(x_{i}\right)^{2}, \frac{t\left(x_{i}\right)^{2}}{r}, \frac{t^{5}}{r^{3}}, \frac{t^{3}\left(x_{i}\right)^{2}}{r^{3}}, \frac{t\left(x_{i}\right)^{4}}{r^{3}}, \frac{t\left(x_{i}\right)^{2}\left(x_{j}\right)^{2}}{r^{3}} \tag{C.57}
\end{equation*}
$$

giving us a total of $1+(D-1)+(D-1)+1+(D-1)+1 / 2(D-1)(D-2)=D(D+3) / 2$. Naively we have far more coefficients to work with; e.g., in $\tilde{D}_{\mu \nu a}$ alone we have $D^{3}$ coefficients to use. However, as observed at the $\mathcal{O}(x)$ level, only a subset of the monomials and coefficients will appear.

After much tedious algebra, one finds that the $n_{a} P^{a b c d} f_{b c d}$ terms at the $\mathcal{O}\left(x^{2}\right)$ level are

$$
\begin{align*}
& n_{a} P^{a b c d} f_{b c d}=\frac{1}{\alpha}\left\{X+\frac{1}{2} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \tilde{D}_{t t t}-\frac{1}{2} P_{\mathcal{O}(0)}^{t i j k} \tilde{D}_{t t k}+\frac{1}{3}\left(D_{t t t t}^{\prime} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j}+D_{t t t k}^{\prime} P_{\mathcal{O}(0)}^{k i t j} \delta_{i j}\right)\right\} \frac{t^{3}}{r} \\
& +\frac{1}{\alpha}\left\{Y^{i i}+\frac{1}{2} P_{\mathcal{O}(0)}^{t i i k} \tilde{D}_{t t k}-\frac{1}{2} P_{\mathcal{O}(0)}^{t i t i} \tilde{D}_{t t t}-\frac{1}{3}\left(D_{t t t t}^{\prime} P_{\mathcal{O}(0)}^{t i t i}+D_{t t t k}^{\prime} P_{\mathcal{O}(0)}^{k i t i}\right)\right\} \frac{\left(x_{i}\right)^{2} t^{3}}{r^{3}} \\
& +\frac{1}{\alpha}\left\{Z^{i i k k}-\frac{1}{2} \tilde{D}_{t}^{k k} P_{\mathcal{O}(0)}^{t i t i}-2 \tilde{D}_{t}^{k i} P_{\mathcal{O}(0)}^{t i t k}\right. \\
& \left.-2\left(D_{t t}^{\prime k k} P_{\mathcal{O}(0)}^{t i t i}+2 D_{t t}^{\prime i k} P_{\mathcal{O}(0)}^{t i t k}+D_{t \ell}^{\prime k k} P_{\mathcal{O}(0)}^{\ell i t i}+2 D_{t \ell}^{\prime i k} P_{\mathcal{O}(0)}^{\ell i t k}\right)\right\} \frac{\left(x_{k}\right)^{2}\left(x_{i}\right)^{2} t}{r^{3}} \\
& +\frac{1}{\alpha}\left(\mathcal{X}-P_{\mathcal{O}(0)}^{t i j k} \tilde{D}_{i j k}-P_{\mathcal{O}(0)}^{t i t j}\left(\tilde{D}_{i t j}-\tilde{D}_{i j t}\right)\right) r t+\frac{1}{\alpha}\left\{W^{k k}+P_{\mathcal{O}(0)}^{k j \ell \ell} \tilde{D}_{t j \ell}\right. \\
& +P_{\mathcal{O}(0)}^{k j i \ell} \delta_{i j} \tilde{D}_{t \ell}^{k}-P_{\mathcal{O}(0)}^{t k t k} \tilde{D}_{t t t}-\left(P_{\mathcal{O}(0)}^{t k i j}+P_{\mathcal{O}(0)}^{t i k j}\right) \tilde{D}_{i j}^{k}-P_{\mathcal{O}(0)}^{t k j j}\left(\tilde{D}_{t j}^{k}-\tilde{D}_{j t}^{k}\right) \\
& \left.+\frac{1}{2} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \tilde{D}_{t}^{k k}+2\left(D_{t t}^{\prime k k} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j}+D_{t \ell}^{\prime k k} P_{\mathcal{O}(0)}^{\ell i t j} \delta_{i j}\right)\right\} \frac{\left(x_{k}\right)^{2} t}{r}, \tag{C.58}
\end{align*}
$$

where $X, Y^{i i}, Z^{i i k k}, \mathcal{X}$, and $W^{k k}$ are some messy collection of constants independent of the $\tilde{D}$ and $D^{\prime}$ coefficients.

From counting one finds that there are more than enough coefficients to remove all of the undesired monomial expressions for arbitrary theories of gravity, and, even in the most restrictive case of $(2+1)$-dimensional $f(R)$ gravity, we will still find that we have just enough coefficients to remove all of the undesired monomials.

To see how even the most restrictive case is satisfied, it suffices to study only a single contribution from $n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{\mathcal{O}(1)}$,

$$
\begin{align*}
n_{a}^{\mathcal{O}(1)} P_{\mathcal{O}(0)}^{a b c d} f_{b c d}^{\mathcal{O}(1)} & =-\frac{t}{\alpha}\left[P_{\mathcal{O}(0)}^{t i j k} f_{i j k}^{\mathcal{O}(1)}+P_{\mathcal{O}(0)}^{t i t j}\left(f_{i t j}^{\mathcal{O}(1)}-f_{i j t}^{\mathcal{O}(1)}\right)\right] \\
& +\frac{x_{i}}{\alpha}\left[P_{\mathcal{O}(0)}^{i j k \ell} f_{j k \ell}^{\mathcal{O}(1)}+P_{\mathcal{O}(0)}^{i t k t}\left(f_{t k t}^{\mathcal{O}(1)}-f_{t t k}^{\mathcal{O}(1)}\right)+P_{\mathcal{O}(0)}^{i j t k}\left(f_{j t k}^{\mathcal{O}(1)}-f_{j k t}^{\mathcal{O}(1)}\right)\right] \tag{С.59}
\end{align*}
$$

In particular, we need only study the first line. After much algebra we find

$$
\begin{align*}
& -\frac{t}{\alpha} P_{\mathcal{O}(0)}^{t i t j}\left(f_{i t j}^{\mathcal{O}(1)}-f_{i j t}^{\mathcal{O}(1)}\right)=\frac{1}{\alpha}\left[\mathcal{F}-P_{\mathcal{O}(0)}^{t i t j}\left(\tilde{D}_{i t j}-\tilde{D}_{i j t)}\right)\right] r t \\
& +\frac{1}{2 \alpha} \tilde{D}_{t t t} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \frac{t^{3}}{r}-\frac{1}{2 \alpha} P_{\mathcal{O}(0)}^{t i t i} \tilde{D}_{t t t} \frac{\left(x_{i}\right)^{2} t^{3}}{r^{3}}-\frac{1}{2 \alpha}\left(\tilde{D}_{t}^{k k} P_{\mathcal{O}(0)}^{t i t i}+4 \tilde{D}^{k i}{ }_{t} P_{\mathcal{O}(0)}^{t i t k}\right) \frac{\left(x_{k}\right)^{2}\left(x_{i}\right)^{2} t}{r^{3}} \\
& -\frac{1}{\alpha}\left[\mathcal{M}^{k k}+P_{\mathcal{O}(0)}^{t k t j}\left(\tilde{D}_{t j}^{k}-\tilde{D}_{j t}^{k}\right)-\frac{1}{2} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \tilde{D}_{t}^{k k}\right] \frac{\left(x_{k}\right)^{2} t}{r}, \tag{C.60}
\end{align*}
$$

where we have defined

$$
\begin{equation*}
\mathcal{M}^{k k} \equiv \frac{4}{3} P_{\mathcal{O}(0)}^{t i t j} R_{i}^{k k}(p), \quad \mathcal{F} \equiv P_{\mathcal{O}(0)}^{t i t j}\left(R_{t i t j}(p)-R_{t i j t}(p)\right) \tag{C.61}
\end{equation*}
$$

Consider a $(2+1)$-dimensional spacetime. We immediately see that

$$
\begin{equation*}
\frac{1}{2 \alpha} \tilde{D}_{t t t} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \frac{t^{3}}{r}-\frac{1}{2 \alpha} P_{\mathcal{O}(0)}^{t i t i} \tilde{D}_{t t t} \frac{\left(x_{i}\right)^{2} t^{3}}{r^{3}} \tag{C.62}
\end{equation*}
$$

cancel each other. This is fine as it only depends on a single coefficient $\tilde{D}_{t t t}$. We have

$$
\begin{align*}
& \frac{1}{\alpha}\left[\mathcal{F}-P_{\mathcal{O}(0)}^{t i t j}\left(\tilde{D}_{i t j}-\tilde{D}_{i j t}\right)\right] r t=\frac{1}{\alpha}\left[\mathcal{F}-P_{\mathcal{O}(0)}^{t i t i}\left(\tilde{D}_{x t x}-\tilde{D}_{x x t}+\tilde{D}_{y t y}-\tilde{D}_{y y t}\right)\right] r t  \tag{C.63}\\
&-\frac{1}{2 \alpha}\left(\tilde{D}_{t}^{k k} P_{\mathcal{O}(0)}^{t i t i}+4 \tilde{D}^{k i}{ }_{t} P_{\mathcal{O}(0)}^{t i t k}\right) \frac{\left(x_{k}\right)^{2}\left(x_{i}\right)^{2} t}{r^{3}}=-\frac{1}{2 \alpha}\left\{5 \tilde{D}_{x x t} x^{4}+5 \tilde{D}_{y y t} y^{4}\right.  \tag{C.64}\\
&\left.+\left(\tilde{D}_{x x t}+\tilde{D}_{y y t}\right) x^{2} y^{2}\right\} \frac{t}{r^{3}}
\end{align*}
$$

and

$$
\begin{align*}
& -\frac{1}{\alpha}\left[\mathcal{M}^{k k}+P_{\mathcal{O}(0)}^{t k t j}\left(\tilde{D}_{t j}^{k}-\tilde{D}_{j t}^{k}\right)-\frac{1}{2} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \tilde{D}_{t}^{k k}\right] \frac{\left(x_{k}\right)^{2} t}{r}=-\frac{1}{\alpha}\left(\frac{4}{3} P_{\mathcal{O}(0)}^{t i t i} R_{y x x y}(p)\right) r t \\
& -\frac{1}{\alpha} P_{\mathcal{O}(0)}^{t i t i}\left[\left(\tilde{D}_{x t x}-\tilde{D}_{x x t}\right) \frac{x^{2} t}{r}+\left(\tilde{D}_{y t y}-\tilde{D}_{y y t}\right) \frac{y^{2} t}{r}\right] \tag{C.65}
\end{align*}
$$

Let us now set $\tilde{D}_{k k t}=0$. This choice yields the two expressions

$$
\begin{equation*}
\frac{1}{\alpha}\left[\mathcal{F}-P_{\mathcal{O}(0)}^{t i t j}\left(\tilde{D}_{i t j}-\tilde{D}_{i j t}\right)\right] r t=\frac{1}{\alpha}\left[\mathcal{F}-P_{\mathcal{O}(0)}^{t i t i}\left(\tilde{D}_{x t x}+\tilde{D}_{y t y}\right)\right] r t \tag{C.66}
\end{equation*}
$$

and

$$
\begin{align*}
& -\frac{1}{\alpha}\left[\mathcal{M}^{k k}+P_{\mathcal{O}(0)}^{t k t j}\left(\tilde{D}_{t j}^{k}-\tilde{D}_{j t}^{k}\right)-\frac{1}{2} P_{\mathcal{O}(0)}^{t i t j} \delta_{i j} \tilde{D}_{t}^{k k}\right] \frac{\left(x_{k}\right)^{2} t}{r}  \tag{C.67}\\
& =-\frac{1}{\alpha}\left(\frac{4}{3} P_{\mathcal{O}(0)}^{t i t i} R_{y x x y}(p)\right) r t-\frac{1}{\alpha} P_{\mathcal{O}(0)}^{t i t i}\left[\tilde{D}_{x t x} \frac{x^{2} t}{r}+\tilde{D}_{y t y} \frac{y^{2} t}{r}\right]
\end{align*}
$$

Let us further choose that $\tilde{D}_{x t x}=\tilde{D}_{y t y} \equiv \tilde{D}$. The second expression then becomes

$$
\begin{equation*}
-\frac{1}{\alpha}\left(\frac{4}{3} P_{\mathcal{O}(0)}^{t i t i} R_{y x x y}(p)\right) r t-\frac{1}{\alpha} P_{\mathcal{O}(0)}^{t i t i} \tilde{D} r t . \tag{C.68}
\end{equation*}
$$

Defining $4 / 3 P_{\mathcal{O}(0)}^{t i t i} R_{y x x y}(p) \equiv \mathcal{M}$, we find that the following combination must be made to vanish:

$$
\begin{equation*}
-\frac{1}{\alpha}\left[\mathcal{M}-\mathcal{F}+3 P_{\mathcal{O}(0)}^{t i t i} \tilde{D}\right] r t \tag{C.69}
\end{equation*}
$$

We have the freedom to choose $\tilde{D}$ such that this monomial vanishes.
The reason this specific case is enough to show that there are enough coefficients to remove all of the $\mathcal{O}\left(x^{2}\right)$ monomial contributions to $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d}$ is that every type of possible monomial is present. Any additional contributions which come into play can easily be handled by (i) altering the choice of $\tilde{D}_{\mu \nu a}$, and (ii) having the presence of $\tilde{D}_{\mu \nu \rho a}^{\prime}$ coefficients. The only monomial which might give us pause is that proportional to $t\left(x_{i}\right)^{2} / r$, as the $\tilde{D}_{t t t}$ happened to exactly cancel. It turns out, however, that there are enough $D^{\prime}$ coefficients to deal with these monomials.

In summary, by modifying $\xi_{a}$ and $n_{a}$, we have more than enough coefficients to remove all of the monomial contributions to $n_{a} P^{a b c d} f_{b c d}$ that do not vanish due to integration over the sphere, through the $\mathcal{O}\left(x^{2}\right)$ level. Therefore, while there might be $\mathcal{O}\left(x^{3}\right)$ contributions to the integrand, these terms are sufficiently smaller than those we wish to keep in the equations of motion, allowing us to effectively neglect the undesired contribution $\int_{\Sigma} n_{a} P^{a b c d} f_{b c d}$.

$$
\text { Eliminating } q^{a}
$$

Last, let us discuss how to eliminate another unwanted term,

$$
\begin{equation*}
-\frac{1}{4 G \hbar} \int_{\Sigma} d A d \tau n_{a} q^{a} \tag{С.70}
\end{equation*}
$$

where $q^{a}=\nabla_{b}\left(P^{a d b c}+P^{a c b d}\right) \nabla_{c} \xi_{d}$. This term is only present for non-Lovelock theories of gravity, such as non-Einstein $f(R)$ gravity. Only the symmetric parts of $\nabla_{c} \xi_{d}$ survive the contraction. From (4.10), we see that the symmetric parts have both $\mathcal{O}\left(x^{2}\right)$ and $\mathcal{O}(1)$ parts. Since $n^{a}$ is of order $x$, the $\mathcal{O}\left(x^{2}\right)$ part of $q^{a}$ gives a term in $n_{a} q^{a}$ of order $x^{3}$, and we can therefore neglect it. But the $\mathcal{O}(1) i-j$ contributions cannot be neglected outright:

$$
\begin{equation*}
-\frac{1}{4 G \hbar} \int_{\Sigma} d \Sigma_{a} \nabla_{b}\left(P^{a i b j}\right)\left(\nabla_{i} \xi_{j}+\nabla_{j} \xi_{i}\right) . \tag{C.71}
\end{equation*}
$$

To match our approximations we must therefore eliminate this contribution for nonLovelock theories of gravity. This is indeed possible, as we now show. Because of the form, Eq. (4.10), of $\nabla_{(i} \xi_{j)}$, terms with $i \neq j$ integrate to zero in (C.71). When $i=j$, the integrand is of $\mathcal{O}(x)$ for the combination $n_{t}^{(1)}\left(\nabla_{b} P_{\mathcal{O}(0)}^{t i b i}\right) \nabla_{i} \xi_{i}$. This yields two types of monomials:

$$
\begin{equation*}
\frac{t^{2}}{r}, \quad \frac{t^{2}\left(x_{i}\right)^{2}}{r^{3}} \tag{С.72}
\end{equation*}
$$

However, precisely these monomials already appear in (C.30). They can therefore be absorbed in the $\mathcal{O}(x)$ contributions to $n_{a} P^{a b c d} f_{b c d}$ that have already been shown to be eliminated; the counting argument discussed at length above is not altered. The integrand of (C.71) will be of $\mathcal{O}\left(x^{2}\right)$ in two ways: (i) $n_{a}^{(2)}\left(\nabla_{b} P^{a i b j}\right)^{(0)} \nabla_{(i} \xi_{j)}$, or (ii) $n_{a}^{(1)}\left(\nabla_{b} P^{a i b j}\right)^{(1)} \nabla_{(i} \xi_{j)}$. Together, the only monomials that appear are

$$
\begin{equation*}
\frac{t^{3}}{r}, \quad \frac{t^{3}\left(x_{i}\right)^{2}}{r^{3}}, \quad \frac{t\left(x_{i}\right)^{2}}{r}, \quad \frac{t\left(x_{i}\right)^{2}\left(x_{j}\right)^{2}}{r^{3}} \tag{C.73}
\end{equation*}
$$

matching the monomials already appearing in (C.57). In summary, the terms appearing in (C.71) can be readily eliminated by the coefficients we use to dispose of similar terms in $n_{a} P^{a b c d} f_{b c d}$, without altering the counting.

## Equating Integrands

We have seen that Clausius' theorem, $Q=\Delta S_{\text {rev }} / T$, leads to an equality between integrals of the form

$$
\begin{equation*}
\int_{\Sigma} d A d \tau A_{a b} \xi^{a} n^{b}=\int_{\Sigma} d A d \tau T_{a b} \xi^{a} n^{b} \tag{C.74}
\end{equation*}
$$

For Einstein gravity, $A_{a b}=\frac{1}{8 \pi G} R_{a b}$, while for general theories of gravity, $A_{a b}$ can be read off from the left-hand side of (4.50). In this appendix, we show that the equality of integrals (C.74) implies the equality of their integrands:

$$
\begin{equation*}
A_{a b} \xi^{a} n^{b}=T_{a b} \xi^{a} n^{b} \tag{C.75}
\end{equation*}
$$

Ordinarily, the equality of integrands follows from the equality of integrals if the boundaries of the domain of integration can be suitably varied without affecting the equality of the integrals.

Defining the symmetric matrix $M_{a b} \equiv A_{a b}-T_{a b}$, and with the proper time element on the hyperboloid given by $d \tau=d t \alpha / r$, we can write (C.74) as

$$
\begin{equation*}
0=\int_{0}^{\epsilon} d t \frac{\alpha}{r(t)} \int_{\omega(t)} d A M_{a b} \xi^{a} n^{b} \tag{C.76}
\end{equation*}
$$

We would like to conclude from this that $M_{a b} \xi^{a} n^{b}=0$. Because $\epsilon$ is arbitrary, for this integral to vanish for all values of $\epsilon$, the standard argument from calculus implies that the integrand must itself be zero:

$$
\begin{equation*}
0=\int_{\omega(t)} d A M_{a b} \xi^{a} n^{b} \tag{С.77}
\end{equation*}
$$

for all spheres $\omega(t)$. However, we cannot apply the same argument to this integral because a sphere has no boundary to vary.

Expanding the integrand gives

$$
\begin{equation*}
0=\int d A\left[M_{00} r t+M_{0 i} t x^{i}\left(1+\frac{t}{r}\right)+M_{i i} \frac{t\left(x^{i}\right)^{2}}{r}+M_{i j, i \neq j} \frac{t x^{i} x^{j}}{r}\right] . \tag{C.78}
\end{equation*}
$$

Integration over the sphere causes the terms in the integrand proportional to odd powers of $x^{i}$ to automatically vanish, telling us nothing about $M_{i j, i \neq j}$ and $M_{0 i}$. We see, however, that the other components must obey the condition

$$
\begin{equation*}
M_{00}+\frac{1}{(D-1)} \sum_{i} M_{i i}=0 \tag{С.79}
\end{equation*}
$$

To proceed, note that (C.74) also holds for a different hyperboloid, $\Sigma^{\prime}$, obtained by an active Lorentz transformation of $\Sigma$. This active transformation does not affect the matrix $M$, whose elements are evaluated at $p$, but transforms the vectors $\xi$ and $n$ to $\xi^{\prime}$ and $n^{\prime}$. We then follow this with a passive Lorentz transformation on the coordinates such that the components of the new $\xi^{\prime}$ and $n^{\prime}$ are the same as the original components of the old $\xi$ and $n$. Under a passive Lorentz transformation, $M$ transforms as a matrix, and we have

$$
\begin{align*}
& 0=\int_{\Sigma^{\prime}} d A d t \frac{\alpha}{r} M_{a b}^{\prime} \xi^{a} n^{b} \Rightarrow \\
& 0=\int d A\left[M_{00}^{\prime} r t+M_{0 i}^{\prime} t x^{i}\left(1+\frac{t}{r}\right)+M_{i i}^{\prime} \frac{t\left(x^{i}\right)^{2}}{r}+M_{i j, i \neq j}^{\prime} \frac{t x^{i} x^{j}}{r}\right] \tag{C.80}
\end{align*}
$$

from which we find

$$
\begin{equation*}
M_{00}^{\prime}+\frac{1}{(D-1)} \sum_{i} M_{i i}^{\prime}=0 \tag{C.81}
\end{equation*}
$$

We now show that (C.79) and (C.81) are enough to claim $M_{a b} \propto \eta_{a b}$. Perform a Lorentz transformation in the 0-1 plane. Then applying (C.79) and (C.81) leads to

$$
\begin{equation*}
M_{00}=-M_{11}-\frac{2 \beta \gamma^{2}}{\left(1-\gamma^{2}\right)} M_{01} \tag{C.82}
\end{equation*}
$$

For this to hold for all $\beta$, we conclude that $M_{01}=0$. Moreover, $M_{00}=-M_{11}$. A similar argument holds for Lorentz boosts in other planes, and therefore, $M_{00}=$ $-M_{11}=-M_{22}=\ldots$, and $M_{0 i}=0$. It is also straightforward to show that $M_{i j}=0$ for $i \neq j$ by first performing a rotation on $M_{a b}$, and then a Lorentz boost. In summary, we find that $M_{a b}$ is a diagonal matrix with $M_{00}=-M_{i i}$. Hence $M_{a b} \propto \eta_{a b}$. But since $\eta_{a b} \xi^{a} n^{b}=0$, we find

$$
\begin{equation*}
M_{a b} \xi^{a} n^{b}=0 \tag{C.83}
\end{equation*}
$$

as desired.

## C. 2 Causal Diamonds

In our derivation of the gravitational equations of motion via the thermodynamics of causal diamonds, we made use of the conformal Killing equation

$$
\begin{equation*}
\nabla_{a} \zeta_{b}+\nabla_{b} \zeta_{a}=2 \Omega g_{a b}, \tag{C.84}
\end{equation*}
$$

and the conformal Killing identity

$$
\begin{equation*}
\nabla_{b} \nabla_{c} \zeta_{d}=R_{b c d}^{e} \zeta_{e}+\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{b} \Omega\right) g_{c d}-\left(\nabla_{d} \Omega\right) g_{b c} \tag{C.85}
\end{equation*}
$$

An arbitrary spacetime, however, does not admit a global conformal Killing vector, therefore $\zeta^{a}$ can be understood as an approximate conformal Killing vector. More precisely, $\zeta_{a}$ will fail to be a conformal Killing vector to some order in a Riemann normal coordinate expansion of the arbitrary spacetime (4.8). The order at which
these quantities fail depends on the order of the vector itself. The conformal Killing vector $\zeta^{a}$ we used

$$
\begin{align*}
\zeta^{a} & =\left(\frac{\ell^{2}-r^{2}-t^{2}}{\ell^{2}}\right) \partial_{t}^{a}-\frac{2 r t}{\ell^{2}} \partial_{r}^{a}  \tag{C.86}\\
& =\left(\frac{\ell^{2}-r^{2}-t^{2}}{\ell^{2}}\right) \partial_{t}^{a}-\frac{2 x^{i} t}{\ell^{2}} \partial_{i}^{a}
\end{align*}
$$

with $\Omega=-2 t / \ell^{2}$, was specific to $D$-dimensional Minkowski space, and is of order $\zeta^{a}=\mathcal{O}(0)+\mathcal{O}\left(x^{2}\right)$, where the $\mathcal{O}(0)$ contribution is a constant. From this one finds that in an arbitrary spacetime $\zeta_{a}$ will fail the conformal Killing equation to order $\mathcal{O}(x)+\mathcal{O}\left(x^{3}\right)$ and the Killing identity to order $\mathcal{O}(0)+\mathcal{O}\left(x^{2}\right)$. Note that the term we keep in deriving the equations of motion, namely the integrand of ${ }^{1}$

$$
\begin{equation*}
\int_{\Sigma} d \Sigma_{a}\left(P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}\right) \tag{C.87}
\end{equation*}
$$

is, $\mathcal{O}(0)+\mathcal{O}\left(x^{2}\right)$. However, since $d \Sigma_{a}=N_{a} d A d \tau$, with $N_{a} \propto x_{i} / r$, the $\mathcal{O}(0)$ contributions vanish due to the fact we are integrating over a spherical subregion for which $\int_{\partial B} x_{i} d A=0$. Therefore, we need only concern ourselves with the $\mathcal{O}\left(x^{2}\right)$ contributions coming from the failure of the conformal Killing identity.

We realize, in fact, that the only contribution of the conformal Killing identity we made use of was the term proportional to the Riemann tensor, $R_{e b c d} \zeta^{e}$ - we neglected all other contributions. This means that we effectively treated $\zeta^{a}$ as an approximate Killing vector rather than an approximate conformal Killing vector. We therefore find ourselves in a similar situation as the authors of [Parikh and Svesko (2018)]: We must remove the higher order contributions coming from the failure of Killing's identity. Specifically, in the integrand (C.87), the term $P^{a b c d} \nabla_{b} \nabla_{c} \zeta_{d}$ should be replaced with

$$
\begin{equation*}
P^{a b c d} \nabla_{b} \nabla_{c} \zeta_{d}=P^{a b c d} R_{e b c d} \zeta^{e}+P^{a b c d} f_{b c d} \tag{C.88}
\end{equation*}
$$

with

$$
\begin{equation*}
f_{b c d}=\nabla_{b} \nabla_{c} \zeta_{d}-R_{e b c d} \zeta^{e}-\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{d} \Omega\right) g_{b c}, \tag{C.89}
\end{equation*}
$$

from which we see that $f_{b d c}=-f_{b c d}$. Here $f_{b c d}$ quantifies the failure of Killing's identity. Our task is therefore to find a way to eliminate

$$
\begin{equation*}
\int_{\Sigma} d \Sigma_{a} P^{a b c d} f_{b c d} \tag{C.90}
\end{equation*}
$$

at least to the order at which we keep the desired contribution $\int_{\Sigma} d \Sigma_{a} P^{a b c d} R_{e b c d} \zeta^{e}$. Specifically the integrand we wish to keep

$$
\begin{equation*}
N_{a} P^{a b c d} R_{b c d e} \zeta^{e} \tag{C.91}
\end{equation*}
$$

goes like $\mathcal{O}(0)+\mathcal{O}\left(x^{2}\right)$. The $\mathcal{O}(0)$ contribution, as mentioned above, vanishes due to the fact we are integrating over a spherical subregion. Therefore, the order of

[^52]the integrand we are interested in keeping is $\mathcal{O}\left(x^{2}\right)$, and we must remove the $\mathcal{O}\left(x^{2}\right)$ contributions of the undesired term.

To study this problem we introduce the notation

$$
\begin{equation*}
f_{b c d}=f_{b c d}^{(0)}+f_{b c d}^{(1)}+f_{b c d}^{(2)}+\ldots \tag{C.92}
\end{equation*}
$$

where $f_{b c d}^{(0)}$ denotes the $\mathcal{O}(0)$ contribution to $f_{b c d}$, $f_{b c d}^{(1)}$ the $\mathcal{O}(x)$ contribution, and so forth. We will use this notation to decompose each object appearing in the integrand (C.90), i.e., $N_{a}=N_{a}^{(0)}$, and $P^{a b c d}=P_{(0)}^{a b c d}+P_{(1)}^{a b c d}+\ldots$

In order to remove contribution (C.90) to the desired order, we will follow the method developed in [Parikh and Svesko (2018)], by modifying $\zeta_{a}$ and $N_{a}$, by adding undetermined higher order contributions to $\zeta_{a}$. The algorithm for removing the terms can be described as follows: The integrand of (C.90) is a collection of monomials. Because we are integrating over a spherical subregion, many of these monomial contributions will vanish, e.g., when the integrand goes like $t x_{i} / r$. Some terms will remain, however, and the only way to remove these contributions is to add in higher order modifications to $\zeta^{a}$, e.g.,

$$
\begin{equation*}
\zeta_{a}=\left(\frac{\ell^{2}-r^{2}-t^{2}}{\ell^{2}}\right) \partial_{t}^{a}-\frac{2 x^{i} t}{\ell^{2}} \partial_{i}^{a}+\frac{1}{3!} D_{a \mu \nu \rho} x^{\mu} x^{\nu} x^{\rho}+\ldots \tag{С.93}
\end{equation*}
$$

where here the greek indices $\mu, \nu$ run over the whole spacetime index. We can likewise modify $N_{a}$. These modifications to $\zeta_{a}$ will include additional contributions to $f_{b c d}$ of the same monomial structure as before. We then choose the undetermined coefficients $D_{a \mu \nu \rho}$, etc. so as to cancel these terms. In essence we add counterterms to $\zeta_{a}$ to remove (C.90) to the desired order. One problem which may arise is whether there are enough undetermined coefficients to cancel all of the monomials which may appear.

Putting all of this together, the lowest order contribution in the integrand of the offending term (C.90) is

$$
\begin{equation*}
\int_{\Sigma} d A d \tau n_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(0)} \tag{С.94}
\end{equation*}
$$

As already discussed, this term vanishes via parity arguments. The next order term in the integrand is $\mathcal{O}(x)$,

$$
\begin{equation*}
\int_{\Sigma} d A d \tau\left\{N_{a}^{(1)} P_{(0)}^{a b c d} f_{b c d}^{(0)}+N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(0)}+N_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(1)}\right\} \tag{C.95}
\end{equation*}
$$

and the $\mathcal{O}\left(x^{2}\right)$ term we must remove is

$$
\begin{align*}
& \int_{\Sigma} d A d \tau\left\{N_{a}^{(0)} P_{(2)}^{a b c d} f_{b c d}^{(0)}+N_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(2)}+N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(1)}+N_{a}^{(1)} P_{(0)}^{a b c d} f_{b c d}^{(1)}\right.  \tag{С.96}\\
& \left.+N_{a}^{(1)} P_{(1)}^{a b c d} f_{b c d}^{(0)}+N_{a}^{(2)} P_{(0)}^{a b c d} f_{b c d}^{(0)}+\sqrt{h} N_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(0)}\right\}
\end{align*}
$$

As we will see, we can in fact drop the terms proportional to $N_{a}^{(1)}$.

To summarize the algorithm, in order to say we have achieved in deriving the nonlinear equations of motion for higher derivative gravity, we must show how to eliminate the above two contributions (C.95) and (C.96). We do this by modifying the $\zeta$ to include higher order contributions, and count the number of undetermined coefficients to see if we have enough terms to eliminate (C.95) and (C.96). At first glance it seems as though this is indeed possible simply by a naive counting of the number of monomials which appear in the integrand, compared to a naive counting of the number of undetermined coefficients that are available.

## Removing $\mathcal{O}(x)$ Contributions

First we write $f_{b c d}$ in a more useful form

$$
\begin{align*}
f_{b c d} & =\nabla_{b} \nabla_{c} \zeta_{d}-R_{e b c d} \zeta^{e}-\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{d} \Omega\right) g_{b c} \\
& =\partial_{b} \partial_{c} \zeta_{d}+\left(2 \Gamma_{b(c}^{f} \Gamma_{d) f}^{e}-\partial_{b} \Gamma_{c d}^{e}\right) \zeta_{e}-\left(\Gamma_{b c}^{e} \partial_{e} \zeta_{d}+2 \Gamma_{d(c}^{e} \partial_{b)} \zeta_{e}\right)-R_{b c d}^{e} \zeta_{e}  \tag{C.97}\\
& -\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{d} \Omega\right) g_{b c} .
\end{align*}
$$

We can drop the whole second term because it is symmetric in indices $c d$ and is being contracted with $P^{a b c d}$. What remains is:

$$
\begin{equation*}
f_{b c d}=\partial_{b} \partial_{c} \zeta_{d}-\left(\Gamma_{b c}^{e} \partial_{e} \zeta_{d}+2 \Gamma_{d(c}^{e} \partial_{b)} \zeta_{e}\right)-R_{b c d}^{e} \zeta_{e}-\left(\nabla_{c} \Omega\right) g_{b d}+\left(\nabla_{d} \Omega\right) g_{b c} . \tag{С.98}
\end{equation*}
$$

We think about modifying $\zeta_{a}$ in the following way:

$$
\begin{align*}
\zeta_{a} & =\zeta_{a}^{(0)}+\zeta_{a}^{(2)}+\zeta_{a}^{(3)}+\zeta_{a}^{(4)}+\ldots \\
& =-\frac{1}{\ell^{2}}\left(\ell^{2}-r^{2}-t^{2}\right) \partial_{a}^{t}-\frac{2 t x_{i}}{\ell^{2}} \partial_{a}^{i}+\zeta_{a}^{(3)}+\zeta_{a}^{(4)}+\ldots \tag{С.99}
\end{align*}
$$

where the $\zeta_{a}^{(0)}$ contribution is constant. A similar expansion holds for $N^{a}$.
Let's now classify $f_{b c d}^{(0)}$. Clearly we get a contribution from $\partial_{b} \partial_{c} \zeta_{d}$, and from the $\nabla \Omega$ terms. Specifically,

$$
\begin{align*}
f_{b c d}^{(0)} & =\partial_{b} \partial_{c} \zeta_{d}^{(2)}-\left(\nabla_{c} \Omega\right) \eta_{b d}+\left(\nabla_{d} \Omega\right) \eta_{b c} \\
& =\partial_{b} \partial_{c} \zeta_{d}^{(2)}-\frac{2}{\ell^{2}}\left(\delta_{d}^{t} \eta_{b c}-\delta_{c}^{t} \eta_{b d}\right) \tag{C.100}
\end{align*}
$$

Let's look at the $\mathcal{O}(x)$ contribution of which would be present in (C.95) even without modifying $\zeta_{a}$ or $N_{a}$. This is:

$$
\begin{align*}
N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(0)} & =N_{i}^{(0)} P_{(1)}^{i b c d} f_{b c d}^{(0)}=N_{i}^{(0)} P_{(1)}^{i t c d} f_{t c d}^{(0)}+N_{i}^{(0)} P_{(1)}^{i j c d} f_{j c d}^{(0)} \\
& =N_{i}^{(0)} P_{(1)}^{i t j d} f_{t j d}^{(0)}+N_{i}^{(0)} P_{(1)}^{i t t d} f_{t t d}^{(0)}+N_{i}^{(0)} P_{(1)}^{i j t d} f_{j t d}^{(0)}+N_{i}^{(0)} P_{(1)}^{i j k d} f_{j k d}^{(0)} \\
& =N_{i}^{(0)} P_{(1) t}^{i t j t} f_{t j t}^{(0)}+N_{i}^{(0)} P_{(1)}^{i t j k} f_{t j k}^{(0)}+N_{i}^{(0)} P_{(1)}^{i t t j} f_{t t j}^{(0)}+N_{i}^{(0)} P_{(1)}^{i j t k} f_{j t k}^{(0)} \\
& +N_{i}^{(0)} P_{(1)}^{i j k t} f_{j k t}^{(0)}+N_{i}^{(0)} P_{(1)}^{i j k \ell} f_{j k \ell}^{(0)} . \tag{C.101}
\end{align*}
$$

Thus our task is to compute

$$
\begin{equation*}
f_{t j t}^{(0)}, \quad f_{t j k}^{(0)}, \quad f_{t t j}^{(0)}, \quad f_{j t k}^{(0)}, \quad f_{j k t}^{(0)}, \quad f_{j k \ell}^{(0)} . \tag{C.102}
\end{equation*}
$$

It is straightforward to work out that the only non-zero term is

$$
\begin{align*}
f_{t j k}^{(0)} & =\partial_{t} \partial_{j} \zeta_{k}-\left.\frac{2}{\ell^{2}}\left(\delta_{d}^{t} \eta_{b c}-\delta_{c}^{t} \eta_{b d}\right)\right|_{b=t, c=j, d=k} \\
& =-\frac{2}{\ell^{2}} \delta_{j k}+0=-\frac{2}{\ell^{2}} \delta_{j k}, \tag{C.103}
\end{align*}
$$

Therefore, the only non-zero contribution will be:

$$
\begin{equation*}
N_{i}^{(0)} P_{(1)}^{i t j k} f_{t j k}^{(0)} \tag{C.104}
\end{equation*}
$$

But this term vanishes because $f_{t j k}^{(0)}$ is symmetric in $j k$ indices, while $P_{(1)}^{i t j k}$ is antisymmetric. Thus, the entire contribution:

$$
\begin{equation*}
N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(0)}=0 \tag{C.105}
\end{equation*}
$$

In fact, whenever we have something of the form $N_{(0)}^{(a)} P^{a b c d} f_{b c d}^{(0)}$, we see that it vanishes, as we never specified the form of $P^{a b c d}$ above. We will therefore be able to drop some terms appearing in the $\mathcal{O}\left(x^{2}\right)$ contribution (C.96) as well.

There is another term in (C.95) which appears due to $\zeta_{a}$ being an approximate (conformal) Killing vector, namely, the one proportional to $f_{b c d}^{(1)}$. Without modifying $\zeta_{a}$, the only contribution to this comes from

$$
\begin{equation*}
\left(\nabla_{d} \Omega\right) g_{b c}-\left(\nabla_{c} \Omega\right) g_{b d}-R_{b c d}^{e} \zeta_{e}^{(0)} \tag{C.106}
\end{equation*}
$$

To leading order, we have $\nabla \Omega g \sim(\nabla \Omega)(p)_{\mu} x^{\mu} \eta$, where $\eta$ is the Minkowski metric. Calling $\left(\nabla_{d} \Omega\right)_{\mu}(p) \equiv \Omega_{d \mu}(p)$, and noting that $\zeta^{(0) e}=\delta^{t e}$, we find that, without modifying $\zeta_{a}$, we have:

$$
\begin{equation*}
f_{b c d}^{(1)}=\left(\Omega_{d \mu} x^{\mu} \eta_{b c}-\Omega_{c \mu} \eta_{b d} x^{\mu}\right)-\left(R_{t b c d}\right)_{\mu} x^{\mu} \tag{C.107}
\end{equation*}
$$

where it is understood that $\left(R_{t b c d}\right)_{\mu}$ is evaluted at the point $p$. Now we work to see which of

$$
\begin{align*}
N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(0)} & =N_{i}^{(0)} P_{(0)}^{i t j t} f_{t j t}^{(1)}+N_{i}^{(0)} P_{(0)}^{i t j k} f_{t j k}^{(1)}+N_{i}^{(0)} P_{(0)}^{i t t j} f_{t t j}^{(1)}+N_{i}^{(0)} P_{(0)}^{i j t k} f_{j t k}^{(1)}  \tag{C.108}\\
& +N_{i}^{(0)} P_{(0)}^{i j k t} f_{j k t}^{(1)}+N_{i}^{(0)} P_{(0)}^{i j k \ell} f_{j k \ell}^{(1)}
\end{align*}
$$

must be cancelled. Let's work out each of the $f_{b c d}^{(1)}$. The only non-zero contributions we have include:

$$
\begin{gather*}
f_{t j t}^{(1)}=\Omega_{j \mu} x^{\mu}=-f_{t t j}^{(1)},  \tag{C.109}\\
f_{j k t}^{(1)}=\Omega_{t \mu} x^{\mu} \eta_{j k}-\left(R_{t j k t}\right)_{\mu} x^{\mu}=-f_{j t k}^{(1)} \tag{C.110}
\end{gather*}
$$

$$
\begin{equation*}
f_{j k \ell}^{(1)}=\left(\Omega_{\ell \mu} \eta_{j k}-\Omega_{k \mu} \eta_{j \ell}\right) x^{\mu}-\left(R_{t j k \ell}\right)_{\mu} x^{\mu} \tag{C.111}
\end{equation*}
$$

Then, using the symmetries of $P^{a b c d}$ and $f_{b c d}^{(1)}$, we have:

$$
\begin{align*}
N_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(1)} & =N_{i}^{(0)} P_{(0)}^{i t j t}\left(2 \Omega_{j \mu} x^{\mu}\right)+N_{i}^{(0)} P_{(0)}^{i j k t}\left(2 \Omega_{t \mu} x^{\mu} \eta_{j k}-2\left(R_{t j k t}\right)_{\mu} x^{\mu}\right)  \tag{C.112}\\
& +N_{i}^{(0)} P_{(0)}^{i j k \ell}\left[\left(\Omega_{\ell \mu} \eta_{j k}-\Omega_{k \mu} \eta_{j \ell}\right) x^{\mu}-\left(R_{t j k \ell}\right)_{\mu} x^{\mu}\right] .
\end{align*}
$$

Using spherical symmetry, and that $N_{i}^{(0)}=x_{i} / r$, we see that the only non-vanishing contributions to this will be when $\mu=m$ - a spatial index, i.e.,

$$
\begin{align*}
& \int_{\Sigma} d A d \tau\left\{2 P_{(0)}^{i t j t}\left(\Omega_{j m}\right)+2 P_{(0)}^{i j k t}\left(\Omega_{t m} \eta_{j k}-\left(R_{t j k t}\right)_{m}\right)+P_{(0)}^{i j k \ell}\left(\Omega_{\ell m} \eta_{j k}-\Omega_{k m} \eta_{j \ell}\right.\right. \\
& \left.\left.-\left(R_{t j k \ell}\right)_{m}\right)\right\} N_{i}^{(0)} x^{m} \\
& \equiv \int_{\Sigma} d A d \tau \mathcal{M}^{i}{ }_{m} N_{i}^{(0)} x^{m} \tag{C.113}
\end{align*}
$$

where

$$
\begin{align*}
\mathcal{M}_{m}^{i} & \equiv\left\{2 P_{(0)}^{i t j t}\left(\Omega_{j m}\right)+2 P_{(0)}^{i j k t}\left(\Omega_{t m} \eta_{j k}\right.\right. \\
& \left.\left.-\left(R_{t j k t}\right)_{m}\right)+P_{(0)}^{i j k \ell}\left(\Omega_{\ell m} \eta_{j k}-\Omega_{k m} \eta_{j \ell}-\left(R_{t j k \ell}\right)_{m}\right)\right\} \tag{C.114}
\end{align*}
$$

More precisely, the only non-vanishing contribution occurs when $i=m$, i.e.,

$$
\begin{equation*}
\int_{\Sigma} d A d \tau \sum_{i} \mathcal{M}_{i i} \frac{\left(x^{i}\right)^{2}}{r} \tag{C.115}
\end{equation*}
$$

We see then that the only type of polynomial we see appearing includes $\left(x_{i}\right)^{2} / r-$ or ( $D-1$ ) such terms for a $D$-dimensional spacetime.

This shows us that we must modify $\zeta_{a}$ such that we can eliminate such contributions. Consider, then, the modification

$$
\begin{equation*}
\zeta_{d}^{(3)}=\frac{1}{3!} C_{\mu \nu \rho d} x^{\mu} x^{\nu} x^{\rho} \tag{C.116}
\end{equation*}
$$

where $C_{\mu \nu \rho d}$ is a collection of $D^{4}$ completely undetermined coefficients. It is easy to see that this will provide a contribution to $f_{b c d}^{(1)}$ only through

$$
\begin{equation*}
\partial_{b} \partial_{c} \zeta_{d}^{(3)}=C_{\mu b c d} x^{\mu} \tag{C.117}
\end{equation*}
$$

Putting this into the integrand (C.113) we have

$$
\begin{equation*}
\int_{\Sigma} d A d \tau\left(\mathcal{M}_{m}^{i}+P_{(0)}^{i b c d} C_{m b c d}\right) N_{i}^{(0)} x^{m} \tag{C.118}
\end{equation*}
$$

Or, using spherical symmetry,

$$
\begin{equation*}
\int_{\Sigma} d A d \tau \sum_{i}\left(\mathcal{M}_{i i}+P_{i,(0)}^{b c d} C_{i b c d}\right) \frac{\left(x^{i}\right)^{2}}{r} \tag{C.119}
\end{equation*}
$$

We see then that there are more than enough $C$ coefficients to eliminate the undesired terms.

The only other contribution in (C.95) is one which arises form the $N_{a}^{(1)}$ modification. Clearly, this term is unnecessary, and therefore we simply do not modify $N$ at this level. This then takes care of the (C.95) term - by modifying $\zeta_{a}$ at $\mathcal{O}\left(x^{3}\right)$ as shown above, we can remove the undesired (C.95). Let's move on to the $\mathcal{O}\left(x^{2}\right)$ contribution, (C.96).

## Removing $\mathcal{O}\left(x^{2}\right)$ Contributions

We first point out some simplifications we can make to (C.96). Using that $N_{a}^{(0)} P^{a b c d} f_{b c d}^{(0)}$ all cancel, we can neglect all such terms. Likewise, we can drop any term proportional to $N_{a}^{(1)}$. Thus, we have

$$
\begin{equation*}
\int_{\Sigma} d A d \tau\left\{n_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(2)}+n_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(1)}+n_{a}^{(2)} P_{(0)}^{a b c d} f_{b c d}^{(0)}\right\} \tag{C.120}
\end{equation*}
$$

A priori we have no reason to drop the $N_{a}^{(2)}$ modification, however, as we will see, we may drop it simply because we have enough coefficients to eliminate all undesired terms, leaving us with two terms. Note that $N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(1)}$ will include contributions both from the failure of $\zeta$ being a Killing vector, and from us modifying $\zeta_{a}$. This means we bring in a large number of $C$ coefficients, potentially all $D^{4}$ of them. However, ( $D-1$ ) of these coefficients we potentially used, while many others cannot be used due to the fact we are integrating over a co-dimension- 2 sphere. Thus, while there are a handful of remaining $C$ coefficients which can be used to eliminate the $\mathcal{O}\left(x^{2}\right)$ integrand, we cannot rely on or assume we have each coefficient; we must look to modifying $\zeta_{a}$ by adding a term of the form

$$
\begin{equation*}
\zeta_{a}^{(4)}=\frac{1}{4!} D_{\mu \nu \rho \sigma a} x^{\mu} x^{\nu} x^{\sigma} x^{\rho} \tag{C.121}
\end{equation*}
$$

which we see has $D^{5}$ undetermined coefficients. Therefore, by a naive counting argument we find that we will have more than enough $D$ and remaining $C$ coefficients to eliminate all undesired contributions at the $\mathcal{O}\left(x^{2}\right)$ level.

Begin with

$$
\begin{align*}
& N_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(2)}=N_{i}^{(0)} P_{(0)}^{i t j t}\left(f_{t j t}^{(2)}-f_{t t j}^{(2)}\right) \\
& +N_{i}^{(0)} P_{(0)}^{i t j k} f_{t j k}^{(2)}+N_{i}^{(0)} P_{(0)}^{i j t k}\left(f_{j t k}^{(2)}-f_{j k t}^{(2)}\right)+N_{i}^{(0)} P_{(0)}^{i j k \ell} f_{j k \ell}^{(2)}, \tag{C.122}
\end{align*}
$$

where

$$
\begin{align*}
f_{b c d}^{(2)} & =\partial_{b} \partial_{c} \zeta_{d}^{(4)}-\left(\Gamma_{b c}^{e} \partial_{e} \zeta_{d}^{(2)}+2 \Gamma_{d(c}^{e} \partial_{b)} \zeta_{e}^{(2)}\right)-R_{b c d}^{e}(p) \zeta_{e}^{(2)}-\left(\nabla_{c} \Omega\right) h_{b d}+\left(\nabla_{d} \Omega\right) h_{b c} \\
& -\frac{1}{2}\left(\nabla_{c} \Omega\right)_{\mu \nu} x^{\mu} x^{\nu} \eta_{b d}+\frac{1}{2}\left(\nabla_{d} \Omega\right)_{\mu \nu} x^{\mu} x^{\nu} \eta_{b c} \tag{C.123}
\end{align*}
$$

with

$$
\begin{equation*}
h_{b d}=-\frac{1}{3} R_{b \mu d \nu}(p) x^{\mu} x^{\nu} \tag{C.124}
\end{equation*}
$$

Following a similar strategy to remove $\mathcal{O}(x)$ contributions and using [Parikh and Svesko (2018)] as a guide, several lines of algebra later show that

$$
\begin{align*}
& N_{a}^{(0)} P_{(0)}^{a b c d} f_{b c d}^{(2)}=N_{i}^{(0)} P_{(0)}^{i t j t}\left[\left(\frac{1}{2}\left(D_{\mu \nu t j t}-D_{\mu \nu t t j}\right)+\frac{4}{3 \ell^{2}} R_{t \mu j \nu}(p)+\Omega_{j \mu \nu}\right) x^{\mu} x^{\nu}\right. \\
& \left.+\frac{4}{\ell^{2}} R_{k t j t}(p) t x^{k}\right] \\
& +N_{i}^{(0)} P_{(0)}^{i t j k}\left[\frac{1}{2} D_{\mu \nu t j k} x^{\mu} x^{\nu}+\frac{2}{\ell^{2}} R_{\ell t j k}(p) t x^{\ell}\right] \\
& +N_{i}^{(0)} P_{(0)}^{i j t k}\left[\left(\frac{1}{2}\left(D_{\mu \nu j t k}-D_{\mu \nu j k t}\right)-\frac{4}{3 \ell^{2}} R_{j \mu k \nu}(p)-\Omega_{t \mu \nu} \delta_{j k}\right) x^{\mu} x^{\nu}+\frac{4}{\ell^{2}} R_{\ell j t k}(p) t x^{\ell}\right] \\
& +N_{i}^{(0)} P_{(0)}^{i j k \ell}\left[\left(\frac{1}{2} D_{\mu \nu j k \ell}+\frac{1}{2}\left(\Omega_{\ell \mu \nu} \delta_{j k}-\Omega_{k \mu \nu} \delta_{j \ell}\right)\right) x^{\mu} x^{\nu}+\frac{2}{\ell^{2}} R_{m j k \ell}(p) t x^{m}\right] . \tag{C.125}
\end{align*}
$$

and

$$
\begin{align*}
& N_{a}^{(0)} P_{(1)}^{a b c d} f_{b c d}^{(1)} \\
& =\left\{\left(P_{(1)}^{i b c d}\right)_{\nu} C_{\mu b c d}+\left(P_{(1)}^{i t j t}\right)_{\nu}\left(2 \Omega_{j \mu}\right)+\left(P_{(1)}^{i j k t}\right)_{\nu}\left(2 \Omega_{t \mu} \delta_{j k}-2\left(R_{t j k t}\right)_{\mu}\right),\right.  \tag{C.126}\\
& \left.+\left(P_{(1)}^{i j k \ell}\right)_{\nu}\left[\left(\Omega_{\ell \mu} \eta_{j k}-\Omega_{k \mu} \eta_{j \ell}\right)-\left(R_{t j k \ell}\right)_{\mu}\right]\right\} N_{i}^{(0)} x^{\mu} x^{\nu} .
\end{align*}
$$

where we have written $P_{(1)}^{a b c d}(x)=\left(P_{(1)}^{a b c d}\right)_{\nu} x^{\nu}$. Since $N_{i}^{(0)} \propto x_{i}$, this fixes what $\mu, \nu$ have to be. Either $\mu=0, \nu=j=i$ or $\mu=j=i, \nu=0$. All other contributions vanish due to integration.

We would now add together (C.125) and (C.126) in the integrand (C.120). We see that we have enough $D$ coefficients to cancel these terms, without introducing $N_{a}^{(2)}$. This can be explicitly checked in the case of $f(R)$ gravity in $2+1$ dimensions - the most restrictive example. Since we have more than enough coefficients to account for the above monomial contributions, we need not modify $N_{a}$ at all, and may therefore have eliminated (C.120). This completes the derivation of the equations of motion.

## APPENDIX D

CAUSAL DIAMONDS AND ENTANGLEMENT EQUILIBRIUM

## D. 1 First Law of Causal Diamond Mechanics

Here we present a slightly different derivation of the first law of causal diamond mechanics (FLCD) for higher derivative theories of gravity than given in [Bueno et al. (2016)]. Let us take the minus sign of (4.99), when $\Sigma$ is the co-dimension-1 spacelike ball $B$. In this picture, the $\Delta$ is not referring to a comparison of $S_{\text {Wald }}$ at two different time slices, i.e., not a physical process - all we have done is make use of Stokes' theorem. To make this point clear we drop the $\Delta$.

Following the similar steps used for stretched lightcone thermodynamics, we have

$$
\begin{align*}
S_{\mathrm{Wald}} & =-\frac{1}{4 G \kappa} \int_{B} d B_{a}\left\{P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}+2 P^{a b c d}\left(\nabla_{c} \Omega\right) g_{b d}\right.  \tag{D.1}\\
& \left.-2 \Omega g_{c d} \nabla_{b} P^{a d b c}\right\}
\end{align*}
$$

where we have chosen to write the volume element of $B$ as $d B_{a}=U_{a} d V$. On $B(t=0)$, $\Omega=0$, leading to:

$$
\begin{equation*}
S_{\mathrm{Wald}}=-\frac{1}{4 G \kappa} \int_{B} d B_{a}\left\{P^{a b c d} R_{e b c d} \zeta^{e}-2 \zeta_{d} \nabla_{b} \nabla_{c} P^{a b c d}+2 P^{a b c d}\left(\nabla_{c} \Omega\right) g_{b d}\right\} \tag{D.2}
\end{equation*}
$$

The final term is

$$
\begin{equation*}
\frac{2 K}{4 G(D-2)} \int_{B} d V P^{a b c d} U_{a} U_{d} h_{b c} \equiv \frac{K}{2 G} \bar{W}, \tag{D.3}
\end{equation*}
$$

where we used $\left.\left(\nabla_{c} \Omega\right)\right|_{B}=\kappa K U_{c} /(D-2)$, and introduced the induced metric $h_{b c}$ on $B$. This contribution $W$ is proportional to a part of the generalized volume introduced in [Bueno et al. (2016)]:

$$
\begin{equation*}
W=\frac{1}{(D-2) P_{0}} \int_{B} d V\left(P^{a b c d} U_{a} U_{d} h_{b c}-P_{0}\right) . \tag{D.4}
\end{equation*}
$$

Here $P_{0}$ is a theory dependent constant defined by the $P^{a b c d}$ tensor in a maximally symmetric solution to the field equations via $P_{M S S}^{a b c d}=P_{0}\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)$. It can be verified that in the case of Einstein gravity (D.4) is the spatial volume $V$ of the diamond. Our expression $\bar{W}$ does not include the $P_{0}$ term ${ }^{1}$.

We observe that, like $W, \bar{W}$ is also proportional to the physical volume in the case of Einstein gravity. Specifically, in Einstein gravity, $P^{a b c d}=1 / 2\left(g^{a c} g^{b d}-g^{a d} g^{b c}\right)$, we find

$$
\begin{equation*}
\bar{W}_{G R}=\frac{(D-1)}{(D-2)} V \tag{D.5}
\end{equation*}
$$

This expression is reminiscent of the Smarr formula for a maximally symmetric ball with a vanishing cosmological constant: $(D-2) A=(D-1) K V$ [Jacobson and Visser

[^53](2018)]. This suggests that $\bar{W}$ is really related to the entropy; indeed, in the body of this report we will find such an interpretation when we study the thermodynamics of causal diamonds.

Moving on, to linear order in the Riemann normal coordinate expansion, a perturbation about flat space leads to [Bueno et al. (2016)]

$$
\begin{equation*}
\delta\left(S_{W a l d}-\frac{K}{2 G} \bar{W}\right)=-\frac{U_{a} U_{d}}{4 G \kappa} \int_{B} d V\left(P_{G R}^{a b c d} \delta R_{b c e}^{d}-2 \partial_{b} \partial_{c} \delta P_{\text {higher }}^{a b c d}\right)\left(1-\frac{r^{2}}{\ell^{2}}\right), \tag{D.6}
\end{equation*}
$$

where we have separated $P^{a b c d}=P_{G R}^{a b c d}+P_{\text {higher }}^{a b c d}$. Introducing the conformal Killing energy $H_{\zeta}^{m}$,

$$
\begin{equation*}
H_{\zeta}^{m}=\int_{B} d V T_{a b} U^{a} \zeta^{b}, \tag{D.7}
\end{equation*}
$$

we find

$$
\begin{equation*}
\delta H_{\zeta}^{m}=\int_{B} d V \delta T_{a b} U^{a} U^{b}\left(1-\frac{r^{2}}{\ell^{2}}\right) \tag{D.8}
\end{equation*}
$$

Notice then that for all timelike unit vectors one finds that

$$
\begin{equation*}
\frac{\kappa}{2 \pi} \delta\left(S_{\mathrm{Wald}}-\frac{K}{2 G} \bar{W}\right)=-\delta H_{\zeta}^{m} \tag{D.9}
\end{equation*}
$$

is equivalent to the tensor equation [Jacobson (2016)]:

$$
\begin{equation*}
\delta R^{a d}-2 \partial_{b} \partial_{c}\left(\delta P_{\text {higher }}^{a b c d}\right)+(\delta X) \eta^{a d}=8 \pi G \delta T^{a d} \tag{D.10}
\end{equation*}
$$

where we have introduced the spacetime scalar $X$, an assumption to be explained momentarily. Demanding local conservation of energy leads to

$$
\begin{equation*}
\delta\left(R^{a d}-\frac{1}{2} \eta^{a d} R+\Lambda \eta^{a d}\right)-2 \partial_{b} \partial_{c}\left(\delta P_{\text {higher }}^{a b c d}\right)=8 \pi G \delta T^{a d}, \tag{D.11}
\end{equation*}
$$

which we recognize as the linearized gravitational equations of motion around flat space.

More explicitly, suppose that we are only considering higher curvature theories of gravity. Then, following the arguments of [Bueno et al. (2016)]:

$$
\begin{align*}
& \frac{\kappa}{2 \pi} \delta\left(S_{\text {Wald }}-\frac{K}{2 G} \bar{W}\right)_{\text {higher }}=-\frac{1}{8 \pi G} \eta_{b c} U_{a} U_{d}\left(-2 \partial_{b} \partial_{c} \delta P_{\text {higher }}^{a b c d}(0)\right)\left(\frac{2 \Omega_{D-2} \ell^{D-1}}{\left(D^{2}-1\right)}\right) \\
& +\mathcal{O}\left(\ell^{D+1}\right) \tag{D.12}
\end{align*}
$$

Meanwhile,

$$
\begin{equation*}
\delta H_{\zeta}^{m}=\delta T^{a d} U_{a} U_{d}\left(\frac{2 \Omega_{D-2} \ell^{D-1}}{\left(D^{2}-1\right)}\right)+\mathcal{O}\left(\ell^{D+1}\right) \tag{D.13}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
& \frac{\kappa}{2 \pi} \delta\left(S_{\text {Wald }}-\frac{K}{2 G} \bar{W}\right)_{\text {higher }}=-\delta H_{\zeta}^{m}  \tag{D.14}\\
& \Rightarrow-2 \partial_{b} \partial_{c} \delta P_{\text {higher }}^{a b c d}(0)=8 \pi G \delta T^{\text {ad }}
\end{align*}
$$

which exactly matches what is found in appendix C of [Bueno et al. (2016)]. The Einstein contribution can be dealt with following the method described in [Jacobson (2016)], and as briefly described above.

The condition (D.9) can be understood as the Iyer-Wald identity for a theory of gravity for the geometric set-up of a causal diamond:

$$
\begin{equation*}
\frac{\kappa}{2 \pi} \delta\left(S_{\mathrm{Wald}}-\frac{K}{2 G} \bar{W}\right)+\delta H_{m}^{\zeta}=\int_{B} \delta C_{\zeta} \tag{D.15}
\end{equation*}
$$

where $\delta C_{\zeta}$ is the linearized constraint that the gravitational field equations hold.
Following [Bueno et al. (2016)] one finds that the first law of causal diamond mechanics can be understood as the Iyer-Wald identity [Iyer and Wald (1994)] in the case of a conformal Killing horizon as opposed to the dynamical horizon of a black hole. In this picture the generalized volume can be interpreted as the variation of the gravitational Hamiltonian. The first two terms on the LHS of (D.15), moreover, can be combined into a single object, namely, the variation of the Wald entropy keeping $\bar{W}$ held constant, i.e.,

$$
\begin{equation*}
\frac{\kappa}{2 \pi} \delta\left(S_{\text {Wald }}-\frac{K}{2 G} \bar{W}\right)=\left.\frac{\kappa}{2 \pi} \delta S_{\text {Wald }}\right|_{\bar{W}} \tag{D.16}
\end{equation*}
$$

leading to

$$
\begin{equation*}
\left.\frac{\kappa}{2 \pi} \delta S_{\mathrm{Wald}}\right|_{\bar{W}}+\delta H_{m}^{\zeta}=\int_{B} \delta C_{\zeta} \tag{D.17}
\end{equation*}
$$

As identified in [Bueno et al. (2016)], the Wald formalism contains (JKM) ambiguities in how the Noether current and Noether charge are defined. In particular we may add an exact form $d Y$ that is linear in the field variations and their derivatives to the Noether current, and $Y$ to the Noether charge. This would modify both the entropy $S_{\text {Wald }}$ and $\bar{W}$. However, as verified in [Bueno et al. (2016)], the combined modification cancel, and one may write

$$
\begin{equation*}
\left.\frac{\kappa}{2 \pi} \delta S_{\mathrm{Wald}}\right|_{\bar{W}}=\left.\frac{\kappa}{2 \pi} \delta\left(S_{\mathrm{Wald}}+S_{J K M}\right)\right|_{\bar{W}^{\prime}}, \tag{D.18}
\end{equation*}
$$

where $\bar{W}^{\prime}=\bar{W}+\bar{W}_{J K M}$. This shows that the resolution of the JKM ambiguity yields the same on-shell first law, provided the Wald entropy and generalized volume are modified by an exact form $d Y$.

## D. 2 Entanglement Equilibrium

Let us now show how the first law of causal diamond mechanics - an off-shell geometric identity - is related to a condition on entanglement. In an effective field theory the entanglement entropy can be computed using the replica trick [Calabrese and Cardy (2009)], where one defines the entropy as

$$
\begin{equation*}
S_{E E}=\left.\left(n \partial_{n}-1\right) I_{\mathrm{eff}}(n)\right|_{n=1}, \tag{D.19}
\end{equation*}
$$

where the effective action $I_{\text {eff }}(n)$ is evaluated on an orbifold with a conical singularity at the entangling surface with excess angle $2 \pi(n-1)$. If a covariant regulator is used to define the theory, the resulting expression for the entanglement entropy is a local integral of diffeomorphism invariant contributions. When the entangling surface is the bifurcation surface of a stationary horizon, the entanglement entropy is simply the Wald entropy. In the case of nonstationary entangling surfaces, the computation can be accomplished used squashed cone techniques [Fursaev et al. (2013)], leading to extrinsic curvature modifications of the Wald entropy [Dong (2014)] - the so-called Jacobson-Myers entropy [Jacobson et al. (1994)]. As discussed in [Bueno et al. (2016)], the extrinsic curvature modifications of the Wald entropy may be identified with the JKM ambiguities mentioned above. Thus, the entanglement entropy is given by the Wald entropy modified by specific JKM terms, i.e., the Jacobson-Myers entropy.

This realization allows us to relate the entanglement entropy to our off-shell geometric identity (D.18). The below discussion closely follows [Jacobson (2016); Bueno et al. (2016)]. As briefly described in the introduction, we are performing a simultaneous geometric and quantum state variation of the entanglement entropy in a causal diamond. Therefore, the variation of the entanglement entropy $\delta S_{E E}$ includes a UV, state-independent contribution and an IR state-dependent contribution

$$
\begin{equation*}
\delta S_{E E}=\delta S_{U V}+\delta S_{I R} \tag{D.20}
\end{equation*}
$$

The IR contribution describes states of a QFT in a background spacetime, while the UV contribution represents short distance physics, including quantum gravitational degrees of freedom. We should point out here that we are positing that the Hilbert space of states on $B$ can be factorized into IR and UV contributions, $\mathcal{H}_{B}=\mathcal{H}_{U V} \otimes$ $\mathcal{H}_{I R}$, i.e., entanglement separability - there is minimal entanglement among degrees of freedom at widely separated energy scales.

Upon a UV completion, the entanglement entropy in a spatial region is finite in any state, with leading term proportional to the area of the boundary of the region, and higher order contributions described by the Wald entropy. Therefore, when the geometry is varied, the entanglement entropy in the diamond (which is equivalent to entanglement in $B$ ) from the UV degrees of freedom near the boundary $\partial B$ will change by

$$
\begin{equation*}
\delta S_{U V}=\delta S_{\text {Wald }}^{(\epsilon)} \tag{D.21}
\end{equation*}
$$

The scale of UV completion $\epsilon$ - which we take to be below the Planck scale - is such that $\mathcal{H}_{I R}$ and $\mathcal{H}_{U V}$ contain degrees of freedom with energies above and below $\epsilon$. We take the size $\ell$ of the causal diamond to be such that $L_{\text {Planck }}<\ell<1 / \epsilon$. The separation between UV and IR degrees of freedom allow us to define the IR vacuum state of the ball $B$

$$
\begin{equation*}
\rho_{I R}=\operatorname{tr}_{U V} \rho, \tag{D.22}
\end{equation*}
$$

where $\rho$ is the total quantum state of the diamond. Formally we may write $\rho_{I R}$ as a thermal state

$$
\begin{equation*}
\rho_{I R}=\frac{1}{Z} e^{-H_{\bmod }} \tag{D.23}
\end{equation*}
$$

where $H_{\text {mod }}$ is the modular Hamiltonian and $Z$ is the partition function. In Minkowski space, the causal diamond may be conformally transformed to the (planar) Rindler wedge. The Bisognano-Wichmann theorem then allows us to interpret $\rho_{I R}$ as a true thermal state with respect to the Hamiltonian generating time-translation; in the case of a conformal field theory the modular Hamiltonian will take a specific form in terms of the matter Hamiltonian $H_{\zeta}^{m}$ (D.7) [Casini et al. (2011)]

$$
\begin{equation*}
H_{\mathrm{mod}}=\frac{2 \pi}{\kappa} H_{\zeta}^{m} \tag{D.24}
\end{equation*}
$$

i.e., the Hamiltonian generating flow along the CKV $\zeta$.

The entanglement entropy due to IR degrees of freedom $S_{\mathrm{IR}}=-\operatorname{tr} \rho_{I R} \log \rho_{I R}$ will satisfy the first law of entanglement entropy [Blanco et al. (2013); Wong et al. (2013)]

$$
\begin{equation*}
\delta S_{I R}=\delta\left\langle H_{\mathrm{mod}}\right\rangle . \tag{D.25}
\end{equation*}
$$

We shall make the further conjecture, and assume that the variation of the modular Hamiltonian will carry an additional term $\delta X$ that is a spacetime scalar such that

$$
\begin{equation*}
\delta\left\langle H_{\mathrm{mod}}\right\rangle=\frac{2 \pi}{\kappa} \delta \int_{B} d B_{a}\left(T^{a b} \zeta_{b}+X g^{a b} \zeta_{b}\right) \tag{D.26}
\end{equation*}
$$

Such a conjecture was made in [Jacobson (2016)]. There one assumes, to leading order that $\delta\left\langle H_{\text {mod }}\right\rangle \propto\left(\delta\left\langle T_{00}\right\rangle+\delta X\right)$, which has been shown to be a correct assumption [Casini et al. (2016); Carroll and Remmen (2016b)], though $\delta X$ may depend on $\ell$.

Adding this to our total variation of $\delta S_{E E}$, we have a modified first law of EE

$$
\begin{equation*}
\delta S_{E E}=\delta\left(S_{\mathrm{Wald}}+S_{J K M}\right)+\delta\left\langle H_{\mathrm{mod}}\right\rangle \tag{D.27}
\end{equation*}
$$

We may now postulate the equilibrium condition: A small diamond is in equilibrium if the quantum fields are in a vacuum state and the curvature is that of a MSS, e.g., Minkowski space. Moreover, motivated by the first law of causal diamond mechanics, we require that $B$ has the same $\bar{W}^{\prime}$ as in vacuum. With this, we substitute (D.27) into (D.18), using (D.24), leading to

$$
\begin{equation*}
\left.\frac{\kappa}{2 \pi} \delta S_{E E}\right|_{\bar{W}^{\prime}}=\int_{B} \delta C_{\zeta}, \tag{D.28}
\end{equation*}
$$

which is valid for minimally coupled, conformally invariant matter fields.
When the variation of $\delta S_{E E}$ vanishes, we recover (D.11). We therefore arrive to an equivalence between the following statements: (i) the entanglement entropy $S_{E E}$ is maximal in vacuum for all (small) balls in all frames, and (ii) the linearized higher derivative equations hold everywhere. That is, the entanglement equilibrium condition is equivalent to the linearized higher derivative equations of motion to be satisfied, and vice versa. The verification of this equivalence can be found in the appendix of [Bueno et al. (2016)], which we will not repeat here but was described earlier.

## APPENDIX E

IYER-WALD FORMALISM FOR STRETCHED LIGHTCONES

Here, after reviewing the basic set-up of the Iyer-Wald formalism [Iyer and Wald (1994)], we consider the Iyer-Wald identity for the geometry of future stretched lightcones. We will closely follow the arguments presented in [Bueno et al. (2016)] due to the geometric similarity between the stretched lightcone and causal diamond.

## E. 1 Iyer-Wald Formalism

Let $L[\phi]$ be the local spacetime $D$-form Lagrangian of a general diffeomorphism invariant theory, where $\phi$ represents a collection of dynamical fields, e.g., the metric and matter fields. Varying the Lagrangian yields

$$
\begin{equation*}
\delta L=E \cdot \delta \phi+d \theta[\delta \phi] \tag{E.1}
\end{equation*}
$$

where $E$ denotes the equations of moton for all of the dynamical fields, and $\theta$ is the symplectic potential $(D-1)$-form. The antisymmetric variation of $\theta$ leads to the symplectic current, a ( $D-1$ )-form,

$$
\begin{equation*}
\omega\left[\delta_{1} \phi, \delta_{2} \phi\right]=\delta_{1} \theta\left[\delta_{2} \phi\right]-\delta_{2} \theta\left[\delta_{1} \phi\right] \tag{E.2}
\end{equation*}
$$

whose integral over a Cauchy surface $B$ gives the symplectic form for the phase description of the theory. Given an arbitrary vector field $\xi^{a}$, evaluating the symplectic form on the Lie derivative $\mathcal{L}_{\xi} \phi$ yields the variation of the Hamiltonian $H_{\xi}$ which generates the flow $\xi^{a}$ :

$$
\begin{equation*}
\delta H_{\xi}=\int_{B} \omega\left[\delta \phi, \mathcal{L}_{\xi} \phi\right] . \tag{E.3}
\end{equation*}
$$

Now take $B$ to be a ball-shaped region, and let $\xi^{a}$ be a future-pointed, timelike vector that vanishes on the boundary $\partial B$. When the background geometry satisfies the field equations $E=0$, and $\xi$ vanishes on $\partial B$, we arrive to Wald's variational identity

$$
\begin{equation*}
\int_{B} \omega\left[\delta \phi, \mathcal{L}_{\xi} \phi\right]=\int_{B} \delta J_{\xi}, \tag{E.4}
\end{equation*}
$$

where we have introduced the Noether current $J_{\xi}$

$$
\begin{equation*}
J_{\xi}=\theta\left[\mathcal{L}_{\xi} \phi\right]-i_{\xi} L \tag{E.5}
\end{equation*}
$$

with $i_{\xi}$ representing the contraction of the vector $\xi^{a}$ on the first index of the differential form. Recall that the Noether current $J_{\xi}$ can always be written as [Iyer and Wald (1995)]

$$
\begin{equation*}
J_{\xi}=d Q_{\xi}+C_{\xi} \tag{E.6}
\end{equation*}
$$

where $Q_{\xi}$ is the Noether charge $(D-2)$-form and $C_{\xi}$ are the constraint field equations associated with diffeomorphism gauge symmetry. When we assume that the matter equations are imposed, one finds

$$
\begin{equation*}
C_{\xi}=-2 \xi^{a} E_{a}^{b} \epsilon_{b} \tag{E.7}
\end{equation*}
$$

where $E^{a b}$ is the variation of the Lagrangian density with respect to the metric, and $\epsilon_{a}$ is the volume form on $B$. Combining (E.3), (E.4), and (E.6) leads to the Iyer-Wald identity:

$$
\begin{equation*}
-\int_{\partial B} \delta Q_{\xi}+\delta H_{\xi}=\int_{B} \delta C_{\xi} \tag{E.8}
\end{equation*}
$$

When the linearized constraints hold, $\delta C_{\xi}=0$, the variation of the Hamiltonian is a boundary integral of $\delta Q_{\xi}$. We will show that this off-shell identity leads to the first law of stretched lightcones. Observe that, unlike the case with black hole thermodynamics, $\delta H_{\xi}$ here is non-vanishing; this is because $\xi^{a}$ is not a true Killing vector.

Let us proceed and evaluate the Iyer-Wald identity (E.8) for an arbitrary theory of gravity for the geometric set-up for the stretched lightcone described above. Here we will make the simplifying assumption that the matter fields are minimally coupled, such that the Lagrangian splits into metric and matter contributions

$$
\begin{equation*}
L=L^{g}+L^{m} \tag{E.9}
\end{equation*}
$$

with $L^{g}$ being an arbitrary diffeomorphism-invariant function of the metric, Riemann tensor, and the covariant derivatives of the Riemann tensor ${ }^{1}$. This separation allows us to also decompose the symplectic potential and the Hamiltonian as $\theta=\theta^{g}+\theta^{m}$, and $\delta H_{\xi}=\delta H_{\xi}^{g}+\delta H_{\xi}^{m}$. Therefore, the Iyer-Wald identity (E.8) becomes

$$
\begin{equation*}
-\int_{\partial B} \delta Q_{\xi}+\delta H_{\xi}^{g}+\delta H_{\xi}^{m}=\int_{B} \delta C_{\xi} \tag{E.10}
\end{equation*}
$$

We can relate the integrated Noether charge to the Wald entropy via [?]:

$$
\begin{equation*}
-\int_{\partial B} Q_{\xi}=4 G S_{\mathrm{Wald}} \tag{E.11}
\end{equation*}
$$

where $G$ is Newton's gravitational constant, and the Wald entropy functional $S_{\text {Wald }}$ is

$$
\begin{equation*}
S_{\mathrm{Wald}}=-\frac{1}{4 G} \int_{\partial B} d S_{a b}\left(P^{a b c d} \nabla_{c} \xi_{d}-2 \xi_{d} \nabla_{c} P^{a b c d}\right) \tag{E.12}
\end{equation*}
$$

with $d S_{a b}=\frac{1}{2}\left(n_{a} u_{b}-n_{b} u_{a}\right) d A^{2}$. Following, [Iyer and Wald (1994)], this relationship also holds for first order perturbations

$$
\begin{equation*}
\int_{\partial B} \delta Q_{\xi}=-4 G \delta S_{\mathrm{Wald}} \tag{E.14}
\end{equation*}
$$

[^54]Our next task is to evaluate the variation of the gravitational Hamiltonian $\delta H_{\xi}^{g}$. As we detail below, this leads us to the derivation of the generalized area of stretched lightcones, analogous to the generalized volume of causal diamonds constructed in [Bueno et al. (2016)].

## E. 2 Generalized Area of Stretched Lightcones

Here we closely follow the arguments presented in [Bueno et al. (2016)] to work out the variation of the gravitational Hamiltonian for an arbitrary theory of gravity in the geometric set-up of the stretched lightcone. In the calculation that follows we will consider the case of looking at perturbations about a maximally symmetric background (MSS), specifically Minkowski space. Along the way we will mention how some of these assumptions might be relaxed.

For a Lagrangian that depends on the Riemann tensor and its covariant derivatives, the symplectic potential $\theta^{g}$ is given by

$$
\begin{equation*}
\theta^{g}=2 P^{b c d} \nabla_{d} \delta g_{b c}+S^{a b} \delta g_{a b}+\sum_{i=1}^{m-1} T_{i}^{a b c d a_{1} \ldots a_{i}} \delta \nabla_{\left(a_{1} \ldots\right.} \ldots \nabla_{\left.a_{i}\right)} R_{a b c d} \tag{E.15}
\end{equation*}
$$

where we use the notation of [Bueno et al. (2016)] such that $P^{b c d}=\epsilon_{a} P^{a b c d}$, and $S^{a b}$ and $T_{i}^{a b c d \ldots}$ are locally constructed from the metric, its curvature, and covariant derivatives of the curvature. Due to the antisymmetry of $P^{b c d}$ in $c$ and $d$, the symplectic current (E.2) takes the form

$$
\begin{align*}
\omega^{g} & =2 \delta_{1} E^{b c d} \nabla_{d} \delta_{2} g_{b c}-2 E^{b c d} \delta_{1} \Gamma_{d b}^{e} \delta_{2} g_{e c}+\delta_{1} S^{a b} \delta_{2} g_{a b} \\
& +\sum_{i=1}^{m-1} \delta_{1} T_{i}^{a b c d a_{1} \ldots a_{i}} \delta_{2} \nabla_{\left(a_{1} \ldots\right.} \ldots \nabla_{\left.a_{i}\right)} R_{a b c d}-(1 \leftrightarrow 2) \tag{E.16}
\end{align*}
$$

Let's now employ the geometric set-up discussed above. We use the fact that we are perturbing around a maximally symmetric background. This allows us to write

$$
\begin{equation*}
R_{a b c d}=\frac{R}{D(D-1)}\left(g_{a c} g_{b d}-g_{a d} g_{b c}\right) \tag{E.17}
\end{equation*}
$$

with a constant Ricci scalar $R$, such that

$$
\begin{equation*}
\nabla_{e} R_{a b c d}=0,\left.\quad \mathcal{L}_{\xi} R_{a b c d}\right|_{t=0}=0 \tag{E.18}
\end{equation*}
$$

Moreover, since the tensors $P^{a b c d}, S^{a b}$ and $T_{i}^{a b c d \ldots}$ are all constructed from the metric and curvature, they will also have vanishing Lie derivatives along $\xi^{a}$, when evaluated on $B$.

If we replace $\delta_{2} g_{a b}$ in (E.16) with $\mathcal{L}_{\xi} g_{a b}$, and make use of (4.86)

$$
\begin{equation*}
\left.\nabla_{d}\left(\mathcal{L}_{\xi} g_{a b}\right)\right|_{t=0}=\frac{2}{N_{\xi}} u_{d} \tilde{g}_{a b} \tag{E.19}
\end{equation*}
$$

with

$$
\begin{equation*}
\tilde{g}_{a b}=\delta_{a}^{i} \delta_{b}^{j}\left(\delta_{i j}-\frac{x_{i} x_{j}}{r^{2}}\right), \tag{E.20}
\end{equation*}
$$

then,

$$
\begin{align*}
& \left.\omega^{g}\left[\delta g, \mathcal{L}_{\xi} g\right]\right|_{B}=\frac{2}{N_{\xi}}\left\{2 \tilde{g}_{b c} u_{d} \delta P^{b c d}+P^{b c d}\left\{u_{b} \tilde{\delta}_{d}^{e} \delta g_{c e}\right.\right. \\
& \left.\left.+u_{d} \tilde{\delta}^{e} \delta g_{c e}-u^{e} \tilde{g}_{d b} \delta g_{c e}\right\}\right\} \tag{E.21}
\end{align*}
$$

Following similar computations performed in [Bueno et al. (2016)] we find to leading order in the RNC

$$
\begin{equation*}
\left.\omega\left[\delta g, \mathcal{L}_{g}\right]\right|_{B}=-\delta\left[\frac{4}{N} \eta P^{a b c d} U_{a} u_{d} \tilde{g}_{b c}\right] \tag{E.22}
\end{equation*}
$$

Showing this takes quite a few lines of algebra, however, when all is said and done, we can take (33) of [Bueno et al. (2016)] and simply replace $g_{b c}$ with $\tilde{g}_{b c}$.

Thus, we are varying the object

$$
\begin{equation*}
\int_{B} d B_{a} \frac{\alpha}{r^{2}} P^{a b c d} u_{d} \tilde{g}_{b c} \tag{E.23}
\end{equation*}
$$

However, after converting back to the conventions used in the body of this paper, we find that

$$
\begin{equation*}
\delta H_{\xi}^{g}=-\frac{1}{2 \pi \alpha} \delta \tilde{S} \tag{E.24}
\end{equation*}
$$

i.e., the entropy due to the natural expansion of the hyperboloid $\bar{S}$ (5.16).

In summary, we have arrived to the off-shell variational identity

$$
\begin{equation*}
\frac{1}{2 \pi \alpha} \delta\left(S_{\mathrm{Wald}}-\bar{S}\right)+\delta H_{\xi}^{m}=\int_{B} \delta C_{\xi} \tag{E.25}
\end{equation*}
$$

Imposing the linearized constrant $\delta C_{\xi}=0$, this simply becomes the first law of stretched future lightcones for higher derivative gravity.

## APPENDIX F

$D \rightarrow 2$ LIMIT OF THE EXTENDED BULK FIRST LAW

The extended bulk first law of entanglement entropy across a ball in Minkowski space was found to be (B.68)

$$
\begin{equation*}
\delta E_{\xi}=\frac{\delta A_{\Sigma}}{4 G}-V \frac{\delta \Lambda}{8 \pi G} \tag{F.1}
\end{equation*}
$$

with

$$
\begin{equation*}
V=-\int_{\Sigma} d a_{a} \omega^{a b} n_{b}=V=\frac{2 \pi L^{2}}{D-1} A_{\Sigma} \tag{F.2}
\end{equation*}
$$

and

$$
\begin{equation*}
A_{\Sigma}=L^{D-2} \Omega_{D-3} \int_{y_{c}}^{1} d y \frac{\left(1-y^{2}\right)^{\frac{D-4}{2}}}{y^{D-2}} \tag{F.3}
\end{equation*}
$$

We may rewrite the extended first law as

$$
\begin{equation*}
\delta E_{\xi}=\delta S_{\Sigma}-(D-2) S_{\Sigma} \frac{\delta L}{L} \tag{F.4}
\end{equation*}
$$

Here we study the $D \rightarrow 2$ limit of the extended bulk first law (F.1). Naively, from (F.1) it appears as though there cannot be an extended first law in $1+1$ dimensions, as the term proportional to $\delta L$ vanishes, leaving us with $\delta E_{\xi}=\delta S_{E}$. However, just as was the case for the extended first law of black holes shown in [Frassino et al. (2015)], the extended bulk first law of entanglement has a non-trivial limit in 1+1-dimensions.

Thus, applying the philosophy of [Frassino et al. (2015)], we perform a (perhaps ad hoc) rescaling of Newton's constant $G_{D} \rightarrow\left(1-\frac{D}{2}\right) G_{2}$, with $G_{2}$ being the twodimensional Newton's constant, we find that ${ }^{1}$,

$$
\begin{equation*}
-V \frac{\delta \Lambda}{8 \pi G_{D}} \rightarrow+V \frac{\delta \Lambda_{2}}{4 \pi G_{2}} \tag{F.5}
\end{equation*}
$$

where $\Lambda_{2}=+\frac{1}{L^{2}}$. So, the $1+1$ dimensional limit of (F.1) is, thus far,

$$
\begin{equation*}
\delta E_{\xi}=\left.\frac{\delta A_{\Sigma}}{4 G_{D}}\right|_{D \rightarrow 2}+V \frac{\delta \Lambda_{2}}{8 \pi G_{2}} \tag{F.6}
\end{equation*}
$$

We have not yet evaluated the term proportional to $\delta A_{\Sigma}$, however, we immediately see in $1+1$-dimensions there is a term proportional to the variation of $L$.

Let us now evaluate the term $\delta A_{\Sigma}$ in the $D \rightarrow 2$ limit. Defining $\epsilon \equiv D-2$, we have that (F.3) is

$$
\begin{align*}
A_{\Sigma}^{(\epsilon)} & =\frac{2(L \sqrt{\pi})^{\epsilon}}{\Gamma\left(\frac{\epsilon}{2}\right)} \int_{y_{c}}^{1}\left(1-y^{2}\right)^{\frac{\epsilon-2}{2}} y^{\epsilon} \\
& =\left.\frac{2(L \sqrt{\pi})^{\epsilon}}{\Gamma\left(\frac{\epsilon}{2}\right)}\left[\frac{y^{1-\epsilon}}{(1-\epsilon)}{ }_{2} F_{1}\left(\frac{1-\epsilon}{2}, 1-\frac{\epsilon}{2}, \frac{3-\epsilon}{2}, y^{2}\right)\right]\right|_{y_{c}} ^{1}  \tag{F.7}\\
& =\frac{2(L \sqrt{\pi})^{\epsilon}}{\Gamma\left(\frac{\epsilon}{2}\right)}\left\{\frac{\Gamma\left(\frac{3-\epsilon}{2}\right) \Gamma\left(\frac{\epsilon}{2}\right)}{\sqrt{\pi}(1-\epsilon)}-\frac{y_{c}^{1-\epsilon}}{(1-\epsilon)}{ }_{2} F_{1}\left(\frac{1-\epsilon}{2}, 1-\frac{\epsilon}{2}, \frac{3-\epsilon}{2}, y_{c}^{2}\right)\right\} .
\end{align*}
$$

[^55]It is straightforward to verify that $A_{\Sigma}^{(0)}=1$ for any cutoff $y_{c}$. Performing a power series expansion in $\epsilon$ to linear order, we have:

$$
\begin{align*}
A_{\Sigma}^{(\epsilon)} & \approx 1+\epsilon\left(1-\frac{\operatorname{arctanh}\left(y_{c}\right)}{\sqrt{\pi}}+\log (L \sqrt{\pi})-\frac{1}{2} \psi^{(0)}\left(\frac{3}{2}\right)\right)  \tag{F.8}\\
& =1+\epsilon\left[1-\frac{\operatorname{arctanh}\left(y_{c}\right)}{\sqrt{\pi}}+\log \left(2 L \sqrt{\pi} e^{\frac{\gamma}{2}-1}\right)\right]
\end{align*}
$$

where we used ${ }^{2} \psi^{(0)}(3 / 2)=-\gamma-2 \log 2+2$. Notice that we may safely take the limit $y_{c} \rightarrow 0$, and so, to leading order, we have the $D \rightarrow 2$ limit of (F.3)

$$
\begin{equation*}
A_{\Sigma} \rightarrow A_{\Sigma}^{p}+(D-2)\left[1+\log \left(2 L \sqrt{\pi} e^{\frac{\gamma}{2}-1}\right)\right] \tag{F.9}
\end{equation*}
$$

Here we have defined $A_{\Sigma}^{p} \equiv 1$ as the area of a point, following the notation of [Frassino et al. (2015)]. Defining the area of the minimal bulk 'surface' $\tilde{A}_{\Sigma}^{(2)} \equiv$ $2\left[1+\log \left(2 L \sqrt{\pi} e^{\frac{\gamma}{2}-1}\right)\right] \equiv-A_{\Sigma}^{(2)}$, we find (F.6) becomes

$$
\begin{equation*}
\delta E_{\xi}=\frac{\delta A_{\Sigma}^{(2)}}{4 G_{2}}+\frac{V \delta \Lambda_{2}}{8 \pi G_{2}} . \tag{F.10}
\end{equation*}
$$

From (F.2), we have $V=2 \pi L^{2} A_{\Sigma}^{p}$, and defining the entanglement entropy of a 'point', $S_{E}^{p} \equiv \frac{A_{\Sigma}^{p}}{4 G_{2}}=\frac{1}{4 G_{2}}$, we reexpress (F.10) as

$$
\begin{equation*}
\delta E_{\xi}=\delta S_{E}^{(2)}-2 S_{E}^{p} \frac{\delta L}{L} \tag{F.11}
\end{equation*}
$$

Substituting $S_{E}^{p}=1 / 4 G_{2}$ and our definition for $S_{E}^{(2)}$, we find that the variation of the ADM charge is entirely proportional to the variation of the AdS length $L$ : $\delta E_{\xi}=-\frac{1}{G_{2} L} \delta L$. We see that at fixed ADM energy $\delta E_{\xi}=0$, we are necessarily at fixed AdS length $L$.

[^56]
[^0]:    ${ }^{1}$ The RT conjecture has a covariant generalization, in which the static minimal surface $\gamma_{A}$ is replaced by an extremal surface $\Sigma_{A}$, [Hubeny et al. (2007)].

[^1]:    ${ }^{2}$ His derivation relied on the well-known result by Brown and Henneaux [Brown and Henneaux (1986)], that any consistent theory of quantum gravity on $\mathrm{AdS}_{3}$ is equivalent to a $\mathrm{CFT}_{2}$, by showing that the generators defining the asymptotic symmetry group of $\mathrm{AdS}_{3}$ satisfies an algebra equal to two copies of a Virasoro algebra with central charges $c_{R}=c_{L}=3 L / 2 G$.
    ${ }^{3}$ Otherwise known as black hole chemistry. For a recent review of EBHT, see [Kubiznak et al. (2017)].

[^2]:    ${ }^{4}$ The variations of the central charge also has an interpretation in the EBHT picture: a flow along the isotherms in a $p-V$ plane. Such flows represent the cycles of black hole "heat engines" [Johnson (2014a)], and are thought to be equivalent to RG flows of the dual CFT [Johnson and Rosso (2019)].

[^3]:    ${ }^{1}$ Sakharov's mechanism of induced gravity isn't the only way to 'induce' gravity from quantum excitations on a background. In string theory, for example, the low-energy effective action includes the Einstein-Hilbert action (along with a dilaton and Kalb-Ramond field), and can be understood as arising from the quantum excitations of strings living on an arbitrary curved background. Curvature squared contributions appear upon including $\alpha^{\prime}$ corrections to the string effective action. While these stringy arguments lead to an induced gravity, we find Sakharov's technique heuristically compelling and therefore only review this approach and its off-shoots here.

[^4]:    ${ }^{2} \mathrm{He}$ also seems to ignore the 1-loop corrected couplings $\Lambda, \alpha_{1}$ and $\alpha_{2}$.

[^5]:    ${ }^{3}$ Why heat and not some other energy flux? This goes back to a standard interpretation of heat from ordinary (matter) thermodynamics: heat measures the flow of energy into macroscopic unobservable degrees of freedom. Since the Rindler observers have access only to the exterior of the local horizon, the energy flux is being carried into unobservable degrees of freedom, and therefore attains the interpretation of heat $Q$.

[^6]:    ${ }^{4}$ There are many known examples of entropic forces in bio- and polymer physics.

[^7]:    ${ }^{5}$ That is to say, the holographic screens storing information act like stretched horizons of a black hole, where on one side space is defined, and on the other space has not yet emerged.

[^8]:    ${ }^{6}$ There is another way of generalizing the first law of entanglement. Motivated by extended black hole thermodynamics, where one introduces a dynamical cosmological constant, the first law may be extended so as to include not only perturbations to the CFT state, but also the CFT itself by including variations of the central charge [Kastor et al. (2014)].

[^9]:    ${ }^{7}$ Bit threads are divergenceless vector fields with Planck thickness, where the entanglement entropy of a boundary region is given by maximum number of bit threads that emanate from it, rather than the minimal surface whose boundary is homologous to the boundary region.

[^10]:    ${ }^{1}$ Recently it has been shown that precisely this condition can be derived from string theory [Parikh and van der Schaar (2015)], which of course is a theory of both matter and gravity. For a closed bosonic string propagating in an arbitrary graviton-dilaton background, the Virasoro constraints of the effective action lead precisely to (3.2) in Einstein frame, including even the contractions with null vectors. This is a very satisfying derivation of the null energy condition for a number of reasons: It is another example of the beautiful interplay between the worldsheet and spacetime, the Virasoro constraints are none other than Einstein's equations in two dimensions, and there is a physical principle - worldsheet diffeomorphism invariance - that is associated with the null energy condition.

[^11]:    1 "Small" here means $\alpha$ is much smaller than the smallest curvature scale at the point $p$, i.e., the metric is taken to be roughly flat to a coordinate distance $\alpha$ from the origin.

[^12]:    ${ }^{2}$ For a more thorough review of causal diamond thermodynamics in maximally symmetric spaces, see [Jacobson and Visser (2018)].

[^13]:    ${ }^{3}$ We focus on the past of the causal diamond for reasons which we will discuss later.

[^14]:    ${ }^{4}$ We can consider the following analogy to help describe this process and our use of the terms 'irreversible' and reversible': Imagine we have a box a gas sitting on a burner. When the box opens the gas will leave the box simply due to a free expansion, which has an associated irreversible entropy increase. The heating of the box will also lead to a reversible entropy increase. The natural increase of our diamond - to the past of $t=0$ - is analogous to the free expansion of the gas and we therefore identify this process as having an associated irreversible entropy increase.

[^15]:    ${ }^{5}$ As written, $\bar{S}$ is a bit misleading. It would appear that $\bar{S}$ goes like the volume rather than the area. However, this is in fact not the case. Indeed, in the case of general relativity, using $K=(D-2) / \ell$, and that on the $t=0$ slice $\partial B, r=\ell$, it is straightforward to show that $\bar{S}=A / 4 G$, where $A$ is the area of the spherical subregion $\partial B$.
    ${ }^{6}$ In the context of general relativity, we note that the this expression is nothing more than the Smarr formula for a maximally symmetric ball in flat space - the "thermodynamic volume" is notably absent [Jacobson and Visser (2018)]. This is because we are considering perturbations about Minkowski spacetime. Even if we considered perturbations about a more general MSS, the thermodynamic volume would be subdominant.

[^16]:    ${ }^{7}$ A necessary ingredient to accurately describe the physics of the thermodynamic response measure by accelerating observers outside a star is the existence of a quantum vacuum state. With some

[^17]:    ${ }^{1}$ To see how Shannon entropy gives rise to statistical entropy, recall that the Shannon entropy $S$ of a probability distribution $X$ with a discrete set of probabilities $p\left(x_{i}\right)$ is given by

    $$
    S(X)=-\sum_{i=1}^{n} p\left(x_{i}\right) \log p\left(x_{i}\right) .
    $$

    Assuming that each $p\left(x_{i}\right)$ is equiprobable $p=1 / W$, we find $S=\log W$, which we recognize as the Boltzmann (microcanonical ensemble) entropy for $k_{B}=1$, where $W$ is the number of microstates which corresponds to a macroscopic thermodynamic state. In similar fashion we may derive the

[^18]:    ${ }^{2}$ While we are considering an eternal static black hole for simplicity, it is expected that the conclusions here should hold for a black hole which forms from collapse [Jacobson (1994)]. In this case, the quantum field is presumed to be in the Unruh vacuum state.

[^19]:    ${ }^{3}$ Specifically, for an induced model of gravity consisting of non-minimally coupled Dirac fermions of mass $m_{d}$ and scalar fields with masses $m_{s}$, the induced gravitational constant becomes [Frolov et al. (1997b); Frolov and Fursaev (1997b)]: $G^{-1}=\frac{1}{12 \pi}\left(\sum_{s}\left(1-6 \xi_{s}\right) m_{s}^{2} \log m_{s}^{2}+2 \sum_{d} m_{d}^{2} \log m_{d}^{2}\right)$

[^20]:    ${ }^{4}$ Particularly, spherical spatial subregions in geometries that are a perturbation of a maximally symmetric background. Each such subregion defines a causal diamond, which admits a conformal Killing vector $\zeta^{a}$ whose flow preserves the diamond

[^21]:    ${ }^{5}$ Here we have chosen to set $\hbar=1$.
    ${ }^{6}$ In fact, we could also interpret this quantity as being proportional to the generalized volume. Using $K_{\partial \Sigma}=(D-2) / \alpha$, and that we are integrating a ball of radius $\alpha$, we find that this term may be expressed as $K / 2 G \bar{W}$.

[^22]:    ${ }^{7}$ Reviewed in further detail in Appendix D.

[^23]:    ${ }^{8}$ This is precisely the construction of spherical Rindler space. If we were to embed spherical Rindler space into AdS, i.e., spherical Rindler-AdS space, the radial causal diamond was found to be holographically dual to a finite time strip in a boundary field theory [Balasubramanian et al. (2014)].

[^24]:    ${ }^{1}$ Even the hybrid first law of gravity derived in [Parikh et al. (2018)].

[^25]:    ${ }^{2}$ Assuming for the moment that no other dynamical quantities, like charge and angular momentum, are in play.

[^26]:    ${ }^{3}$ A similar modification to the reverse isoperimetric inequality was made in ref. [Feng et al. (2017)] for black hole solutions of Horndeski theories of gravity.

[^27]:    ${ }^{4}$ In fact, sometimes even in ordinary gravity, the entropy receives contributions from other objects. See the Taub-NUT and Taub-Bolt examples in refs. [Chamblin et al. (1999); Emparan et al. (1999); Mann (1999)].
    ${ }^{5}$ See refs. [Kastor et al. (2009); Dolan (2014b); Johnson (2014a)] for early ideas and remarks, and refs. [Dolan (2014a); Couch et al. (2017)] for some explorations.

[^28]:    ${ }^{6}$ For static black holes with no scalars, $V$ and $S$ are not independent and so in those simple cases fixed $V$ is simply fixed area. For most cases however, $V$ is a non-geometrical quantity independent of $S$.

[^29]:    ${ }^{7}$ Here we disagree with the interpretation of ref. [Cong and Mann (2019)]. They use a definition of super-entropic inherited from the geometrical formula of ref. [Cvetic et al. (2011)] that focuses on area $A$, and not entropy, $S$. They therefore conclude that there is a problem with the conjecture connecting super-entropicity to negative $C_{V}$ since they can find regions with positive $C_{V}$. However, we are (as is ref. [Johnson (2019b)]) using the entropy-focused interpretation of the term superentropic as opposed to the (less physical) area-focused usage.

[^30]:    ${ }^{8}$ Here we have cheated a little bit by setting $G=1$. Here we are missing a factor of $G$, which we can subsequently replace $c_{R}=c_{L}=3 \ell / 2 G$. This does not change our overall findings.

[^31]:    ${ }^{1}$ The entanglement entropy of CFTs dual to higher derivative theories of gravity is famously not given by the Wald entropy, but instead the Jacobson-Myers entropy [Hung et al. (2011a); Dong (2014)]. However, these two proposals match when the bulk surface of integration is a bifurcate Killing as in the case we are considering here.

[^32]:    ${ }^{2}$ The perturbation $\delta g_{\mu \nu}$ can be any metric which satisfies the equations of motion obtained from (7.4) linearized around pure $\operatorname{AdS}$.

[^33]:    ${ }^{3}$ To obtain this general expression, all that is required is that the metric is locally AdS. Then (7.9) comes from computing the equations of motion for an arbitrary theory evaluated in a local AdS background. See section 5.2 of [Myers and Sinha (2011)] for details. The observation of requiring only local AdS will prove useful in Sec. 7.6, where it allows us to extend some of our results beyond pure $\operatorname{AdS}$ in three dimensional gravity.

[^34]:    ${ }^{4}$ In some of these papers this relation is not written in terms of the coefficient $a_{d}^{*}$, but in terms of the coupling constants $\left\{\lambda_{i}\right\}$ of particular theories.

[^35]:    ${ }^{5} \mathrm{~A}$ comment on notation: We reserve Greek indices $\alpha, \beta, \ldots$ for the full $d+1$-dimensional spacetime, and Latin indices $a, b, \ldots$ for the $d$-dimensional boundary.
    ${ }^{6}$ This follows from an application of the equations of motion, see, e.g. [Bueno et al. (2016)].

[^36]:    ${ }^{7}$ Our line element (7.44) arises from us writing AdS in the usual hyperbolically sliced coordinate [Casini et al. (2011)] with time coordinate $\tilde{\tau}$ and then further making the identification $\tilde{\tau}=L^{2} \tau / R^{2}$.

[^37]:    ${ }^{8}$ We find the boundary metric by pulling a factor of $\rho^{2} / L^{2}$ out of (7.44) such that

    $$
    d s^{2}=\left(\frac{\rho^{2}}{L^{2}}\right)\left[-\frac{L^{2}}{R^{2}} V(\rho) d \tau^{2}+\frac{L^{4}}{\rho^{4}} V^{-1}(\rho) d \rho^{2}+L^{2} d H_{d-1}^{2}\right]
    $$

    with $V(\rho)=1-L^{2} / \rho^{2}$, and then taking the $\rho \rightarrow \infty$ limit and identifying $R=L$, giving us (7.46), where we have also dropped the overall conformal factor $\rho^{2} / L^{2}$.

[^38]:    ${ }^{9}$ The only difference with respect to the case of the cylinder is given by the induced surface element $d S^{\sigma}$, which is now computed from (7.64).

[^39]:    ${ }^{12}$ We should mention that while the charged BTZ black hole in Einstein-Maxwell theory [Martinez et al. (2000)] is not locally AdS (7.84), if we naively apply the volume formula in (7.92) we obtain $V=\pi r_{+}^{2}-\pi(Q L / 2)^{2}$, which agrees with the previously known result [Frassino et al. (2015)]. The reason it works is due to the fact that in Einstein gravity Wald's entropy functional always reduces to the Bekenstein-Hawking area expression, i.e. $S_{\xi}=\mathcal{A} / 4 G$. For higher curvature theories we do not expect the volume formula (7.91) to reproduce the correct result for the charged black hole.

[^40]:    ${ }^{13}$ As shown in [Marolf and Wall (2016)] this is not entirely true, since there are cases in which the entanglement entropy acquires state dependent divergences, so that $\delta S_{E E}$ diverges. However, the relative entropy remains finite.

[^41]:    ${ }^{14}$ Our derivation in section 7.5 does not apply to any Einstein-dilaton theory in (7.77) with $V^{\prime \prime}(\phi)=0$. JT gravity falls in this category, as it contains a linear potential $V(\phi) \propto \phi$.

[^42]:    ${ }^{3}$ Here the boundary term arises in the case we have non-vanishing extrinsic curvature, given by $(\sqrt{|s|})^{-1}\left(\beta^{b}\left(\pi^{c d} h_{c d} s^{a}{ }_{b}-2 \pi^{a c} h_{b c}-2 p^{a}{ }_{b}\right)\right.$.

[^43]:    ${ }^{4}$ There is another way of seeing we are dealing with a reversible thermodynamic process, though it changes the method of the derivation. One instead uses a Noetheresque approach, where Killing's equation and Killing's identity are required. For an approximate Killing vector, neither of these geometric relations are satisfied globally, but will hold true to some order in the Riemann normal coordinate expansion. It was shown in [Parikh and Svesko (2018)] that irreversible processes correspond to the failure of Killings identity at order $\mathcal{O}\left(x^{-1}\right)$, which only occurs for approximate 'Killing' vectors that are not Killing in flat space, e.g., radial boosts. In the current set-up, however, the (Cartesian) boost Killing vector is a Killing in pure flat space, and does not have any contributions to Killing's identity at order $\mathcal{O}\left(x^{-1}\right)$. Therefore, no irreversible contributions appear, illustrating the process is purely reversible in the thermodynamic sense.

[^44]:    ${ }^{5}$ We should also point out that the final equality here is true up to a sign, depending on which direction we have our timelike normal vector facing; here we take $u$ to be pointing outward, giving us a positive sign.
    ${ }^{6}$ If we consider theories that include higher derivatives of the Riemann tensor, $P^{a b c d}$ becomes

    $$
    P^{a b c d} \equiv \frac{\partial L}{\partial R_{a b c d}}-\nabla_{a_{1}} \frac{\partial L}{\partial \nabla_{a_{1}} R_{a b c d}}+\ldots+(-1)^{m} \nabla_{\left(a_{1} \ldots \nabla_{\left.a_{m}\right)}\right.} \frac{\partial L}{\partial \nabla_{\left(a_{1} \ldots \nabla_{\left.a_{m}\right)} R_{a b c d}\right.}}
    $$

[^45]:    ${ }^{7}$ Recall that the bifurcation surface $B$ of a Killing horizon is a ( $D-2$ )-dimensional spacelike cross section on which the Killing field generating the horizon vanishes. The bifurcation surface lies at the intersection of the two null hypersurfaces that comprise the full Killing horizon. For example, $B$ is the 2-sphere at the origin of Kruskal $U-V$ coordinates in the eternal Schwarzschild black hole [Poisson (2004)].

[^46]:    ${ }^{1}$ Since a density operator $\rho_{A}$ is Hermitian and semi-positive definite, we can always express $\rho_{A}$ in Gibbs form, $\rho_{A}=\frac{1}{Z} e^{-H_{A}}$, for some modular Hamiltonian $H_{A}$.
    ${ }^{2}$ Generically, for a state $\rho_{A}=\sum_{a} p_{a}|a\rangle_{A}\langle a|$ of a single system $A$, we purify $A$ by constructing a large system $A B$, with Hilbert space $\mathcal{H}_{B}$ have a dimension at least the rank of $\rho_{A}$, and with an orthonormal basis $\left\{|a\rangle_{B}\right\}$, such that $|\psi\rangle_{A B}=\sum_{a} \sqrt{p_{a}}|a\rangle_{A} \otimes|a\rangle_{B}$ is a pure state for the joint system $A B$.

[^47]:    ${ }^{3}$ We should be more careful here when we talk about subsystems in field theories. First, when we talk about the Hilbert space for a field restricted to some region $A$, we really imagine subdividing the entire system in "lattice sites" for which each point has its own local Hilbert space. Then, $\mathcal{H}_{A}$ is formally given by the tensor product of all of the local Hilbert spaces of each lattice point living inside of $A$. For relativistic field theories we further care about our observables obeying the causal structure of the background spacetime, and so our subsystem should really be the causal domain of $A, D(A)$, not $A$ by itself. Therefore, any regions of different Cauchy slices, but whose causal domains are the same, can be described by the same single state, have the same Hilbert space, and the same entropy.

[^48]:    ${ }^{4}$ For a totally generic quantum state $\rho_{A}$, the modular Hamiltonian $H_{A}$ is not known explicitly and is typically a non-local operator. Nonetheless, it is important as the associated unitary $U(s)=$ $e^{-i H_{A} s}$ generates a symmetry via $\operatorname{tr}\left(\rho_{A} U(s) \mathcal{O} U(-s)\right)=\operatorname{tr}\left(\rho_{A} \mathcal{O}\right)$ for any operator $\mathcal{O}$ localized inside $A$. The symmetry group of $U(s)$ transforms the operators inside the causal domain $D(A)$ into itself, and is known as the modular group [Casini et al. (2011)]. In the case we consider here, $H_{A}$ is a local operator, and its modular flow is a local geometric flow.
    ${ }^{5}$ Generally, given a Killing vector $\xi^{a}$ and a Cauchy slice $\mathcal{S}$, the associated conserved charge is $K=\int_{\mathcal{S}} d^{d-1} x \sqrt{h} \xi^{a} n^{b} T_{a b}$, with $h$ being the induced metric on the Cauchy slice.

[^49]:    ${ }^{6}$ Modular flows can be defined for any region via Tomita-Takesaki theory, however, the modular flow for the ball is special in that it is local, described by a timelike coordinate $x^{0}$.
    ${ }^{7}$ Our localized states are thermal with respect to the modular flow of the causal domain of the ball $D(B)$, and thermal in the sense of the Kubo-Martin-Schwinger (KMS) condition - a type of boundary condition for correlators in thermal equilibrium. In fact, we should stress that by definition the KMS condition, the state reduced to a ball is also thermal. Therefore, we simply mapped the thermal state of a ball, with respect to a 'time' parameter governing the modular flow, to a thermal state $\mathbb{R} \times \mathbb{H}^{d-1}$, with respect to some different time parameter.

[^50]:    ${ }^{8}$ The massless hyperbolic black hole is also known AdS in Rindler coordinates

[^51]:    ${ }^{9}$ This choice leads to a difference in relative sign appearing in (B.55).

[^52]:    ${ }^{1}$ Here we ignore the vector $N_{a}$ since it will be contracted with all terms in the integrand, including the higher order contributions we neglected.

[^53]:    ${ }^{1}$ We can arrive to the generalized volume (D.4) by subtracting $P_{M S S}^{a b c d}$ from $P^{a b c d}$ in the expression for the Wald entropy; specifically, replace $P^{a b c d}$ with $P^{a b c d}-\frac{1}{(D-1)} P_{M S S}^{a b c d}$ in $S_{\text {Wald }}$. Repeating the steps that lead to (D.2) will include an additional term which is precisely the extra term found in $W$, missing from $\bar{W}$.

[^54]:    ${ }^{1}$ In our discussion above we did not consider theories of gravity which also depend on derivatives of the Riemann tensor, however, it is easy to modify our arguments to include such theories - in the case one perturbs around maximally symmetric spacetimes.
    ${ }^{2}$ A brief comment on notation: For comparison to [Bueno et al. (2016)], we note that there the authors choose the convention where $1 / 4 G \rightarrow 2 \pi$, and use that the Wald entropy is written as

    $$
    \begin{equation*}
    S_{\mathrm{Wald}}=-2 \pi \int_{\partial B} \mu P^{a b c d} n_{a b} n_{c d}, \tag{E.13}
    \end{equation*}
    $$

    where $\mu$ is the volume form on $\partial B$, which $\epsilon_{a b}=-n_{a b} \wedge \mu$.

[^55]:    ${ }^{1}$ We should also note that the sign in front of $V \delta \Lambda$ changes just as in the black hole context

[^56]:    ${ }^{2}$ This comes from writing the digamma function for half-integers: $\psi^{(0)}(n+1 / 2)=-\gamma-2 \log 2+$ $\sum_{k=1}^{n} \frac{2}{2 k-1}$.

