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ABSTRACT

The development of internet provided new means for people to communicate ef-

fectively and share their ideas. There has been a decline in the consumption of

newspapers and traditional broadcasting media toward online social mediums in re-

cent years. Social media has been introduced as a new way of increasing democratic

discussions on political and social matters. Among social media, Twitter is widely

used by politicians, government officials, communities, and parties to make announce-

ments and reach their voice to their followers. This greatly increases the acceptance

domain of the medium.

The usage of social media during social and political campaigns has been the subject

of a lot of social science studies including the Occupy Wall Street movement (Conover

et al. (2013)), The Arab Spring (González-Bailón et al. (2013)), the United States

(US) election (Howard et al. (2017)), more recently The Brexit campaign. The wide

spread usage of social media in this space and the active participation of people in

the discussions on social media made this communication channel a suitable place for

spreading propaganda to alter public opinion.

An interesting feature of twitter is the feasibility of which bots can be programmed

to operate on this platform. Social media bots are automated agents engineered to

emulate the activity of a human being by tweeting some specific content, replying to

users, magnifying certain topics by retweeting them. Network on these bots is called

botnet and describing the collaboration of connected computers with programs that

communicates across multiple devices to perform some task.

In this thesis, I will study how bots can influence the opinion, finding which parame-

ters are playing a role in shrinking or coalescing the communities, and finally logically

proving the effectiveness of each of the hypotheses.
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Chapter 1

COMMUNITY DETECTION AND VISUALIZATION

1.1 Introduction

Since its launch in October 2006, Twitter has become very popular among the

people all around the world. Twitter is classified under microblogging mediums as a

powerful mean for sharing what is happening now by exchange of quick, short mes-

sages. (Rosenstiel et al. (2015)) While social media once upon a time have been

praised for increasing the awareness of people and providing the freedom of speech,

nowadays became a source of spreading misinformation and propaganda. (Bessi and

Ferrara (2016))

Social bots are growing rapidly on Twitter, but they are almost active in any other so-

cial media platform that is part of the political communications in countries. (Samuel

(2015)) In this research we will study the Twitter as one of the wide spread base medi-

ums used by most of the people and political parties around the world.

Back in 2006, Philip Howard expressed concerns about the possibility of public opinion

manipulation, spread of political misinformation through social media. (Tewksbury

(2007)) The degree of influence is highly dependent on how much the context of tweet

is consistent with the priors of a human. For instance, a bot supporting the "leave"

campaign has a stronger impact on a "leave" supporter than a "remain" supporter.

Experiments (Bae and Lee (2012)) proved that the sentiment of tweets plays an im-

portant role in how the information is disseminated. For instance, a message with a

positive sentiment generates another message with the same sentiment. In this work,

we evaluate the effectiveness of a tweet based on considering different factors like
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the positivity or negativity of the context, threats to the core values, and causality

analysis.

The aforementioned result highlights the fact that people are tent to be part of com-

munities of like minded people so that their beliefs are reinforced. This is exactly

what is called the "echo chambers" (Colleoni et al. (2014); Quist et al. (2006)) effect

in social media. Nowadays, political actors with adequate resources can deploy bots to

attack opponents, amplify their values, spread their ideas. This means platforms like

Twitter could enhance the separation and produces a more fragmented communities

rather than a uniform one.

1.1.1 Community Detection

Social networks often described in the form of a complex network interconnected

with nodes which resembles the entities or users in the community and edges are their

connection. Identifying the communities in social media is a crucial part of social

media analysis. (Girvan and Newman (2002)) A community is consist of a group of

users that interact with each other more frequently and share similar interests. (Ozer

et al. (2016)) Hence, the echo chamber effect of social media amplifies the polarization

and segmentation in social media which create communities. Therefore, people are

tend to be in groups of like minded people so their values are appreciated than being

opposed.

Detecting communities in social networks attracted many researchers (Sánchez et al.

(2016); Ozer et al. (2016)) to devise algorithms to find the best clustering. There

are different metrics to assess the efficiency of a community detection algorithm like

modularity.

Connections in the network or edges on the graph in Twitter can represents any of

the follow, retweet, or user mention relationships. In our research, we don’t rely on

2



follow information because in political domain it is unclear if it shows a support or

opposition. (Myers et al. (2014)) study shows that follow graph on Twitter displays

characteristics of both an information network and a social network. Intention behind

following a news resource in Twitter has two folds, one can built on top of the social

ties while on the hand could be for information consumption purpose only.

Among the retweet and user mentions, none of them has been proven to be a good

indicator of approval. However, (Conover et al. (2011)) shows a practical case of

applying mention and retweet interactions to find the the political polarization on

Twitter. Therefore, we rely on populating the network using retweet relation, nodes

as the users and the number of retweets happened between every two user as the

designated edge weight.

Due to the size of the network, both in terms of nodes and links, I used Louvain

clustering algorithm (Blondel et al. (2008)) to detect communities. The Louvain

clustering is a method to extract communities from large networks using a greedy

optimization on modularity. The computational complexity of the algorithm over a

network of n nodes appears to be of order O(n2).

The idea behind the community detection algorithm is a greedy optimization strategy

to optimize the quality function known as “modularity“ of a network division. Based

on the definition (Newman (2006)), modularity is the number of edges falling within

communities minus the expected number of edges in an equivalent network if edges

places randomly. This metric takes values inside the interval of [−1, 1].

Louvain algorithm is divided into two phases that are repeated iteratively. First each

node of the network is assigned to its own community which means in the initial run

there are as many communities as there are nodes. Then, for each node i we consider

its neighbours and we evaluate the gain of modularity by removing i from its own

community and adding it to each of the neighbours’ community. Then, node i is

3



Figure 1.1: Distribution of Tweets in the Brexit Dataset

placed into the community for which the modularity gain is the maximum. The first

phase will stop after reaching to the local optimum that happens when no individual

node can be moved between communities to get a better result. The phase consists

of building a new network by joining the communities from the previous step. The

weight of the links between two new nodes will be computed by the sum of the weight

of the links between nodes in the two corresponding communities (Blondel et al.

(2008); Newman (2006)).

This thesis is focused on the Brexit and NS2 as two separate case studies. I will go

through them in more details in Section 1.1.4. Given the huge amount of data we

had, I decided to plot the distribution of tweets over the timeline. In Figure 1.1, we

can see the trend of data and spikes in some specific periods for the Brexit. Using the

information we gained from the Figure 1.1 we can find the list of breakouts. Breakouts

are defined as date ranges at which we want to find the active communities on.

By running the Louvain clustering on the Brexit dataset, we found various com-

munities that I break down some of them in Table 1.1. Among the breakouts the ones
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Table 1.1: Results of Louvain Community Detection Algorithm on Brexit Dataset

Breakout Date Community Cardinality Clustering coef

3 100999 0.0089

2016-03-12 2 46172 0.1113

Referendum Day - 7 82697 0.0338

2016-08-21 0 65631 0.0548

4 26183 0.0319

4 44943 0.0810

2017-04-27 5 87376 0.0083

UK General Election - 2 55177 0.0282

2017-11-06 0 59756 0.0511

3 36874 0.1233

4 94709 0.0361

2018-06-08 2 94709 0.0361

B. Johnson Resignation - 6 26986 0.00037

2018-09-24 3 31424 0.1137

0 28664 0.0874

that lies in one the the important events is of vital importance. In Table 1.1, I pro-

vided the results of running Louvain including the number of detected communities,

cardinality (the number of nodes of edges in the network), and clustering coefficients.

This table depicts communities of the Referendum Day (June 23, 2016), UK General

Election (June, 8 2017), and Boris Johnson Resignation from the Cabinet (July 9,

2018).
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1.1.2 Sankey Diagram

After finding communities, we need to visualize the network to get a sort of under-

standing of how these communities merge or shrink over time. To achieve this goal,

we will use the Sankey diagram (Lupton and Allwood (2017)) to show the weighted

network and their corresponding flows. Several nodes of the network represented by

rectangles representing the communities. Their links are represented using arcs with

different widths that are proportional to the flow.

A Sankey diagram visualizes the proportional flow between nodes within a network.

The Sankey diagram we use in this study for the visualization exhibits similarities to

“alluvial diagram“ with marginal differences. The involved parameters that we match

the flow against in our visualization is the cardinality or size of the community while

an alluvial diagram visualizes the changes in the network over time. Although we

depict the Sankey over a timeline, it’s not involved the flow itself.

The networkD3 is the framework we used to create the Sankey that is based off the

D3.js JavaScript library which allows users to create Sankey diagrams. To create the

Sankey, we should provide parameters like Links and Nodes to this frameworks. Links

is a data frame that includes the source and target of each link in the network. Nodes

is a data frame containing nodes unique IDs and their corresponding properties.

The initial Sankey diagram of the Brexit detected communities and their respective

flows over the breakouts is shown under Figure 1.2

1.1.3 Bot Detection

Bots have bee defined as automated agents that function on an online platform

(Franklin and Graesser (1996)). Given the development of the internet and wide

spread use of that, this term started to denote to a larger class of autonomous com-
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Figure 1.2: Initial Sankey Diagram Results Without Coloring the Parties

puter programs with different functionalities. One of the first studies of bots goes

back to Leonard’s paper when any automated script doing scraping, crawling, index-

ing, or even chat denoted as bot Leonard (1998).

Among various categories of bots in our study we focus on social bots. Social bot is a

program that automatically generates contents and communicate with humans social

media (Davis et al. (2016)). With the emergence of Twitter microblogging service in

2006 and the underlying Application Programming Interface (API), that encouraged

the developers to create bots which are capable of engaging in discussions.

In 2010, researchers found that these bots could be used in balk for malicious purposes

like spreading malware or spamming (Chu et al. (2010)). Social bots with specific

purpose in spreading political content is called political bots (Howard and Woolley

(2016)). One of the first use cases of political bots was during Massachusetts Special

Election in the US by corrupting the reputation of one of the candidates (Metaxas

and Mustafaraj (2012)).

Bots could increase the dissemination speed of a content by repeatedly bringing a

matter to the attention of audience whether it is true or not. Online grassroots move-

ments can be faked by masking the supporters of a message to make it appear as

it originates from the movement leaders. This phenomena is called astroturfing and

political actors and organizations deploy bots to spread misinformation and promote
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Figure 1.3: Bot Account Creation Dates/Rates

their own point of view (Llewellyn et al. (2019)).

While bots can be used by governments, political actors to spread their ideologies, it

can also be used by covert agencies to spread misinformation and propaganda. There

are some terminologies related to bots that needs to clarify. There is a term called

“sock puppet“ that is an account with a fake online identity used to interact with

users on social media. The term draws from the manipulation of hand puppets by

a human actor (Bastos and Mercea (2019)). Sock puppet refers to a general class

of manipulative actors and includes bots, human (troll), or a combination of both

(hybrid) (Bastos and Mercea (2019)).

One of the big actors of propaganda is the Internet Research Agency (IRA) Russian

troll factory. The riffle false information dissemination (Jackson (2008)) context of

IRA bots are inlined with the Kremlin foreign policy strategies with roots in Black

Propaganda department of Soviet Union. The main goal of these agencies is to spread

false information with an intention of deceiving public opinion and spreading the im-

pression of chaos among people.
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For the purpose of bot detection, we collected the initial list of bots from sources like

the IRA-related trolls and bot accounts officially released by the Twitter. We use this

list later on in Section 2.2 to color the bot infested communities in the Sankey dia-

gram. In Figure 1.1, we can see the emersion rate of about 8000 bots over the years.

It’s obvious how quickly bots are evolving everyday and specially months before the

important social or political venues.

Detecting the new bots is an ongoing labor intensive effort which starts with maps

(listing known pro-Russian and other far/left or right fringe groups country-per-

country), we detect fringe leaders and divisive/subversive issues and proceed to iden-

tify Russian bots that regularly (1) mention these issues and actors, (2) re-tweet

at extra-ordinary high rates and (3) link to pro-Russian sources and their layering

networks.

1.1.4 Dataset

We work on two different datasets in this study. The Brexit dataset contains

nearly 51 million records of tweets in English about the campaign activities for events

in the Pre-Brexit to some Post-Brexit events. There are two dominant political par-

ties right-leanings and left-leaning.

Tweets were posted by 2.8 millions of unique users worth four years of data from

June 1, 2015 to May 12, 2019. In detail, this dataset includes the records of tweets

belonging to the Brexit for the duration of events that happened over the pre-Brexit,

referendum day, the UK general election, Boris Johnson resignation from the cabinet,

Dominic Raab resignation, and finally the post-Brexit deals.

Leave campaign is considered to be right-leaning and Remain is left-leaning. We

could find 36 unique communities which 23 communities reside in the Remain and

the rest are part of Leave party. Total number of unique tweets with Remain support-
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ing content are 107, 700 with the total share of 38,255,498. On the other hand, there

are 154,346 distinct tweets emphasizing on Leave values retweeted 41,535,64 times.

The second dataset is Nord Stream 2 (NS2) consists of around 8 million tweets col-

lected using GNIP PowerTrack API1 between November 6th to January 26th. The

Nord Stream 2 is a new export gas pipeline running from Russia to Europe (Ger-

many) across the Baltic Sea (Gazprom (2019)). In this debate there are two parties,

one is anti-NS2 whom their actors are NGOs that criticise the NS2 on environmen-

tal, geological, and security issues. While proponents argues the pipeline is a key to

Europe’s supply security (Luke Sherman (2018)).

For the purpose of data collection, we have been querying the API with rules to

search for hashtags covering both pro and anti parties. Selection of relevant hashtags

chosen by a panel of academic experts. The list of hashtags and phrases was updated

periodically, to reflect the evolving conversation on NS2. Selecting the tweets on the

basis of hashtags has the benefit of capturing the contents that are most likely to

be about the NS2 debate. This dataset has a combination of contents in various

languages such like English, Russian, and Germany. In Table 1.2, we have a list of

initial hashtags we used to scrub the relevant tweets for our analysis.

We used the IRA bots gathered from Brexit dataset on NS2. Based on phrases in the

tweet content whether it is supporting anti or pro by checking the retweet network,

we could classify tweeters and tweets accordingly. In detail, we had different phases

to determine exactly which side a tweet is taking. (1) tweets contain specific pro/anti

hashtag and phrases; (2) tweets that contain a link to a web resource like a news ar-
1GNIP is the first official Twitter data acquisition API owned by Twitter company in April 2014.

It provides fast and easy access to the entire archive of Twitter data using PowerTrack filtering

rules. It provides tweets and associated metadata including geo data, images, links, and mentions

in a JSON format.
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ticle, where the URL or the title of article contains keywords supporting or opposing

sides; (3) retweets where it contains hashtag or phrases or the original text of the

tweet; (4) retweets where the tweet content doesn’t have the original tweet text, but

it has a link refers to the original tweet.

In all there are 5,841 tweets opposing the NS2 consists of 4,412 users. On the other

end, there are 516,050 tweets in support of NS2 campaign generated by 249,798 ac-

counts.

Please note that we released all the datasets used in this research to the public.

Email me at pwnslinger@asu.edu or it.ahmadi.91@gmail.com if you are interested in

our dataset. We are currently sharing two labeled dataset of political Tweets for the

Brexit and NS2 under the Twitter Agreement and Policies for content redistribution2.

1.1.5 Data Cleaning

Twitter text is limited to a number of characters (140 characters in limited and

280 in extended version) which makes it people use abbreviations and slangs in their

posts. The short content poses a problem in applying sentiment analysis on Twitter

content. Additionally, emojis and URLs could introduce noise while analyzing the

tweets. Therefore, there should be a set of passes that clean and screen tweets before

we pass it forward for any further semantic mining.

First, for the tweets we exclude the special characters and tokens like links, and URLs

from the text. Then, we remove mentions (starts with “@“ sign) and retweet identifier

following a mention (starts with “RT“). Second, since in most of the cases standard
2https://developer.twitter.com/en/developer-terms/agreement-and-policy - “If you provide Twit-

ter Content to third parties, including downloadable datasets or via an API, you may only distribute

Tweet IDs, Direct Message IDs, and/or User IDs. Academic researchers are permitted to distribute

an unlimited number of Tweet IDs and/or User IDs if they are doing so on behalf of an academic

institution and for the sole purpose of non-commercial research.“
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news media like BBC only post the link of news to their websites, we exclude tweets

that only contained links or URLs in their content. Hashtags mostly used to support

an idea or opinion and make the content noticeable by community however, in some

cases where it is used in the middle of a sentence it carries meaning and is part of a

speech. Therefore, as the last pass, we removed the hashtag sign (“#“) and kept the

rest as is.

12



Table 1.2: Pro/Anti NS2 hashtags and phrases used to harvest data using GNIP

Party Hashtags German Translations

Anti-NS2 #RethinkTheDeal, 4freerussia_org,

Free Russia, #nordstream2, Opal

pipeline, Gazprom, Russian energy,

Russian LNG, expensive pipeline,

corruption pipeline, money-laundering,

US LNG, Shale gas, US freedom,

freedom gas, energy security, methane

leakage, captive of Russia, harmful to

the environment, destroys the unity

of the EU, Security threat to Europe,

Security threat to EU, Russian pro-

paganda, Russian weapon, Russian

funded

#RethinkTheDeal, 4freerussia_org,

Freies Russland, #nordstream2, Opal

Pipeline, Gazprom, Russische Energie,

Russisches LNG, Teure Pipeline,

Korruptionspipeline, Geldwäsche,

US LNG, Schiefergas, US Freiheit,

Freiheit Gas, Energiesicherheit,

Methanleckage, gefangen von Russ-

land, umweltschädlich, zerstört Einheit

EU, Sicherheitsbedrohung für Europa,

Sicherheitsbedrohung für EU, Rus-

sische Propagandamedie, Russische

Waffen, Russische finanziert

Pro-NS2 Nord Stream 2, Северный поток 2,

NS2, natural gas, undersea pipeline,

gas exports, US sanctions, Uniper

BASF, Wintershall, gas as a weapon,

energy choice, inexpensive gas, inex-

pensive energy, competitive gas, com-

petitive energy, climate change, sus-

tainable gas, reliable partner, stealing

gas, Russian gas, energy transition

Nord Stream 2, Северный по-

ток 2, NS2, Erdgas, Unterseeische

Pipeline, Gasexporte, US Sanktio-

nen, Uniper BASF, Wintershall,

Gas als Waffe, Energie Wahl,

Preiswertes Gas, Preiswerte Energie,

Wettbewerbsfähiges Gas, Wettbe-

werbsfähige Energie, Klimawandel,

Nachhaltiges Gas, Zuverlässiger Part-

ner, Gas stehlen, Russisches Gas,

energiewende
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Chapter 2

COLORING THE SANKEY DIAGRAM

In the previous chapter, I covered the benefit of using Sankey diagram for the purpose

of visualization of detected communities. In this chapter, I will cover a label propaga-

tion algorithm to spread the users’ labels over the communities they belong to. Label

propagation has been introduced as a fast reliable method in finding communities in

a network of hundreds of thousands of nodes. We took advantage of algorithm dis-

cussed in (Raghavan et al. (2007); Xiaojin and Zoubin (2002)) to label the unlabeled

data based on the already known list of labels in the network.

2.1 Label Propagation Algorithm

People want to discuss their opinions with the ones who are like-minded. One

way to support an idea is to disseminate it over and over until it reaches to the hands

of the proper audience. It is shown by (Ferrara et al. (2016)) that repeatability can

give credibility to the content whether it is true or not. In political domain retweet-

ing is a well-known way to show your support of a subject via sharing it with your

network. This collaborative approach will keep the person in the loop and provides

the opportunity for the person to receive similar messages from other members of the

community in the future. Hence, labeling the retweet network can help us to answer

the question of which party (label) a community is involved with.

In political domain, there are mostly two active parties called anti and pro. Which

means we are usually dealing with two categories of labels, left-leaning and right-

leaning. Existence of ideological segregation inevitably introduces a level of polar-

ization in network. Therefore, it is easy to find high profile or influencer accounts
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based on their follower network activity. One naive approach to find the influencers

in Twitter is to sort the tweets based on descending order of retweet frequency. For

example in the Brexit dataset, we manually labeled 311 top accounts with leave and

remain labels.

The idea behind the algorithm (Raghavan et al. (2007)) is that each node in the

community chooses to join the community to which the maximum number of its

neighbours belong to. At each iteration, an unlabeled node gets its unique label and

as the label propagation continues, densely connected nodes reach a consensus on

a unique label. The label updating process is done asynchronously where the label

of a node defined based on the label of its neighbours updated in this round and

the neighbours has not been updated so far will take their respective labels from the

previous iteration.

Our stop criteria happens when there is not node left changing its label. However,

there could be nodes that have equal number of neighbours in two parties. In this

situation, we break the ties among the two parties uniformly randomly. This way,

there could be nodes changing their labels at every iteration while their neighbours

labels remain constant. However, limiting the set of unlabeled nodes will reduce the

range of possible solutions that the algorithm can produce. Seeding the algorithm

with initial node labels improved the effectiveness and stability of execution.

The result of the label propagation algorithm will provide us labels for vertices in

our detected communities. By applying the proper coloring for Sankey diagram, we

can get the Figure 2.1 which distinguishes communities including the side they are

taking. Furthermore, we enriched the Sankey with additional metadata like the top

users, keywords, and bigrams. This could give us more insight into how communi-

ties deviate from Remain to Leave and vice versa. Also, which parameters or top

keywords were important over those transmissions.
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Figure 2.1: Enduring Leave/Remain Trends in Brexit, Blue Colored Communities
Denotes Leave and Red Ones Belong to the Remain Campaign

The labeling algorithm pseudocode described in Algorithm 1. We defined the stop

condition as an upper limit for the change ratio which implies the number of nodes

changed their labels over all nodes. The other parameter is average threshold which

signifies the label of an unlabeled node based on the average score of their neighbours.

Since in this case we only have two labels, we set the labels as x and y in our logical

notation that refers to leave and remain.

Label propagation is a greedy hill-climbing algorithm. It is highly efficient, but it

can easily diverge to local optimum solutions depending on the initial labels assign-

ment and random tie breaking (Conover et al. (2011)). By running the algorithm

one hundred times, out of 1,430,833 users, 772649 are coded in Leave and 658184 are

in Remain. The result is supporting the fact that UK votes to leave the EU (News

(2020)).
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Algorithm 1: Label Propagation Algorithm
Input : G = (V,E) is the retweet graph, Vc is the set of labeled nodes
Output: G′ = (V ′, E) such that |V | = |V ′| and Vc ⊆ V ′

begin
stop_criteria←− 0.01
avg_threshold←− 0.5
for v ∈ V do

if v ∈ Vc then
v.label←− vc.label
v.score←− vc.score

else v.label←− None

end
while True do

next_score←− ∅
change←− 0
for v ∈ V do

if v.label 6= None then
next_score←− next_score ∪ Pair(v, v.score)

else
next_score←− next_score ∪ Pair(v, calculate_avg_score(v))

end
for Pair(v, score) ∈ next_score do

if score < avg_threshold then v.label←− x
else if score > avg_threshold then v.label←− y
else v.label←− Random(x, y)
if ¬v.score or v.score 6= score then change←− change+ 1
V [v.id].score←− score

end
change_ratio←− change

|V |
if change_ratio ≤ stop_criteria then break

end
end

2.2 Coloring Bot Infestation

It is proven that social bots presence in political conversations has drastically

evolved in a way they can mimic human behaviour which makes bot detection more

difficult (Ferrara et al. (2016); Haustein et al. (2016)). Governors and political actors

invest huge amount of money on creation of political bots. By taking a brief look at the
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Figure 2.2: Bot Infested Communities in the Brexit Campaign

Figure 1.3, we can see the creation of bots just on or about the event announcement

date and most of them are inactive before or after the event, but they massively

generate content on event specific days.

In Figure 2.2, I depicted the infestation of bots in detected communities over the

Sankey diagram. This can help us to study how and when bots pitching information

to manipulate the public opinion and interfering in political discussions. It is quite

common to see bots changing their direction by taking the side of another party to

inject false news in the other party. In Figure 2.3, we can see the Sankey diagram

of bot infested communities and the proportion each enduring community is involved

with these bots/trolls in Pro-NS2 campaign.
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Figure 2.3: Bot Infested Communities in the Pro-NS2 Campaign. Labels by Each
Community Shows the Percentage of Bots in That Community.
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Chapter 3

MEASURING THE MESSAGE EFFECTIVENESS

In this chapter, I will cover three features helping us in understanding the effectiveness

of messages. Per each introduced feature I will bring a hypothesis test to prove the

validity of the hypothesis over the test population. We define effectiveness as a set

of factors collectively affects the decision-making process of people. There has been

research on finding the influences of negative framing on detecting political cynicism

and politician accountability (Schenck-Hamlin et al. (2000)).

Frame connects news media messages to cognitive elements within the viewer. The

framing effect happens when the frame interacts cognitive elements within the viewer,

activating pa articular elements over others. The activated cognitive elements are

going to influence the viewer judgements about that subject (Pan and Kosicki (1993)).

3.1 Sentiment Analysis

One important factor in dissemination speed of a tweet is the tonality or sentiment

of the content. In political discourse, it is proven that messages with high emotional

correlations spread faster among the users and has the potential to get trending.

Based on (Kim and Yoo (2012)), the influence ratio of a tweet can be estimated using

several indicators like (1) number of retweets (2) length of the discussion measured

as the number of replies (3) number of people responded in retweet or reply chains

(4) nesting degree of reply chains (5) durability of discussion.

Sentiment analysis or opinion mining is the task of automatically identifying the

opinion of author about specific matter. One simple use case of sentiment analysis is

to determine the polarity of words. Polarity determines whether a word is positive
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or negatively framed. There are researches (Gorodnichenko et al. (2018)) relying on

polarity and subjectivity score for the political content sentiment analysis. However,

we found that Part-of-Speech (POS) tagging used in this research that is based on

TextBlob (Loria et al. (2014)) is not efficient and comprehensive enough to support

a variety of unknown Twitter POS.

To clarify it better, I will bring examples from (Gimpel et al. (2011)) on the Twitter-

specific tags they introduced to support corner-cases happens in Twitter. For example,

hashtags and at-mentions both can serve as a words or phrases in a tweet. Therefore,

hashtags is tagged with their appropriate part of speech without considering the ‘#‘

sign. Mentions almost always are considered as proper nouns.

As another example, it is quite often to see apostrophes are omitted. As a result we

encounter phrases like “ima“ (slang version of I’m gonna) that could not be classified

under any traditional POS categories. Tagger (Gimpel et al. (2011)) has introduced

four new tags for words such like the previous example that are entangled together

and cause confusion in detecting the right POS. To support the former example, they

used Tag ‘L‘ that covers nominal + verbal form.

Sentiment usually is discussed in the body of polarity factor that shows how much

positive or negative a phrase is. Also it can shows whether a phrase or word is neutral

or not. Before I introduce the features, I would like to describe the hypothesis test

and the Kolmogrov-Smirnov test I used to verify the null hypothesis.

3.2 Hypothesis Test

By definition, a hypothesis is an assumption about a population that may or may

not hold. Hypothesis test is a formal method used to statistically prove whether to

accept or reject a hypothesis. It is suggested to examine the entire population to see

if a hypothesis is true or false. However, there are ways to sample the population
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instead of using the entire set.

In order to test a hypothesis we need to find out whether it follows a discrete or con-

tinuous distribution. Understating the type of distribution is based on the variables.

In our case, the distribution we based our study on is the number of times a set of

tweets is retweeted. This distribution has a finite or countable number of values. It is

possible to create a table that contains all possible values of retweeted tweets counts

with their respective probabilities that sum up to one.

There are three different types of discrete distributions: Binary, Poisson, and Categor-

ical. Since our variables are not of Binary type, we need to perform a goodness-of-fit

test. There are two hypothesises should be defined for a test: Null hypothesis and

Alternative hypothesis. Null hypothesis which is denoted by H0, is a hypothesis that

claims there is no significant difference between the sample population and the spec-

ified population. Alternative hypothesis which is denoted by H1, is a hypothesis that

claims there is a huge difference between the two populations.

In order to run a hypothesis test we need to perform the following steps: (1) stating

the null and alternate hypothesis such a way that they are mutually exclusive. That

means, if one is true the other should evaluates to false. (2) Creating an Empirical

Cumulative Distribution Function (ECDF) for the two sample data. I will explain

this in more detail at Section 3.2.1. (3) Passing the resulting two distributions to the

chosen goodness-of-fit test. (4) analyzing the resulting p-value against significance

level of test.

The results of a hypothesis test might introduce errors in the decision. There are two

types of errors: Type I error occurs when we reject a null hypothesis when it was

actually true. The probability of committing this error is called significance level and

is often denoted by α. Type II error occurs when we fail to reject a null hypothesis

that is false. The probability of not committing this error is called the Power of test.
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The results of a test can be interpreted using two metrics: P-value and the region

of acceptance. Suppose that S is the test statistic, then P-value is defined as the

probability of observing the test statistic as extreme as S assuming the null hypothesis

is true. The region of acceptance is a range of values such that if the test statistic

falls within this range, the null hypothesis is accepted. The threshold for region is

identified by the critical value which is calculated from a table given the significance

level (α). The critical value is usually shown by c(α).

While the results of both approaches are equivalent, statistical textbooks use either

P-value or region of acceptance. Using P-value, the null hypothesis rejects when the

P-value is less than the significance level (α). The region of acceptance rejects the

null hypothesis whenever the test statistic falls beyond the critical value (c(α)).

In some notations we can see the resulting P-value preceded with one or trailing

asterisks. Based on the American Psychological Association (APA) style, P-values

less than or equal to the significance level (α = 0.05) comes with one asterisk (*).

Less than 0.01 are summarized with two asterisks (**) and below 0.001 are shown by

three asterisks (***).

For the purpose of our experiments on hypothesis test, for each category of hypothesis,

I generated a pair of distributions for Leave and Remain (Anti/Pro in NS2) campaigns

for which the number of tweets are on the y-axis and number of shares are on the

x-axis. Given the fact that we are dealing with a pair of discrete distributions on

retweeted tweets count, we decided to use two-sample Kolmogrov-Smirnov (K-S test)

goodness-of-fit test.

Since we didn’t have a clear understanding on the underlying population distribution

for our data, I decided to run K-S test. Although the K-S test has many advantages,

the general implementation of this test cannot be used on discrete distributions.
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Nevertheless, I implemented (Allen (1976)) which is a derivation of K-S test to support

the discrete distributions as well.

The other benefit of using K-S test is that it is resistant to transforming the data

points to logarithmic, reciprocals or any other transformation. A transformation will

only stretch the frequency distribution, but will not change the maximum difference

between two distribution.

3.2.1 Two-Sample Kolmogorov-Smirnov Test

The Two-sample Kolmogorov-Smirnov goodness-of-fit Test (Two-sample K-S test)

is a non-parametric hypothesis test that evaluates the maximum absolute vertical dif-

ference between the Cumulative Distribution Function (CDF) of two distributions. If

the difference is negligible, we can conclude that these two sample data are coming

from the same distribution.

The Cumulative Distribution Function, F (x) will give the fraction of sample obser-

vations that lies below x. If we sort all of the observations in ascending order, then

the following holds:

y1 ≤ y2 ≤ ... ≤ yn

F (yi) =
i

n

(3.1)

Suppose that the first sample is X1, X2, ..., Xm of size m has the CDF distribution

of F1(X) and the second sample is Y1, y2, ..., Yn of size n has the CDF distribution of

F2(Y ). We want to test the following hypothesis:

H0 : F1 = F2

H1 : F1 6= F2

(3.2)

The two-sample Kolmogorov-Smirnov statistic is:

Dm,n =

√
m.n

m+ n
max

x
|F1,m(x)− F2,n(x)| (3.3)
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In Section 3.2, I covered the relationship between test statistics and critical value and

how P-value could help in whether rejecting or accepting a hypothesis.

3.2.2 Zero-Inflated Negative Binomial Regression Test

The distribution we based our study on is the number of tweets were retweeted

exactly j times, where j is anything greater than or equal to zero. By analyzing

the resulting dataset, I noticed an excessive amount of zeros on the tweet frequency

column and two possible different processes that arrive at the zero outcome. Either

the tweet content was not effective (based on the rules we will talk about it later on in

Section 3.3) which is referred to as a “certain zero“ outcome or it was effective which

is a count process.

Figure 3.1, shows the histogram of the number of tweets were shared. By briefly

looking at the histogram we can notice the data are over-dispersed and number of

zeroes are inflated. Also, it is obvious that the variance of shared tweets are greater

than the mean of shared tweets. This assures use that we can fit this distribution to

a negative binomial model.

Since for some of the tweets the reason that the number of times no tweet were

retweeted more than zero-time is the same reason as some other tweets were retweeted

more than zero-time, the number of zeroes are inflated. Because of the prior, we can

fit this dataset to a zero-inflated negative binomial regression model.

The zero-inflated model assumes that the zero number of tweets for a specific share

count is due to two different processes. The zero-inflated negative binomial regression

generates two models and combines them. The first model is a zero-inflated model

that is a binary model usually a logit model to model which of the two processes is

associated with a zero outcome. The second one is the negative binomial model that

is the count model and predicts the count of tweets which are not certain zero.
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Figure 3.1: Frequency of Tweets Were Retweeted

Th reason behind designing a zero-inflated negative binomial regression test is to

find which combinations of three hypotheses work together and results will show

three of them were statistically significant in the model. In this model, the response

variable is shares_count and I am exploring its relationship with bot_count,

follower_count, h1, h2, and h3 variables. I am predicting count using bot_count

and follower_count variables in the part of negative binomial model and predicting

the certain zeroes using three variables h1 (negativity), h2 (causal inference), h3

(threats to the core values) in the logit part of the model.

3.3 Effectiveness Inference

In this section, I create a distribution based on the number of tweets were retweeted

j times. I introduce three hypothesis on the distribution and I will evaluate each of

them using a K-S goodness-of-fit test. Finally, I will run a zero-inflated negative bino-
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mial regression model to see how the combination of these hypotheses work together.

3.3.1 Negativity

A positive response bring a positive reactions and a negative tone follows up with

a negative feedback. Measuring the positive or negative influence of a phrase is called

polarity. Polarity is a score between −1 to +1 which −1 is Negative and +1 is

Positive. While (Gorodnichenko et al. (2018)) study shows that in the Brexit dataset

messages with positive sentiment are the next-most prevalent after neutral. I this

study, we show that for tweets bots/trolls engaged with the negative sentiments are

marginally greater than the positive ones.

In our study we used the Tagger to find correct POS in our corpus. We collected

the list of negative keywords by combining the moral-emotional negative keyword list

(Brady et al. (2017)) with lexicons. Then we matched the tweets based on our new

list of negative keywords using the polarity measure discussed in (Loria et al. (2014)).

For the purpose of our experiments on testing the negativity hypothesis on the Brexit

dataset, I generated a pair of distributions for Leave and Remain campaigns for which

the number of tweets are on the y-axis and number of shares are on the x-axis.

Since our distribution is discrete and we are not dealing with categorical data, we

cannot apply the chi-square test for the purpose of hypothesis test. The other option

is to use a derivation of Kolmogrov-Smirnov goodness-of-fit test which is modified to

support the discrete distributions. (Allen (1976)).

In political domain, retweeting a tweet is a way of giving credit to an idea and

supporting that. By retweeting you are sharing the content of your interest with your

network. In Figure 3.2 we can see the popularity distribution of negative and positive

sentiments for Leave and Remain campaign in the Brexit dataset on a histogram chart.

Also, in Figure 3.3, we have the histogram of popularity distribution of negative vs.
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Table 3.1: Results of Running K-S Test for Hypothesis-1 on the Brexit and NS2

Dataset Significance Level (α) P-value Test Statistic

Brexit Leave 0.05 9.5931e-05(****) 2547.87

Brexit Remain 0.05 5.9370e-79(****) 3582.04

Pro-NS2 0.05 1.85e-14(****) 139.74

non-negative sentiments in Pro-NS2.

Equation 3.4 shows the definition of the null hypothesis (H0) and the alternative

hypothesis (H1). Based on Table 3.1, since the P-value is far less than the significance

level that we chose 0.05 (α = 0.05), null hypothesis is rejected. From the results we can

infer that there is a significant statistically difference between popularity distribution

of tweets with negative sentiment and the popularity distribution of tweets with

positive sentiment.

F1 : Popularity distribution of tweets with negative sentiment

F2 : Popularity distribution of tweets with non-negative sentiment

H0 : F1 = F2

H1 : F1 6= F2

(3.4)

Figure 3.4, shows the most negative framed phrases in the Brexit leave and remain.

3.3.2 Causal Arguments

A causal argument is a discussion in which parties bring reasons to support their

argument by using causal keywords. To find a list of causal keywords, we manually

annotated a list of keywords used in the discussions to negative, positive and neutral

categories. In Table 3.2, I provided an expanded list of phrases we used to match

against our dataset. We expanded the list using the synonym and acronyms from

verb-sense of WordNet (Miller (1998)).
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(a) Negative Framing in Brexit Leave (b) Negative Framing in Brexit Remain
Figure 3.2: Popularity Distribution of Tweets with Negative Sentiment Vs. Popu-
larity Distribution of the Tweets with Non-negative Sentiment

Figure 3.3: Popularity distribution of tweets with negative sentiment vs. non-
negative sentiment in Pro-NS2
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(a) Most Negatively Framed Entities in Leave

(b) Most Negatively Framed Entities in Remain
Figure 3.4: Most Negatively Framed Entities in the Brexit
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Table 3.2: Expanded List of Synonyms and Antonyms for Causal Arguments

Polarity Phrase List

Neutral caused, causing, contributed, effect, expected to, impact on,

implications for, implications on, led to, linked to

Positive affect, affected, affected by, affecting, attributable to, result in

resulted in, triggered, increased, promote

blamed for, decreased, destroyed, destroys, jeopardizing

Negative negatively impact, ravage, suffering from, thrown up by, halt

exacerbated by, injure, killed, cripple

In Figure 3.5 we can see the popularity distribution histogram of the causal/non-

causal arguments in Leave and Remain campaign. Also, in Figure 3.6, we have the

histogram of popularity distribution of causal vs. non-causal debates in Pro-NS2.

While we performed matching, any tweet with causal keywords from positive or nega-

tive category labeled as causal and the rest considered as non-causal. We ran the K-S

test on the aforementioned distribution of retweeted tweets. To run the test, we de-

fined the null hypothesis and alternative hypothesis as in Equation 3.5. In Table 3.3,

since the P-value is far less than the significance level that we chose 0.05 (α = 0.05),

null hypothesis is rejected. From the results we can infer that the popularity dis-

tribution of tweets with causal arguments (F1) do not follow the same popularity

distribution of tweets with non-causal arguments (F2).
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(a) Causal Framing in Brexit Leave (b) Causal Framing in Brexit Remain
Figure 3.5: Popularity Distribution of Tweets With Causal Arguments vs. Popu-
larity Distribution of Tweets With Non-causal Arguments

Figure 3.6: Popularity Distribution of Tweets With Causal vs. Non-causal Argu-
ments in Pro-NS2
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Table 3.3: Results of Running K-S Test for Hypothesis-2 on the Brexit and NS2

Dataset Significance Level (α) P-value Test Statistic

Brexit Leave 0.05 5.41e-75(****) 494.85

Brexit Remain 0.05 7.19e-15(****) 179.58

Pro-NS2 0.05 0.00022(***) 99.58

F1 : Popularity distribution of tweets with causal arguments

F2 : Popularity distribution of tweets with non-causal arguments

H0 : F1 = F2

H1 : F1 6= F2

(3.5)

3.3.3 Threats to the Core Values

By precisely inspecting some threats of tweets, we noticed there are bots from

left-leaning campaign actively posting and engaging into arguments in right-leaning

campaign and vice versa. In order to attack a community, one effective strategy is to

attack the weak link in the chain and vulnerable members. Since these members do

not have enough knowledge they can easily get convinced and they can under ques-

tion their believes by spreading propaganda and fake news. To make this happen,

one need to find the values of an organization.

To get an understanding of values, we coded around 150 most frequently used key-

words in negatively framed and negative causally liked tweets. Then we asked a group

of experts in political domain to highlight the values with their respective polarity

category. In Table 3.4, we can see a list of coded values with their respective category

(Negative, Positive, Neutral). We also divided the values in Normative or Sacred

sub-category. Values like country, religion, and nationality considered as sacred val-

ues and things like diversity, human, and healthcare are normative values.
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After preparing the list of values, we defined a set of rules to find tweets with threat-

ening content with respect to the values. A tweet contains a threat to a core value if

it falls in any of the following category of rules:

• A tweet mentions a positive value and negatively framed

• A tweet mentions a positive Value and contains negative causal keywords

• A tweet mentions a negative Value and not-negatively framed

• A tweet mentions a negative value and contains positive causal keywords

• A tweet mentions a negative value and negatively framed

• A tweet mentions a neutral value and contains negative causal keywords

By performing a matching on tweet contents any tweet followed one of the above

rules labeled as causal and the rest considered as non-causal. We ran the K-S test on

the aforementioned distribution of retweeted tweets. To run the test, we defined the

null hypothesis and alternative hypothesis as in Equation 3.6. In Table 3.5, since the

P-value is far less than the significance level that we chose 0.05 (α = 0.05), null hy-

pothesis is rejected. From the results we can infer that the popularity distribution of

tweets with threats to core values discussions (F1) do not follow the same popularity

distribution of tweets with non-threatening content. (F2).

Figure 3.7 depicts the histogram of tweets with/without threats to the values for

Leave and Remain campaign in the Brexit dataset. Also, in Figure 3.8, we have the

histogram of popularity distribution of threatening vs. non-threatening discussions

in Pro-NS2.
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Table 3.4: List of Coded Values With Their Respective Polarity and Category

Polarity Category Phrase List

Sacralize African, America, American, Bishops, Britain, Canadians,

Neutral Christ, Christian, Europe, God, Culture, Iranian, Jesus

Normative Brussels, Capitalism, Environment, Forests, Glaciers, Healthcare

Human, Immigrants, Immigration, Job, Land, Water

Sacralize Democracy, Independence, Liberty, Life, Security

Positive Normative Cease-fire, Choice, Choices, Diversity, Equality, Health

Honest, Justice, Nationalism, Nationalist, Peace, Patriotism

Sacralize -

Negative Normative Corruption, Deforestation, Hunger, Illegal, Insecurity, Lie

Pollution, Sanctions, Wealth-inequality

Table 3.5: Results of Running K-S Test for Hypothesis-3 on the Brexit and NS2

Dataset Significance Level (α) P-value Test Statistic

Brexit Leave 0.05 0.05(*) 59.24

Brexit Remain 0.05 4.58e-7(****) 116.73

Pro-NS2 0.05 3.88e-09 (****) 50.41

F1 : Popularity distribution of tweets with threats to values discussions

F2 : Popularity distribution of tweets with non-threats to values discussions

H0 : F1 = F2

H1 : F1 6= F2

(3.6)
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(a) Threatening Framing in Brexit Leave (b) Threatening Framing in Brexit Remain
Figure 3.7: Popularity Distribution of Tweets with Threats to Values Discussions
Vs. Popularity Distribution of the Tweets with Non-threats to Values Discussions

Figure 3.8: Popularity Distribution of Tweets with Threats Vs. Non-threats Dis-
cussions in Pro-NS2
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3.3.4 Joint Effect

So far we have studied the outcome of negativity, causal argument, and threats to

values in the effectiveness of tweets linked to the bots. The question left is the joint

effect of these hypotheses on our distribution. To answer this question, I will use the

zero-inflated negative binomial regression model discussed in Section 3.2.2.

In this experiment, my regression target variable is retweet count (retweet_count),

and my predictor variables are as follows:

• bot_count quantifies how many bots are active in our dataset

• follower_count quantifies the number of the followers

• h1 is the negatively framed tweets (hypothesis-1)

• h2 is the tweets with causal argument content (hypothesis-2)

• h3 is the tweets contains discussions on threats to a value (hypothesis-3)

From Figure 3.6 we can see that all of the predictors in the count and inflation

portions of the model are statistically significant. This model fits the data significantly

better than the null model (Intercept-only model).
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Table 3.6: Results of Running the Zero-Inflated Binomial Regression

Campaign Variable Estimate Lower 95% Upper 95%

h1 0.2977 0.2498 0.3455

h2 0.0427 0.0124 0.0731

Brexit Remain h3 0.1388 0.1233 0.1544

bot_count 0.8516 0.8405 0.8627

follower_count 0.0 0.0 0.0

h1 0.5588 0.4923 0.6252

h2 0.0436 0.0019 0.0853

Brexit Leave h3 0.145 0.1265 0.1634

bot_count 0.6765 0.6614 0.6917

follower_count 0.0 1.6337e-5 2.1061e-5

h1 0.5976 0.5301 0.6651

h2 0.5041 0.4713 0.5369

Pro-NS2 h3 0.1419 0.1176 0.1662

bot_count 0.0052 0.004 0.0064

follower_count 2.4626e-6 2.2728e-6 2.6524e-6
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Chapter 4

CONCLUSION

4.1 Summary of Contributions

In this thesis, I proposed two new metrics to measure the effectiveness of messages

on social media. I ran my experiments on the Brexit and Nord Stream 2 (NS2) tweets

dataset. I provided mathematical prove for each of the hypotheses I mentioned. I used

two-sample Kolmogorov-Smirnov goodness-of-fit test to prove the validity of hypoth-

esis on the distribution of retweeted tweets. Finally, I used the zero-inflated negative

binomial regression to see how the combination of these hypotheses works jointly.

Given the results, I concluded that all of the predictors of model are statistically

significant.

4.2 Future Directions

One of the limitations of this work is that I could not cover the sarcastic conversa-

tions in my rules. One research direction would be constructing rules or models that

could capture the sarcasm in the social media and specially microblogging services

like Twitter.
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