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ABSTRACT 

Power systems are undergoing a significant transformation as a result of the retire-

ments of conventional coal-fired generation units and the increasing integration of 

converter interfaced renewable resources. The instantaneous renewable generation pene-

tration as a percentage of the load served in megawatt (MW), in some areas of the United 

States (U.S.) sometimes approaches over 50 percent. These changes have introduced new 

challenges for reliability studies considering the two functional reliability aspects, i.e., ad-

equacy and the dynamic security or operating reliability.  

Adequacy assessment becomes more complex due to the variability introduced by 

renewable energy generation. The traditionally used reserve margin only considers pro-

jected peak demand and would be inadequate since it does not consider an evaluation of 

off-peak conditions that could also be critical due to the variable renewable generation. 

Therefore, in order to address the impact of variable renewable generation, a probabilistic 

evaluation that studies all hours of a year based on statistical characteristics is a necessity 

to identify the adequacy risks. On the other hand, the system dynamic behavior is also 

changing. Converter interfaced generation resources have different dynamic characteristics 

from the conventional synchronous units and inherently do not participate in grid regula-

tion functions such as frequency control and voltage control that are vital to maintaining 

operating reliability. In order to evaluate these evolving grid characteristics, comprehen-

sive reliability evaluation approaches that consider system stochasticity and evaluate both 

adequacy and dynamic security are important to identify potential system risks in this trans-

forming environment.  



 

ii 

The objective of this work is to develop a reliability evaluation approach that eval-

uates the control capability of a power system to maintain dynamic security in conjunction 

with resource adequacy evaluation. The developed approach uses sequential Monte-Carlo 

Simulation (SMCS) as the probabilistic analysis technique of choice. The proposed ap-

proach considers the chronological stochasticity in the system and produces probabilistic 

reliability indices. The dynamic performance of a system can be accurately described and 

quantified using the developed approach with detailed system models represented in time-

domain simulations (TDSs). The evaluation of potential reliability risks in power systems 

with high wind power penetration is addressed based on the developed approach in this 

work. 
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INTRODUCTION 

1.1 Background 

Power systems are undergoing a significant and rapid transformation, primarily 

driven by environmental regulations, incentives for variable energy resources (VERs), and 

impacts of fuel prices. The generation fleet is transforming from mainly relying on coal-

fired generation to being primarily natural-gas-fired and renewable generation. In 2018, 

natural gas and other gases consisted of 43% of the fuel mix, while renewable resources 

consisted of around 5% of the fuel mix in North America [1]. Conventional coal-fired gen-

eration continues to decrease in the system. In certain areas, the rate of transformation is 

more rapid and is significantly impacting the planning and operations of power systems. In 

the Electric Reliability Council of Texas (ERCOT) system, the instantaneous penetration 

of renewable generation exceeded 50% of system load in 2017 [2] and led to changes in 

system operation, such as the participation of demand response to maintain reliability. 

Transmission systems are correspondingly subjected to expansion as a consequence of the 

resource mix. These changes in the system are altering the operational characteristics of 

the grid and consequently have raised reliability issues that require comprehensive exami-

nation. 

It is worthwhile to review the definition of reliability and the processes of reliability 

studies in the industry, to understand the impact of the transformations described above on 

systems reliability. Reliability is the term used to describe the ability of a system to deliver 
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power to consumers within accepted standards and in the amount desired. According to the 

current definition by North America Electric Reliability Corporation (NERC), reliability 

consists of two fundamental aspects: adequacy and operating reliability. Adequacy is the 

ability of the electric system to supply the aggregate electric power and energy require-

ments of the electricity consumers at all times, taking into account scheduled and 

reasonably expected unscheduled outages of system components. Operating reliability is 

the ability of the electric system to withstand sudden disturbances such as electric short 

circuits or unanticipated loss of system components [1]. Before the term operating relia-

bility started to be used by NERC to describe the ability of the system to withstand sudden 

disturbances, the term security was used and is still widely used in literature. The two terms 

are used interchangeably to represent the system’s capability to withstand sudden disturb-

ances. 

The maintenance of both adequacy and operating reliability is essential to provide 

the desired level of reliability in the system. However, in current practice, the two reliability 

functions have been treated separately, primarily because of historical experiences of dif-

ferent approaches for the assessments of the two aspects. System adequacy examines the 

sufficiency of generation and transmission resources to meet demand. It is evaluated as a 

part of the seasonal reliability assessment and long-term reliability assessment (LTRA) in 

industry practice. Since the number and configuration of generators and transmission lines 

contribute to the reliability of a system, the LTRA considers proposed generation and trans-

mission additions and projects future electricity demands to analyze the resource adequacy 

in the next one year to ten years. The analytical approaches for resource adequacy range 
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from relatively simple calculations of planning reserve margins to rigorous probabilistic 

reliability simulations that calculate system loss of load probability (LOLP) or loss of load 

expectation (LOLE) values. In either approach, the adequacy assessment analyzes the static 

status of the system supplying demand rather than the system dynamic performance. 

Whereas the operating reliability of a system is measured by the dynamic response of the 

system when it is subjected to a disturbance. The operating reliability requires that the 

system operates within steady-state limits and maintains dynamic security after a disturb-

ance. The assessment of the operating reliability assessment is primarily based on the 

NERC Transmission Planning Standard [3] that define a range of credible contingencies 

under which the system needs to maintain reliable operation. System behavior under these 

credible contingencies is analyzed based on power flow studies or/and dynamic studies.  

The traditional process of assessing the adequacy and operating reliability has been 

challenged by the retirements of conventional coal-fired generation units and the increasing 

penetration of renewable resources. The main sources of these challenges stem from the 

uncertain nature of the renewable resources, e.g., wind and solar generation, and the new 

failure characteristics of the renewable generation units. Moreover, the operating charac-

teristics of power systems have been altered due to the power electronics interface of these 

renewable resources to the grid. Adequacy assessment has become more complicated due 

to the variability and uncertainty brought by the renewable energy generation. The tradi-

tionally used reserve margin that calculates the gap between future generation and 

projected load would be insufficient if it is only based on the projected peak demand. The 

off-peak system conditions can be critical due to the variability of renewable generation. 
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For instance, in the 2018 LTRA of the Western Electricity Coordinating Council (WECC) 

system, WECC projected that the reserve margin for the WECC-CAMX (California-Mex-

ico) Region is over 22 percent in 2020 and over 21 percent in 2022. The projected reserve 

margins in the two years are both above the reserve margin reference showing that there 

will be adequate resources in the system. However, the loss of load hour (LOLH) from 

probabilistic adequacy analysis is projected to increase from 0.13 hours in 2020 to 2.3 

hours in 2022, due in part to the changing resource mix [1]. The finding indicates that the 

deterministic planning reserve margin metric may not be an accurate means to measure the 

resource adequacy, especially in areas that have a high penetration of VERs.  Probabilistic 

analysis that studies all hours of the year is necessary to identify system adequacy risks. 

Different from the adequacy assessment, which focuses on system steady-state con-

ditions, the operating reliability examines systems performance after contingencies occur. 

It addresses the system static security, which involves steady-state analysis of the post-

disturbance system conditions, as well as the dynamic security, which involves examining 

rotor angle stability, frequency stability and voltage stability of the system [4]. The contin-

gencies are normally pre-specified based on the transmission planning standard [3], and a 

qualitative result of operating reliability under these contingencies will be specified in 

terms of pass or fail. Due to the new resource mix, system operating characteristics are 

subjected to changes. For example, when a generation unit located near a load center is 

retired and new generation not in the vicinity of the load area, comes online, the load center 

will require power imports and dynamic reactive resource replacement to maintain voltage 

stability. These changes lead to a questioning of the credibility of using the traditionally 
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used deterministic approach based on pre-specified contingencies to examine operating 

reliability. To consider the stochastic variability in the system operating conditions, the 

utilization of probabilistic approaches for operating reliability evaluation needs to be in-

vestigated. 

The uncertainties associated with the new generation fleet also prompt the need to 

consider more system conditions in the operating reliability evaluation. Driven by these 

challenges, some special assessments of the frequency and voltage dynamic stability have 

been conducted in conjunction with traditional N-1 studies. Comprehensive reliability eval-

uation approaches are needed to evaluate the system performance considering system 

stochasticity while addressing both adequacy and operating reliability, to measure the over-

all reliability impacts of the changing resource mix. 

1.2 Motivation and Objectives 

Under the fundamental transformation in power systems, reliability studies must be 

conducted comprehensively to identify potential system risks. It should be ensured that 

there is sufficient capacity and flexibility in systems to meet the peak demand as well as 

off-peak hours introduced by generation resources that are limited by the primary energy. 

From this perspective, probabilistic analysis methods that consider the variability and un-

certainty of generation and the availability of the various components in a system is worthy 

of investigation. Also, since it is impossible to study all possible initial conditions for op-

erating reliability, probability analysis methods provide an efficient approach to consider 



 

6 

the stochasticity in selecting operating conditions to study static and dynamic security. An-

other benefit of the probabilistic analysis approach is that quantitative results are expected 

to be calculated rather than qualitative results. The quantitative evaluation results can pro-

vide more precise information on the level of unreliability and identify critical system 

conditions. 

A comprehensive reliability evaluation approach should also integrate the assess-

ment of the adequacy and operating reliability into a single process. When a system is 

subjected to a contingency, the process should evaluate system dynamic security after the 

contingency occurs to determine whether the system maintains stable transition to a post-

contingency status and evaluate the adequacy of the post-disturbance system supplying 

load within steady-state security limits.  

Therefore, the objective of this work is to develop a comprehensive reliability eval-

uation approach with adequacy and dynamic security integrated into a single framework. 

The approach will evaluate the generation and transmission adequacy of the system con-

sidering steady-state security limits including thermal limits and voltage limits, and 

dynamic security including short-term rotor angle stability, frequency stability, and voltage 

stability. The approach will also incorporate renewable generation in the adequacy assess-

ment and dynamic security assessment to evaluate the reliability of power systems with 

high renewable penetration. Specifically, this work has the following objectives: 

1. Designing the Monte Carlo Simulation (MCS) framework: MCS has emerged as 

a preferred approach for probabilistic analysis in large power systems. MCS deals with the 
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issue of dimensionality by sampling states based on their probabilities and drawing the 

inference from the sample with a convergence criterion to ensure sufficient accuracy. One 

of the objectives of this work is to develop a probabilistic approach for reliability evalua-

tion integrating system adequacy assessment and dynamic security assessment into a single 

framework.  

2. Developing models representing system stochasticities: All relevant stochastici-

ties in the system is investigated to develop appropriate probability model representations. 

With proper stochastic models, the key factors associated with uncertainty and variability 

are included in the MCS to sample system states. 

3. Developing integrated reliability assessment techniques: For the assessment of a 

state in integrated reliability evaluation, the examination includes the system dynamic per-

formance after the disturbance and the post-contingency steady-state performance. The 

assessment techniques that can accurately evaluate the performance and can be incorpo-

rated into the integrated reliability measurements are investigated. 

4. Developing acceleration techniques for the integrated reliability evaluation pro-

cess: Dynamic system performance simulation is a time-consuming process. Therefore, 

tools that can pre-determine the stability or instability of a case can significantly reduce the 

computational efforts. A pruning process is developed to determine whether stability eval-

uation is warranted. Another acceleration approach is investigated to improve the 

computational efficiency of the MCS process. 
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5. Proposing quantitative integrated metrics: Quantitative metrics that integrate ad-

equacy and dynamic security evaluation results are proposed and a research-grade software 

that implements the proposed integrated reliability approach and demonstrates the ad-

vantages of the proposed approach is developed. 

6. Investigating the utilization of the proposed reliability evaluation approach in 

renewable integrated power systems: Studies are conducted to evaluate the impact of in-

creasing renewable energy integration on system reliability, considering both the impact 

on system adequacy and dynamic security. The effect of the control capability of the con-

verter-interfaced renewable energy on reliability performance is analyzed.  

1.3 Organization of the Dissertation 

This dissertation is organized as follows. Chapter 2 discusses a detailed literature 

review of the existing work in this area. Chapter 3 presents the probabilistic models of 

components and probabilistic analysis methodology. Chapter 4 presents the test system and 

system dynamic models for reliability evaluation. Chapter 5 discusses the reliability eval-

uation approach considering the adequacy and dynamic security being assessed by steady-

state analysis and stability analysis, respectively. Two acceleration methods to speed up 

the integrated reliability evaluation are discussed in this chapter. Chapter 6 presents the 

results of the application of the proposed methods, along with discussions of the results. 

Chapter 7 presents the application of the proposed approach for the reliability evaluation 

of a test system with high wind generation penetration. The impact of increasing wind 
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power penetration and wind turbine generators (WTGs) participating in grid control are 

discussed in this chapter. Chapter 8 concludes this dissertation and discusses future work.  



 

10 

 

LITERATURE REVIEW 

Reliability describes the ability of power systems to deliver electricity to all points 

of consumption, in the quantity and quality demanded by the customers. After the 2003 

Northeast blackout, the Federal Energy Regulatory Commission (FERC) was authorized 

to designate a national Electric Reliability Organization (ERO) and required the develop-

ment of mandatory reliability standards. NERC became the nation’s ERO and charged with 

conducting reliability studies of the bulk power system (BPS) in North America. In indus-

try practice, reliability evaluations include resource adequacy evaluation examining static 

system conditions, operating reliability examining system dynamics, and some special as-

sessments such as studies of maintaining reliability while integrating VERs or gas turbines. 

Although there are unified reliability requirements throughout the industry, the methodol-

ogies used by various entities can be different. Existing work related to the evaluation of 

system adequacy and dynamic performances is discussed in this chapter. 

2.1 Evaluation Techniques for System Adequacy 

Adequacy assessment is one of the essential power system studies that evaluate and 

plan a power system to ensure that an adequate supply of electricity is available to meet 

current and future needs. Historically, adequacy assessment of power systems has been 

conducted using deterministic approaches such as percentage reserves in generation capac-

ity planning or N-1 contingency criteria in transmission expansion [5]. The fundamental 

weakness of deterministic criteria is that it does not reflect the probabilistic or stochastic 
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nature of system behavior. Driven by this, studies and applications of the probabilistic re-

liability evaluation approach have become prevalent after the required computational 

resources became available in the 1990s [6]. Probabilistic evaluation techniques can be 

classified under two main categories: analytical and simulation techniques, and each has 

its merits and demerits. The use of analytical techniques or MCS methods depends on the 

system that the analysis is performed on. Generally, analytical techniques are more effi-

cient in analyzing systems that have small failure probabilities of components or do not 

have complex operating conditions. Reference [7]–[9] are among the early works that pre-

sented analytical approaches for system adequacy evaluation. However, if complex system 

conditions should be considered or the number of unreliable events is relatively large in a 

system, MCSs are more preferred. The theory and mathematical models of MCSs are well 

explained in [5], [10]. In MCS methods, the stochastic behavior of power systems is ana-

lyzed through simulation of physical relationships, and the generated results are the 

expected values of reliability indices. It makes MCS an efficient analysis technique for 

systems with stochasticity. Particularly, sequential MCS is capable of incorporating the 

chronological stochasticity in the system, such as the load variation and the increasing in-

tegrated wind and PV generation. In [11], a method to calculate equivalent wind capacity 

is introduced for reliability evaluation based on MCS. The equivalent wind capacity is 

based on a global annual wind power distribution established in the literature by the con-

volution of constitutive wind plant generation histograms. Chronological wind speed was 

used as an input in the adequacy evaluation in [12], [13] in order to accurately represent 

the stochastic nature of wind generation. The results using the MCS method were compared 

with the results from the enumeration method in [14]. The authors proposed a hybrid 
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Monte-Carlo method and an analytical approach. Because of the so-called curse of dimen-

sionality issue (the enumeration number increases exponentially with the number of 

components), the exhaustive enumeration is computationally intractable. For the assess-

ment of a large power system, the MCS method is preferred.  

In current industry practice, probabilistic techniques for generation adequacy anal-

ysis have been used at some level in nearly all regions of North America, either by making 

direct probabilistic assessments that calculate probabilistic reliability indices such as LOLE 

or by identifying an equivalent percent reserve margin. In direct probabilistic assessments, 

the objective is to test whether existing and future resources are sufficient to assure a LOLE 

of no more than 1 day in 10 years where all relevant factors and uncertainties are included 

in the simulation. Some universal factors and uncertainties are considered including the 

forced outages of thermal generators and load uncertainty. While in areas that have abun-

dant wind or hydro resources, wind or hydro generation may also be modeled as stochastic 

parameters. It is important to note that, in most of the probabilistic analysis of resource 

adequacy, the transmission system is not considered or simplified as transfer limits. Alt-

hough the probabilistic approaches for composite generation and transmission system have 

been well investigated, their applications in the electric power industry are quite limited, 

and the main reason is the computational burden and the lack of a unified approach.  

Extensive work has been done to reduce the computation time in MCSs. High-speed 

computing and programming paradigms have been explored to improve Monte-Carlo sim-

ulation efficiency. Gubbala and Singh in [15] described two random number generation 
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schemes and three topologies for parallelizing the fixed interval MCS for reliability evalu-

ation of interconnected power systems. In [16], Borges, Falcao, Mello, and Melo 

demonstrated two parallel methods for composite reliability evaluation using SMCS. In 

one of the methods, a complete simulation year is analyzed on a single processor and the 

many simulated years necessary for convergence are analyzed in parallel. In another 

method, the assessment of the system states in the simulated years is performed in parallel 

and the convergence is checked on one processor at the end of each simulated year. Other 

computational techniques such as intelligent agent technology based on which reliability 

evaluations are assigned to different agents [17], [18], artificial neural networks [19], and 

object-oriented programming [20] have also been proposed to reduce the computational 

cost. Another approach to make the MCS method more time efficient is to use variance 

reduction techniques (VRTs). The objective of VRTs is to mathematically decrease the 

variance of the estimators of the reliability indices while not affecting their expected value. 

By decreasing the variance, the number of samples needed for reaching convergence can 

be reduced so that the convergence is sped-up. Different types of VRTs such as Antithetic 

Variables [21]–[23], Control Variables [24], [25] and the combination of VRTs [26] have 

been tested by researchers to increase the MCS efficiency. Importance Sampling (IS) is a 

relatively new VRT method. Its utilization in the study of real systems has been limited by 

the fact that it is difficult to find the optimized IS distribution. The application of the Cross-

Entropy (CE) method provided a possible solution to that problem. In [27]–[29], the Cross-

Entropy based optimization process was proposed in non-sequential MCS to obtain an aux-

iliary sampling distribution, which helped to minimize the variance of the reliability index 
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estimators. The method has been tested in generation reliability and composite system re-

liability. The probabilistic approaches with suitable acceleration methods to improve 

evaluation speed for complex realistic power systems need to be further investigated to 

promote the application in real systems, so that transmission capability is considered in 

measuring resource sufficiency to serve load. 

2.2 Evaluation Techniques for Operating Reliabilty 

Operating reliability assessment aims to provide a judgment on the ability of a 

power system to operate reliably under disturbances for a range of operating conditions. A 

variety of issues including voltage issues, frequency issues, and transient stability issues 

should be considered in the operating reliability assessment. In the power industry, the 

approaches for operating reliability evaluation used by entities are different. A general 

practice is to conduct power flow analysis to identify problem areas or paths and then con-

duct stability studies specifically on these areas or paths. Stability limits on system 

reliability are playing a more important role because of the transformative changes in sys-

tems. As identified in [2], stability challenges are likely to be the most limiting constraints 

for high renewable penetration conditions and could significantly affect the reliability of 

the system. Stability limits are necessarily considered in the reliability assessment, in con-

junction with adequacy assessment. Using probabilistic approaches is more suitable in the 

assessment, rather than deterministic approaches.  

The approaches currently being used in the industry are mainly deterministic ap-

proaches where system performance is evaluated based on pre-determined operating 
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conditions and credible contingencies. The system stability in deterministic studies is 

treated as binary (stable or unstable). Various uncertainties associated with operating con-

ditions and with contingencies are not taken into account in these approaches. Probabilistic 

approaches, on the other hand, consider the probability distribution of stochastic factors in 

systems, and therefore can better reflect the actual system behavior. Probabilistic ap-

proaches provide an alternate way to identify stability limits.  

Probabilistic approaches for evaluating system stability have attracted a significant 

amount of interest in the past. In [30], a practical method of probabilistic reliability assess-

ment for large interconnected power systems was proposed. The probabilistic reliability 

assessment relies on an enumeration of contingencies and draws from the simulations the 

quantitative and probability-weighted evaluation of the contingencies impacts. Four dis-

tinct types of reliability indices were proposed in this paper. They are the thermal overload 

reliability index, voltage violation reliability index, voltage instability index and load loss 

index. Based on the method, the root causes that most jeopardize the system reliability, the 

weak points and the operating conditions that have the most severe impact on system reli-

ability can be generated. This paper presented the benefit of probabilistic stability analysis: 

while the deterministic method determines the maximum level of load/transfer increase the 

system can handle without violating criteria, the probabilistic method determines this max-

imum level by judging whether reliability indices exceed the threshold. A probabilistic 

technique was proposed in [31] for measuring the level of security or the level of stress of 

a power system in an operational environment. It considered not only contingencies that 

are deemed credible but also the less probable but highly damaging contingencies. Hence, 
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it provides a complete assessment of the state of the system. In these two efforts, the system 

analysis focuses on the steady-state system conditions and is based on power flow studies.  

Work has also been done on the assessment of transient stability, frequency stabil-

ity, and voltage stability using probabilistic approaches. Authors in [32] presented the 

results of the probabilistic transient stability assessment on the large scale system of B. C. 

Hydro. Results in the paper showed that deterministic criteria produce conservative results 

and do not always correspond to the worst-case scenario. The difference between deter-

ministic and probabilistic transient studies was well explained in the procedures given in 

the paper. The procedures are shown in Figure 2.1. Billinton, Carvalho, and Kuruganty in 

[33] presented a probabilistic assessment method of power system transient stability using 

Lyapunov functions to determine the post-fault stable equilibrium. System risk is repre-

sented by the product of transient instability probability and the consequence of the fault, 

which caused the instability. In [34], a risk-based stability assessment method considering 

both transient stability and oscillatory instability is presented. The authors proposed a com-

posite risk index which can be obtained as the summation over risks of each event. In [35], 

the authors presented a methodology to evaluate the probability and consequences of tran-

sient instability. A transient stability index based on transient energy components 

calculated in TDS is used to quantify the transient stability of the system. The Electric 

Power Research Institute (EPRI) and Iowa State University worked on a series of projects 

which tackled the risk-based security assessment issue. The identified methodology, soft-

ware design, and implementation of computing risk in those projects associated with line 
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overload, transformer overload, and voltage out of limits, voltage instability, transient in-

stability, and special protection schemes. These methods are based on the notion that risk 

is the product of probability and consequence. The computations were developed in a man-

ner that the risk result is a function of the operating condition, a specified contingency, and 

uncertainty related to the operating condition and the system performance following the 

contingency [36], [37]. 

 

Figure 2.1  Procedures for Deterministic and Probabilistic Transient Stability Studies 
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A probabilistic index for transient stability based on the probability distribution of 

the transfer admittance is described in [38] and its application in a practical system consid-

ering the probability of fault occurrence, fault location and fault clearing time is illustrated 

in [39]. Similar probabilistic transient stability evaluation based on the enumeration ap-

proach is described in [40]. The probabilistic characteristics of the fault are considered in 

the same work. Also, a stochastic model of a high-speed reclosing relay is proposed in this 

paper. The system stability is determined based on whether the fault clearing time is less 

than the critical clearing time (CCT). In [41], a bisection method is utilized to evaluate 

probabilistic transient stability and reduce the amount of computation time of the evalua-

tion. An analytical model that addresses the uncertainty of the fault clearing time for 

probabilistic transient stability assessment of power systems is proposed in [42]. The fault 

clearing time is compared with the CCT to assess system stability, and a corrected transient 

energy function-based strategy is developed for case pruning to improve the computational 

efficacy. In [43], the system risk is calculated using the probability distribution of the tran-

sient stability margin and the severity quantifying the impact of a contingency with a 

variation of stability margin. The authors in [44] presented a conceptual framework for an 

approach to the probability assessment of power system transient stability using MCS and 

direct method. The computer program based on this method is described in [45]. 

More recently, several efforts have been devoted to investigating the probabilistic 

stability analysis considering the increased uncertainties brought by the integration of 

VERs. The effects of wind power intermittency on power system transient stability were 
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studied in [46]. With an equivalent wind farm dynamic model implemented in the test sys-

tem, the MCS with two indices, namely angle-based margin index and CCT is applied on 

the test system to evaluate the effects of wind power intermittency and variability on sys-

tem transient stability. The frequency distribution of transient stability evaluation index, 

CCT, probability of system transient instability and range of wind speed causing system 

transient instability are simulated. Reference [47] proposed a probabilistic framework for 

transient stability assessment of power systems with high penetration of renewable gener-

ation. The procedure includes sampling the uncertainties in load and wind/PV generation, 

running optimal power flow (OPF) to determine generation dispatch, and performing time-

domain simulations of a large number of contingencies to calculate transient stability indi-

ces. Based on the approach, the impact of renewable energy penetration on transient 

stability was analyzed. The study based on this approach was extended to assess the impact 

of intermittent behavior of distributed energy resources on transient stability of power sys-

tems [48]. 

Probabilistic approaches for the evaluation of frequency stability and voltage sta-

bility have been studied in [49]–[58]. In [49], a risk assessment approach to analyze power 

system steady-state voltage, overload, and frequency response adequacy was proposed for 

operation planning under high penetration of wind power generation. In this approach, the 

frequency excursion was approximated using a mathematical equation. Therefore, the fre-

quency response adequacy can be performed at the same time with the steady-state voltage 

and overload evaluation, without performing dynamic simulations. In [50], frequency sta-

bility limits were considered in the probabilistic analysis to determine the maximum 
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penetration level of wind farms. A simplified frequency response model with the inertia 

and damping considered was used to determine the frequency nadir. Voltage stability has 

been primarily studied by means of steady-state analysis techniques. In [57], voltage col-

lapse is studied considering the stochastic nature of the load. A probabilistic methodology 

is developed to provide risk indices of voltage collapse and determine the most likely crit-

ical bus and the corresponding point of collapse, based on the MCS method.  

The literature survey conducted, shows that, the probabilistic results for transient 

stability usually were based on the transfer limit calculation [32], probability of system 

instability [33], [38], [40], [59], [60], expected frequency/ probability of transient instabil-

ity [39], and transient stability indices such as the maximum rotor angle deviation [47], 

[48]. The indices for probabilistic analysis of power system frequency stability proposed 

include the frequency response inadequacy [49], [50], the rate of change of frequency 

(RoCoF), and the frequency nadir [51]. As for probabilistic voltage stability indices, prob-

ability/ frequency of voltage instability, reactive load margin, and expected voltage 

stability margin were used [53], [58]. With the changing resource mix in the system, the 

adequacy of frequency and voltage support are one of the primary considerations in the 

industry. The indices used to characterize frequency and voltage support in industry prac-

tice are primarily the synchronous inertial response, initial frequency deviation and 

frequency response in MW/0.1 Hz from pre-disturbance frequency to frequency nadir and 

settling frequency to measure frequency performance, the number of voltage exceedances 

and reactive performance to measure voltage performance [61], [62].  
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2.3 Integrated Evaluation of Adequacy and Dynamic Security in Transformed Grid 

With the increasing integration of converter interfaced generation, the inherent sys-

tem capability to stabilize after disturbance is reducing. The reasons include the reduced 

inertia to resist frequency deviation, the lowered dynamic reactive power reserve as well 

as the increased loss of active power and reactive power on long transmission lines. A 

disturbance after which the system will remain stable and return to a steady-state condition 

can cause unstable system conditions under low system strength situations [2]. 

Presently, in the long-term system assessment process, transmission adequacy is 

evaluated based on power flow analysis from a steady-state perspective while generation 

adequacy is even more simplified and does not require a power flow study. However, sta-

bility challenges are likely to be the most limiting constraints for a system with increasing 

resource mix change, especially when the generation from new resources needs to be sup-

plied to load through long-distance transmission lines. Steady-state analysis of system 

performance after a disturbance assumes the system settles in a post-contingency stable 

equilibrium point (SEP) immediately after the contingency. Hence it neglects system dy-

namic performance after the contingency and overlooks system risks which would be 

identified in a stability analysis. New approaches for reliability evaluation that consider 

stability evaluation in conjunction with steady-state adequacy assessment is, therefore, nec-

essary to identify system risks in the new circumstance. The importance of system dynamic 

behavior and its significant influence on the overall reliability have been well recognized. 

However, there is limited work existing in this area of integrating the evaluation of system 

dynamic performance in conjunction with adequacy analysis. 
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A conceptual framework of a unified approach to probabilistic steady-state and dy-

namic security assessment was proposed in [63]. The authors introduced the time to 

insecurity as the metric of system security. The probability distribution of the time to inse-

curity is obtained from the solution of a linear vector differential equation whose 

coefficients are expressed in terms of steady-state and dynamic security regions. Reference 

[64] presented an integrated approach to extend the scope of reliability evaluations to in-

clude a probabilistic assessment of system security including transient stability and the 

effects of cascading sequences. In the proposed method, the system transient stability limit 

is determined by comparing the fault clearing time with the critical clearing time. If the 

fault clearing time is within the critical clearing time, the system is seen to be able to main-

tain transient stability after the contingency. The critical clearing time is different for 

different contingencies. Comprehensive reliability metrics are presented in the same paper. 

The probability of transient instability and the mean time to instability are used to measure 

the dynamic aspect of reliability. LOLP, LOLF, loss of load duration (LOLD), and expected 

energy not supplied (EENS) are used as the composite system indices. A method of com-

posite power system reliability, including both static and dynamic processes through the 

sequential MCS, is proposed in [65]. In the proposed approach, the reclosing time is com-

pared with fault time to classify fault to be transient or permanent. TDSs are used to analyze 

the transient stability and OPF is used to determine the amount of load curtailment. The 

loss of load during restoration under permanent and transient faults is calculated based on 

a corrective OPF. Conventional indices EENS and LOLP are calculated from the composite 

reliability evaluation, and two additional indices were proposed to describe the transient 
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stability. The two indices were Mean Instability Occurrence Rate and Mean Loss of Load 

during Restoration.   

Reference [66] proposed a framework for extending conventional probabilistic re-

liability analysis to include transient and voltage stability issues in the adequacy assessment 

of a composite system. Instead of running TDSs, an intelligent system which is a combi-

nation of neural network and a fuzzy neural network is used to predict the transient and 

voltage stability status. Andrea M. Rei, et al. in [67], presented a method for integrating 

adequacy and security reliability evaluation using SMCS to capture stochastic features in 

power systems. Transient stability is evaluated by comparing the critical energy based on 

CCT and the potential energy boundary surface calculated based on transient energy func-

tion (TEF). More recently, Benidris, Mitra, and Singh in [68] proposed an integrated 

evaluation of the reliability and stability method. A direct method is utilized for transient 

stability assessment based on computing the energy margin of the system under fault. Three 

probabilistic transient stability indices are proposed to address system instability in the 

reliability indices calculation.  

Most of the work listed above focused on including the transient stability assess-

ment in the adequacy assessment. A few of the works include frequency stability and 

voltage stability with conventional reliability evaluation that analyzes resource adequacy. 

Reference [69] proposed an approach to include the frequency stability limit in reliability 

evaluation. The integration of wind generation is limited by the frequency stability con-

straint and the limited wind generation was considered in reliability indices calculation. 
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The frequency deviation was calculated based on a proposed mathematical model. Refer-

ence [70] introduced a method to include voltage stability assessment reliability analysis. 

The probability of voltage collapse was approximated and used as a proportion of the volt-

age stability margin. Reference [71] proposed a technique to evaluate power system 

reliability considering aspects of frequency control. The reliability indices under various 

operating conditions and system contingencies are formulated considering the frequency 

regulation processes.  

The literature survey presented above shows that the merits of a comprehensive 

reliability evaluation with adequacy and dynamic security integrated are well recognized. 

The benefits of MCS as a probabilistic approach to incorporate stochastic factors are also 

presented in much of the literature. Although extensive work has been done on the proba-

bilistic approaches of adequacy or dynamic security assessment, few of the work presented 

a practical and quantitative approach of an integrated reliability evaluation. The utilization 

of MCS as a framework for integrating the adequacy and dynamic security assessment, as 

well as comprehensive reliability metrics evaluation, need to be studied. Quantitative as-

sessment methods for adequacy and dynamic security will also be investigated in this work. 
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PROBABILISTIC ANALYSIS OF COMPOSITE SYSTEM RELIABILTY 

Power systems are highly complex systems. Random failures in any part of a sys-

tem can cause the interruption of electricity supply and sometimes cascading failures in the 

system. Deterministic approaches, including the planning reserve margin for generation 

capacity and N-1 contingency criteria for transmission planning, have been widely used to 

ensure reliable power supply to end-users. The primary weakness of deterministic ap-

proaches is that they do not respond to or reflect the stochastic characteristics in the system. 

Many research efforts have been conducted on probabilistic analysis methods to take into 

consideration these characteristics.  

The obstacles to applying these methods in the past were primarily computational 

efficiency and the lack of data. These obstacles have been significantly overcome in recent 

years with the computing techniques rapidly improved and the continuous development of 

high-speed computational capabilities. On the one hand, the importance of components 

reliability data has been well recognized, and efforts have been dedicated to collecting 

these data. In North American, both NERC and Canadian Electricity Association (CEA) 

have been coordinating with utilities to gather reliability data for transmission and genera-

tion equipment. CEA publishes reports on the statistical analysis of forced outage 

performance of transmission equipment annually. Also, NERC has developed the Trans-

mission Availability Data System (TADS) and the Generation Availability Data System 

(GADS) to collect outage data. Generation availability data collection through GADS has 



 

26 

evolved to be a mandatory industry program for conventional generating units that are 

equal or above 20 MW.  

The availability of data has promoted the application of probability analysis ap-

proaches to evaluate system reliability. The probabilistic reliability evaluation of a 

composite system considers the generation and transmission infrastructures and is gener-

ally associated with the following four tasks: 

1. Determining components outage models 

2. Selecting system states 

3. Evaluating the consequences of outages in selected system states 

4. Calculating reliability indices. 

In this chapter, the probabilistic evaluation approach that includes the four tasks 

listed above will be discussed. 

3.1 Outage Models of System Components 

A power system consists of various components, such as generators, lines, trans-

formers, and breakers. Component failures are typically classified as repairable forced 

outages and non-repairable outages. Since a non-repairable outage usually is an accident 

and its probability of occurrence is extremely small, these types of outages are generally 

neglected in system reliability studies. Instead, the repairable forced outages are of main 

concern in reliability evaluation. Correct component outage models are essential for the 
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reliability evaluation of power grids, and the outage model for different types of compo-

nents varies. The outage model, as well as the parameters for the outage models, are 

obtained mainly from statistical studies of historical data. For the reliability evaluation of 

the BPS, components including generators and transmission lines are the primary concerns 

since the contingencies that happen on these components directly affect the continuity of 

power supply. The outage model of conventional generators, transmission lines, and wind 

turbines in this work are described below. 

3.1.1 Conventional Generator Outage Model 

Generation units can be operated at a full capacity output state, a partial capacity 

output state, or a forced outage state. A Markov process model is typically used to represent 

the process of a system changing its state. According to the Markov process model, the 

probability of a system being in a state at the time period t +1 depends on the state of the 

system at the time step t and is independent of the states before this time period. Hence, a 

system should have two characteristics to describe its state change using the Markov 

model, lack of memory and the stationarity of the state. For generation units in power sys-

tems, these criteria are typically assumed to be true. Hence, the change of state of a 

generation unit depends on the transition probability, which is the failure rate if the gener-

ation unit is in operation in the current state or the repair rate if the generation unit is 

currently in a failure state.  

The two-state Markov model to represent generation unit availability is shown in 

Figure 3.1. It gives the transition diagram in the form of the transition rate between the two 



 

28 

states. The parameter 𝜆 and 𝜇 in Figure 3.1 represent the failure rate and the repair rate 

respectively. The state transition can also be represented using a cycle process between the 

up state and down state with a resident duration for each state, as shown in Figure 3.2. The 

parameters, mean time to failure (MTTF) and mean time to repair (MTTR), in Figure 3.2 

represent the resident duration of an up state and the resident duration of a down state, 

respectively. The duration of each state is assumed to follow an exponential probability 

distribution. 

 

Figure 3.1  Stage Space Diagram of a Repairable Component 

 

Figure 3.2  Up and Down Process of a Repairable Component 

The parameters to characterize the state transition are the failure rate 𝜆 and repair 

rate 𝜇. The conversion between MTTF, MTTR, 𝜆, and 𝜇 are given in (3.1) and (3.2). The 

availability A and unavailability U which gives the probabilities of whether the unit is in 

the up state or the down state, respectively can be calculated according to (3.3) and (3.4), 

where f the average failure frequency (failures/ year), 
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Reliability parameters of components from various providers can be different. In 

some dataset, the MTTF is not provided, but it can be easily calculated based on (3.3) and 

(3.4). The parameter derivations are given in (3.5) - (3.8). In some datasets, i.e. NERC 

GADS data, the forced outage rate (FOR) is commonly used to represent component failure 

frequency. It is worthwhile to note that, based on the definition of FOR which is given in 

(3.9), the FOR is not equal to failure rate 𝜆, but represents the unavailability of the compo-

nent hence is equal to U. In (3.9), FOH is the forced outage hours, and SH is the service 

hours: 
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In some research efforts, the three-state Markov model is used to represent the gen-

eration unit state transition, in which case the derated generation output state is considered. 

However, since the generation output is always dispatched, a two-state Markov model is 

more practical to describe whether a generation unit is in a forced outage or operation and 

let the generation dispatch determine the output. The two-state model is used in some com-

mercial reliability analysis software packages. For example, in the General Electric (GE) 

Multi-Area Reliability Simulation Program (MARS), a thermal unit is modeled as a two-

state Markov model, and the unit is assumed to be always available to provide capacity 

unless it is in an outage. To give a general indication of the component reliability parame-

ters, selected generating unit failure data from [5] are listed in Table 3.1. 

3.1.2 Transmission Outage Model 

For composite reliability evaluation where both generation and transmission limits 

are considered, the ability to meet demand will be limited when the transmission fault exists 

even if the generation capacity is adequate. The outage cycle for a transmission line is 

modeled using a two-state Markov model that assumes the state duration follows an expo-

nential distribution. The transition between two states follows the same process as shown 

in Figure 3.1 and Figure 3.2. 
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Table 3.1  Generating Unit Failure Data 

Generating unit 

type 

Unit capacity 

(MW) 

Failure rate        

(occurrence/year) 

Mean outage time 

(hours/occurrence) 

Hydraulic units 

100-199 3.76 71.35 

200-299 6.14 74.94 

300-399 6.03 41.46 

400-499 2.82 64.50 

500 and above 2.42 112.58 

Fossil units 

100-199 14.53 37.72 

200-299 13.79 25.72 

300-399 16.54 46.55 

400-599 8.79 45.30 

Nuclear units 

400-599 3.40 369.35 

600-799 4.90 27.17 

800 and above 4.49 111.64 

The parameters for the transmission outage model, however, are affected by many 

factors, such as weather, transmission line type, voltage level, and therefore is a compli-

cated problem. The transmission outage statistic data in available data sources is generally 

represented as the outage frequency (per length per year) and mean duration of repair. For 

transmission lines with different length, the frequency of outage can be calculated accord-

ing to (3.10),  

 f  = f
u
 L (3.10) 
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where f
u
 is the outage frequency per length per year, L the length of a transmission line. 

When the average failure frequency and MTTR are known, the other parameters can be 

calculated according to (3.3) - (3.8). 

Different types of line fault have different impacts on the system. For example, a 

three-phase fault generally has a more severe impact compared to a single line-to-ground 

fault. To take into consideration the fault type stochasticity, the probabilities of different 

fault types are modeled for transmission outages. Four types of line fault are considered, 

including three-phase faults, double line-to-ground faults, line-to-line faults, and single 

line-to-ground faults. The probability of occurrence for the four fault types are 6.2% (three-

phase), 10.0% (double line-to-ground), 8.8% (line-to-line) and 75% (single line-to-

ground), as provided in [37]. To provide a general indication of the reliability parameters 

for transmission lines, a selected set of transmission reliability parameters from [72] is 

listed in Table 3.2. 

Table 3.2  Transmission Line Fault Data 

Voltage          

(kV) 
Failure Frequencya  

Mean Duration 

(hour) 

Unavailability  

(%) 

110-149 0.9150 20.7 0.216 

150-199 1.1347 2.8 0.036 

200-299 0.3771 44.9 0.193 

300-399 0.3618 186.8 0.772 

500-599 0.2475 27.2 0.077 

aNumber of transmission line failure occurrences per 100 kilometers per year. 
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3.1.3 Wind Turbine Outage Model 

The penetration of renewable energy generation, specifically, wind power genera-

tion, has been growing and should not be overlooked in system reliability evaluation. The 

time-dependent variability of wind generation needs to be addressed in reliability evalua-

tion. Also, with more WTGs in the system, the forced outage of WTGs will have more 

impact on the system. Since the WTGs failure data are available, the WTG forced outage 

should be considered in evaluating the resource adequacy. 

The failure of each wind turbine is typically considered as an independent event. 

The outage model of a wind turbine can be modeled as Markov components with up and 

down states. This outage model is regarded as the same as the outage model of conventional 

generators. Yet, the parameters λ and μ of wind turbines usually are quite different as com-

pared to conventional generators. A substantial effort from both industry and research 

institutions has been made to develop databases and conduct statistical analyses of wind 

turbine failures and reliability. For example, a large monitoring program is being pursued 

by Fraunhofer Institute for Wind Energy Systems (Fraunhofer IWES) Germany to establish 

a database that contains detailed information about the reliability and availability of wind 

turbines. In the U.S., a CREW (continuous reliability enhancement for wind) database was 

developed by Sandia National Laboratories to benchmark the current U.S. wind turbine 

reliability performance. It collects the Supervisory Control and Data Acquisition (SCADA) 

data in wind farms, downtime and reserve event records, and daily summaries of generat-

ing, unavailable, and reserve time for each turbine. Besides, WTG availability data have 

been collected in the NERC GADS. Generally, from these databases, the MTTF and the 
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average failure rate for the outage model can be obtained, and other WTG availability pa-

rameters can be calculated based on simple conversions. The benchmarks of CREW 

metrics for wind plant availability data from [73] is given in Table 3.3. 

Table 3.3  Wind Plant Availability Data 

 
2013 

Benchmark 

2012 

Benchmark 

2011 

Benchmark 

Operational     

availability 
97.6% 97% 94.8% 

Utilization 83.0% 82.7% 78.5% 

Capacity factor 36.1% 36.0% 33.4% 

Mean time between 

events (hours) 
39 36 28 

Mean downtime 

(hours) 
1.3 1.6 2.5 

Three-state models for WTG availability have also been proposed in some works 

[12], [74]. The three-state model subdivides the up state to be a rated and a de-rated state. 

However, since the wind turbine output mainly depends on a current wind speed value, the 

two-state model considering the variable wind speed is sufficient to represent the de-rated 

state. Reference [11] presented a method to compute the two-state wind generation based 

on a historical wind power distribution in the study area with the probability of zero total 

wind power generation being considered as the forced outage rate. In [75]–[77], the prob-

abilistic analysis is conducted using wind speed distribution, and the wind power 
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generation is then generated based on the nonlinear relation with wind speed. Autoregres-

sive moving average models, Markov Chain MCS models, and normal distribution models 

are used for wind speed modeling. In recent years, with the availability of a more extensive 

database of historical wind speed data, more studies focus on using chronological wind 

speed as an input in the adequacy evaluation [12], [13]. The use of chronological historical 

data and SMCS can accurately capture the stochastic nature of wind generation as well as 

its correlation with the load. In some industry practices, the variable renewable energy 

generation is treated as a negative load, and the value of effective load carrying capability 

(ELCC) is evaluated to avoid the complexities of detail models [78], [79]. Some industry 

entities consider wind stochasticity based on historical wind power generation data in the 

adequacy assessment. For example, SERC Reliability Corporation (SERC) represents wind 

and solar profiles for the units using hourly generation time series [80].  

In this work, an 8760-hour (365-day) wind speed data obtained from the National 

Renewable Energy Laboratory (NREL), National Wind Technology Center Information 

Portal [81], is introduced and incorporated with the power curve of wind turbines to repre-

sent the stochastic WTG output. According to the proposed model in this work, the wind 

turbine up or down state is determined first. When the wind turbine is in the up state, its 

output is determined based on the current wind speed and the power curve performance of 

the wind turbine. The calculation of the active power output knowing the wind speed is 

based on the following equation, 
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 P(w) = 

{
 
 

 
 

0 , 0 ≤ w < wr

w3−wi
3

wr
3−wi

3 Pr , wi ≤ w < wr 

Pr , wr ≤ w < wo 
0 ,  w ≥ wo

 (3.11) 

where, w is the current wind speed (m/s), P(w) is the active power output under the current 

wind speed (MW), 𝑃r is the rated active power (MW), wi is the cut-in wind speed (m/s), wr 

is the rated wind speed (m/s), and wo is the cut-out wind speed (m/s) 

3.2 Probabilistic Approach for Reliability Evaluation 

3.2.1 Probabilistic Analysis Approach 

After developing the component outage models, three procedures need to be fol-

lowed in reliability evaluation: (i) selecting system states, (ii) evaluating system states, and 

(iii) calculating the indices. In probabilistic reliability evaluation, system states are selected 

based on probability distributions. There are generally two types of probabilistic ap-

proaches for system states selection: analytical-based methods and simulation-based 

methods. The widely used methods for those two types are state enumeration and MCS, 

respectively.  

The state enumeration method selects system states based on the probability of each 

component state. The probability of each system state and the consequence of each state 

are evaluated. The method can be used for the whole system or a selected subset of a sys-

tem. The procedure for using an enumeration approach to perform reliability evaluation is 

depicted in Figure 3.3. For a large power system, when it is not possible to enumerate every 
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system states, the enumeration approach can be conducted based on a pre-selected contin-

gency set. 

 

Figure 3.3  Flow Chart for Reliability Evaluation Using State Enumeration Procedure 

Evaluation results from a state enumeration method are typically calculated as the 

summation over the production of probability and consequence of each state. The proba-

bility of a system state can be calculated according to (3.12), 
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where Nf and Ns are the numbers of failed and successful components in state s respec-

tively. The overall system reliability can be obtained based on the probability of each 

selected state and its reliability condition. 

The major drawback of the state enumeration approach is the curse of dimension-

ality problem: for a system with n components and each component with two states (up or 

down), the total number of system states is 2n. Considering a system with 1000 compo-

nents, the number of states is 21000. Sampling such a large number of states is impractical. 

Therefore, although the enumeration method is very straightforward, this method is only 

suitable for small systems. For a large power system, the MCS is the preferred method. 

The advantage of MCS over the enumeration method is that the number of samples 

needed to reach a required accuracy in MCS does not depend on the size of the power 

system but rather on its reliability. There are two types of MCS: sequential MCS and non-

sequential MCS. The non-sequential MCS sometimes called the state sampling approach, 

is based on sampling the probability of the component appearing in that state. However, 

neither the non-sequential MCS nor the state enumeration approach can simulate the chro-

nology of time-dependent events. To take into consideration the load uncertainty and wind 

power variability, SMCS is a more suitable approach for system states sampling, since it 

is easy to integrate stochastic factors with chronological characteristics into state sampling. 

Also, SMCS allows the representation of the correlation between wind power generation 
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and load. The approach of SMCS is based on sampling a probability distribution of com-

ponent state durations and includes the following steps: 

Step 1: Specify the initial states of all components. Usually, all components are assumed 

to be in the up state initially. 

Step 2: Sample the duration of each component residing in its present state. The state du-

ration distribution is assumed following an exponential distribution. Therefore, the 

duration of an up state or a down state is sampled according to the following equations, 
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(3.14) 

where Ui is a uniformly distributed random number between (0,1] corresponding to the i 

th component, λi the failure rate of the i th component, and μ
i
 the repair rate. 

Step 3: Repeat Step 2 in the time span considered (years) and record sampling values of 

each state duration for all components. The chronological state transition processes of each 

component in the given time span can be obtained. The illustration of the component state 

transition process is given in Figure 3.4.  

Step 4: By combining the state transition processes of all components, the chronological 

system state transition cycles can be obtained. 
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Figure 3.4  Chronological State Transition Processes of Components 

 

 

Figure 3.5  Chronological System State Transition Process 

For example, combining the transition process of component 1 and component 2 in 

Figure 3.4, the system transition process can be formed, as shown in Figure 3.5. The state 
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of each component and the duration of each system state are obtained. In power system 

reliability evaluation, all system states are then subject to assessment. 

3.2.2 Stochastic Load Representation 

The electrical load variation in a power system is a stochastic process. It is difficult 

to describe this stochasticity with a simple mathematical formulation. Primary load data 

are typically used in reliability evaluation, and it will provide a minimum amount of data 

that is needed to establish an hourly chronological load profile. Most primary load data 

consist of the percentage of maximum monthly load or weekly load in a year, the load in 

24 hours in a typical day in each season, and the maximum load in each day in a week. 

With the percentages of these data available and the annual peak load is known, the hourly 

chronological load profile can be established.  

In the SMCS method, system states can be selected chronologically so that the load 

variation can be reflected as the simulation progresses. Since the load data used in this 

work changes every hour, the system state transition happens at least once an hour. In this 

work, the load curve is combined with generator output, as well as each component state, 

to formula the system states.  

3.3 System Analysis Techniques 

For the two aspects of reliability considered, the analysis techniques are different. 

Techniques for adequacy assessment evaluates steady-state system conditions. In adequacy 

assessment, the system is assumed to reach a stable equilibrium point after contingencies, 
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and the dynamics of the transition from the pre-contingency state to the post-contingency 

state are neglected. Because of the involvement of the transmission system, the analysis 

techniques for composite system adequacy is more complicated than techniques needed for 

generation adequacy, and techniques that are capable of network analysis are necessary. 

Direct current (DC) power flow analysis and alternating current (AC) power flow analysis 

can be used to calculate line flows and bus voltages following contingencies. From the 

power flow analysis, it can be identified if there is any overloading, voltage violation, or 

an isolated bus. When these issues are identified by power flow analysis, OPF analysis can 

be used to model remedial actions and further analyze system steady-state conditions after 

the automatic controls. To analyze system dynamic behavior after contingencies, TDS 

based on numerical integration is the most fundamental and widely used approach. Also, 

angle stability, frequency stability, and voltage stability can be evaluated in TDSs.  

3.3.1 AC Power Flow Analysis 

The basic power flow equations in polar coordinates are given in (3.15) and (3.16). 

The power flow on a transmission line can be calculated according to (3.17)-(3.20), 
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where, Pi(V,δ) and Q
i
(V,δ) are the active and reactive power injection at bus i. Tk(V,δ) is 

the MVA power flow on the transmission line between bus m and bus n. N is the set of all 

buses in the system; Gij and Bij are the real and imaginary parts of the i th row and j th 

column element of the bus admittance matrix; δi and δj is the angle of bus i and bus j re-

spectively, and δij is the angle difference of bus i and bus j; Tmn(V,δ) and Tnm(V,δ) are the 

MVA flows at the two ends of line k. m and n are the two buses of line k. The MVA flow 

from bus m to n is calculated as  

 2 2( , ) ( , ) ( , )mn mn mnT V P V Q V   
 

(3.18) 

  2

0( , ) ( ) ( sin cos )mn m m mn m n mn mn mn mnP V V g g V V b g     
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where, g
mn

+ jbmn is the primitive admittance of line k and g
m0

+ jbm0 is the admittance of 

the circuit to the ground at bus m. 

 For each bus, there are four variables, which are the active power Pi, reactive power 

Q
i
, voltage magnitude Vi, and voltage angle δi. To solve the power flow equations, two of 

the four variables for each bus have to be pre-specified. That is the reason of nominating 

bus type in a power flow study: a PQ bus means the P and Q are known for this bus and 

normally is a load bus. A PV bus means the P and V are known for this bus and normally 

is a generator bus, also a slack bus or swing bus which has known V and δ needs to be 

specified in a system or an area to adjust the power balance of the system or area. 
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 The power flow equations can be solved by the successive linearization method. 

This is the well-known Newton-Raphson model. Based on the Newton-Raphson model, 

(3.15) and (3.16) can be linearized to the following matrix equation, 
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The Jacobian coefficient matrix is a (n +m -1) dimensional square matrix where n and m 

are the numbers of all buses and load buses. The elements of the Jacobian matrix are cal-

culated according to (3.22)-(3.29) [5], 
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The AC power flow analysis based on the theory discussed above has been widely 

used for many years and is available for use in large system analysis in serval power system 

analysis software tools, such as GE PSLF, Siemens PTI PSS/E, and PowerWorld Simula-

tor.  

3.3.2 DC Power Flow Analysis 

DC power flow equations relate the real power to bus voltage angle and are based 

on the following assumptions [5]: 1) branch resistances are much smaller than branch re-

actance, 2) voltage angle difference between two buses of a line is small, 3) susceptances 

between the buses and the ground can be neglected, 4) all bus voltage magnitudes are as-

sumed to be 1.0 p.u, 5) and the reactive power is ignored. Based on these assumptions, 

power flow equations can be simplified. The active power flow in a branch can be calcu-

lated according to the following equations: 
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where, xij is the reactance of the line connecting bus i and bus j. 

DC power flow analysis is widely used in composite system adequacy evaluation 

mainly because most of the essential reliability indices are associated with active power 

load curtailments, and the analysis speed is much faster than AC power flow, especially 

for large systems. However, when voltage and reactive power considerations are essential 

in the evaluation, AC power flow needs to be used rather than DC power flow. 

3.3.3 Optimal Power Flow Analysis 

As indicated in Figure 3.3, if the system is identified to have problems such as an 

overflow in a branch, controls and remedial actions will be invoked to bring the system 

back to normal operating conditions. These controls and remedial actions can be phase 

shifter adjustment, generation re-scheduling, and load curtailment, as well as bus voltage 

adjustment, capacitor/reactor adjustment. These controls and remedial actions are modeled 

and analyzed in OPF analysis. The objective of the OPF problem is to minimize the load 

curtailment via the remedial actions, and it should be subjected to system operating con-

straints and the limits of control capability. The primary constraints include the node 

balance, generation output limits, branch thermal limits, and bus voltage limits. The con-

straints can be mathematically described as follows: 
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where, Pi(V,δ) and Q
i
(V,δ) are the active and reactive power injection at bus i, PDi and 

QD
i
 are the active and reactive load at bus i, PGi and QG

i
 are the active and reactive gen-

eration input at bus i, Pg,j and Q
g,j

 are the active and reactive output of generator j, Pg,j
min, 

Pg,j
max, Q

g,j

min
, Q

g,j

max
 are lower and upper limits of active and reactive output of generator j. Tk 

is the MVA power flow on transmission line k; Tk
max is the rating limit of line k; Vi

min and 

Vi
max are the lower and upper limits of the voltage magnitude at bus i; N, NG, and NT are, 

respectively, the sets of all buses, generator buses, and transmission lines in the system. 

3.4 Summary 

The first important step in a probabilistic reliability assessment is the methodology 

for system state generation. In this chapter, the details of using sequential MCS as the 
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probabilistic analysis framework for the integrated reliability evaluation approach are dis-

cussed. With the modeling of the traditional generator and transmission outage occurrence, 

chronological wind power generation, and wind turbine outage, the stochasticity is ad-

dressed in the generation of system states. The models and methodologies discussed in this 

chapter provide the basis for conducting a probabilistic analysis of power systems with 

wind power integrated.  
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TEST SYSTEM AND DYNAMIC MODEL  

TDS is the tool of choice to simulate system dynamic behavior after a contingency. 

Accurate dynamic models are vital for correctly simulating system dynamic behavior in 

TDSs. Dynamic models of the conventional generator, WTG, and protection system are 

discussed in this chapter. The test system used in the studies is given in this chapter. All 

dynamic models are constructed in GE PSLF in this work.  

4.1 Test System and Base Case Scenario 

A synthetic test system is used to perform the reliability evaluation study in this 

work. The single line diagram of the test system is shown in Figure 4.1 [89]. The test sys-

tem consists of 11 conventional power plants with each power plant represented by a 

conventional generation unit, 10 wind farms with 1120 type-3 aggregated WTGs, 20 trans-

mission lines, and 6 loads at different buses. The test system is divided into 5 zones with 

loads primarily concentrated in zone 4 and zone 5, while the generation resources are 

mostly located in zone 1and zone2. 

Detailed generator models, including the machine, governor, and exciter models 

for synchronous generators, the generator, converter, and converter control model for type-

3 WTGs, are constructed in the test system. The test system has major features of a realistic 

power system for transient stability and reliability studies from a system planning perspec-

tive. Table 4.1 lists a summary of the test system. The detailed power flow solution of the 

base scenario is provided in Appendix A. 



 

50 

 

Figure 4.1  Online Diagram of the Synthetic Test System [89] 

 

Table 4.1  Synthetic Test System Summary [89] 

Buses 36 

Power Plants 
11 Conventional Units 

10 Wind farms (1120 ×1.5 MW WTGs) 

Lines 30 

Total Synchronous Generation 17,000 MW installed capacity 

Wind Generation 1,680 MW installed capacity 

In the base power flow scenario, the system generation rating is 21771 MVA, which 

includes WTGs rating of 1871 MVA. The system has a peak demand of 14463 MW. The 
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WTGs have a maximum 1680 MW active power output in the base case power flow sce-

nario while the total output of synchronous generators is 12956 MW. The wind power 

penetration is around 11% of system load. 

4.2 System Dynamic Modeling 

In TDSs, power systems are represented as differential algebraic equations. The 

differential equations describe the dynamic behaviors of each component in the system, 

such as a generator or a load, while the network connection of the components is repre-

sented using algebraic equations. The TDSs are essentially solving these equations using 

numerical integration. Therefore, the mathematical representation of each component in 

the system directly determines the system dynamic analysis results from TDSs.  

4.2.1 Synchronous Generator Dynamic Model 

The E''model, which is the most detailed model among all the simplified generator 

models, has been widely used for stability studies in practice. It is also known as the ‘volt-

age behind subtransient reactance model’. In this model, the transformer voltage terms in 

the stator voltage equations are neglected compared to the speed voltage term. Also, it is 

assumed that the variation of ω is considered negligible in the stator voltage equations and 

the subtransient reactance along the d and q axis are equal. The E''model can be repre-

sented by (4.1) - (4.6). Detailed derivations are available in Chapter 4 of [82]. This E''model 

in GE PSLF is the GENROU model. Since the dynamic behavior of the conventional gen-

erators directly determines system reliability after disturbances, all synchronous generators 

in the test system are modeled using the detailed model - GENROU in this work, 
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As one of the major control systems that directly affect a synchronous generator 

behavior, the excitation system controls not only the output voltage but also other aspects, 

such as the power factor and current magnitude. To simulate the behavior of synchronous 

machines accurately, the excitation systems of the synchronous machines should be mod-

eled in sufficient detail. The static exciter is one of the commonly used exciter types. In 

this type of excitation systems, voltage is transformed to an appropriate level, and rectifiers 

provide the necessary direct current for the generator field. The type ST1A excitation sys-

tem model with instantaneous control element output limits, as defined in [83], is used in 

this work. The ST1A excitation system is represented using the EXST1 model in the PSLF 

model library. The block diagram of the EXST1 model is provided in [84]. 
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Governors, another type of essential control system, need to be accurately modeled 

for large scale stability studies. It controls turbine mechanical output in response to turbine 

rotating speed. The GGOV1 model is a general-purpose governor model used for a variety 

of prime movers controlled by proportional-integral-derivative (PID) governors. The 

GGOV1 model in PSLF is used to model the governor for gas turbines in the test system. 

The TGOV1 model in PSLF is used to model steam turbines and governors, and the 

HYGOV model in PSLF is used to model the hydro turbines and governors. The HYGOV 

model is capable of representing plants with straight-forward penstock configurations and 

electro-hydraulic governors that mimic the droop characteristics of traditional dashpot-type 

hydraulic governors. Reference [84] provides the block diagram of each model. The three 

types of the governor are used to represent different turbine and governor characteristics 

of gas turbine generators, steam turbine generators, and hydro turbine generators. The dy-

namic model data for synchronous generators in the test system are provided in Appendix 

A. 

4.2.2 Wind Turbine Generator Dynamic Model 

The integration of WTGs has produced significant changes in the system dynamic 

performance because the decoupling of generators and the grid through converters. The 

WTGs inherently do not participate in voltage and frequency control of the grid. Neverthe-

less, modern wind turbines are generally equipped with the functions of active power and 

reactive power control so that they are capable of participating in grid control. GE, as one 

of the major WTG manufactures, implemented these control functions in their WTGs. The 

models for the WTG with control ability are available in the GE PSLF model library. In 
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this work, the GE type-3 WTG models in PSLF are used to study the effect of WTGs 

controls on system reliability in the grid with increasing wind penetration.  

The GE type-3 WTG models in PSLF consist of three parts, as shown in Figure 4.2: 

the generator/converter model, the converter control model, and the turbine control model.  

 Generator/ converter model: The generator/converter model is represented using the 

GEWTG model in PSLF. It injects real and reactive current into the network in re-

sponse to control commands and represents low and high voltage protective functions 

(e.g., low voltage ride through capability). 

 Electrical control model: The electrical control model is represented using the 

EXWTGE model in PSLF. It includes both closed and open-loop reactive power con-

trols based on the inputs from the turbine model (Pord ) and the supervisory VAr 

controller (Q
ord

), or voltage regulation with either a simplified emulator of GE’s Wind-

CONTROL system or a separate, detailed model. This model sends real and reactive 

commands to the generator/converter model.  

 Turbine and turbine control model: The turbine and turbine control model is repre-

sented using the WNDTGE model in PSLF. It represents the mechanical controls, 

including blade pitch control and power order (torque order in the actual equipment) to 

the converter; under-speed trip; rotor inertia equation; wind power as a function of wind 

speed, blade pitch, rotor speed; and active power control. 

Control capabilities include fault ride through, active power control, voltage/ reac-

tive power control have made modern WTGs more grid-friendly. These capabilities are 



 

55 

becoming more critical as wind power penetration is growing. The fault ride through func-

tion is modeled in the GEWTG model, which enables WTGs to remain connected to the 

grid for events that are less severe than the defined thresholds and time durations. The 

thresholds and time durations of the fault ride through function can be set case by case, 

according to the actual grid code requirements. 

 

Figure 4.2  GE WTG Dynamic Model Connectivity [84] 

The Active Power Control (APC) function is modeled in the WNDTGE model. 

This function of WTGs provides a margin by generating less power than is available from 

the wind. The APC function will provide the reserve power in response to frequency going 

below the normal value or less power in response to frequency exceeding the nominal 

value. The margin setting usually is 5% of maximum power and can be adjusted. This 

active power control function is more or less controversial because of the power reservation 
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and the resulting production loss. Another control function enables WTGs to provide iner-

tial response similar to synchronous generators and thereby participate in frequency control 

when a disturbance occurs in the system. The WindINERTIA function in the WNDTGE 

model is used to simulate such an inertial response capability for wind turbines in response 

to low frequencies. The control functions of APC and WindINERTIA are modeled in the 

WTG model in this work. The frequency response curve used in this work is shown in 

Figure 4.3 [84]. 

 

Figure 4.3  Frequency Response Curve [84] 

Reactive power control is implemented in the WindCONTROL function in the 

EXWTGE model. It monitors a specified bus voltage and compares it with the voltage 
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reference, and based on that, determines the reactive power control command. The Wind-

CONTROL function is modeled in this work to perform voltage control in the simulations.  

The detailed representation of the reactive power control model is shown in Figure 

4.4. Three modes of reactive power control including power factor control, voltage control, 

and reactive power control can be used by setting proper parameters. The parameters for 

the type-3 WTG dynamic model in the test system are provided in Appendix A. 

 

Figure 4.4  Reactive Power Control Model [84] 

4.2.3 Load Model  

After the Western North America blackout on August 10, 1996, load modeling has 

been recognized to be very important for accurately capturing system dynamic behavior. 

Load models can be represented as a dynamic model and a static model. Static load models 
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are extensively used in large scale system analysis since a historically significant portion 

of system loads are resistive heating, incandescent lighting, fluorescent lighting. Static 

loads represent a load as either constant power, constant current, or constant impedance 

and typically are represented by a polynomial model or an exponential model. Constant 

impedance loads have been considered the most grid-friendly because of a reduction in 

voltage results in a linear decrease in current and a quadratic decrease in power consump-

tion. For constant current loads, a reduction in voltage results in a linear reduction in power 

and hence is also supportive of the power system during disturbance conditions. In different 

power systems, the composition of load models in the systems varies because the compo-

sition is highly dependent on local customer behavior. In this work, the loads in the test 

system are modeled as constant impedance, using the ALWSCC load model in PSLF. The 

representation of the load model is given in (4.7) - (4.8): 
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where p
1
 and q

1
 represent the constant impedance in p.u., p

2
 and q

2
 represent the constant 

current in p.u., p
3
 and q

3
 represent the constant power in p.u., p

4
 and q

4
 represent the fre-

quency dependent power in p.u., lpd and lqd represent the real power and reactive power 

frequency index, p.u., and P0 and Q
0
 are the total load at the bus at nominal voltage and 

frequency. 
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4.2.4 Modeling of System Protection  

One obstacle to using probabilistic approaches for system dynamic behavior as-

sessment is the quantification of system dynamic behavior. In this work, in addition to the 

modeling of generation units and load, the protection systems are modeled in TDSs so that 

system dynamic behavior can be quantified in terms of load shedding and generation trip-

ping results from these stability preserving protection systems. The protection systems that 

are modeled in TDS include: 

 Under-frequency load shedding (UFLS) 

 Under-voltage load shedding (UVLS) 

 Over/ under-frequency generator tripping 

 Over/ under-voltage generator tripping 

4.2.3.1 Under-Frequency Load Shedding 

The primary requirement of UFLS is to trip excess load to obtain generation-load 

balance following a disturbance such as tripping of lines or generators. Since generator 

turbines cannot operate at low frequencies (56-58 Hz), it is necessary to maintain the fre-

quency near the nominal frequency (60 Hz). Slow changes in load can be compensated by 

governor action if generators have an available spinning reserve, and equilibrium can be 

reached. However, during transient outages, the excess load is fed by the available kinetic 

energy of the rotating machines, and frequency starts dropping. The only way to stabilize 

the system under such conditions is progressively shedding a portion of loads at pre-deter-

mined load centers at certain frequency thresholds. 
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The LSDT1 model in PSLF is used to represent the UFLS protection system. The 

setting of the load shedding relay is set according to the NERC reliability standard [85]. 

Table 4.2 shows the UFLS criteria for the Eastern Interconnection for utilities with net peak 

loads greater than 100 MW. These criteria are used in the LSDT model.  

Table 4.2  UFLS Parameter Settings 

Frequency Thresh-

old (Hz) 

Total Nominal Op-

erating Time (sec) 

Load Shed at Stage 

(%) 

Cumulative Load 

Shed (%) 

59.5 0.05 10 10 

59.2 0.05 20 30 

58.8 0.05 20 50 

 

4.2.3.2 Under-Voltage Load Shedding 

Voltage stability has become more important in power systems nowadays, mainly 

because the generation is remote from load centers and more motors and electronic loads 

are present in the systems. The objective of UVLS is to shed selected loads when the volt-

age drops to a pre-specified level for a pre-defined time to recover voltage and avoid a 

widespread system voltage collapse. Developing a UVLS strategy requires coordination 

between protection engineers and system planners. System planners need to conduct nu-

merous studies using P-V curves as well as other analytical methods to determine the 

amount of load that needs to be shed to retain voltage stability.  

Since the voltage problem is more area dependent, there is no unified requirement 

on UVLS schemes. For areas with fast voltage decay characteristics, UVLS protection 
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should be set to be more sensitive. For example, WECC has identified the voltage collapse 

risk in the system and has extensively investigated the implementation of UVLS protection. 

Typically, automatic UVLS detects local voltage conditions and sheds the first stage load 

when the voltage drops to 89% to 94% of the normal voltage. The time delay for UVLS 

should be in seconds instead of cycles and can be as fast as in 1 to 5 seconds or as slow as 

over 15 seconds. The setting of UVLS in this work is given in Table 4.3. In any real system 

studies, the UVLS setting should be carefully studied based on the P-V curve, Q-V curve, 

as well as studies in TDS. 

Table 4.3  UVLS Parameter Settings 

Voltage 

Threshold (p.u.) 

Time delay 

(sec.) 

Breaker delay 

(sec.) 

Load Shedding 

Fraction at 

stage (%) 

Cumulative 

Load Shedding 

Fraction (%) 

0.90 0.75 0.05 30 30 

0.75 1.00 0.05 50 80 

 

4.2.3.3 Over/ under-Frequency Generator Tripping 

The over-frequency and under-frequency generator tripping play a crucial role as a 

defensive line for frequency emergency control measures, as well as essential protection 

systems to avoid generators being damaged. If any area has a load deficit, the generators 

start speeding up. The generator turbines are designed to operate near nominal frequency, 

and operation at an off-nominal frequency can damage the turbine blades. To protect the 

costly turbine generators, the NERC reliability criteria for UFLS [85] provides the guide-

lines for over-frequency and under-frequency generator tripping schemes. 
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Figure 4.5  Design Performance and Modelling Curves for Over and Under Frequency 

Generator Trip [85] 

 Figure 4.5 shows the generator over-frequency and under-frequency performance 

characteristics and tripping modeling criteria. In this work, the generators are modeled with 

over-frequency and under-frequency relays that would be tripped when there is a violation 

of the over-frequency threshold of 61.2 Hz or the under-frequency threshold of 58.2 Hz. 

The GP1 model in PSLF is used as the generator protection model in this work. GP1 is a 

multifunction model and can be used to represent protection systems, including under/ over 

frequency protection, under/ over voltage protection, field over-current, stator over-cur-

rent, and reverse-power protection. 
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4.2.3.3 Over/ under-Voltage Generator Tripping 

Generators are designed to operate at a continuous minimum terminal voltage of 

0.95 p.u. of rated voltage while delivering power at rated voltage and frequency. Generators 

operating in the under-voltage condition can reduce the stability limit of the system, and 

result in excessive reactive power import and malfunctioning of voltage-sensitive equip-

ment. In the TDS, if the generator terminal voltage reduces to 0.90 p.u. for 1.0 s, the 

generator will be tripped. Generator overvoltage protection is also needed to prevent insu-

lation breakdown due to sustained terminal overvoltage. The generator insulation is 

capable of operating at a continuous overvoltage of 1.05 p.u. of its rated voltage. If the 

generator terminal voltage increases to 1.15 p.u. for 0.5 s, the generators will be tripped. 

The over/ under- voltage generator tripping protection is modeled in GP1 in PSLF.  

4.3 Summary 

The test system and the dynamic models are presented in this chapter. Based on 

these models, system dynamics after disturbances can be studied in TDSs and further be 

quantified based on results from the protection actions. The integrated reliability evaluation 

approach that includes the assessment of system adequacy and dynamic security in a single 

process is illustrated in chapter 5. 
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INTEGRATED RELIABITLIY EVALUATION AND ACCELERATION 

TECHNIQUES 

This chapter describes the integrated approach to reliability assessment addressing 

system adequacy and dynamic security. The assessment methods for system adequacy and 

dynamic security, namely power flow analysis, OPF analysis, and TDS, respectively, are 

discussed. The outcomes of the integrated reliability evaluation procedure are comprehen-

sive reliability indices that reflect power system reliability impacts from both adequacy 

and dynamic behavior perspectives. To improve the computational efficiency of the inte-

grated reliability evaluation, two acceleration approaches are introduced in this work to 

speed up the convergence process of the MCS and the TDS for dynamic security evalua-

tion. Two widely used commercial software packages for power system analysis, Siemens 

PSS/E OPF and GE PSLF, are used as analytical tools. The overall procedure in the SMCS 

framework is implemented in Python. 

5.1 Adequacy and Dynamic Security Integrated Reliability Evaluation 

5.1.1 Procedure 

The SMCS provides an iterative process to perform the reliability assessment. The 

method includes the following four steps: 

1. Selecting a system state 

2. Analyzing the system state to determine if it is an unreliable state 
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3. Updating cumulative indices 

4. Generating reliability indices after the SMCS converges 

The flow chart for the integrated reliability evaluation procedure is provided in Fig-

ure 5.1. For each iteration of the SMCS, the system states are generated and incorporated 

with an annual 8760-hour load curve and wind speed curve. In this process, the correlation 

between load and wind speed variations is automatically considered. State evaluation is 

then conducted for each state. TDS and AC power flow are used to determine the dynamic 

security and adequacy of each state. The state is further evaluated using an AC OPF if the 

AC power flow determines that system steady-state operating limits are violated. From the 

TDS, if the system is unstable during the transition after the contingency, the amount of 

load curtailment resulting from the activation of protection systems to maintain system 

stability is generated. A tolerance threshold of 20 MW for load curtailment is set in the 

TDS for determining dynamically insecure cases. When the load curtailment results from 

TDS are greater than the load curtailment threshold, the state is considered to be dynami-

cally insecure, and the load curtailment results indicate the severity of system insecurity. 

If the state is transiently stable, an AC power flow is conducted to simulate the outage stage 

and examine the post-disturbance SEP. When any system operating limits are violated, the 

AC OPF is used to reschedule generation and alleviate constraint violations, while avoiding 

load curtailment if possible or to minimize the total load curtailment if unavoidable. When 

a system state is determined to be steady-state unreliable or dynamically insecure from 
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TDSs, the system state is classified as an unreliable state. In this situation, the load curtail-

ment resulting from either steady-state evaluation or dynamic security evaluation is used 

to quantify the unreliability of the system state. 

 

Figure 5.1  Flow Chart for Reliability Evaluation with Adequacy and Dynamic Security 

Integrated 
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After evaluating all sampled system states in one iteration of the SMCS, the relia-

bility indices are updated based on the evaluation results of all system states. The 

convergence of SMCS needs to be determined after an SMCS iteration. The convergence 

is based on the coefficient of variation (COV) of a selected reliability index. The final 

reliability indices are computed after the SMCS converges. 

5.1.2 Adequacy Assessment Methods 

The objective of adequacy assessment is to determine whether the system is capable 

of supplying the electric load under the specified contingency without violations of the 

operating constraints. The evaluation addresses the steady-state system condition after a 

contingency. The power flow study is used to assess system steady-state conditions. As 

stated in Chapter 3, either DC power flow or AC power flow can be used as adequacy 

assessment technique. However, for a composite system reliability study in a realistic 

power system, the system condition, including the bus voltage and transmission flow lim-

its, should be evaluated. Therefore, the AC power flow is used as the steady-state analysis 

technique in this work.  

Following the procedure in Figure 5.1, after system state selection, a set of contin-

gency is specified for each system state. AC power flow will be performed to study the 

post-contingency steady-state system condition. When the AC power flow results show 

that there is a violation of operating limits, then remedial actions, including generation 

rescheduling and load curtailment, are considered to correct the abnormal system condi-

tions. The remedial actions reschedule generation first, without curtailing any load. If the 
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operating constraint violations still exist, the remedial actions with load shedding capability 

are then applied to determine where and how much load shedding will be needed to allevi-

ate operating constraint violations, which is recorded as a system failure. The results of the 

contingency evaluations are stored and subsequently used by the reliability calculation 

model to calculate the reliability indices. AC OPF is used as the technique to assess the 

system adequacy when the operating limits are violated.  

As discussed previously, the objective of the adequacy assessment is to determine 

whether a system is capable of supplying the electric demand considering possible gener-

ator and transmission contingencies while not violating any operating constraints. 

Evaluation of system adequacy is based on the alternating current optimal power flow 

(ACOPF) solution that analyzes whether load curtailment is required to maintain the sys-

tem within operating limits during generator or transmission line contingencies. These 

contingencies are selected in the SMCS process based on the probability of fault occurrence 

and consideration of the repair rate. 

In this work, remedial actions modeled in the ACOPF formulation include the gen-

erator active and reactive power adjustment, bus voltage magnitude adjustment, 

transformer tap ratio, and switched shunt admittance controls. As a consequence of a gen-

erator or transmission equipment outage, the remedial actions are incorporated to maintain 

the system within operating limits. If operating constraints violations still exist after the 

remedial actions, load curtailments are invoked as a last resort to bring the system back 

within limits. The system is considered to be adequate when the operating limits are satis-

fied, and no load needs to be curtailed. The minimum load curtailment is the quantitative 
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metric of system adequacy. The objective function of the ACOPF model in this work is 

given in (5.1). The formulation of the constraints including the load adjustment limits, node 

power balance, line flow limits, generation output limits, voltage magnitude and angle lim-

its are given in (5.2) - (5.11): 
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where, ψ
L
 is the load adjustment factor, ψ

L,MIN
 and ψ

L,MAX
 are the minimum and maximum 

load adjustment factor respectively, PL0 is the initial active power of load, SL0 is the initial 

load MVA value, SL is the MVA value of load, SG is the MVA value of generator, V̅ rep-

resents bus voltage phasor, Ybus  is the system bus admittance matrices and Ybus
∗  is the 

conjugate transpose of Ybus, V̅m and V̅n are bus voltage phasor of bus m and bus n, and V̅m
∗

 

and V̅n
∗
 are the conjugate of V̅m and V̅n,  Yline is the complex admittance of line connecting 

bus m and bus n, Yline
∗  is the conjugate transpose of  Yline, Smn,MAX is the maximum MVA 

flow on the line connecting bus m and bus n, PG is the active power output of genera-

tor, PG,MIN and  PG,MAX are the minimum and maximum limits of generator active power 

output, Q
G

 is the reactive power output of generator, Q
G,MIN

 and  Q
G,MAX

 are the minimum 

and maximum limits of generator reactive power output, V is bus voltage magnitude, VMIN 

and VMAX is the lower and upper limits of bus voltage magnitude, θ is voltage angle, θMIN 

and θMAX are the lower and upper limits of voltage angle. 

As a widely used commercial power system analysis software, PSSE has the OPF 

function that allows users to customized objective and constraints. In this work, the OPF 

is modeled and solved using the PSS/E OPF software tool. By using the software tool, the 

algorithm for finding the optimal solution is based on a Lagrangian relaxation method. The 

adequacy evaluation results are quantified by the minimum load curtailment from the op-

timization problem, as represented in (5.12), 

 0{ (1 )}loadshed L LL
P Min P 


   

(5.12) 
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5.1.3 Dynamic Security Assessment Methods 

While adequacy assessment evaluates the post-contingency steady-state conditions, 

the DSA estimates whether the system can maintain stability during the transition period 

after a contingency. If the transition is stable and a new equilibrium point is reached, the 

system is termed dynamically secure. Otherwise it is judged to be insecure. TDS is widely 

recognized as the most accurate method to describe power system transient behavior and 

therefore is the method of choice to perform the DSA in this work. An accurate system 

dynamic performance with the protection systems actions can be simulated in the TDS. 

The protection systems including under-frequency load shedding, under-voltage load shed-

ding, over-frequency and under-frequency generator tripping, over-voltage and under-

voltage generator tripping as described in Chapter 4 are modeled in the TDS, so that by 

activating these protections, following a contingency the system should be transiently sta-

ble. The dynamic security is quantified by the MW load shedding due to security preserving 

corrective protection system actions, as represented in (5.13), 

 , ,loadshed L pre fault L post faultP P P  
 

(5.13) 

where Ploadshed is the assessment result in terms of the MW load curtailment, PL,pre-fault is 

the total active power of all loads at the pre-fault SEP of the system, and PL,post-fault is the 

total active power of all loads in the post-fault SEP. 

The drawback of TDS is the computational burden, especially when simulating a 

large system with a significant number of scenarios. A pruning process for TDS is hence 

introduced in this work to reduce the computational burden. This pruning process will be 
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discussed in section 5.2. 

5.1.4 Reliability Indices  

The most important outcome of the probabilistic reliability assessment is the quan-

tified reliability indices. Different from the deterministic methods that give qualitative 

results, the probabilistic reliability indices provide quantitative indications of the overall 

system reliability. From the integrated reliability evaluation approach in this work, the 

quantitative results demonstrate the reliability level that considers both resource adequacy 

and dynamic security. For a distribution system, reliability indices such as the system av-

erage interruption duration index (SAIDI), customer average interruption duration index 

(CAIDI), system average interruption frequency index (SAIFI), custom average interrup-

tion frequency index (CAIFI), and the average service availability index (ASAI) are 

commonly used. On the other hand, reliability indices such as the LOLP, LOLE, EPNS, 

EENS, LOLP, and LOLD are more widely used in resource adequacy evaluation for the 

transmission level system. They provide an effective means to include all the system states 

from MCS into the reliability calculation based on probability distribution. From SMCS, 

in each sampled year, the reliability can be calculated based on state duration time and load 

curtailment results from state assessment. LOLP, EPNS, and LOLF, which are the proba-

bility index, energy index, and frequency and duration of loss of load index, respectively, 

are three critical indices used in this work. Most importantly, since the dynamic behavior 

is quantified in terms of loss of load from protection actions, the measures using LOLP, 

EPNS, and LOLF represent system reliability include both adequacy and dynamic security. 

The calculation of LOLP, EPNS, and LOLF are as shown below: 
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1) LOLP represents the probability of failure of the system to meet the demand. The 

LOLP index in the i th simulation year is calculated according to (5.13), and the expected 

value of LOLP from the SMCS is calculated according to (5.14): 
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2) EPNS measures the magnitude of system failure to meet the demand, in terms of 

mega-watts. The EPNS index in the i th simulation year is calculated according to (5.16) 

and the expected value of EPNS is calculated according to (5.17): 
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3) LOLF represents the frequency of a system failure to meet the demand. The 

LOLF index in the i th simulation year is calculated according to (5.18) and the expected 

value of LOLF is calculated according to (5.19): 
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where, Ny is the number of simulation iterations in MCS, i is the index of simulation itera-

tions of the SMCS, Ti is the sum of the durations of states in simulation iteration i, Nj is 

the number of states in a simulation iteration, xij is system state j in the simulation iteration 

i, τij is the duration time of state xij, Hij is 1 if there is load not supplied in state xij, other-

wise Hij is 0, Pns,ij is the amount of load not supplied in state xij. 

The above indices measure system reliability considering both adequacy and dy-

namic security. Impacts from system reliability that is caused by either inadequate resource 

or dynamic insecurity are incorporated in the calculation of indices. 

The convergence of MCS is normally based on the value of COV as it represents 

the extent of variability of the index in each simulation iteration in relation to the mean. Ii 

is the reliability index obtained from the simulation for the i th iteration in SMCS, Î is the 

estimate of the expected value of the index I. The calculation of Î and the variance of Î are 

given in (5.20) - (5.21). The COV can be calculated according to (5.22), 
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Equation (5.22) shows that the COV is a normalized measure of the dispersion of 

probability distributions. Hence, the lower its value, the better is the accuracy of the esti-

mate of Î. To reach a demanding accuracy of SMCS, the criteria for COV is normally set 

to be 1% - 5%. Once the COV value attains the convergence criterion, the SMCS is com-

pleted and the expected values of reliability indices which are calculated based on (5.20) 

are the final reliability indices results. 

5.2 Reliability Evaluation Acceleration Methodology 

The reliability evaluation is a composite of two parts: states selection and the as-

sessment of the selected states. By using SMCS as the probabilistic method of state 

selection, it is easy to include chronological aspects of the power systems into the simula-

tion. However, the computational efficiency is the critical issue for SMCS. A large number 

of system states need to be sampled to assure accurate estimates of the reliability indices. 

To improve the computational efficiency of the SMCS, an importance sampling based on 

the Cross-Entropy method is introduced in this work. 

Using TDS as the dynamic security assessment method also introduces a computa-

tional burden. A pruning process is proposed to reduce the volume of cases goes through 

TDS. The pruning process classifies the states based on two metrics. One is the kinetic 

energy gained due to the fault, and the other is the change in the magnitude of the Thévenin 

impedance (Zth) at the point of interconnection (POI) of the generators in the post-contin-

gency network. These two acceleration methodologies are discussed in this section. 
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5.2.1 CE based Importance Sampling 

The number of samples required by the MCS methods can be reduced using vari-

ance reduction techniques (VRTs). Importance sampling (IS) has proved to be an effective 

means of improving the MCS method. The application of IS is based on the idea that certain 

variables have more significant impact on the estimation process of a target quantity. Thus, 

if these ‘important’ values are sampled more often based on an optimized PDF g
opt

(∙), the 

variance of the estimator should be reduced, and the convergence can be reached faster.  

The selection of the new g
opt

(∙) is a difficult task, and for this reason, the application 

of IS has been largely limited. However, this problem has been overcome by the CE method 

since it provides a simple adaptive procedure to obtain the optimal probability density func-

tion. In this work, the IS based on the CE method is used to accelerate the convergence of 

SMCS. A mathematical illustration is discussed below.  

Consider the original PDF f (∙) based on u⃑  = (u1,…,uj,…,un) which represents the 

original unavailability vector of each component, Xi=(xi,1,…,xi,j, …,xi,n) are the states of 

each component sampled based on f (∙) in the 𝑖th simulation iteration, and Hi as the test 

function of a reliability index. Assuming that SMCS converges after N iterations, let l be 

the expected value of a reliability index, the estimation of the reliability index is calculated 

as: 
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where the subscript u means that the expectation is taken with respect to u. When the sys-

tem failures are rare, the estimation process via (5.23) is then very computational 

demanding. By using IS which introduces a new PDF g(∙) in the form of a new unavaila-

bility vector v  = (v1,…,vj,…,vn), a system state sample Xi is drawn based on v , and the 

reliability index is estimated according to (5.24), 
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where the subscript v means that the expectation is taken with respect to the new availabil-

ity parameter vector v. The estimation of l is: 
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the W(Xi ) is the likelihood ratio and Xi is a random sample from g(∙) with the characteristic 

parameter v . W(Xi ) also be represented as W(Xi;n,u⃑ ,v  ) is the ratio of distribution f (∙) with 

parameter u⃑  and distribution g(∙) with the parameter v . The calculation of the likelihood 

ratio is given in (5.27), 
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The problem now consists of finding the optimal v  for g(∙) that minimizes the vari-

ance of 𝑙  with respect to g(∙)  to reduce the computational effort of the SMCS. The 

mathematical representation of the problem is given in (5.28). It has been verified in [86] 

that the solution of the problem (5.28) can be based on (5.29) and (5.30): 
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 The problem of finding the g∗(∙) becomes complicated since apparently in order to 

derive g∗(∙), l is needed. But l is the precisely the quantity we want to estimate from the 

simulation. To solve this problem, an assumption is made that the distribution f (∙) belongs 

to some parametric family. Let f (∙,u⃑  ) represent the original distribution function, and limit 

the choice of g(∙) to those from the same parametric family as f (∙). So g(∙) differs from the 

original distribution f (∙,u⃑  ) only by a single parameter v . Now (5.26) can be rewritten as 

(5.31), and (5.25) can be rewritten as (5.32): 
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The estimation of the optimal parameter u⃑  in (5.32) can be based on the Kullback-

Leibler cross-entropy (CE), which defines the distance between two distributions. The 

Kullback-Leibler CE distance between the g(∙) and the optimal g
opt

(∙) is defined as shown 

in (5.32). The solution for the minimization of (5.33) is equivalent to the solution for (5.34). 
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From the above derivations, we obtain that: f (X)=f (X;u⃑  ) , g(X)=f (X;v  ) , 

g
opt

(X)=
H(X)f(X)

Eu(H(X))
. Then, (5.34) can be rewritten as (5.34). The optimal vector of parameters 

v opt is the outcome of this optimization process. Assume now that IS can be used iteratively 

to solve (5.35). In the first iteration of this procedure, IS will use a new sampling function 

f(X;v 0) with different parameters from f (X;u⃑  ) and f (X;v  ). Accordingly, (5.35) is rewritten 

as (5.35). The respective optimal vector of reference parameters vopt is calculated accord-

ing to (5.36), 
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 0arg max ( ( )) ( ; , ) ln ( ; )opt v wv E H x W X v u f X v

 
(5.37) 

where W(X;v0,u⃑  )=f(X;u⃑  )/f(X;v 0). 

Reference [60] shows that the vector v can be calculated using (5.38). 
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Based on the details discussed above, the process for the CE IS variance reduction 

algorithm for composite system reliability assessment is presented as follows. The corre-

sponding flow chart is shown in Figure 5.2. 

Step 1) Specify the CE optimization parameters: a multilevel ρ=0.1 to determine a 

rare event percentage, a maximum sample size NMAX  and COV criterion β
MAX

 for IS 

SMCS, and the iteration counter k=1. 

Step 2) Define v 0=u⃑  , i.e., v 0 is equal to the vector of the original unavailability. 

Determine the rare event criteria γ=Rmax. Rmax is assumed to be 1 MW representing the 

maximum acceptable load curtailment from state evaluation. 

Step 3) Generate composite system states for the current iteration X1, X2, …, XN 

based on v k-1. N is the total number of system states in the current iteration, therefore Xj 

consists of the states of each element in the system, i.e., Xj = (xj,1,xj,2,…,xj,m), assuming m 
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is the number of the elements. Evaluate states performance S(Xi) in the form of load cur-

tailment needed to maintain the system within operating limit. Sort S(Xi) in the descending 

order so that S = [S[1], S[2], …, S[N]] and S[1]≥S[2]≥…≥S[N]. 

Step 4) Access the state performance value at the rare event multilevel S[ρN]. If 

S[ρN]≥ γ, exit the CE optimization process. If S[ρN]<γ, evaluate the test function H(Xi) for 

all states Xi. If S(Xi)>γ,  H(Xi)=1; otherwise, H(Xi)=0. 

Step 5) k=k+1, go back to step 3) for the next iteration. 

Step 6) after the CE optimization is completed, say after k iterations, the v opt=v k 

gives the optimal PDF parameters. 
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Figure 5.2  The Flow Chart for the CE-IS Optimization Procedure 
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The optimal PDF parameter v opt that is obtained from the CE IS process is then 

used as the input parameters in the integrated reliability evaluation process. Based on the 

new availability data, the fault rate of each element can be calculated based on (5.39): 
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To avoid the bias, the reliability indices calculated from the SMCS based on the 

optimal unavailability vopt are based on (5.40) - (5.42). The reliability indices from the i-th 

SMCS iteration are calculated according to (5.43) – (5.45): 
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5.2.2 Metrics based Pruning Process for TDS 

The dynamic security of system states that are selected from SMCS is assessed in 

TDS. It is well known that the TDS while providing accurate results, has a significant 

computational burden. A screening tool for TDS is, therefore, investigated in this work to 
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make the evaluation process more efficient. The proposed screening tool classifies all sys-

tem states based on a two-stage approach. Firstly, an early terminated TDS is conducted 

for each system state to obtain system operating conditions after a fault is cleared (assum-

ing it is 5 cycles after the fault occurred). The system states are classified to be critical or 

non-critical based on the kinetic energy gained by the machines due to the fault and the 

maximum change in the magnitude of Thévenin impedance seen at the point of intercon-

nection (POI) of a generator.  

The reason for using these two metrics is that the stability of a power system during 

a fault depends on the kinetic energy gained by the system due to the fault, and the robust-

ness of the post-disturbance network [61]. During a fault, the ability of the network to 

export electrical power is severely restricted, causing the machine to accelerate. Once the 

fault is cleared by opening the faulted line, the machine can export electrical power, and it 

decelerates. The stability of the machine is dependent on its ability to decelerate in the post-

disturbance condition and to reach a steady state. To estimate the ability of the system to 

decelerate, the change in the magnitude of Zth looking into the system at the POI of the 

generator due to the opening of the faulted line is computed. A review of the swing equation 

[61] indicates that a large change in the magnitude of Zth results in a substantial reduction 

in the peak of the post-fault swing curve as compared to the pre-faulted condition. A re-

duction in the peak of the post-fault swing curve limits the ability of the generator to 

decelerate, thereby making it prone to instability.  

The kinetic energy and Thévenin impedance can be calculated from simulation re-

sults from the early terminated TDS that lasts to fault clearing time. In this work, faults are 
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assumed to be cleared in 5 cycles. Detailed TDSs are conducted for critical cases. Load 

curtailment can be calculated from TDS for each system scenario and serves as a system 

reliability index.  

From the early terminated TDS, the angular speed of generators at the end of the 

fault can be obtained. The calculation of corrected kinetic energy gained during the fault is 

as follows: 
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where, ωcoi is the angular velocity of the center of inertia, ωi is the angular velocity of the 

i th generator, Mi is the inertia constant of the i th generator, Mcr is the inertia constant of 

the critical generators inertial center, Mnon_cr is the inertia constants of the non-critical gen-

erators inertial center, ω̃cr is the angular speed of the inertial center of the critical generator 

group, ω̃non_cr is the angular speed of the inertial center of the non-critical generator group, 

Meq and ω̃eq is the equivalent inertia constant and angular speed of the system, KEcorr is 

the corrected kinetic energy. 

For the pre-fault condition, the Thévenin impedance at POI can be directly obtained 

by the pre-fault network. The change in the magnitude of Zth can be calculated by removing 

faulted components based on the Zth  in the pre-fault network. The maximum change 

∆Zthmax in the magnitude of Zth and the corresponding bus number of the POI where it oc-

curs are recorded. 

5.3 Integrated Reliability Evaluation Procedure with Accelerating Process 

Previously, the overall integrated reliability assessment method with the computa-

tion accelerating methods have been discussed and the integrated procedure is shown in 

Figure 5.3. 



 

87 

 

Figure 5.3  Integrated Reliability Evaluation Procedure with Accelerating Process 

5.4 Summary 

In this chapter, the integrated reliability evaluation procedure is presented. The as-

sessment methods for system steady-state reliability and dynamic security are discussed. 

The approach evaluates the system response for each selected contingency, examines tran-

sient stability in the transition from the pre-contingency to the post-contingency period, 

and evaluates the post-contingency steady-state equilibrium where all flow limits and volt-

age limits are satisfied. Stochastic characteristics, including renewable resources, 

component failures, and load variations, are taken into consideration in probabilistic sam-

pling and dynamic performance modeling. System adequacy and dynamic security are 
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quantified in terms of MW load curtailment from the respective assessment processes and 

are incorporated into the calculation of the integrated reliability indices. The outcome of 

the integrated reliability evaluation provides the probability, frequency, and magnitude of 

system reliability represented as well-known indices such as LOLP, LOLF, and EENS. 

Two accelerating techniques are presented in this chapter with the objective of im-

proving the computational efficiency of the MCS process and the TDS process, 

respectively. The proposed approach is tested on a synthetic system. The test results are 

presented and discussed in chapter 6. 
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INTEGRATED RELIABILITY EVALUATION RESULTS AND DISCUSSION 

Reliability evaluation results using the proposed integrated reliability evaluation 

approach are discussed in this chapter. The reliability evaluations are conducted on the test 

system that has been described in chapter 4. The evaluation results that only consider sys-

tem adequacy are described firstly, then following these results, the results from the 

integrated reliability evaluation are presented. The results from the two approaches are 

compared, as an illustration of the merits of the proposed method. The effects of the intro-

duced acceleration approaches for the evaluation process are illustrated in this chapter. The 

evaluations are conducted using the software tool developed from this work, which utilizes 

commercial power system analysis tools including GE PSLF and Siemens PSS/E OPF. The 

software tool is developed using Python. 

6.1 Parameters for Reliability Studies 

The synthetic test system described in chapter 4 is used to perform the reliability 

evaluation studies. With detailed positive sequence generator, governor and exciter models 

for synchronous generators, generator, and converter control models for WTGs incorpo-

rated in the test system, it is suitable for conducting reliability evaluations that include the 

assessment of both adequacy and dynamic security.  

Reliability parameters for conventional generators, WTGs, transmission lines are 

assembled before conducting the reliability studies.  
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6.1.1 Generation Availability Data 

For conventional generators, reliability parameters are assembled base on the data 

from the IEEE Reliability Test System-1996 [87]. Unit availability data of conventional 

generators and WTGs in terms of MTTF and MTTR are given in Table 6.1. 

Table 6.1  Generation Availability Data of the Test System 

Type Rating (MVA) MTTF (hour) MTTR (hour) 

Synchronous 

generators 

≥2200 1150 100 

1800 1100 150 

1500 1500 120 

1200 1500 100 

900 1100 100 

600 960 40 

WTGs 
33.4 800 40 

23.4 800 40 

 

6.1.2 Transmission Availability Data 

The fault rates for transmission lines are assembled based on the data in the CEA 

2012 annual report [72]. The CEA report provides the transmission line statistics for line-

related transient forced outages data in terms of the frequency of outage of transmission 

lines for different voltage levels in number per 100 mile-annum. The transmission availa-

bility data are given in Table 6.2. 
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Table 6.2  Transmission Reliability Data of the Test System [72] 

No. Voltage level (kV) MTTR (hour) 
Failures rate     

(failures/year/km) 

1 110 20.7 0.3982 

2 500 27.2 1.4722 

 

6.1.3 Load Curve Data 

The chronological load curve with a 1-hour resolution in a year is introduced to 

represent the load stochasticity in the system. The hourly load data in a year is based on 

the load curve data from IEEE Reliability Test System-1996 [87]. The data include weekly 

peak loads in percent of the annual peak load, the daily peak load in percent of the weekly 

peak load, and the hourly load in percent of the daily peak load. Once the system annual 

peak load is assigned, the 8760-hour load curve in the year can be calculated. The hourly 

load curve data is given in appendix B. 

6.2 Evaluation of System Adequacy 

Adequacy assessment examines system steady-state conditions and determines 

whether load can be supplied with existing generation and transmission resources, and no 

operating constraints are violated. Therefore, the assessment evaluation is conducted using 

techniques including AC power flow and AC OPF in this work. Detailed considerations of 

operating constraints and remedial actions have been described in chapter 5. The flowchart 

of the procedure for the adequacy evaluation is shown in Figure 6.1. 
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Figure 6.1  Flowchart of the Procedure for Adequacy Assessment 
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In each iteration of SMCS, chronological components states are selected based on 

the availability data that are given in Table 6.1 and Table 6.2. These states are then inte-

grated with the chronological load curve and wind speed curve that have a 1-hour 

resolution. After the integration with the load curve and wind speed curve, the system states 

at each hour in a year are generated. Generation dispatch is needed for each generated 

system state to get a converged power flow case for further studies. The mismatch between 

the generation and load is calculated first. Then based on the mismatch, the output of con-

ventional generators that are operating within generation limits will be re-scheduled. 

To determine the adequacy of each system state, power flow is conducted for the 

state to evaluate whether the system is within operating limits. AC OPF is conducted if 

operating limits are violated to assess whether load curtailment is needed to bring the sys-

tem back within operating limits. In the SMCS, the COV of the LOLP index (β
LOLP

) is 

chosen as the convergence criterion. The simulation stops when β
LOLP

 is less than 0.05 or 

simulation years reach the upper limits of 5000 years.  

Simulation results show that, for this test system, the SMCS process of the ade-

quacy evaluation converges after 746 iterations. The total simulation time of 

8.95×105seconds, approximately 248 hours. The reliability indices after the SMCS of ad-

equacy evaluation are given in Table 6.3.  

After the convergence of the SMCS, adequacy evaluation found a LOLP index 

around 0.0015, an EPNS index around 0.0087 MW, and a LOLF index around 2.7663 occ/ 

year. This simulation provides reference values of the reliability indices for the test system.  
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Figure 6.2 - Figure 6.5 show the convergence trajectory of the COV and reliability 

indices of LOLP, EPNS, and LOLF, respectively. Because of the low probability of unre-

liability states in the test system, the SMCS process was slowly reaching its convergence. 

Table 6.3  Reliability Indices from Reliability Evaluation Considering System Adequacy 

# Iteration β
LOLP

 COV LOLP 
EPNS 

(MW) 

LOLF              

(occurrence/year) 

746 5% 4.98% 0.0015 0.0087 2.7663 

 

 

Figure 6.2  Convergence Trajectory of COV from Adequacy Assessment Based on SMCS 
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Figure 6.3  Convergence Trajectory of LOLP from Adequacy Assessment Based on 

SMCS 

 

Figure 6.4  Convergence Trajectory of EPNS from Adequacy Assessment Based on 

SMCS 
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Figure 6.5  Convergence Trajectory of LOLF from Adequacy Assessment Based on 

SMCS 

6.3 Impact of Accelerating Techniques 

As illustrated in section 5.2.1, the CE IS method is introduced in the SMCS to im-

prove simulation efficiency. In this section, the reliability results from CE-IS based SMCS 

is presented, and a comparison with the traditional SMCS is discussed. To illustrate the 

accuracy of the CE-IS based SMCS algorithm, the simulation is conducted on the same 

test system with identical peak load, annual load curve, and yearly wind speed curve, as 

well as the same availability parameters for elements. The parameter settings of the CE-IS 

SMCS are as follows: the rare event percentage ρ = 0.1 , the maximum sample size 

NMAX = 5000, and the COV convergence criteria β
MAX

 = 5%. Table 6.4 shows the compar-

ison between the adequacy evaluation results for the test system using the crude SMCS and 
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the SMCS with the CE-IS acceleration method. The comparison of the convergence trajec-

tory of the COV, LOLP, EPNS, and LOLF indices using the two methods are as shown in 

Figure 6.6 - Figure 6.9. 

The evaluation based on SMCS with CE-IS obtains a LOLP value of 0.0014, which 

is within a 0.01% deviation from the crude SMCS method result. Given that both values 

are the mathematical estimates of the true value, the difference is negligible. However, the 

CE-IS SMCS method reaches convergence much faster. The simulation with the accelera-

tion method implemented converges after 81 iterations with a computation time of 

0.98×105 seconds while the evaluation without CE-IS takes 8.95×105 seconds to complete. 

By applying the CE-IS acceleration method in SMCS, a speed-up factor of 9.13 in elapsed 

time is achieved, while maintaining approximately equal evaluation results. It can be con-

cluded that the effect of CE-IS method is verified. 

 

Table 6.4  Reliability Indices Comparison Between Traditional SMCS and CE-IS SMCS 

Method LOLP EPNS 
LOLF 

(occurrence/yr) 

Number  

of iterations 
Computation time 

Crude 

SMCS 
0.0015 0.0087 2.7663 746 8.95×105s (248 h) 

CE-IS 

SMCS 
0.0014 0.0079 2.7650 81 

0.98×105s  

(27 h) 
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Figure 6.6  Convergence Trajectory of COV from Adequacy Assessment Based on CE-IS 

SMCS 

 

Figure 6.7  Convergence Trajectory of LOLP from Adequacy Assessment Based on CE-

IS SMCS 
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Figure 6.8  Convergence Trajectory of EPNS from Adequacy Assessment Based on CE-

IS SMCS 

 

Figure 6.9  Convergence Trajectory of LOLF from Adequacy Assessment Based on CE-

IS SMCS 
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6.4 Integrated Reliability Evaluation Results 

From the comparison between the reliability indices obtained using traditional 

SMCS method and the CE IS based SMCS in the last section, it can be seen that both 

methods reached a very close reliability index associated with LOLP. However, the CE-IS 

based SMCS demonstrated a computational speed-up of 9.13 times. Based on the proposed 

speed-up of the SMCS, this section will discuss the integrated reliability results considering 

both system adequacy and dynamic security. The integrated reliability results provide a 

measure of both steady-state and dynamic evaluation of the ability of the system to meet 

electrical demand. The reliability results are compared in Table 6.5. 

Table 6.5  Reliability Indices Comparison Between Integrated Reliability Evaluation and 

Adequacy Evaluation 

Method LOLP EPNS 
LOLF 

(occurrence/yr) 

Number of 

iterations 

Computation 

time 

Integrated 

reliability 

evaluation 

0.0939 72.80 35.6944 20 
3.89×105s  

(108 h) 

Adequacy 

evaluation 
0.0014 0.0079 2.7650 81 

0.98×105s  

(27 h) 

 

With system dynamic security being quantified by load shedding from the stability 

preserving protection systems, the proposed method provides the quantitative integrated 

reliability evaluation results considering both system adequacy and dynamic security. The 

comparison between the results from the two approaches reflects the influence of including 

the impact of dynamic security in the reliability evaluation. 
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From Table 6.5, it can be observed that for this test system, accounting for dynamic 

security has a significant impact on the overall reliability indices resulting in an increase 

in the LOLP, EPNS, and LOLF indexes. The LOLP index and LOLF index increase from 

0.0014 to 0.0939 and from 2.7650 to 35.6944, respectively. The increase of these two in-

dices indicates that among all sampled states in a year, there are a large portion of cases 

and longer duration for which the system cannot provide reliable power supply because of 

dynamic security problems. The increase of the EPNS index is due to the fact that the load 

shedding value from DSA is included in the EPNS index calculation. Theoretically, the 

increase of the three reliability indices, namely LOLP, EPNS and LOLF, was to be expected 

because a stable transition to post-fault SEP is not always guaranteed after contingencies.  

If a stable transition cannot be made after a disturbance in the system, this behavior 

cannot be captured by the steady-state analysis in adequacy evaluation. By incorporating 

the DSA in the reliability evaluation process, unstable transitions are captured, which 

works as a counterbalance to the adequacy evaluation. The unstable transitions are quanti-

fied in the evaluation process, and it provides not only the information on the existence of 

instability but also the severity of the instability. This information can be beneficial for 

system planners to pinpoint the weaknesses in the system. Results in Table 6.5 also show 

that the number of iterations for the SMCS to converge is significantly reduced in the in-

tegrated approach. The reason for the faster convergence is that for this test system, with 

DSA considered, the values of indices increase, and the number of iterations is inversely 

proportional to the index being calculated. However, despite the fewer iterations, the com-

putation time is still much higher than the adequacy evaluation computation time because 

of the computational burden introduced by TDS for DSA. The simulation of integrated 
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reliability evaluation converges after 20 iterations while the simulation of adequacy eval-

uation with the CE-IS acceleration method implemented needs to run 81 iterations to 

converge. However, the computation time for the integrated reliability evaluation is 

3.89×105 seconds, while the adequacy evaluation with the CE-IS acceleration method im-

plemented takes 0.98×105 seconds to complete. 

A statistical summary of the evaluation in a randomly selected iteration of SMCS 

shows that: in this iteration, 11992 system states are sampled representing the chronologi-

cal system operating conditions in the year. The reliability evaluation shows that among all 

these system states, there are 408 cases that are steady-state unreliable based on adequacy 

assessment, 5002 cases labeled as dynamically insecure, and 4603 cases labeled as steady-

state reliable yet dynamically insecure. Among the 4603 cases, 8 cases are N-1 contingen-

cies, and 4595 cases are N-k contingencies with k >1. The statistical data confirms that the 

reliability study will give optimistic results if the DSA is not considered in the evaluation 

process. It is important to note that for a different system with different load conditions and 

availability parameters for generators and transmission lines, the reliability evaluation re-

sults could be quite different. Hence for a system that has less dynamic security issues, the 

integrated reliability evaluation results could be very similar to the adequacy evaluation 

results. This proposed integrated reliability evaluation approach is more important for sys-

tems that have a potential dynamic security problem. Given the undergoing transformation 

in the power systems, the dynamic behavior of systems can be very different from how it 

was. The integrated reliability evaluation approach provides a solution to comprehensively 

identify the dynamic insecurities along with the potential inadequacy of system resources. 
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Figure 6.10  Convergence Trajectory of COV Comparison Between Adequacy Evalua-

tion and Integrated Reliability Evaluation 

 

Figure 6.11  Convergence Trajectory of LOLP Comparison Between Adequacy Evalua-

tion and Integrated Reliability Evaluation 
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Figure 6.12  Convergence Trajectory of EPNS Comparison Between Adequacy Evalua-

tion and Integrated Reliability Evaluation 

 

Figure 6.13  Convergence Trajectory of LOLF Comparison Between Adequacy Evalua-

tion and Integrated Reliability Evaluation 
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The trajectories of COV and the values of the three reliability indices are compared 

in Figure 6.10 - Figure 6.13 to show the impact on reliability assessment when dynamic 

security is considered. As shown in Figure 6.10, the simulation of the integrated reliability 

evaluation converges faster than that without dynamic security. The reason for this is that 

with dynamic security considered, more cases are detected to be unreliable and are there-

fore considered in the reliability calculation. With a larger number of unreliable cases being 

viewed as important, the variance is reduced which provides the same effect as importance 

sampling. 

The analysis of a specific case is essential to understand the states that are steady-

state reliable but dynamically insecure. A state with 6375 MW load and 6581 MW gener-

ation in the pre-fault condition is selected to conduct this analysis. The set of contingencies 

in this selected state are listed in Table 6.6. 

Table 6.6  Pre-fault and Post-fault Condition of Outage Components 

No. Outage component 
Rating 

(MVA)  
Pre-fault condition 

Fault at 

time 

1 Gen6 on bus 24 4500  1849.3 MW generation 1 s 

2 Gen8 on bus 26 1200  405.9 MW generation 1 s 

3 Wind farm on bus 808 33.4  9.80 MW generation 1 s 

4 Wind farm on bus 3404 23.4 6.90 MW generation 1 s 

5 Wind farm on bus 3405 23.4 6.90 MW generation 1 s 

6 Line from bus 13 to bus 18 1500 488.6 MW flow 1 s 
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In this case, the adequacy analysis based on AC OPF gives a load curtailment of 

0.185 MW. This assessment result indicates that the system state is steady-state reliable. 

By contrast, the results from TDS for DSA show that 1554.4 MW load needs to be shed to 

maintain stability. The load shedding protection actions are listed in Table 6.7. From Table 

6.7, it can be observed that two stages of under-frequency load shedding protection are 

activated after the fault. The first stage protection was activated at around 2.5 s when the 

load bus frequency dropped to 59.5 Hz, and the second stage of protection action was ini-

tiated between 4.2 s-4.3 s when the load bus frequency dropped to 59.2 Hz, as shown in 

Figure 6.14. The two stages of protection action brought the system back to a stable oper-

ating condition. 

Figure 6.15 shows the active power output of the 11 synchronous generators in the 

system. Since the generators at bus 24 and bus 26 are the contingency components, the 

loads at bus 23 and bus 25, which were primarily supplied by generators at bus 24 and bus 

26, suddenly lost their power supply. Also, the transmission outage from bus 13 to bus 18 

limited the power supply from the generator at bus 14 to the heavy load area in zone 4 and 

zone 5. The resulting system frequency decline, therefore, quickly triggered the load shed-

ding corrective actions. Noticeably, this unreliability, which has a significant impact, 

cannot be captured by the steady-state assessment. This case study illustrates the im-

portance of incorporating DSA in system reliability evaluation. 
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Figure 6.14  Load Bus Frequency Under Contingency 

 

Figure 6.15  Generator Output Under Contingency  
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Table 6.7  Post-contingency Protection Action Report 

Time (s) Switching Action Details 

2.4835 Stage 1 tripped  Load at bus 15 

2.4960 Stage 1 tripped Load at bus 12 

2.5044 Stage 1 tripped Load at bus 25 

2.5127 Stage 1 tripped Load at bus 23 

2.5169 Stage 1 tripped Load at bus 19 

2.5169 Stage 1 tripped Load at bus 21 

4.2629 Stage 2 tripped Load at bus 15 

4.2875 Stage 2 tripped Load at bus 12 

4.3004 Stage 2 tripped Load at bus 23 

4.3045 Stage 2 tripped Load at bus 19 

4.3045 Stage 2 tripped Load at bus 21 

Total Load shedding: 1554.4 MW 

6.5 Transient Stability Pruning Effects 

Previous simulation results show the reliability indices obtained from the traditional 

SMCS method and the CE IS based SMCS. Both methods reached a similar result. In this 

section, the reliability evaluation results with the accelerating process applied are dis-

cussed. Results from two reliability evaluation are compared and discussed. One is a 

reliability evaluation with the pruning process from TDS, and the other is with no pruning 

process applied in TDS. Different load shed values LSTDS are used to determine whether a 

system is stable in the transient period after disturbance and should be considered in the 

reliability indices calculation. If the load curtailment of a state from the TDS is higher than 
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LSTDS, then the state is insecure, and the amount of load curtailment, as well as state dura-

tion, are introduced in the index calculation. 

For a chosen iteration, the pruning process eliminated 3842 states among 11992 

states from the detailed TDS analysis, with a 32.04% speed-up of the DSA. The criteria for 

the two stability estimation metrics are KEcr=0.5×10-5pu and ∆Zth=0.005 pu obtained by 

conducting a sensitivity study. Table 6.8 gives the comparison of LOLP results from the 

evaluation process with and without the TDS pruning process. The LSTDS in Table 6.8 rep-

resents the criteria for determining dynamically insecure cases. When the load shedding 

results from TDS are larger than LSTDS, the state is considered to be dynamically insecure. 

Simulation results show that the reliability evaluation with the pruning process gives sim-

ilar results compared with no pruning process be applied. The deviations vary from 

2.4494%-4.9645%. Additionally, from the sensitivity study of the different load shed 

threshold value, it can be seen that when LSTDS is equal to 20 MW, 100 MW, and 200 MW, 

the LOLP results are very close to each other. Thus, we can choose any of the three values 

to be the load shed threshold to determine whether a state is transiently unstable from TDS. 

Table 6.8  Comparison of LOLP Indices Results: With and Without Pruning Process 

LSTDS criteria 

(MW) 

Without Pruning 

Process 
With Pruning Process Deviation (%) 

20 0.0939 0.0916 2.4494 

100 0.0939 0.0916 2.4494 

200 0.0936 0.0913 2.4573 

400 0.0753 0.0721 4.2497 
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Table 6.8 (Continued) 

LSTDS criteria 

(MW) 

Without Pruning 

Process 
With Pruning Process Deviation (%) 

500 0.0564 0.0536 4.9645 

600 0.0388 0.0375 3.3505 

700 0.0269 0.0259 3.3457 

800 0.0264 0.0257 2.2727 

Average deviation: 3.1924 

 

6.6 Summary 

The probabilistic reliability evaluation gives a quantitative indication of overall sys-

tem reliability condition, which is rather different from the traditional deterministic 

approach. Different simulation cases are presented in this chapter to draw a conclusion of 

the proposed integrated reliability evaluation approach. Simulation results show that when 

addressing both adequacy and dynamic security in the reliability evaluation, the evaluation 

differs with the traditional method of reliability evaluation with only the adequacy consid-

ered. The reliability indices are relatively higher when the dynamic security assessment is 

integrated because of the fact that under some disturbances system cannot stably transfer 

to a post-disturbance steady state.  

The integrated reliability evaluation has a high computational burden due to a large 

number of TDSs and SMCS involved. Simulation has been conducted to show the effect 

of the two proposed accelerating method. Both methods show a decent speed-up effect. 
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IMPACT OF HIGH WIND POWER PENETRATION ON INTEGRATED SYSTEM 

RELIABILITY 

With the changing resource mix, the frequency and voltage support that were pri-

marily provided by nuclear and coal-fired generators are reducing. The frequency and 

voltage support are known to be crucial parts of essential reliability services (ERSs), and 

their reduction could have a significant impact on system reliability. Concerns have been 

raised, however, that the existing studies mainly treat the assessment of the frequency or 

voltage support individually and do not incorporate these assessments in the long-term re-

liability evaluation. A systematic analysis addressing the impact of the changing ERSs on 

system reliability is still missing. Besides, while inverter-based resources with advanced 

controls can provide ERSs such as frequency and voltage support, the effect on long-term 

reliability needs to be examined.  

The integrated reliability evaluation approach proposed in this work provides a 

means to incorporate the assessment of ERSs in the reliability evaluation process. The fre-

quency control and voltage control can be evaluated in detail in the TDSs, where the 

frequency and voltage controls and associated protection systems are modeled. From the 

TDSs, the impact of the ERSs can be quantified by load curtailment and generator tripping 

from protection actions to maintain system stability after contingencies. Moreover, the ef-

fect of increasing wind power penetration on system reliability and the effect of WTGs 

providing frequency and voltage support can be evaluated using this approach. The results 

are illustrated in this chapter. To study the impact of increasing wind power penetration on 
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system reliability, scenarios with different levels of wind power penetration in the test sys-

tem that is described in chapter 4 are developed. The scenario development procedure is 

illustrated in this chapter. 

7.1 High Wind Power Penetration Scenarios Development 

To study the impact of incremental wind power penetration on system reliability, 

four scenarios with gradually increasing wind power penetration levels are derived from 

the base case scenario. The base case scenario is modified based on the base case of the 

test system that was described in chapter 4. The objective of the modification is to represent 

a power plant with several smaller generation units so that the convergence of power flow 

solutions in high wind power penetration cases can be obtained. The modification is shown 

in the power flow solution table in Appendix C. In this base case scenario, there is a peak 

demand of 14463 MW and a wind power generation of 1680 MW, making it a 10% wind 

power penetration of the system load. For the convenience of description, this base case 

scenario is labeled as scenario #1. The four scenarios with incremental wind power pene-

tration are labeled as scenario #2, scenario #3, scenario #4, and scenario #5, with around 

20%, 40%, 60%, and 80% wind power penetration, respectively at peak load with the 

WTGs operating at maximum output.  

In the power flow cases, either a WTG or a synchronous generator can be modeled 

as a conventional source with specified active power and reactive power, and a bus voltage 

to regulate. Although a wind plant typically consists of a number of WTGs and a collector 

system, it is reasonable to approximate a wind plant with a single WTG. This simplification 
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is known as the aggregate WTG model. In developing the power flow cases with incre-

mental wind power penetration, the capacity of the synchronous generators should be de-

committed with the wind power capacity in the system is increased. And generation needs 

to be re-dispatched according to wind power output. The strategy used here is the ‘2/3 

decommitment, 1/3 redispatch’ approach [88]. Following the strategy, every additional 3 

MW of wind power generation, there is a 2 MW reduction in synchronous generator unit 

commitment and a 1 MW reduction in the synchronous generator unit dispatch. As an ex-

ample, assume that 500 MW of wind production with a rating of 750 MVA needs to be 

accommodated in a system that has 1500 MW synchronous generation with a rating of 

1800 MVA. 333 MVA of the synchronous generation needs to be de-committed. The sys-

tem will have 750 MVA rated wind generation with 500 MW output, and 1000 MW output 

and a rating of 1467 MVA from synchronous generation. After determining the output and 

rating of WTGs and conventional generators, the rating of all transformers needs to be 

adjusted accordingly. 

The four power flow scenarios are developed based on this rule to study the impact 

of high wind power penetration on system reliability. It is worthwhile to note that, in high 

wind power penetration cases, such as scenario #5 with 80% wind power penetration, the 

power flow case needs to be further adjusted to ensure the convergence of power flow 

solution such as the tuning on the output of static VAR compensators in the system. The 

developed power flow scenarios, as well as the base power flow scenario #1, are summa-

rized in Table 7.1. Detailed power flow solutions of each scenario are provided in 

Appendix B. 
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The procedure for reliability evaluation of the system with a certain level of wind 

power penetration is depicted in Figure 7.1.  

 

Figure 7.1  Flow Chart for Reliability Evaluation Including ERSs Assessment 

To conduct the reliability assessment, one of the five scenarios listed in Table 7.1 

is selected as the base case, so that system operating conditions are generated incorporating 

components status, load level and wind speed sampled from the SMCS. As shown in Figure 
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7.1, the frequency support and voltage support capability of the system is evaluated in the 

TDS and incorporated in the process of reliability evaluation.   

Table 7.1  Scenarios with Increasing Wind Power Penetration  

Scenario 

Wind turbine  

generators 

Synchronous  

generators 
Load 

(MW) 

Wind 

power  

penetration 

(%) 

Output (MW)/ 

Rating (MVA) 

Output (MW)/ 

Rating (MVA) 

# 1 
1680/ 

1871 

12956/ 

19900 
14463.7 11.4 

# 2 
3360/ 

3742 

11265/ 

18700 
14463.7 22.9 

# 3 
6720/ 

7481 

7891.1/ 

16500 
14463.7 45.9 

# 4 
10080/ 

11223 

4638.9/ 

14400 
14463.7 68.4 

# 5 
13440/ 

14962 

1398.7/ 

14900 
14463.7 90.5 

 

Innovative indices to measure system dynamic behavior from the aspects of fre-

quency support and voltage support capabilities to maintain system frequency and voltage 

stability are proposed in this work. The proposed indices are given as follows: 

1) UFOC represents the expected number of under-frequency load shedding ac-

tions. It can be calculated using (7.1): 
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   (7.1) 

2) UFENS represents the expected power not supplied after under-frequency load 

shedding actions. It can be calculated using (7.2): 
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3) EOAF represents the expected occurrence of abnormal frequency at generator 

terminals (occ./yr). It can be calculated using (7.3): 
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4) EGAF represents the expected generator tripping caused by abnormal frequency 

(MW). It can be calculated as (7.4): 
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5) EOAV represents the expected occurrence of abnormal voltage at generator ter-

minals (occ./yr). It can be calculated using (7.5): 
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6) EGAV represents the expected generator tripping caused by abnormal voltage 

(MW). It can be calculated as (7.6): 

 _ , _ ,
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N

 
 

 
    

 
   (7.6) 

where, Ny is the number of simulation years in the SMCS, i is the index of simulation year 

of the SMCS, Ti is the summation of the duration of states in simulation year i, Nj is the 

number of states in a simulation year, xij is system state j in the simulation year i, τij is the 

duration time of state xij, UFLS(xij) is 1 if there is under-frequency load shedding relay 

action in state xij, otherwise UFLS(xij) is 0, PUFLS,ij is the MW value of load shedding trig-

gered by under-frequency load shedding relay in state xij, OOFi and OUFi are the number 

of occurrence of over-frequency generator tripping actions and under-frequency generator 

tripping actions in simulation year i, OOVi  and OUVi  are the number of occurrence of 

over-voltage and under-voltage generator tripping actions in simulation year i, Ptrip_OF,ij 

and Ptrip_UF,ij are the MW value of generation trip results from over-frequency and under-

frequency protection, and Ptrip_OV,ij and Ptrip_UV,ij is the MW value of generation trip results 

from over-voltage and under-voltage protection. 

7.2 Impact of Increasing Wind Power Penetration on System Reliability 

The approach proposed in this work provides a framework to include the ERSs 

assessment in reliability evaluation. Using this approach, ERSs can be included in the re-

liability indices calculation. Two evaluations, based on the power flow scenario #1, have 

been conducted to illustrate the effect of considering the ERSs in reliability evaluation. The 
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first evaluation considers only adequacy assessment and finds a LOLP index around 0.0013 

and an EPNS index around 0.0085 MW. The second reliability evaluation considers both 

ERSs assessment and adequacy assessment. The results from the second evaluation are 

given in Table 7.2. In both these evaluations, the WTGs are set to not provide frequency 

and voltage support. 

Table 7.2  Reliability Indices with ERSs Assessment Considered 

LOLP EPNS (MW) UFOC UFENS 

0.0829 70.9181 57.9825 70.8614 

EOAF EGAF (MW) EOAV EGAV (MW) 

0.1228 0.2414 0.9298 1.0551 

 

Table 7.2 shows that when the evaluation considers the ERS assessment in con-

junction with adequacy assessment, the total system LOLP increases from 0.0013 to 

0.0829, and EPNS increases from 0.0085 MW to 70.9181 MW. The significant increase of 

the reliability indices shows that the system reliability level is worse if the sufficiency of 

ERSs is also evaluated. The under-frequency load shedding related indices UFOC and 

UFENS are 57.9825 MW and 70.8614 MW, respectively, whereas the generator frequency 

and voltage protection related indices EOAF, EGAF, EOAV, and EGAV are 0.1228, 0.2414 

MW, 0.9298 and 1.0551 MW respectively. The indices related to under-frequency load 

shedding are much higher than the indices that relate to generator protection. The results 

demonstrate that the insufficiency of frequency support is the main reason for the system 

unreliability. 
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The above results illustrate the efficacy of using the integrated reliability evaluation 

approach to consider ERSs assessment in conjunction with adequacy assessment. Further 

simulations are conducted to study the impact of increasing wind power penetration on 

system reliability using the proposed approach. Representing the increasing wind penetra-

tion, scenarios #2 – scenario #5 in Table 7.1 are used as the base case in the simulation 

independently to evaluate system reliability with 20%, 40%, 60%, and 80% wind penetra-

tion levels. All simulations are conducted with ERSs assessment considered while WTGs 

do not participate in the frequency and voltage regulation. The reliability indices of the test 

system under the five scenarios are summarized in Table 7.3.  

Table 7.3  Reliability Indices with ERSs Assessment (WTGs Not Providing ERSs) 

Scenario LOLP EPNS (MW) UFOC UFENS 

# 1 0.0829 70.9181 57.9825 70.8614 

# 2 0.0941 80.0636 67.4667 79.9666 

# 3 0.1110 102.2281 97.6552 101.7636 

# 4 0.1578 149.2959 144.1923 149.0271 

# 5 0.2023 200.7808 207 200.5203 

Scenario EOAF EGAF (MW) EOAV EGAV (MW) 

# 1 0.1228 0.2414 0.9298 1.0551 

# 2 0 0.0134 0.1556 0.1693 

# 3 0.0345 0.0113 0 0 

# 4 0.0385 0.1149 0.0385 9.3462 

# 5 8.8000 13.8817 7.4667 3.9480 
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It can be observed that, when wind power penetration level increases, the system 

reliability gradually deteriorates. For instance, the LOLP is 0.0829 when wind power pen-

etration is 10%, then the index increases to 0.0941, 0.1110, 0.1578 and 0.2023 at 20%, 

40%, 60% and 80% wind penetration level respectively. System reliability is greatly im-

pacted at high wind power penetration scenarios. The results also show that the generator 

protection related indices EOAF, EGAF, EOAV, EGAV are relatively smaller compared to 

UFOC and UFENS. This behavior indicates that for the test system, the low frequency 

support is the dominant cause of the deteriorating reliability at high wind penetration con-

ditions. Results show that the voltage related reliability support is sufficient in the test 

system, partly because constant impedance load models are used in the simulations. The 

frequency-related indices provide important information on system reliability. 

The convergence trajectories of the reliability index LOLP in the evaluation of the 

test system with different levels of wind power penetration are as shown in Figure 7.2 - 

Figure 7.6. When the evaluation is based on the scenario with 10%, 20%, 40%, 60%, and 

80% wind power penetration, the SMCS takes 56, 44, 28, 25, 16 iterations of simulation to 

reach the convergence. The reason for the decreasing simulation iterations needed for 

SMCS to converge is that more cases are evaluated to be unreliable with the increasing of 

wind power penetration. The values of indices increase, and the number of iterations is 

inversely proportional to the index being calculated. 

The decline in frequency support with increasing wind power penetration, as ob-

served from Table 7.3, was expected. Since in all the simulations, WTGs are not enabled 

with frequency and voltage control, these generators do not participate in system control. 
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Synchronous generators solely contribute to the frequency support in the system; hence, 

the frequency support is reduced with the decommitment of synchronous generators. The 

decommitment of synchronous generators leads to the decline in system inertia, which is 

important to maintain frequency stability after sudden disturbances. 

 

Figure 7.2  Convergence of LOLP in the Evaluation on System with 10% Wind Power 

Penetration  
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Figure 7.3  Convergence of LOLP in the Evaluation on System with 20% Wind Power 

Penetration 

 

Figure 7.4  Convergence of LOLP in the Evaluation on System with 40% Wind Power 

Penetration 

 



 

123 

 

Figure 7.5  Convergence of LOLP in the Evaluation on System with 60% Wind Power 

Penetration 

 

Figure 7.6  Convergence of LOLP in the Evaluation on System with 80% Wind Power 

Penetration 
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Figure 7.7 shows the trends of LOLP and the average system inertia versus the wind 

power penetration level. The average system inertia is the mean value of system inertia of 

system states sampled from SMCS in the evaluation. It can be observed that the average 

system inertia declines with the increasing wind power penetration level. The decline in 

system inertia causes the deterioration of the frequency support in the system as less inertia 

leads to faster frequency decrease. The frequency of three selected buses during a loss of 

generation contingency with different wind power penetration is shown in Figure 7.8 - 

Figure 7.13. The pre-contingency system operating conditions and the contingency infor-

mation is given in Table 7.4. In the five scenarios, system loads are the same with different 

wind power output; hence, the conventional generator output varies accordingly. The five 

pre-contingency conditions have 10%, 20%, 40%, 60% and 80% instantaneous wind pen-

etration. The contingency is the same in five scenarios, which is a 1024.4 MW generation 

loss. 

 

Figure 7.7  LOLP Index and Average System Inertia Change with Wind Penetration 
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Figure 7.8  Frequency of Load Bus 19 After Loss of Generation  

 

 

Figure 7.9  Frequency of Load Bus 19 After Loss of Generation (Zoom-in) 
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Figure 7.10  Frequency of Load Bus 12 After Loss of Generation  

 

Figure 7.11  Frequency of Load Bus 12 After Loss of Generation (Zoom-in) 
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Figure 7.12  Frequency of Load Bus 21 After Loss of Generation 

 

 

Figure 7.13  Frequency of Load Bus 21 After Loss of Generation (Zoom-in) 
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Table 7.4  Pre-contingency Condition and Fault Setting 

Instantaneous 

wind penetration 

Wind genera-

tion (MW) 

Synchronous 

generation (MW) 

Total load 

(MW) 

Loss of gener-

ation (MW) 

10.1% 1093.5 9713.4 10712.6 1024.4 

20.2% 2187.5 8612.6 10712.6 1024.4 

40.5% 4374.5 6409.4 10712.6 1024.4 

60.5% 6562 4269.4 10712.6 1024.4 

80.3% 8752.5 2142.2 10712.6 1024.4 

 

Consider the frequency of load bus 19 as an example. Simulations show that with 

10% and 20% wind power penetration in pre-contingency conditions, the system experi-

ences a frequency decline to 59.62 Hz and 59.56 Hz, respectively. The frequency then 

gradually recovers to 59.82 Hz and 59.80 Hz, respectively. There is no load curtailment in 

the two simulations. By contrast, if the same contingency is conducted on the same system 

with 40%, 60%, and 80% wind power penetration in the pre-contingency conditions, the 

frequency decreases more severely and triggers the under-frequency load shedding protec-

tions. The load shed occurred at 5.842s, 3.629s, and 3.104s, respectively. The frequency in 

the three simulations settled at 59.98 Hz. The initial rate of change of frequency (ROCOF) 

of the five simulations is around 0.15 Hz/s, 0.17 Hz/s, 0.2 Hz/s, 0.25 Hz/s, and 0.26 Hz/s 

correspondingly. The simulations confirmed that system frequency support capability de-

creases with the growing wind power penetration in the system. While the traditional 

reliability evaluations of the five cases without considering the ERSs assessment showed 
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the system is reliable after the loss of generation, the simulations demonstrate the value of 

considering the ERSs in the reliability evaluation process. 

For this test system, the frequency at different buses are very similar, the frequency 

at all load buses goes as low as 59.5 Hz and under-frequency load shedding protection at 

all buses are activated. However, it can be observed that the frequency rises after the load 

shedding protection tripped at load bus 19 and bus 12 are different. The reason is that load 

bus 19 has heavier load which is around 3000 MW of load while bus 12 has only around 

300 MW of load. 

7.3 Impact of WTGs Providing Essential Reliabilty Services on System Reliability 

Since most modern WTGs are equipped with frequency and voltage control func-

tions to participate in frequency and voltage regulation, it is necessary to include these 

ERSs capabilities of WTGs in the reliability evaluation. To evaluate the effects, reliability 

evaluations are conducted to the test system under the same five wind penetration level 

scenarios, as given in Table 7.1. In the simulations, the frequency and voltage control func-

tions of WTGs are enabled to allow the WTGs providing ERSs. The reliability indices are 

given in Table 7.5. The convergence trajectories of the reliability index LOLP in the eval-

uation of the test system considering WTGs providing ERSs are as shown in Figure 7.14 - 

Figure 7.18. The comparison of reliability indices from the evaluation process with and 

without WTGs providing the ERSs are shown in Figure 7.19. 
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Table 7.5  Reliability Indices with ERSs Assessment (WTGs Providing ERSs) 

Scenario LOLP EPNS (MW) UFOC UFENS 

# 1 0.0629 53.1593 49.7258 53.1169 

# 2 0.0585 48.2155 51.5588 48.1589 

# 3 0.0681 60.2351 71.4179 59.9616 

# 4 0.0886 83.6518 104.4884 83.5219 

# 5 0.1109 114.7830 143.8636 114.6268 

Scenario EOAF EGAF (MW) EOAV EGAV (MW) 

# 1 0.2097 0.2324 0.9839 1.2059 

# 2 0 0.0179 0.2941 0.2299 

# 3 0 0 0 0 

# 4 0.2791 0.1942 12.0465 5.7316 

# 5 7.7727 10.2299 10.5227 5.9157 
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Figure 7.14  Convergence of LOLP in the Evaluation on System with 10% Wind Power 

Penetration (WTGs Providing ERSs) 

 

 

Figure 7.15  Convergence of LOLP in the Evaluation on System with 20% Wind Power 

Penetration (WTGs Providing ERSs) 
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Figure 7.16  Convergence of LOLP in the Evaluation on System with 40% Wind Power 

Penetration (WTGs Providing ERSs) 

 

Figure 7.17  Convergence of LOLP in the Evaluation on System with 60% Wind Power 

Penetration (WTGs Providing ERSs) 
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Figure 7.18  Convergence of LOLP in the Evaluation on System with 80% Wind Power 

Penetration (WTGs Providing ERSs) 

 

Figure 7.19  LOLP and EPNS Results Comparison of WTGs With/Without ERSs 
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It can be observed that whether WTGs provide ERSs or not, the system reliability 

indices rise when wind power penetration increases. However, the comparison shows that, 

with the same level of wind power penetration, when WTGs provide ERSs, system relia-

bility is improved compared to when WTGs do not provide ERSs. Additionally, the 

reliability improvement is more significant when wind power penetration in the system is 

higher.  

The case studies with WTGs providing ERSs are conducted based on the same pre-

contingency system operating conditions and the loss of generation contingency that is 

provided in Table 7.4. The frequency of load bus 19 from the case studies is shown in 

Figure 7.20. It is observed that these plots are different from the results shown in Figure 

7.8, where under-frequency load shedding was triggered in the 40%, 60%, 80% wind power 

penetration scenarios, no load shedding occurred in this set of simulations with all five 

wind power penetration levels. After the loss of generation occurred, with WTGs providing 

ERSs, the frequency nadirs are 59.63 Hz, 59.61 Hz, 59.61 Hz, 59.57 Hz, and 59.59 Hz 

respectively, for the scenarios with 10%, 20%, 40%, 60% and 80% wind power penetra-

tion. System reliability is improved when WTGs contribute to providing ERSs. 
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Figure 7.20  Frequency of Load Bus 19 After Loss of Generation  

 

Figure 7.21 - Figure 7.23 show the frequency trajectories of load bus 19, load bus 

12, and load bus 21 respectively. Each figure includes the frequency change under three 

wind power penetration, i.e., 20%, 40%, and 80%. In Figure 7.21, it can be observed that 

frequency behavior on load bus 19 is significantly different when WTGs are providing and 

not providing ERSs. The frequency improvement in the 20% penetration scenario is subtle. 

However, the ERSs contributed by WTGs are critical to avoid load shedding in the scenar-

ios with 40% and 80% wind power penetration. The output of a synchronous generator and 

a wind farm in the 80% wind penetration scenario are shown in Figure 7.24. In response to 

the system frequency drop, the wind farm increased its power output. Since WTGs are 

interfaced with the synchronous power system via converters, they are capable of providing 

fast control. The increase of wind farm power output is initiated 0.5s after the contingency 
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occurred and lasted for about 20s. The capability is varied among different WTGs and 

different settings, however, the results demonstrate that this interim reliability support is 

crucial to guarantee reliable power supply when the ERSs provided by synchronous ma-

chines are insufficient. It is important to note that the frequency does not violate the UFLS 

threshold but settles at a lower than normal frequency level. Secondary frequency controls 

should then bring the system back to the nominal operating frequency. 

 

Figure 7.21  Comparion of Frequency on Bus 19 Under Different Wind Penetration 
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Figure 7.22  Comparion of Frequency on Bus 12 Under Different Wind Penetration 

 

Figure 7.23  Comparion of Frequency on Bus 21 Under Different Wind Penetration 
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Figure 7.24  Frequeny Response of Generators Under 80% Wind Power Penetration 

7.4 Summary 

Using the integrated reliability evaluation approach that is proposed in this work, 

the assessment of the ERSs, namely the frequency and voltage support capability, is incor-

porated in the system reliability evaluation. The frequency control and voltage control can 

be evaluated in detail in the TDSs, where the frequency and voltage controls and protection 

systems are modeled. From the TDSs, the impact of the inadequacy of ERSs can be quan-

tified by load curtailment and generator tripping from protection actions to maintain system 

stability after contingencies. Reliability indices that represent system reliability with ERSs 

capability are discussed in this chapter. The probabilistic analysis framework allows vari-

ous system operating conditions being considered in the ERSs assessment.  
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The reliability evaluation with the ERSs assessment incorporated is conducted on 

the same test system that earlier studies were conducted. The simulation results show the 

importance of representing the ERSs in the evaluation process to measure whether a system 

has sufficient frequency or voltage support, which is crucial to system reliability. The re-

sults also show that system reliability deteriorates when increasing wind power is 

integrated into the system if there are no additional ERSs contribution from WTGs. Simu-

lation results demonstrate the importance of WTGs providing ERSs which improve system 

reliability significantly, especially when the system has high wind power penetration. Re-

sults also illustrate the necessity of the new approach to consider ERSs assessment and 

include the capability of WTGs providing reliability services in system reliability evalua-

tion. 
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CONCLUSIONS AND FUTURE RESEARCH  

8.1 Conclusions 

This research proposes a probabilistic reliability evaluation method with resource 

adequacy and DSA integrated into a single framework. Sequential MCS was used because 

it provides a flexible approach for considering time-variant stochastic characteristics in the 

system. Stochastic characteristics have been considered in this work and include compo-

nents outages, different transmission fault types, chronological load variance, and 

stochastic wind power output. Compared to the traditional reliability evaluation, which 

evaluates the adequacy and dynamic security separately, the proposed method provides the 

reliability indices reflecting both adequacy and dynamic security based on the quantifica-

tion of the two aspects of reliability in terms of load curtailments.  

The quantification of the impact of dynamic security is included by the load cur-

tailment from protection action to maintain system stability after contingencies. By 

including this value of load curtailment into the calculation of reliability indices, the inte-

grated system reliability can be represented using the well-recognized reliability indices, 

which are LOLP, EPNS, and LOLF. The proposed method is tested on a synthetic test 

system and the results show the importance of considering the two reliability aspects to-

gether since both the steady-state and transient system performance need to be analyzed in 

reliability studies.  Also, the computational effort in the evaluation process is significant 
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because of the sequential MCS and the TDS for dynamic security assessment. Two accel-

eration methods are introduced to lighten the computational burden. In practical 

applications, the computational time could be substantially reduced further by using paral-

lel or distributed computing as the SMCS is amenable to such implementations. 

The proposed integrated reliability evaluation method is further extended to incor-

porate the assessment of ERSs, including the frequency support and voltage support 

capability in the system. Simulation results show the efficiency of including the ERSs as-

sessment in the proposed approach. The impact of increasing wind power penetration on 

system reliability as analyzed using the proposed approach and the decline of the reliability 

level in the test system has been observed with the increased wind power penetration. Also, 

the effect of WTGs providing the frequency and voltage support is studied. Evaluation 

results demonstrate the importance of WTGs providing the frequency and voltage support. 

In some cases, this capability has avoided the system from shedding load. The main con-

clusions of the study are as follows: 

1. The proposed reliability evaluation approach provides an effective method of 

integrating adequacy and dynamic security into a single framework. Stochastic and time-

variant characteristics in the system can easily be considered in the evaluation using SMCS.  

2. The dynamic security of a system state is quantified by the amount of load shed 

that is needed to keep the system stable during the transition. By introducing this value of 

load shed into the calculation of reliability indices, the overall system reliability can be 
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represented using the well-recognized reliability indices, which are LOLP, EPNS, and 

LOLF. 

3. The proposed CE-IS method greatly speeds up the convergence process of the 

MCS, and the pruning process considerably reduces the number of cases that need to be 

evaluated by TDS. The two acceleration methods were found to be accurate in the sense 

that they do not introduce bias into the calculation of the reliability indices. 

4. The importance of representing the ERSs in the evaluation process to measure 

whether a system has sufficient frequency or voltage support is illustrated in this research. 

Quantified indices are proposed to measure the adequacy of frequency and voltage support. 

The results show that system reliability deteriorates when increasing wind power is inte-

grated in the system if there are no additional ERSs contribution from WTGs.  

5. The results demonstrate the importance of WTGs providing ERSs when the sys-

tem has high wind power penetration. Results also verified the use of the proposed 

approach to consider ERSs assessment and include the capability of WTGs providing reli-

ability services in system reliability evaluation. 

8.2 Future Research 

During the work conducted on the project, some ideas have been generated to fur-

ther improve the proposed approach: 

1. Computational efficiency: The substantial computational burden of the reliability 

evaluation is due to the large number of system states that are needed to reach an expected 
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value of reliability indices. Although the approach proposed in this work is not targeted on 

real-time evaluation, computational efficiency is expected to be improved. Since each iter-

ation of the MCS is independent of each other, parallel computing techniques and multiple 

CPU cores to execute reliability evaluation can be applied to this work.  

2. Stochastic relay performance: In this work, it is assumed that the faults on trans-

mission lines are cleared 5 cycles after the relay is tripped. However, in a practical scenario, 

there is some uncertainty associated with the fault clearing time due to relay misoperation, 

which can be incorporated into the simulations. Also, if historical data on relay failures are 

available, the probability of relay failure can be incorporated into the dynamic security 

assessment.  

3. Load modeling: In the current work, a load is modeled as a constant impedance 

load. Since the frequency and voltage support are evaluated in the approach, it is essential 

to further develop the load model to be voltage and frequency sensitive and include a por-

tion of the motor model in the system. The sensitivity analysis of system reliability with 

different load models can be examined in the future. 
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APPENDIX A 

GENERATOR DYNAMIC MODEL DATA 
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Table A.1  Base Case Power Flow Data 

Bus Name kV Pgen Qgen Qmax Qmin MVA Pmax Pmin 

1 Gen1 22 205.5 -2.8 750 -600 2200 2000 0 

2 Gen2 22 601.4 11.2 325 -250 1200 1000 0 

4 Gen11 22 700 12.9 325 -250 1200 1000 0 

5 Gen12 22 850 23.1 325 -250 1200 1000 0 

7 Gen9 22 850 -13.3 325 -250 1200 1000 0 

11 Gen3 22 400 11.4 175 -95 600 500 0 

14 Gen7 22 1450 32 850 -750 2400 2000 0 

20 Gen4 22 1200 30.8 500 -400 1800 1500 0 

22 Gen5 22 1900 52.6 1000 -800 2400 2000 0 

24 Gen6 22 3900 168 1500 -1200 4500 4000 0 

26 Gen8 22 900 30.8 325 -250 1200 1000 0 

8 WTG_8 0.69 300 20 145 -145 334 300 14 

28 WTG_28 0.69 150 19.5 72.5 -72.5 167 150 7 

29 WTG_29 0.69 150 19 72.5 -72.5 167 150 7 

30 WTG_30 0.69 150 19.5 72.5 -72.5 167 150 7 

31 WTG_31 0.69 150 10.8 72.5 -72.5 167 150 7 

32 WTG_32 0.69 150 25 72.5 -72.5 167 150 7 

33 WTG_33 0.69 105 14 50 -50 117 105 5 

34 WTG_34 0.69 210 26 100 -100 234 210 10 

35 WTG_35 0.69 210 26 100 -100 234 210 10 

36 WTG_36 0.69 105 14 50 -50 117 105 5 

Note: Pgen, Pmax, Pmin are in MW, Qgen, Qmax, Qmin are in MVAr 
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Generator, governor, and exciter are modeled for a synchronous generator in this 

work. Steam turbine, gas turbine, and hydro turbine are modeled with different governors 

that are represented by TGOV1, GGOV1 and HYGOV respectively in PSLF. The param-

eters for the three governor models are given in Table A.2 - Table A.4. The parameters of 

synchronous generator model and exciter model are given in Table A.5 - Table A.6. 

Table A.2  Governor Data – TGOV1 

R T1 Vmax Vmin T2 T3 Dt 

0.05 0.5 1.0 0.0 3.0 10.0 0.0 

 

Table A.3  Governor Data – GGOV1 

Rperm Rtemp Tr Tf Tg Velm Gmax 

0.04 0.3 5.0 0.05 0.5 0.2 1.0 

Gmin Tw At Dturb Qn1 Ttrip Tn 

0.0 1.0 1.2 0.5 0.08 0 0 

Tnp Db1 Eps Db2 Gv0 Pgv0 GV1 

0 0 0 0 0 0 0 

Pgv1 GV2 Pgv2 Gv3 Pgv3 Gv4 Pgv4 

0 0 0 0 0 0 0 

Gv5 Pgv5 Hdam Bgv0 Bgv1 Bgv2 Bgv3 

0 0 1.0 0 0 0 0 

Bgv4 Bgv5 Bmax Tblade / / / 

0 0 0 100 / / / 
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Table A.4  Governor Data – HYGOV 

R Rselect Tpelec Maxerr Miner Kpgov 

0.04 1.0 1.0 0.05 -0.05 10.0 

Kigov Kdgov Tdgov Vmax Vmin Tact 

2.0 0.0 1.0 1.0 0.15 0.5 

Kturb Wfnl Tb Tc Flag Teng 

1.5 0.2 0.1 0.0 1.0 0.0 

Tfload Kpload Kiload Ldref Dm Ropen 

3.0 2.0 0.67 1.0 0.0 0.10 

Rclose Kimw Pmwset    

-0.1 0.002 80.0    

 

Table A.5  Synchronous Generator Dynamic Data – GENROU 

Tpdo Tppdo Tpqo Tppqo H D 

7.0 0.025 0.75 0.05 6.0 0.0 

Ld Lq Lpd Lpq Lppd L1 

2.2 2.1 0.22 0.416 0.2 0.147 

S1 S12 Ra Rcomp Xcomp / 

0.109 0.3 0.0 0.0 0.0 / 
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Table A.6  Exciter Data – EXST1 

Tr Vimax Vimin Tc Tb Ka Ta 

0.0 0.1 -0.1 1.0 10.0 100.0 0.02 

Vrmax Vrmin Kc Kf Tf Tc1 Tb1 

5.0 -5.0 0.05 0.0 1.0 1.0 1.0 

Vamax Vamin Xe Ilr Klr / / 

5.0 -5.0 0.04 2.8 5.0 / / 

 

The DFAG WTG are modeled using GEWTG, WNDTGE, and EXWTGE in GE 

PSLF. The dynamic data used in this work are provided in Table A.7 - Table A.9. 

 

Table A.7  Wind Turbine Generator/Converter Model – GEWTG 

Lpp Dvtrp1 Dvtrp2 Dvtrp3 Dvtrp4 Dvtrp5 

0.8 -0.25 -0.5 -0.7 -0.85 0.1 

Dvtrp6 Dttrp1 Dttrp2 Dttrp3 Dttrp4 Dttrp5 

0.15 1.9 1.2 0.7 0.2 1 

Dttrp6 Fcflg Rrpwr Brkpt Zerox / 

0.1 0 10 0.9 0.5 / 

 

 

 



 

157 

Table A.8  Wind Turbine and Turbine Control Model – WNDTGE 

Spdw1 Tp Tpc Kpp Kip Kptrq Kitrq Kpc 

0 0.3 0.05 150 25 3 0.6 3 

Kic Pimax Pimin Pwmax Pwmin Pwrat H Nmass 

30 27 0 1.12 0.04 0.45 4.94 1 

Hg Ktg Dtg Wbase Tw Apcflg Pa Pbc 

0 0 0 0 1 1 1 0.95 

Pd Fa Fb Fc Fd Pmax Pmin Kwi 

0.4 0.96 0.996 1.004 1.04 1 0.2 10 

Dbwi Twowi Urlwi Drlwi Pmxwi Pmnwi Wfflg Td1 

0.0025 5.5 0.1 -1 0.1 0 0 0.15 

Tpset Pirat Tpav Tlpwi / / / / 

5 10 0.15 1 / / / / 

 

Table A.9  Wind Turbine Converter Control Model – EXWTGE 

Varflg Kqi Kvi Vmax Vmin Qmax Qmin Xiqmax Xiqmin 

-1 0.1 40 1.1 0.9 0.436 -0.436 1.45 0.5 

Tr Tc Kpv Kiv Vl1 Vh1 Tl1 Tl2 Th1 

0.02 0.15 18 5 -9999 9999 0 0 0 

Th2 Ql1 Ql2 Ql3 Qh1 Qh2 Qh3 Pfaflg Fn 

0 0 0 0 0 0 0 0 1 

Tv Tpwr Ipmax Xc Kqd Tlpqd Xqd Vermn Vfrz 

0.05 0.05 1.22 0 0 5 0 0.1 0.7 
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APPENDIX B 

CHORONOLOGICAL LOAD CURVE DATA 
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The chronological load curve data is obtained from [87]. The data is listed in Table 

B.1. 

Table B.1  Load Curve Data 

 

Winter weeks Weeks Spring/fall weeks 

1 -8 and 44 - 52 18 -30 9-17 & 31 - 43 

Hour 
Work 

day 
Weekend 

Work 

day 
Weekend Work day Weekend 

12-1 am 67 78 64 74 63 75 

1-2 63 72 60 70 62 73 

2-3 60 68 58 66 60 69 

3-4 59 66 56 65 58 66 

4-5 59 64 56 64 59 65 

5-6 60 65 58 62 65 65 

6-7 74 66 64 62 72 68 

7-8 86 70 76 66 85 74 

8-9 95 80 87 81 95 83 

9-10 96 88 95 86 99 89 

10-11 96 90 99 91 100 92 

11-noon 95 91 100 93 99 94 

Noon-

1pm 
95 90 99 93 93 91 

1-2 95 88 100 92 92 90 
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Table B.1  (Continued) 

 

WINTER WEEKS WEEKS SPRING/FALL WEEKS 

1 -8 & 44 - 52 18 -30 9-17 & 31 - 43 

HOUR 
WORK 

DAY 
WEEKEND 

WORK 

DAY 
WEEKEND WORK DAY WEEKEND 

2-3 93 87 100 91 90 90 

3-4 94 87 97 91 88 86 

4-5 99 91 96 92 90 85 

5-6 100 100 96 94 92 88 

6-7 100 99 93 95 96 92 

7-8 96 97 92 95 98 100 

8-9 91 94 92 100 96 97 

9-10 83 92 93 93 90 95 

10-11 73 87 87 88 80 90 

11-12 63 81 72 80 70 85 
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APPENDIX C 

HIGH WIND POWER PENETRATION SCENARIOS 
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Table C.1  10% Wind Power Penetration Case Power Flow Data 

Bus Name kV Pgen Qgen Qmax Qmin MVA Pmax Pmin 

1 Gen1 22 205.5 -2.8 750 -600 2200 2000 0 

2 Gen2 22 300.7 5.6 175 -95 600 500 0 

2 Gen2 22 300.7 5.6 175 -95 600 500 0 

4 Gen11 22 700 12.9 325 -250 1200 1000 0 

5 Gen12 22 850 23.1 325 -250 1200 1000 0 

7 Gen9 22 850 -13.3 325 -250 1200 1000 0 

11 Gen3 22 400 11.4 175 -95 600 500 0 

14 Gen7 22 550 16.2 360 -280 1200 1000 0 

14 Gen7 22 900 16.2 360 -280 1200 1000 0 

20 Gen4 22 550 15.4 250 -200 900 750 0 

20 Gen4 22 650 15.4 250 -200 900 750 0 

22 Gen5 22 950 26.3 325 -250 1200 1000 0 

22 Gen5 22 950 26.3 325 -250 1200 1000 0 

24 Gen6 22 1300 56 500 -400 1500 1350 0 

24 Gen6 22 1300 56 500 -400 1500 1350 0 

24 Gen6 22 1300 56 500 -400 1500 1350 0 

26 Gen8 22 450 15.4 175 -95 600 500 0 

26 Gen8 22 450 15.4 175 -95 600 500 0 

8 WTG_8 0.69 300 20 145 -145 334 300 14 

28 WTG_28 0.69 150 19.5 72.5 -72.5 167 150 7 

29 WTG_29 0.69 150 19 72.5 -72.5 167 150 7 

30 WTG_30 0.69 150 19.5 72.5 -72.5 167 150 7 

31 WTG_31 0.69 150 10.8 72.5 -72.5 167 150 7 

32 WTG_32 0.69 150 25 72.5 -72.5 167 150 7 

33 WTG_33 0.69 105 14 50 -50 117 105 5 

34 WTG_34 0.69 210 26 100 -100 234 210 10 

35 WTG_35 0.69 210 26 100 -100 234 210 10 

36 WTG_36 0.69 105 14 50 -50 117 105 5 

Note: Vbase is in kV, Pgen, Pmax, Pmin are in MW, Qgen, Qmax, Qmin are in MVAr 
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Table C.2  20% Wind Power Penetration Case Power Flow Data 

Bus Name Vbase Pgen Qgen Qmax Qmin MVA Pmax Pmin 

1 Gen1 22 280 -2.8 750 -600 2200 2000 0 

2 Gen2 22 260 3.7 175 -95 600 500 0 

2 Gen2 22 260 3.7 175 -95 600 500 0 

4 Gen11 22 600 5.7 325 -250 900 750 0 

5 Gen12 22 600 5.7 325 -250 1200 1000 0 

7 Gen9 22 600 -46.2 325 -250 1200 1000 0 

11 Gen3 22 350 8.1 175 -95 600 500 0 

14 Gen7 22 500 13.8 325 -250 1200 1000 0 

14 Gen7 22 900 13.8 325 -250 1200 1000 0 

20 Gen4 22 550 15.4 325 -250 900 750 0 

20 Gen4 22 650 15.4 325 -250 900 750 0 

22 Gen5 22 945 26 325 -250 1200 1000 0 

22 Gen5 22 945 26 325 -250 1200 1000 0 

24 Gen6 22 975 28.9 325 -250 1200 1000 0 

24 Gen6 22 975 28.9 325 -250 1200 1000 0 

24 Gen6 22 975 28.9 325 -250 1200 1000 0 

26 Gen8 22 450 15.3 175 -95 600 500 0 

26 Gen8 22 450 15.3 175 -95 600 500 0 

801 WTG_8 0.69 600 21 290 -290 668 600 14 

2801 WTG_28 0.69 300 34 145 -145 334 300 7 

2901 WTG_29 0.69 300 33 145 -145 334 300 7 

3001 WTG_30 0.69 300 33 145 -145 334 300 7 

3101 WTG_31 0.69 300 32 145 -145 334 300 7 

3201 WTG_32 0.69 300 44.5 145 -145 334 300 7 

3301 WTG_33 0.69 210 25.5 101.5 -101.5 234 210 5 

3401 WTG_34 0.69 420 44 203 -203 468 420 10 

3501 WTG_35 0.69 420 44 203 -203 468 420 10 

3601 WTG_36 0.69 210 25.5 101.5 -101.5 234 210 5 

Note: Vbase is in kV, Pgen, Pmax, Pmin are in MW, Qgen, Qmax, Qmin are in MVAr 
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Table C.3  40% Wind Power Penetration Case Power Flow Data 

Bus Name Vbase Pgen Qgen Qmax Qmin MVA Pmax Pmin 

1 Gen1 22 61.1 -1.9 750 -600 1800 1500 0 

2 Gen2 22 180 -0.8 175 -95 600 500 0 

2 Gen2 22 0 0 0 0 0 0 0 

4 Gen11 22 200 -7 325 -250 900 750 0 

5 Gen12 22 200 -7 325 -250 900 750 0 

7 Gen9 22 200 -67.6 325 -250 900 750 0 

11 Gen3 22 200 1.7 175 -95 600 500 0 

14 Gen7 22 500 13.9 325 -250 1200 1000 0 

14 Gen7 22 900 13.9 325 -250 1200 1000 0 

20 Gen4 22 550 15.5 325 -250 900 750 0 

20 Gen4 22 650 15.5 325 -250 900 750 0 

22 Gen5 22 600 12.5 325 -250 900 750 0 

22 Gen5 22 800 12.5 325 -250 1200 1000 0 

24 Gen6 22 800 15.3 325 -250 1200 1000 0 

24 Gen6 22 800 15.3 325 -250 1200 1000 0 

24 Gen6 22 650 15.3 325 -250 900 750 0 

26 Gen8 22 300 5.6 175 -95 600 500 0 

26 Gen8 22 300 5.6 175 -95 600 500 0 

801 WTG_8 0.69 1200 16 581 -581 1336 1200 14 

2801 WTG_28 0.69 600 54 290.5 -290.5 668 600 7 

2901 WTG_29 0.69 600 52 290.5 -290.5 668 600 7 

3001 WTG_30 0.69 600 50.5 290.5 -290.5 668 600 7 

3101 WTG_31 0.69 600 50 290.5 -290.5 668 600 7 

3201 WTG_32 0.69 600 69.5 290.5 -290.5 668 600 7 

3301 WTG_33 0.69 420 44.5 203.5 -203.5 467.5 420 5 

3401 WTG_34 0.69 840 69 407 -407 935 840 10 

3501 WTG_35 0.69 840 69 407 -407 935 840 10 

3601 WTG_36 0.69 420 44 203.5 -203.5 467.5 420 5 

Note: Vbase is in kV, Pgen, Pmax, Pmin are in MW, Qgen, Qmax, Qmin are in MVAr 
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Table C.4  60% Wind Power Penetration Case Power Flow Data 

Bus Name Vbase Pgen Qgen Qmax Qmin MVA Pmax Pmin 

1 Gen1 22 213.9 -2.7 325 -250 1200 1000 0 

2 Gen2 22 105 -1.4 175 -95 600 500 0 

4 Gen11 22 210 -7.5 325 -250 900 750 0 

5 Gen12 22 210 -7.5 325 -250 900 750 0 

7 Gen9 22 210 -64.7 175 -95 600 500 0 

11 Gen3 22 90 -0.5 175 -95 600 500 0 

14 Gen7 22 600 -4.9 325 -250 900 750 0 

20 Gen4 22 500 2.3 325 -250 900 750 0 

22 Gen5 22 300 0.4 325 -250 900 750 0 

22 Gen5 22 300 0.4 325 -250 900 750 0 

24 Gen6 22 500 4 325 -250 900 750 0 

24 Gen6 22 500 4 325 -250 1200 1000 0 

24 Gen6 22 400 4 325 -250 900 750 0 

26 Gen8 22 250 3.3 175 -95 600 500 0 

26 Gen8 22 250 3.3 175 -95 600 500 0 

801 WTG_8 0.69 1800 22 871 -871 2004 1800 14 

2801 WTG_28 0.69 900 66.5 435.5 -435.5 1002 900 7 

2901 WTG_29 0.69 900 64 435.5 -435.5 1002 900 7 

3001 WTG_30 0.69 900 69 435.5 -435.5 1002 900 7 

3101 WTG_31 0.69 900 68 435.5 -435.5 1002 900 7 

3201 WTG_32 0.69 900 90.5 435.5 -435.5 1002 900 7 

3301 WTG_33 0.69 630 58 305 -305 701.5 630 5 

3401 WTG_34 0.69 1260 86 610 -610 1403 1260 10 

3501 WTG_35 0.69 1260 86 610 -610 1403 1260 10 

3601 WTG_36 0.69 630 57.5 305 -305 701.5 630 5 

Note: Vbase is in kV, Pgen, Pmax, Pmin are in MW, Qgen, Qmax, Qmin are in MVAr 
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Table C.5  80% Wind Power Penetration Case Power Flow Data 

Bus Name Vbase Pgen Qgen Qmax Qmin MVA Pmax Pmin 

1 Gen1 22 68.7 -2.7 325 -250 2000 1800 0 

2 Gen2 22 50 -0.8 175 -95 1200 1000 0 

2 Gen2 22 50 -0.8 175 -95 1200 1000 0 

4 Gen11 22 150 -11.5 325 -250 900 750 0 

5 Gen12 22 0 -6.2 325 -250 600 500 0 

7 Gen9 22 50 -51.3 175 -95 600 500 0 

11 Gen3 22 0 -0.2 175 -95 600 500 0 

14 Gen7 22 300 -7.9 325 -250 600 500 0 

14 Gen7 22 0 -2.5 325 -250 600 500 0 

20 Gen4 22 400 0.6 325 -250 900 750 0 

20 Gen4 22 0 1.7 325 -250 600 500 0 

22 Gen5 22 50 -0.8 325 -250 600 500 0 

22 Gen5 22 0 -0.1 325 -250 900 750 0 

24 Gen6 22 0 -0.6 325 -250 900 750 0 

24 Gen6 22 100 -1 325 -250 900 750 0 

24 Gen6 22 80 -1 325 -250 600 750 0 

26 Gen8 22 50 -0.6 175 -95 600 500 0 

26 Gen8 22 50 -0.6 175 -95 600 500 0 

801 WTG_8 0.69 2400 53 1162 -1162 2672 2400 14 

2801 WTG_28 0.69 1200 75.5 581 -581 1336 1200 7 

3001 WTG_30 0.69 1200 83.5 581 -581 1336 1200 7 

3101 WTG_31 0.69 1200 86 581 -581 1336 1200 7 

3201 WTG_32 0.69 1200 114.5 581 -581 1336 1200 7 

3301 WTG_33 0.69 840 69 406.5 -406.5 935 840 5 

3401 WTG_34 0.69 1680 101 813 -813 1870 1680 10 

3501 WTG_35 0.69 1680 101 813 -813 1870 1680 10 

3601 WTG_36 0.69 840 68.5 406.5 -406.5 935 840 5 

Note: Vbase is in kV, Pgen, Pmax, Pmin are in MW, Qgen, Qmax, Qmin are in MVAr 

 


