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ABSTRACT

C*-algebras of categories of paths were introduced by Spielberg in 2014 and generalize

C*-algebras of higher rank graphs. An approximately finite dimensional (AF) C*-

algebra is one which is isomorphic to an inductive limit of finite dimensional C*-

algebras. In 2012, D.G. Evans and A. Sims proposed an analogue of a cycle for

higher rank graphs and show that the lack of such an object is necessary for the

associated C*-algebra to be AF. Here, I give a class of examples of categories of paths

whose associated C*-algebras are Morita equivalent to a large number of periodic

continued fraction AF algebras, first described by Effros and Shen in 1980. I then

provide two examples which show that the analogue of cycles proposed by Evans and

Sims is neither a necessary nor a sufficient condition for the C*-algebra of a category

of paths to be AF.
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Chapter 1

INTRODUCTION

Directed graphs and their associated C∗-algebras have been objects of study for

several decades (see, e.g., (12) for an introductory treatment). As it turns out, many

C∗-algebras can be realized as graph algebras including, at least up to Morita equiv-

alence, all AF algebras (2). One of the advantages of graph algebras is the ability

to see certain structure in the associated C∗-algebra simply by observing structure in

the graph, and one such example is that the presence or lack of a cycle in the graph

completely determines whether or not the C∗-algebra is AF (8, Theorem 2.4).

In (7), Kumjian and Pask introduced the concepts of higher rank graphs and their

C∗-algebras, where by “higher rank”, we might think of the paths in the graph as

being multi-dimensional. This generalized the concept of graph algebras, broadening

the class of algebras which can be represented, but the more complicated structure

meant many questions were much less tractable than in the 1-graph case. One such

question is when the C∗-algebra of a higher rank graph is AF, which was addressed

by Evans and Sims in (6) in which they give a necessary condition, the lack of a

“generalized cycle” in the graph, but it was unclear if this condition was sufficient.

More recently, Spielberg introduced the idea of categories of paths and their C∗-

algebras in (16) generalizing (among other things) higher rank graph C∗-algebras

(see also (17)). It’s natural to then ask when such a C∗-algebra is AF and it was this

question, together with the work in (6) which was the original motivation for the this

thesis.

This question is, for now, beyond our reach, although we show in the penultimate

section that the notion of a generalized cycle, in the sense of Evans and Sims, is not
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the appropriate characterization in the setting of categories of paths. The bulk of

this thesis is dedicated to a class of examples of categories of paths which give rise to

a large number of continued fraction AF algebras (in the sense of (3)).
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Chapter 2

PRELIMINARIES

In this section, we will establish some preliminary definitions and standard nota-

tion. We shall use Z, R, C, and T for the integers, reals, complex numbers, and unit

circle in the complex plane respectively. By N we mean the non-negative integers,

and will use Z+ for the positive integers.

The C∗-algebra of a category of paths will be defined as that of an appropriate

groupoid, and we will define both categories of paths and groupoids in terms of small

categories.

Definition 2.0.1. A set Λ is called a small category if the following hold:

1. There is a subset Λ0 ⊆ Λ, called the set of units.

2. There are source and range maps s, r : Λ→ Λ0 such that s|Λ0 = idΛ0 = r|Λ0 .

3. Let Λ2 = {(α, β) ∈ Λ × Λ : s(α) = r(β)}. There is a map Λ2 → Λ, denoted

(α, β) 7→ αβ, such that r(αβ) = r(α), s(αβ) = s(β) and (αβ)γ = α(βγ)

whenever s(α) = r(β) and s(β) = r(γ).

4. For all α ∈ Λ, we have r(α)α = α = αs(α).

We can now standardize some of the notation which will be used with groupoids

and categories of paths.

Notation 2.0.2. Let Λ be a small category and v, u ∈ Λ0. Then vΛ = {µ ∈ Λ :

r(µ) = v}, Λu = {µ ∈ Λ : s(µ) = u}, and vΛu = vΛ ∩ Λu = {µ ∈ Λ : r(µ) =

v and s(µ) = u}. For µ ∈ Λ, let µΛ = {µν ∈ Λ : ν ∈ s(µ)Λ} and Λµ = {νµ ∈ Λ : ν ∈

Λr(µ)}.
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Definition 2.0.3. A category of paths is a small category Λ which contains no

non-trivial inverses, but is left- and right-cancellative. That is, for any µ ∈ Λ \ Λ0,

and any ρ, σ, τ ∈ Λ

1. µν, νµ /∈ Λ0 for any ν ∈ Λ.

2. ρσ = ρτ implies σ = τ .

3. ρτ = στ implies ρ = σ.

Definition 2.0.4. A category of paths Λ is finitely aligned if for every pair of

elements σ, ρ ∈ Λ, there is a finite subset F ⊆ Λ such that σΛ ∩ ρΛ = ∪τ∈F τΛ.

Definition 2.0.5. A groupoid is a small category G in which every element has an

inverse; i.e., for every µ ∈ G, there is a ν ∈ G such that νµ = s(µ) and µν = r(µ).

We will denote such a ν as µ−1 (which is unique).

Definition 2.0.6. Let G be a groupoid, and x ∈ G0. We define the orbit of x to be

the set r(Gx) = {y ∈ G0 : y = r(µ) some µ ∈ Gx}. G is transitive if for any two

y, z ∈ G0, there is a µ ∈ G such that s(µ) = y and r(µ) = z; equivalently, r(Gw) = G0

for all w ∈ G0. The isotropy at x is the set xGx = {µ ∈ G : s(µ) = r(µ) = x}.

The isotropy of G is Iso(G) := ∪x∈G0xGx ⊇ G0. The point x has trivial isotropy

if xGx = {x}, and G is principal if all isotropy is trivial.
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Chapter 3

A FIRST EXAMPLE

For a detailed treatment of categories of paths and their C∗-algebras, see (16). In

this paper, we will be concerned with a number of examples.

3.1 Defining the Category of Paths Λ

Our first example will be the category of paths defined by the 1-graph in figure

3.1 together with the identification

αiβi+1 = βiαi+1

for i ≥ 1. We wish to make the above description more precise (and hopefully more

clear), and we do so below. Let

Σi = {αi, βi, γi} for i ≥ 1

Σ = ∪i≥1Σi

Σ∗ = { σmσm+1 . . . σn : σi ∈ Σi, 1 ≤ m ≤ n }

Λ0 = { vi : i ≥ 1 }

α1 α2 α3

β1 β2 β3

γ1 γ2 γ3

· · ·v1 v2 v3 v4

Figure 3.1: The 1-Graph of the First Example
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Define r′, s′ : Σ∗ → Λ0 by r′(σm . . . σn) = vm, and s′(σm . . . σn) = vn+1. For

µ, ν ∈ Σ∗, define µ ≈ ν if one of the following holds:

(1) µ = σαiβi+1τ and ν = σβiαi+1τ

(2) µ = σβiαi+1τ and ν = σαiβi+1τ

(3) µ = ν

where σ, τ ∈ Σ∗ with s(σ) = vi and r(τ) = vi+2.

Now define µ ∼ ν if there are Θ1, . . . ,Θp ∈ Σ∗ with Θ1 = µ, Θp = ν, and

Θi ≈ Θi+1 for 1 ≤ i < p. It is clear that if µ ≈ ν then r′(µ) = r′(ν) and s′(µ) = s′(ν),

and so if µ ∼ ν, then r′(µ) = r′(ν) and s′(µ) = s′(ν). Further, for µ ∈ Σ∗, we can

define the length of µ to be |µ| = |µm . . . µn| = n − m + 1 where µm ∈ Σm and

µn ∈ Σn. By convention, we will have |vi| = 0 for vi ∈ Λ0. It is clear from the

definitions of ≈ and ∼ that |µ| = |ν| if µ ∼ ν.

Proposition 3.1.1. As defined above, ∼ is an equivalence relation.

Proof. Suppose µ ∼ ν and ν ∼ σ. Then there are Θ1, . . . ,Θp,Θ
′
1, . . . ,Θ

′
r ∈ Σ∗ such

that µ = Θ1, ν = Θp = Θ′1, and σ = Θ′r, with Θi ≈ Θi+1 1 ≤ i < p and Θ′i ≈ Θ′i+1

1 ≤ i < r. For 1 ≤ i < r, let Θp+i−1 = Θ′i . Then µ = Θ1, σ = Θp+r−1, and Θi ≈ Θi+1

for 1 ≤ i < p+ r − 1 so that µ ∼ ν, and ∼ is transitive

Reflexivity is clear so suppose that µ ∼ ν. Then there are Θ1, . . . ,Θp ∈ Σ∗ with

Θ1 = µ, Θp = ν, and Θi ≈ Θi+1 for 1 ≤ i < p. Now if Θi ≈ Θi+1 we have three

possibilities:

(i) Θi = Θi+1

(ii) Θi = µ1αjβj+1µ2

and Θi+1 = µ1βjαj+1µ2

(iii) Θi = µ1βjαj+1µ2

and Θi+1 = µ1αjβj+1µ2

6



In the case of (i), we have Θi+1 ≈ Θi by (3) in the definition of ≈. In the cases of (ii)

and (iii), we have Θi+1 ≈ Θi by (2) and (1) respectively in the definition of ≈. Then

Θi+1 ≈ Θi for 1 ≤ i < p, so let Θ′j = Θp−j+1 for 1 ≤ j < p. Then ν = Θ′1, µ = Θ′p,

and Θ′i ≈ Θ′i+1 for 1 ≤ i < p and ν ∼ µ so that ∼ is an equivalence relation.

Next, we look to characterize the equivalence classes in Σ∗ under ∼. If µ ≈ ν,

it’s clear from the definition that µi = γi iff νi = γi and hence if µ ∼ ν, then

µi = γi iff νi = γi. Now suppose µ ≈ ν with µ 6= ν and without loss of generality,

µ = η1αiβi+1η2 and ν = η1βiαi+1η2. Further suppose that µj = γj = νj, µk = γk = νk

and µn 6= γn 6= νn for j < n < k. Then µ = ρ1γjΘγkρ2, and ν = σ1γjΘ
′γkσ2 where Θ

and Θ′ are words in α and β. We have three possibilities:

(1) µ = ρ′1αiβi+1ρ
′′
1γjΘγkρ2

ν = ρ′1βiαi+1ρ
′′
1γjΘγkρ2

(2) µ = ρ1γjθ1αiβi+1θ2γkρ2

ν = ρ1γjθ1βiαi+1θ2γkρ2

(3) µ = ρ1γjΘγkρ
′
2αiβi+1ρ

′′
2

ν = ρ1γjΘγkρ
′
2βiαi+1ρ

′′
2

In any case, we have

|{ i : µi = αi, j < i < k }| = |{ i : νi = αi, j < i < k }|

and |{ i : µi = βi, j < i < k }| = |{ i : νi = βi, j < i < k }|

That is, in (imprecise) words, if µ ≈ ν, then between two edges which are γ’s, and for

which there are no other γ’s in between, then µ and ν must have the same number
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of edges which are α’s and the same number which are β’s. Similar arguments show

the following:

If there is a j such that µj = γj = νj and µi 6= γi 6= νi for i > j, then

|{ i : µi = αi, j < i }| = |{ i : νi = αi, j < i }|

and |{ i : µi = βi, j < i }| = |{ i : νi = βi, j < i }|

If there is a j such that µj = γj = νj and µi 6= γi 6= νi for i < j, then

|{ i : µi = αi, i < j }| = |{ i : νi = αi, i < j }|

and |{ i : µi = βi, i < j }| = |{ i : νi = βi, i < j }|

and if µi 6= γi 6= νi for any i, then

|{ i : µi = αi }| = |{ i : νi = αi }|

and |{ i : µi = βi }| = |{ i : νi = βi }|

Roughly speaking, if µ ≈ ν, then µ and ν must have the same number of α’s and

β’s as edges before the first γ and after the last γ, and if no edges in µ or ν are γ’s,

then µ and ν must agree on their numbers of α’s and β’s. Since the above holds when

µ ≈ ν, it is clear that it holds when µ ∼ ν.

On the other hand, consider the equivalence class of

µ = ργαm1βn1αm2βn2 . . . αmkβnkγσ

where we suppress subscripts for ease of notation, and where αmβn = α . . . αβ . . . β

with m ≥ 0 α’s and n ≥ 0 β’s. Now let ν ∈ Σ∗ with

ν = ργαi1βj1αi2βj2 . . . αik′βjk′γσ where∑k′

p=1 ip =
∑k

p=1 mp∑k′

p=1 jp =
∑k

p=1 np

8



(that is, αi1βj1 . . . αik′βjk′ is a permutation of αm1βn1 . . . αmkβnk). Then it is clear

from the definition of ≈ and ∼, and the presentations of µ and ν above, that ν is in

the equivalence class of µ.

Similarly, if µ = αm1βn1 . . . αmkβnkγµ′, then

ν = αi1βj1 . . . αik′βjk′γµ′ where∑k′

p=1 ip =
∑k

p=1 mp∑k′

p=1 jp =
∑k

p=1 np

is in the class of µ. If µ = µ′γαm1βn1αm2βn2 . . . αmkβnk , then

ν = µ′γαi1βj1αi2βj2 . . . αik′βjk′ where∑k′

p=1 ip =
∑k

p=1 mp∑k′

p=1 jp =
∑k

p=1 np

is in the class of µ. Finally, if µ = αm1βn1 . . . αmkβnk , then

ν = αi1βj1 . . . αik′βjk′ where∑k′

p=1 ip =
∑k

p=1 mp∑k′

p=1 jp =
∑k

p=1 np

is in the class of µ. These observations, together with the previous arguments show:

Proposition 3.1.2. For µ, ν ∈ Σ∗, µ ∼ ν if and only if the following conditions hold:

1. r′(µ) = r′(ν) and s′(µ) = s′(ν)

2. µi = γi iff νi = γi

3. If µj = γj = νj, µk = γk = νk, and µi 6= γi 6= νi for j < i < k, then

|{ i : µi = αi, j < i < k }| = |{ i : νi = αi, j < i < k }|

and |{ i : µi = βi, j < i < k }| = |{ i : νi = βi, j < i < k }|

9



4. If µj = γj = νj, and µi 6= γi 6= νi for j < i, then

|{ i : µi = αi, j < i }| = |{ i : νi = αi, j < i }|

and |{ i : µi = βi, j < i }| = |{ i : νi = βi, j < i }|

5. If µj = γj = νj, and µi 6= γi 6= νi for i < j, then

|{ i : µi = αi, i < j }| = |{ i : νi = αi, i < j }|

and |{ i : µi = βi, i < j }| = |{ i : νi = βi, i < j }|

6. If µi 6= γi 6= νi for any i, then

|{ i : µi = αi }| = |{ i : νi = αi }|

and |{ i : µi = βi }| = |{ i : νi = βi }|

We can now define our category of paths.

Definition 3.1.3. Let Λ = Λ0 t Σ∗/∼ (recall that Λ0 = {vi : i ≥ 1 }). The set of

units in Λ will be Λ0. Define r, s : Λ→ Λ0 as

r([µ]) = r′(µ) for µ ∈ Σ∗

s([µ]) = s′(µ) for µ ∈ Σ∗

r(vi) = vi for vi ∈ Λ0

s(vi) = vi for vi ∈ Λ0

10



noting that we have shown the first line in the definition to be well-defined. Set

Λ2 = { (µ, ν) ∈ Λ × Λ : s(µ) = r(ν) } (dropping the equivalence class notation

for ease). For (µ, ν) ∈ Λ2, define composition as follows: If µ = [µ′], ν = [ν ′] with

µ′, ν ′ ∈ Σ∗, then µν = [µ′][ν ′] = [µ′ν ′] where µ′ν ′ is concatenation in Σ∗. If µ = r(ν),

then µν = ν, and if ν = s(µ), then µν = µ.

We check that composition is independent of the choice of µ′ and ν ′ (noting that

there is nothing to check if µ or ν is a unit). Suppose we have µ′, µ′′, ν ′ν ′′ ∈ Σ∗ with

µ′ ∼ µ′′ and ν ′ ∼ ν ′′. Then there are Θ1, . . . ,Θp,Θ
′
1, . . . ,Θ

′
r ∈ Σ∗ with µ′ = Θ1, µ

′′ =

Θp, ν
′ = Θ′1, ν

′′ = Θ′r and Θi ≈ Θi+1 for 1 ≤ i ≤ p and Θ′i ≈ Θ′i+1 for 1 ≤ i ≤ r. Let

Φi =


ΘiΘ

′
1 1 ≤ i ≤ p

ΘpΘ
′
i−p p < i ≤ p+ r

Then µ′ν ′ = Φ1, µ′′ν ′′ = Φp+r, and Φi ≈ Φi+1 for 1 ≤ i ≤ p+ r, so that µ′ν ′ ∼ µ′′ν ′′.

Associativity of composition is clear since concatenation in Σ∗ is associative, and

the definition of composition forces r(µ)µ = µ = µs(µ) for all µ ∈ Λ, so that Λ is a

small category.

Theorem 3.1.4. Λ is a category of paths.

Proof. We must show that Λ contains no inverses and is left- and right-cancellative.

For [µ], [ν] ∈ Λ \ Λ0, since |µν| is independent of the choice of representatives, and

clearly |µν| = |µ|+ |ν| ≥ 2, we conclude that [µν] is not a unit.

Now suppose µ, ν, σ ∈ Σ∗ with µσ ∼ νσ. Proposition 3.1.2 applied to µσ and νσ

shows that conditions (2), (3), and (5) must hold for µ and ν. We must check that

(1), (4), and (6) hold as well. To check (4), suppose there is a j such that µj = γj = νj

and µi 6= γi 6= νi for and i > j. First suppose σk = γk for some k with σi 6= γi for and

i < k. Then Proposition 3.1.2(3) applied to µσ and µν tells us that

11



|{ i : (µσ)i = αi, j < i < k }| = |{ i : (νσ)i = αi, j < i < k }|

and |{ i : (µσ)i = βi, j < i < k }| = |{ i : (νσ)i = βi, j < i < k }|

But clearly,

|{ i : (µσ)i = αi, j < i < k }| = |{ i : µi = αi, j < i }|

+ |{ i : σi = αi, i < k }|

and

|{ i : (νσ)i = αi, j < i < k }| = |{ i : νi = αi, j < i }|

+ |{ i : σi = αi, i < k }|

so that |{ i : µi = αi, j < i }| = |{ i : νi = αi, j < i }|. A nearly identical

argument shows that |{ i : µi = βi, j < i }| = |{ i : νi = βi, j < i }| so that (4)

holds in this case.

Now if σk 6= γk for any k, then a similar argument (applying (4) instead of (3) to

µσ and νσ) again shows that |{ i : µi = αi, j < i }| = |{ i : νi = αi, j < i }| and

|{ i : µi = βi, j < i }| = |{ i : νi = βi, j < i }| so that (4) holds for µ and ν.

Showing that Proposition 3.1.2(6) holds for µ and ν is similar; assume µi 6= γi 6= νi

for any i. If σk = γk with σi 6= γi for i < k, we apply (5) to µσ and νσ and argue as

above. If σi 6= γi for any i, we apply (6) to µσ and νσ and again argue as above, so

that (6) holds for µ and ν.

It’s clear that r′(µ) = r′(µσ) = r′(νσ) = r′(ν) using Proposition 3.1.2(1) for

the middle equality and the definition of r′ for the other two. Further, s′(µ) =

r′(σ) = s′(ν) so that (1) holds for µ and ν and hence µ ∼ ν and therefore Λ is

right-cancellative. A symmetric argument shows that left-cancellation holds and we

conclude that Λ is a category of paths.
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Before moving on to C∗(Λ), we give some preliminary definitions and prove a

corollary to Proposition 3.1.2, which will be useful in the sequel.

Definition 3.1.5. Given a category of paths Γ, for λ, σ ∈ Γ, we say that λ is an

initial segment of σ if there exists a σ′ ∈ s(λ)Γ such that λσ′ = σ, i.e. σ ∈ λΓ. In

such a case, we also say that σ extends λ. We can define a partial order ≤ on Γ by

declaring λ ≤ σ if λ is an initial segment of σ. A subset C ⊆ Γ is directed if it is

directed under this partial order; that is, for all λ, σ ∈ C, λΓ∩ σΓ∩C 6= ∅. C is said

to be hereditary if for each λ ∈ C and each initial segment λ′ of λ, we have λ′ ∈ C.

Finally, µ, ν ∈ Γ are said to have a common extension if there exist µ′ ∈ s(µ)Γ and

ν ′ ∈ s(ν)Γ such that µµ′ = νν ′, i.e. if µΓ ∩ νΓ 6= ∅.

Corollary 3.1.6. Suppose µ, ν ∈ Λ have a common extension and neither extends

the other. Let p = min{|µ|, |ν|} and q = max{ j : µj = γj = νj }, where q = 0 if

this set is empty (note that q ≤ p). Then µj 6= γj and νj 6= γj for any j > q.

Before proving the corollary, we will try to clarify its contents. Given µ and ν as

in the corollary, if, say, µ is longer than ν, then it’s conceivable that µ has a γ as an

edge somewhere after the pth edge (say µp+1 = γp+1). The corollary states that this

can’t happen (in fact, it makes a slightly stronger statement; neither path can have

a γ as an edge after the qth edge).

Proof. If |µ| = |ν|, the result is immediate from Proposition 3.1.2, so without loss

of generality, assume |µ| > |ν|. Since µ and ν have a common extension, there are

σ, τ ∈ Λ such that µσ = ντ . By Proposition 3.1.2, (µσ)j = γj iff (ντ)j = γj so that

µj 6= γj 6= νj for any q < j ≤ p = |ν|. Now suppose µk = γk for some k > p with

µj 6= γj for any p < j < k. By Proposition 3.1.2, (ντ)k = γk and (ντ)j 6= γj for any

q < j < k.

Now if
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|{ i : νi = αi, q < i }| ≤ |{ i : µi = αi, q < i < k }|

and |{ i : νi = βi, q < i }| ≤ |{ i : µi = βi, q < i < k }|,

then µ extends ν. Therefore we may suppose without loss of generality that

|{ i : νi = αi, q < i }| > |{ i : µi = αi, q < i < k }|

Then

|{ i : (ντ)i = αi, q < i < k }| ≥ |{ i : νi = αi, q < i }|

> |{ i : µi = αi, q < i < k }|

= |{ i : (µτ)i = αi, q < i < k }|

and Proposition 3.1.2 implies ντ 6= µσ.

Recall from Definition 2.0.4 that Λ is finitely aligned if for every pair of elements

σ, ρ ∈ Λ, there is a finite subset F ⊆ Λ such that σΛ ∩ ρΛ = ∪τ∈F τΛ.

Proposition 3.1.7. Λ is finitely aligned.

Proof. Fix σ, ρ ∈ Λ. If σ and ρ have no common extension then there is nothing

to show, so assume σΛ ∩ ρΛ 6= ∅. Suppose first that one extends the other, say, σ

extends ρ. Then σΛ ⊆ ρΛ so that ρΛ ∩ σΛ = σΛ.

Now suppose neither σ nor ρ extend the other and let i ≥ 1 be such that r(σ) =

vi = r(ρ). Let p and q be as in the statement of Corollary 3.1.6 so that, for some

η, τ ∈ vi+qΛ, we have

σ = σi . . . σi+q−1η

and ρ = ρi . . . ρi+q−1τ = σi . . . σi+q−1τ,
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where the second equation follows from an application of Proposition 3.1.2. By Corol-

lary 3.1.6, η and τ have only α’s or β’s as edges. Set

r = max{|{j : ηj = αj}|, |{j : τj = αj}|}

and s = max{|{j : ηj = βj}|, |{j : τj = βj}|}

If λ extends σ and ρ, then an application of Proposition 3.1.2 shows that λ =

σi . . . σi+q−1αi+q . . . αi+q+r−1βi+q+r . . . βi+q+r+s−1λ
′ for some λ′ ∈ vi+q+r+sΛ. Then

σΛ ∩ ρΛ = σi . . . σi+q−1αi+q . . . αi+q+r−1βi+q+r . . . βi+q+r+s−1Λ.

3.2 Defining the C∗-algebra C∗(Λ)

To build a C∗-algebra from Λ, we will build a (Hausdorff, ètale) groupoid G from

the data in Λ and then define C∗(Λ) to be C∗(G), constructed in the usual way. We

will be following the construction and applying the results in (16, Section 7), which

applies to finitely aligned categories of paths.

To build a groupoid G, we begin with the following definitions:

Definition 3.2.1. For v ∈ Λ0, let X∗v be the collection of all directed hereditary

subsets of vΛ and X∗∗v the maximal elements of X∗v . Set X∗ = ∪v∈Λ0X∗v and X∗∗ =

∪v∈Λ0X∗∗v and define a topology on X∗ by taking as a basis the collection of sets

B∗ = { Z(λ) \ ∪ni=1Z(σi) : λ, σi ∈ Λ and σi extends λ }

where Z(λ) = { x ∈ X∗ : λ ∈ x }. Let X be the closure of X∗∗ in X∗ and write Xv

for X ∩X∗v .

Remark 3.2.2. Each Xv is locally compact and Hausdorff. See the discussion pre-

ceding (16, Lemma 4.1) together with (16, Definition 7.5) and (16, Theorem 7.6)

which identify the Xv.
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For the infinite directed hereditary sets (those without a maximal element), we

find it convenient to identify them with “infinite paths” in Λ; more precisely, with

infinite words

x = xixi+1 . . . where xj ∈ vjΛvj+1

Definition 3.2.3. Given an infinite word x = xixi+1 . . . , we define the range of x to

be r̃(x) := r(xi) = vi. We will typically drop the tilde and simply write r(x). Given

two infinite words x and y, we say x is equivalent to y if the following conditions

hold:

1. r(x) = r(y)

2. xi = γi iff yi = γi

3. If xj = γj = yj, xk = γk = yk, and xi 6= γi 6= yi for j < i < k, then

|{ i : xi = αi, j < i < k }| = |{ i : yi = αi, j < i < k }|

and |{ i : xi = βi, j < i < k }| = |{ i : yi = βi, j < i < k }|

4. If xj = γj = yj, and xi 6= γi 6= yi for j < i, then

|{ i : xi = αi, j < i }| = |{ i : yi = αi, j < i }|

and |{ i : xi = βi, j < i }| = |{ i : yi = βi, j < i }|

5. If xj = γj = yj, and xi 6= γi 6= yi for i < j, then

|{ i : xi = αi, i < j }| = |{ i : yi = αi, i < j }|

and |{ i : xi = βi, i < j }| = |{ i : yi = βi, i < j }|
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6. If xi 6= γi 6= yi for any i, then

|{ i : xi = αi }| = |{ i : yi = αi }|

and |{ i : xi = βi }| = |{ i : yi = βi }|

We are identifying infinite words in a way analogous to the way we identify ele-

ments of Σ∗ as in Proposition 3.1.2 with some slight changes. There is no reasonable

sense of a source, and the sets in (4) and (6) may be infinite; in fact, at least one

pair of equal sized sets must be. This clearly defines an equivalence relation and we

will denote the class of x as [x] when necessary, but will frequently write x when (we

hope) there is no risk of confusion.

We make the identification between infinite words and infinite elements of X∗ as

follows: Given a class of an infinite word [x] as above with x = xixi+1 . . . , we identify

this class with the element x′ ∈ X∗ where

x′ = { yiyi+1 . . . yn : y ∈ [x], n ≥ i }

That is, x′ is the collection of all initial segments of representatives of [x]. It is

clear that x′ is hereditary and infinite, both by construction. This set must also be

directed since any two µ, ν ∈ x′ must be initial segments of representatives of the

same equivalence class. By the way that class is defined, we can always find a long

enough initial segment (of any representative) that extends both µ and ν. Therefore,

x′ ∈ X∗.

To realize an infinite directed hereditary set as an infinite word, fix such a set x

and let S = { i : ∃σ ∈ x, σi = γi } ⊆ N. Given any two paths µ and ν in x with

p = |µ| ≤ |ν|, for these two paths to have a common extension, an application of

Proposition 3.1.2 shows that { i : µi = γi i ≤ p} = { i : νi = γi i ≤ p}. Moreover,
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for any i < j ∈ S with k /∈ S for i < k < j, the values |{ k : i < k < j, σk = αk }|

and |{ k : i < k < j, σk = βk }| are independent of the choice of σ, so long as

s(σ) = v` with ` > j. If S is infinite, then these observations define an infinite word

z and we can realize x as z′ as above.

If S is finite, let k = maxS. Then any σ ∈ x with s(σ) = v` and ` > k + 1 will

have σi ∈ { αi, βi } for k < i < `. Since x is infinite, we have three possibilities:

1. There is some m ∈ N such that for any σ ∈ x, |{i : σi = αi, i ≥ k}| ≤ m and

for all n ∈ N there is a σ ∈ x with |{i : σi = βi, i ≥ k}| = n. That is, x contains

only paths with at most m α’s and arbitrarily many β’s after γk.

2. There is some m ∈ N such that for any σ ∈ x, |{i : σi = βi, i ≥ k}| ≤ m and for

all n ∈ N there is a σ ∈ x with |{i : σi = αi, i ≥ k}| = n. That is, x contains

only paths with at most m β’s and arbitrarily many α’s after γk.

3. For all c, d ∈ N, there exists σ ∈ x with s(σ) = v`, ` > k + 1, and such that

|{i : σi = αi, i ≥ k}| = c and |{i : σi = βi, i ≥ k}| = d. That is, x contains

paths with arbitrarily many α’s and β’s after γk.

Each of these three define an infinite word, unique up to our identification. Take

any σ ∈ x with s(σ) = vk+1. In the first case above, take the infinite word z =

σαk+1 . . . αk+mβk+m+1βk+m+1 . . . and we can realize x as z′ as done above. The second

case is similar, and in the third case, we realize x as z′ where

z = σαk+1βk+2αk+3βk+4 . . .

We can make a similar identification between finite directed hereditary sets and

finite words, and under this identification, the cylinder set Z(λ) represents the set

of all classes of words which contain λ as an initial segment. The classes of infinite

words where S (as above) is infinite, or as in case (3) when S is finite, represent the
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maximal elements. To see this, fix an infinite word x and S as above with either

S infinite or as in (3). Suppose y is a directed hereditary set with x ( y and fix

σ ∈ y \ x. Then either there exists an i /∈ S such that σi = γi, or without loss of

generality (the other cases follow similarly) there are i < j ∈ S such that σi = γi,

σj = γj, σk 6= γk for any i < k < j and for any τ ∈ x with |τ | ≥ |σ|,

|{ k : σk = αk, i < k < j }| 6= |{ k : τk = αk, i < k < j }|.

In either case, pick τ ∈ x with |τ | ≥ |σ|. Since x ⊂ y, τ ∈ y and hence, there in

some λ ∈ y extending σ and τ , say σσ′ = λ = ττ ′. In the first case, Proposition

3.1.2 implies γi = σi = λi = τi 6= γi, a contradiction. In the second case, the same

proposition implies

|{ k : σk = αk, i < k < j }| = |{ k : λk = αk, i < k < j }|

= |{ k : τk = αk, i < k < j }|

which is again a contradiction.

Now fix an infinite word x with S (as above) finite and suppose (1) holds. Let

k = maxS and m = min{n ∈ N : |{i : σi = αi, i ≥ k}| ≤ n for all σ ∈ x}. Letting

r(x) = vr, define y = x ∪ {xr . . . xk−1γkαk+1 . . . αk+m+2βk+m+3 . . . βk+m+j+2 : j ≥ 0}

so that x ( y. It is clear that y is hereditary; fix σ ∈ y \x and σ′ an initial segment of

σ. If |{i : σ′i = αi, i ≥ k}| ≤ m, then σ′ ∈ x and if |{i : σ′i = αi, i ≥ k}| = m+ 1, then

σ′ ∈ y \x. To see that y is directed, fix σ, τ ∈ y. If σ, τ ∈ x then they have a common

extension in y ⊃ x since x is directed. If σ, τ ∈ y \ x and, without loss of generality,

|σ| ≥ |τ |, then σ extends τ so they have a common extension in y. Suppose σ ∈ x

and τ ∈ y \x. If |σ| ≤ k− r, then σ is an initial segment of xr . . . xk−1γk so τ extends
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σ. Then suppose |σ| > k − r and that τ does not extend σ. Let

d = |{ i : σi = βi, k < i }| − |{ i : τi = βi, k < i }|.

Then d > 0 since otherwise, τ would extend σ. Letting s(τ) = vs, the element

τβs . . . βs+d−1 extends σ (and τ) and is in y. Therefore y is directed and x is not

a maximal element of X∗. The case where S is finite and (2) holds is similar, and

finally, if x is a finite word with, say, s(x) = vp, then the word y = xγp represents a

directed hereditary set which properly contains x.

Proposition 3.2.4. The set X, which is the closure in X∗ of the maximal elements

described above, is the set of all infinite directed hereditary sets.

Proof. Given an infinite word x and any Z(λ) \ ∪ni=1Z(σi) containing x, Z(λ) \

∪ni=1Z(σi) must also contain one of the maximal directed hereditary sets as de-

scribed above. To see this, note that λ ∈ x but σi /∈ x for any i. Then there

must be some xj . . . xm ∈ x which extends λ but none of the σi and which is longer

than all of the σi. Then the infinite word y = xj . . . xmγm+1αm+2βm+3αm+4βm+5 . . .

represents a maximal element (of the form (3) on page 18) which is contained in

Z(λ) \ ∪ni=1Z(σi). This follows since we have λ ∈ y by construction, and if σk ∈ y,

then σk and xj . . . xmγm+1 have a common extension. Then there exist µ, ν ∈ Λ such

that σkµ = xj . . . xmγm+1ν. Since |xj . . . xm| > |σk|, µm+1 = γm+1 and Proposition

3.1.2 implies σkµn . . . µm = xj . . . xm ∈ x where vn = s(σk), but this implies σk ∈ x.

On the other hand, if x = xixi+1 . . . xm is a finite word representing a finite

directed hereditary set, then Z(x) \ (Z(xγm+1) ∪ Z(xαm+1) ∪ Z(xβm+1)) is an open

set containing x but no infinite directed hereditary set, and hence, no maximal ones.

Thus, the set X defined previously is precisely all infinite directed hereditary sets (or

all infinite words under our identification).
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We make one final note which will be needed to define our groupoid. Given

µ ∈ Λ, we think of µ as inducing a map τµ : Xs(µ) → Xr(µ) where x ∈ Xs(µ) is sent

to µx ∈ Xr(µ). Similarly, there is a map σµ : µXs(µ) → Xs(µ) defined by the equation

σµ(µy) = y.

We are now ready to finish defining our groupoid.

Definition 3.2.5. Let

G′ = ∪v∈Λ0Λv × Λv ×Xv

Define a relation ∼ on G′ by (µ, ν, x) ∼ (µ′, ν ′, x′) if there exists a z ∈ X and

δ, δ′ ∈ Λr(z) such that

1. x = δz

2. x′ = δ′z

3. µδ = µ′δ′

4. νδ = ν ′δ′

This is an equivalence relation by (16, Lemma 4.15).

Example 3.2.6. [α1, α1, β2z]∼ = [β1, β1, α2z]∼

Definition 3.2.7. The groupoid of Λ is the set G = G′/∼ with composable pairs

G2 = { ([µ, ν, x], [σ, τ, y]) : νx = σy }

with multiplication given as follows: For ([µ, ν, x], [σ, τ, y]) ∈ G2, since νx = σy, by

(16, Lemma 4.12) there exist z, ξ, η such that x = ξz, y = ηz and νξ = ση. Then

[µ, ν, x][σ, τ, y] = [µξ, τη, z]
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Inversion is given by [µ, ν, x]−1 = [ν, µ, x] with source and range maps defined by

s([µ, ν, x]) = [ν, ν, x] and r([µ, ν, x]) = [µ, µ, x]. The units are elements of the form

[µ, µ, x] = [r(µ), r(µ), µx], and we will frequently identify the unit [r(x), r(x), x] with

the element x ∈ X.

Example 3.2.8. (of composition)

[γ1, β1, α2x][α1, β1, β2x] = [γ1α2, β1α2, x][α1β2, β1β2, x] = [γ1α2, β1β2, x]

Definition 3.2.9. For v ∈ Λ0, let Ev denote the collection of all sets of the form

Z(µ) \ ∪ni=1Z(νi) where r(µ) = v, and νi ∈ µΛ. Let Av be the collection of all finite

disjoint unions of sets in Ev. Let B = {[µ, ν, E] : s(µ) = s(ν), E ∈ As(µ)} where

[µ, ν, E] = {[µ, ν, x] : x ∈ E}.

Remark 3.2.10. B is a base for a topology on G making G a Hausdorff, ample, étale

groupoid by (16, Proposition 4.10)

We proceed to build a C∗-algebra from G in the usual way: We make Cc(G) into

a ∗-algebra by defining multiplication as convolution:

f ∗ g(a) =
∑

bc=a f(b)g(c)

and involution is given by:

f ∗(a) = f(a−1)

We then take C∗(G) to be the completion of Cc(G) in the norm ||f || = supπ ||π(f)||

where the supremum is taken over all representations π of Cc(G).

Definition 3.2.11. The C∗-algebra of Λ is defined as C∗(Λ) ≡ C∗(G).

To analyze C∗(G), we make a simplification which will allow us to determine

C∗(G) up to Morita equivalence. First, we let X1 = { [v1, v1, x] : x ∈ Z(v1) } ⊆ G0
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and we will consider C∗(G|X1) where G|X1 = X1GX1, i.e., the subgroupoid of G whose

elements have range and source in X1. The reason for this is the following from (10,

Example 2.7):

Theorem 3.2.12. Given a Hausdorff, second-countable, locally compact topological

groupoid G and T ⊆ G0. If T is closed and transversal, i.e., for all x ∈ G0, there is a

γ ∈ G such that s(γ) = x and r(γ) ∈ T , and if r|GT and s|GT are open maps (where

GT = {γ ∈ G : s(γ) ∈ T}), then C∗(G) is Morita equivalent to C∗(G|T ).

We can see that X1 is closed since G0 \ Z(v1) = ∪∞i=2Z(vi) and to check that it is

transversal, fix x ∈ G0 with r(x) = vi. Then [α1 . . . αi−1, vi, x] has source x and range

α1 . . . αi−1x ∈ X1. Since G is étale, r and s are open, and since X1 = Z(v1) is clopen,

GX1 is open and therefore the restrictions of r and s to GX1 are open maps. To keep

notation clean, we will drop the subscript and simply write G for the groupoid with

this now restricted unit space.

We will realize C∗(G) as an inductive limit of sub-algebras. To this end, we let

G1 := 〈 [σ, τ, x] : |σ| = |τ | ≤ 1 〉.

Proposition 3.2.13. The elements of G1 are, up to equivalence, of the form:

[α1 . . . αk, β1 . . . βk, w] [γ1α2 . . . α`, β1 . . . β`, x]

[α1 . . . αm, γ1β2 . . . βm, y] [γ1α2 . . . αn, γ1β2 . . . βn, z]

together with inverses (and the units from X1).

Proof. Let G′1 denote the set of elements of G of the above form and their inverses.

We will show that G′1 = G1.

Direct computations show that

[α1, β1, x1][α1, β1, x2] . . . [α1, β1, xn] = [α1 . . . αn, β1 . . . βn, x]
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for appropriate x, x1, . . . , xn (i.e., such that the multiplication is defined). Further,

we have:

[γ1, α1, x][α1 . . . αm, β1 . . . , βm, y] = [γ1α2 . . . αm, β1 . . . , βm, y]

[α1 . . . αm, β1 . . . , βm, x][β1, γ1, y] = [α1 . . . αm, γ1β2 . . . , βm, x]

[γ1, α1, x][α1 . . . αm, β1 . . . , βm, y][β1, γ1, z] = [γ1α2 . . . αm, γ1β2 . . . , βm, y]

again, when the multiplication is defined. Similar computations give inverses, and

hence G′1 ⊆ G1.

On the other hand, it’s clear that generators of G1 are elements of G′1. Suppose

inductively that any product of n generators of G1 is an element of G′1, [µ, ν, y] ∈

G1 is such a product, and [g, h, x] is a generator (and not a unit). To compute

[g, h, x][µ, ν, y], first suppose µ extends h. Then there is µ′ ∈ Λ with hµ′ = µ, so we

may as well assume µ1 = h. By (16, Lemma 4.12), there are σ, τ, z such that x = σz,

y = τz, and hσ = µτ = hµ2 . . . µ|µ|τ . Cancellation then gives σ = µ2 . . . µ|µ|τ so that

[g, h, x][µ, ν, y] = [g, h, σz][µ, ν, τz]

= [g, h, µ2 . . . µ|µ|τz][µ, ν, τz]

= [gµ2 . . . µ|µ|, hµ2 . . . µ|µ|, τz][µ, ν, τz]

= [gµ2 . . . µ|µ|, µ, y][µ, ν, y]

= [gµ2 . . . µ|µ|, ν, y]

which has one of the forms claimed (up to equivalence) since µi 6= γi and νi 6= γi

for i > 1. To belabor the point about equivalence, note that if, say, g = α1 and

ν2 . . . ν|ν| = α2 . . . α|ν|, then
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[gµ2 . . . µ|µ|, ν, y] = [α1µ2 . . . µ|µ|, ν, y]

= [µ1 . . . µ|µ|−1α|µ|, ν1α2 . . . α|µ|, y]

= [µ1 . . . µ|µ|−1, ν1α2 . . . α|µ|−1, α|µ|y]

Now suppose µ does not extend h. For the multiplication to be defined, µ and

h must have a common extension, which implies h 6= γ1 and µ1 6= γ1; if both edges

were γ1 then µ would extend h, and if one were but not the other, then Proposition

3.1.2 would imply they have no common extension. Then h = α1 and µ = β1 . . . β|µ|

or h = β1 and µ = α1 . . . α|µ|.

In the first case, we have σ, τ, z such that x = σz, y = τz, and α1σ = hσ = µτ =

β1 . . . β|µ|τ . Fix k such that (hσ)k = γk = (µτ)k and (hσ)j 6= γj 6= (µτ)j for j < k,

taking k = |hσ|+ 1 = |µτ |+ 1 if no such k exists. Proposition 3.1.2 implies

|{ j : (hσ)j = αj, j < k }| = |{ j : (µτ)j = αj, j < k }| ≥ 1

and |{ j : (hσ)j = βj, j < k }| = |{ j : (µτ)j = βj, j < k }| ≥ |µ|.

Then, again by Proposition 3.1.2, there exists σ′, τ ′ such that

α1β2 . . . β|µ|+1σ
′ = α1σ

= β1 . . . β|µ|τ

= β1 . . . β|µ|α|µ|+1τ
′

= α1β2 . . . β|µ|+1τ
′

and by cancellation, σ′ = τ ′, σ = β2 . . . β|µ|+1σ
′, and τ = α|µ|+1τ

′. Then we have
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[g, h, x][µ, ν, y] = [g, h, σz][µ, ν, τz]

= [gσ, hσ, z][µτ, ντ, z]

= [gσ, µτ, z][µτ, ντ, z]

= [gσ, ντ, z]

= [gβ2 . . . β|µ|+1σ
′, να|µ|+1τ

′, z]

= [gβ2 . . . β|µ|+1τ
′, να|µ|+1τ

′, z]

= [gβ2 . . . β|µ|+1, να|µ|+1, τ
′z]

which has the form claimed (noting that νi = αi for i > 1 by assumption, and g 6= α1

since [g, h, x] is not a unit).

The case where h = β1 is similar, as is the case for multiplication by a generator

on the right. By induction, G1 ⊆ G′1 and hence G1 = G′1.

3.3 Analysis of C∗(G1)

To analyze C∗(G1), we partition the unit space X1 into the following two sets:

U1 = {x ∈ X1 : xi = γi, some i > 1}

F1 = X1 \ U1 = {x ∈ X1 : xi 6= γi, any i > 1}

We first observe that U1 is open: given x ∈ U1, we can write x = x1 . . . xj−1γjxj+1 . . .

where j > 1. Then x ∈ Z(x1 . . . xj−1γj) ⊆ U1. Moreover, U1 is invariant for G1, in

the sense that any element in G1 whose source is in U1 also has range in U1. This

is easily seen given our observations in Proposition 3.2.13 about the elements of G1.

Then F1 = U c
1 is closed and invariant, so by (15, Proposition 4.3.2), C∗(G1|U1) is an
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ideal in C∗(G1) and the quotient by that ideal is C∗(G1|F1) yielding the short-exact

sequence:

0 −→ C∗(G1|U1) −→ C∗(G1) −→ C∗(G1|F1) −→ 0

We’ll see below that the ideal is AF and the quotient type I so that C∗(G1) is nuclear

and hence G1 is amenable by (15, Theorem 4.1.5). We first analyze the ideal.

For each ` ≥ 2, let Ω` = { x1 . . . x`−1 : xi 6= γi, 1 < i < ` }. Then define

E` := {x ∈ U1 : x` = γ`, and xi 6= γi for any 1 < i < `}

= tσ∈Ω`Z(σγ`)

which is evidently compact-open since the union is finite. Furthermore the E` are

each invariant for G1 and are pairwise disjoint, so we have U1 =
⊔
`≥2E`. Now for

f ∈ Cc(G1|U1) and ` ≥ 2 we have

f ∗ χE`(a) =
∑

bc=a f(b)χE`(c)

=
∑

bs(b)=a f(b)χE`(s(b))

= f(a)χE`(s(a))

=


f(a) s(a) ∈ E`

0 else.

Then we may write f =
∑

`≥2 f ∗ χE` where the sum is finite since the support of

f is compact. From this we can deduce that

C∗(G1|U1)
∼=
⊕

`≥2C
∗(G1|E`).

Proposition 3.3.1. For each ` ≥ 2

C∗(G1|E`)
∼= M2`−1 ⊗ C(X`+1),
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where X`+1 = Z(v`+1).

Proof. For ` ≥ 2, write

E` = {x1 . . . x`−1 : xi 6= γi, i > 1} × {γ`} ×X`+1.

For µ0, µ, ν ∈ {x1 . . . x`−1 : xi 6= γi, i > 1} and F ⊆ X`+1, compact-open, the maps

χ[µ,ν,{γ`}×X`+1] 7→ eµν ⊗ 1C(X`+1)

χ[µ0,µ0,F ] 7→ eµ0µ0 ⊗ χF

define a ∗-isomorphism from a dense ∗-sub-algebra of C∗(G1|E`) to a dense ∗-sub-

algebra of M2`−1 ⊗C(X`+1). Note that there are 2`− 1 choices for µ ∈ {x1 . . . x`−1}.

There are ` choices when x1 6= γ1 since there are evidently ` words of the form

µ = α1 . . . αjβj+1 . . . β`−1 (including one with no α’s). Similarly, there are ` − 1

choices for µ when x1 = γ1.

Now we can conclude that

C∗(G1|U1)
∼=
⊕

`≥2(M2`−1 ⊗ C(X`+1))

Next we turn our attention to the quotient C∗(G1|F1) and our first step is to

decompose F1. We first introduce some notation.

Definition 3.3.2. For each i ≥ 1 and j, k ≥ 0 with j+k =∞, let ηi(j, k) denote the

(class of) infinite word(s) whose range is vi and which have j edges which are α’s, k

edges which are β’s, and no appearances of γ’s.

As above, we will frequently identify ηi(j, k) with the unit [vi, vi, η
i(j, k)] ∈ G0,

which we do now. Let
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F∞1 = {η1(∞,∞), γ1η
2(∞,∞)}

F 0
1 = F1 \ F∞1 = {η1(j, k), γ1η

2(m,n) : j, k not both ∞, m,n not both ∞}

Note that F∞1 is closed (being finite) and invariant for G1 so that F 0
1 is open (relatively

in F1) and invariant. Then similarly as above, we get a short exact sequence:

0 −→ C∗(G1|F 0
1
) −→ C∗(G1|F1) −→ C∗(G1|F∞1 ) −→ 0

We begin by examining the quotient C∗(G1|F∞1 ). Each of the two units has isotropy

group isomorphic to Z:

[v1, v1, η
1(∞,∞)]G1|F∞1 [v1, v1, η

1(∞,∞)] = {[α1, β1, η
2(∞,∞)]n : n ∈ Z}

and

[γ1, γ1, η
2(∞,∞)]G1|F∞1 [γ1, γ1, η

2(∞,∞)] =

{[γ1, α1, η
2(∞,∞)][α1, β1, η

2(∞,∞)]n[α1, γ1, η
2(∞,∞)] : n ∈ Z}

We can see the first equation (and claimed isomorphism) above as follows: inductively,

since

[α1 . . . αn, β1 . . . βn, η
n+1(∞,∞)][α1, β1, η

2(∞,∞)]

= [α1 . . . αn, β1 . . . βn, αn+1η
n+2(∞,∞)][α1, β1, β2 . . . βn+1η

n+2(∞,∞)]

= [α1 . . . αn+1, β1 . . . βnαn+1, η
n+2(∞,∞)][α1β2 . . . βn+1, β1 . . . βn+1, η

n+2(∞,∞)]

= [α1 . . . αn+1, β1 . . . βn+1, η
n+2(∞,∞)],

(and similarly if multiplying in the opposite order) it follows that

[α1, β1, η
2(∞,∞)]n = [α1 . . . αn, β1 . . . βn, η

n+1(∞,∞)]
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for all n ≥ 0. Similarly, for n ≤ −1,

[α1, β1, η
2(∞,∞)]n = [β1, α1, η

2(∞,∞)]−n = [β1 . . . β−n, α1 . . . α−n, η
−n+1(∞,∞)]

For 0 ≤ m ≤ n, we compute

[α1 . . . αn, β1 . . . βn, η
n+1(∞,∞)][β1 . . . βm, α1 . . . αm, η

m+1(∞,∞)]

= [α1 . . . αn, β1 . . . βn, η
n+1(∞,∞)][β1 . . . βm, α1 . . . αm, βm+1 . . . βnη

n+1(∞,∞)]

= [α1 . . . αn, β1 . . . βn, η
n+1(∞,∞)][β1 . . . βn, α1 . . . αmβm+1 . . . βn, η

n+1(∞,∞)]

= [α1 . . . αn, α1 . . . αmβm+1 . . . βn, η
n+1(∞,∞)]

= [α1 . . . αn−m, β1 . . . βn−m, αn−m+1 . . . αnη
n+1(∞,∞)]

= [α1 . . . αn−m, β1 . . . βn−m, η
n−m+1(∞,∞)]

so that

[α1, β1, η
2(∞,∞)]n[α1, β1, η

2(∞,∞)]−m = [α1, β1, η
2(∞,∞)]n−m

Similar computations show that

[α1, β1, η
2(∞,∞)]−m[α1, β1, η

2(∞,∞)]n = [α1, β1, η
2(∞,∞)]n−m

[α1, β1, η
2(∞,∞)]m[α1, β1, η

2(∞,∞)]−n = [α1, β1, η
2(∞,∞)]m−n

and [α1, β1, η
2(∞,∞)]−n[α1, β1, η

2(∞,∞)]m = [α1, β1, η
2(∞,∞)]m−n

Now if r[µ, ν, η|µ|+1(∞,∞)] = s[µ, ν, η|µ|+1(∞,∞)] = η1(∞,∞), then µi, νi ∈

{αi, βi} for all i ≤ |µ| = |ν| so for some j, k ≥ 0, up to equivalence,

[µ, ν, η|µ|+1(∞,∞)] = [α1 . . . αjβj+1 . . . β|µ|, α1 . . . αkβk+1 . . . β|µ|, η
|µ|+1(∞,∞)]

=


[α1 . . . αj−k, β1 . . . βj−k, η

j−k+1(∞,∞)] j ≥ k

[β1 . . . βj−k, α1 . . . αj−k, η
k−j+1(∞,∞)] k > j.
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Then

Z ∼= {[α1, β1, η
2(∞,∞)]n : n ∈ Z}

= [v1, v1, η
1(∞,∞)]G1|F∞1 [v1, v1, η

1(∞,∞)]

The other claimed equivalence and isomorphism follow similarly noting that, using

computations similar to those above

[γ1, α1, η
2(∞,∞)][α1, β1, η

2(∞,∞)][α1, γ1, η
2(∞,∞)]

(?) =


[γ1α2 . . . αn+1, γ1β2 . . . βn+1, η

n+2(∞,∞)] n ≥ 0

[γ1β2 . . . βn+1, γ1α2 . . . αn+1, η
n+2(∞,∞)] n < 0,

and that if r[µ, ν, η|µ|+1(∞,∞)] = s[µ, ν, η|µ|+1(∞,∞)] = γ1η
2(∞,∞), then µ1 =

ν1 = γ1 and µi, νi ∈ {αi, βi} for all 1 < i ≤ |µ| = |ν|. Then reasoning similar to the

previous case shows this element must one of the forms in (?) above.

In light of this, we might expect to find two copies of C(T) in the quotient, and

indeed this is the case:

Proposition 3.3.3. C∗(G1|F∞1 ) ∼= M2 ⊗ C(T)

Proof. We first note that G1|F∞1 is transitive since [γ1, α1, η
2(∞,∞)] has source

η1(∞,∞) and range γ1η
2(∞,∞). Letting u = η1(∞,∞), so that uG1|F1u

∼= Z, the

claim follows from (10, Theorem 3.1).

We can realize this isomorphism explicitly with the maps

χ[α1,β1,η2(∞,∞)] 7→ e11 ⊗ z

χ[γ1,α1,η2(∞,∞)] 7→ e21 ⊗ 1.

Next we turn to the ideal.
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Proposition 3.3.4. C∗(G1|F 0
1
) ∼= K ⊕K

Proof. Let F 0,1
1 = {η1(∞, k), γ1η

2(∞, k) : k ∈ N} and F 0,2
1 = {η1(k,∞), γ1η

2(k,∞) :

k ∈ N} so that F 0
1 = F 0,1

1 tF
0,2
1 . Since Z(β1 . . . βk)\Z(β1 . . . βk+1)∩F 0,1

1 = {η1(∞, k)}

and Z(γ1β2 . . . βk) \ Z(γ1β2 . . . βk+1) ∩ F 0,1
1 = {γ1η

2(∞, k)}, F 0,1
1 is discrete (like-

wise with F 0,2
1 ) and hence closed. Each is invariant for G1, so that C∗(G1|F 0

1
) ∼=

C∗(G1|F 0,1
1

)⊕ C∗(G1|F 0,2
1

).

Now let u = η1(∞, 0) so that uG1|F 0
1
u = {u} (see Claim 3.5.12 for a full charac-

terization of isotropy in G). The element [α1 . . . αk, β1 . . . βk, η
k+1(∞, j)] has source

η1(∞, j + k) and range η1(∞, j) and [γ1α2 . . . αk, β1 . . . βk, η
k+1(∞, j)] has source

η1(∞, j+k) and range γ1η
2(∞, j) so that G1|F 0

1
is transitive. Then (10, Theorem 3.1)

implies C∗(G1|F 0
1
) ∼= C ⊗ K ∼= K. An analogous argument shows C∗(G1|F 0,2

1
) ∼= K

and the claim follows.

Again, we can realize this isomorphism (or really C∗(G1|F 0
1
) ∼= M2 ⊗ (K ⊕ K))

explicitly with the maps

χ[β1...,βj ,α1...αj ,ηj+1(0,∞)] 7→ e11 ⊗ (0⊕ e0j)

χ[β1,γ1,η2(0,∞)] 7→ e12 ⊗ (0⊕ e00)

χ[α1...αj ,β1...,βj ,ηj+1(∞,0)] 7→ e11 ⊗ (e0j ⊕ 0)

χ[α1,γ1,η2(∞,0)] 7→ e12 ⊗ (e00 ⊕ 0).

Thus our previous short-exact sequence becomes:

0 −→M2 ⊗ (K ⊕K)
i−→ C∗(G1|F1)

π−→M2 ⊗ C(T) −→ 0

This induces the six-term exact sequence
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Z2 K0(C∗(G1|F1)) Z

Z K1(C∗(G1|F1)) 0

i0∗ π0∗

δ1

π1∗ i1∗

The element u = e11⊗z+e22⊗1 is a unitary whose class generates K1(M2⊗C(T)).

By (14, Proposition 9.2.2), if we can find a partial isometry v in C∗(G1|F1) such that

π(v) = u then δ1[u]1 = [1− v∗v]0 − [1− vv∗]0. The element u corresponds to

u = χ[α1,β1,η2(∞,∞)] + χ[v1,v1,γ1η2(∞,∞)]

and the desired partial isometry is

v = χ[α1,β1,{η2(j,k):j+k=∞}] + χ[v1,v1,Z(γ1)∩F1]

It’s easily checked that v is a partial isometry, and determining its image in the

quotient amounts to checking the intersection of [α1, β1, {η2(j, k) : j + k = ∞}] and

[v1, v1, Z(γ1) ∩ F1] with G1|F∞1 and this indeed gives us the sets defining u.

We compute

1− v∗v = χ[v1,v1,η1(∞,0)]

1− vv∗ = χ[v1,v1,η1(0,∞)]

representing rank-one projections in the left and right summands ofK⊕K respectively.

Then δ1[u]1 = (1,−1) and hence the image of the index map is Z(1,−1). This also

shows that the image of π1∗ is 0, so

K1(C∗(G1|F1)) = ker(π1∗) = im(i1∗) = 0.

We take [χ[v1,v1,η1(∞,0)]]0 = (1, 0) to be our second generator of K0(C∗(G1|F 0
1
)) and

since Z(1,−1) is the kernel of i∗0 we get a short exact sequence

0 −→ Z −→ K0(C∗(G1|F1)) −→ Z −→ 0
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where the normal sub-group in the sequence is generated by (1, 0) = [χ[v1,v1,η1(∞,0)]]0,

and the quotient is generated by the rank-one projection e11⊗ 1 = [v1, v1, η
1(∞,∞)].

Since the quotient is free abelian, the sequence splits, and the middle term is generated

by the left generator and a lift of the right generator. An appropriate lift in this case is

[χ[v1,v1,Z(β1β2)∩F1]]0 since Z(β1β2)∩F1∩F∞1 = η1(∞,∞). The reason for this particular

choice will become clear later.

We now turn our attention back to the short-exact sequence

0 −→
⊕

`≥2(M2`−1 ⊗ C(X`+1)) −→ C∗(G1) −→ C∗(G1|F1) −→ 0

and investigate the corresponding K-theory. We saw that the quotient has trivial K1

group, and as for the ideal, X`+1 is a Cantor set, so that C(X`+1) is AF and therefore

the ideal is AF. Thus K1 of the ideal is trivial, and therefore K1(C∗(G1)) is trivial.

We know the K0 group of the quotient, and as for the ideal, again since X`+1 is a

Cantor set, K0(C(X`+1)) ∼= C(X`+1,Z). We then have a short-exact sequence of the

K0 groups:

0 −→
⊕

`≥2C(X`+1,Z) −→ K0(C∗(G1)) −→ Z2 −→ 0

Again we have a free abelian group in the quotient, so K0(C∗(G1)) is isomorphic to

the direct sum of the left and right groups, generated by the generators of the left, and

lifts of the generators on the right. Our lift of [χ[v1,v1,η1(∞,0)]]0 is [χ[v1,v1,Z(α1)\Z(α1β2)]]0

(since Z(α1) \ Z(α1β2) ∩ F1 = η1(∞, 0)) and our lift of [χ[v1,v1,Z(β1β2)∩F1]]0 is

[χ[v1,v1,Z(β1β2)]]0.

Our final step in analyzing C∗(G1) is to compute the positive cone of K0(C∗(G1)).

First we establish some notation. Let
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a ∈ K0(C∗(G1)) ∼= (
⊕

`≥2C(X`+1,Z))⊕ Z2

We write

a =
∑
`≥2

m∑̀
i=1

c`,i[χ{z`,i}×F`,i ]0 +m[χZ(α1)\Z(α1β2)]0 + n[χZ(β1β2)]0

where

{z`,i : 1 ≤ i ≤ m`} = { x1 . . . x`−1γ` : xi 6= γi for 1 < i < ` }

and F`,i ⊆ X`+1 is compact-open. We adopt the convention that for each `, the

collection {F`,i : 1 ≤ i ≤ m` } form a partition of X`+1, taking c`,i = 0 if necessary,

and refining the collection if F`,i ∩ F`,j 6= ∅ for any i 6= j.

We also must make a few observations which will be used shortly when character-

izing positive elements, as well as other times in the sequel. First note that, for any

j ≥ 0 and k > j,

Z(α1 . . . αj) \ Z(α1 . . . αjβj+1)

= Z(α1 . . . αjγj+1) t (Z(α1 . . . αj+1) \ Z(α1 . . . αj+1βj+2))

= Z(α1 . . . αjγj+1) t Z(α1 . . . αj+1γj+2)

t (Z(α1 . . . αj+2) \ Z(α1 . . . αj+2βj+3))

= · · ·

= (tk`=j+1Z(α1 . . . α`−1γ`))

t (Z(α1 . . . αk) \ Z(α1 . . . αkβk+1))
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Also note that

Z(α1 . . . αj) = Z(α1 . . . αjγj+1) t (Z(α1 . . . αj+1) ∪ Z(α1 . . . αjβj+1))

= Z(α1 . . . αjγj+1) t Z(α1 . . . αjβj+1)

t (Z(α1 . . . αj+1) \ Z(α1 . . . αjβj+1))

= Z(α1 . . . αjγj+1) t Z(α1 . . . αjβj+1)

t (Z(α1 . . . αj+1) \ Z(α1 . . . αj+1βj+2))

Now, if µ = µ1 . . . µn and ν = ν1 . . . νn with µi, νi ∈ {αi, βi} for i > 1, then for

x, y ∈ z(vn+1), [µ, ν, x], [ν, µ, y] ∈ G1 by Proposition 3.2.13 and χZ(µ) ∼ χZ(ν) in

C∗(G1) via the partial isometry χ[µ,ν,Z(vn+1)]. Then together with the observations

above, we have

(††) [χZ(α1)\Z(α1β2)]0 =
∑k

`=2[χZ(α1...α`−1γ`)]0 + [χZ(α1...αk)\Z(α1...αkβk+1)]0

and
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[χZ(β1β2)]0 = [χZ(α1α2)]0

= [χZ(α1α2γ3)]0 + [χZ(α1α2α3)\Z(α1α2α3β4)]0 + [χZ(α1α2β3)]0

(by partitioning Z(α1α2) as above)

= [χZ(α1α2γ3)]0 + [χZ(α1α2α3)\Z(α1α2α3β4)]0

+ [χZ(α1α2α3)]0 (using equivalence as noted in the paragraph above)

= [χZ(α1α2γ3)]0 + [χZ(α1α2α3)\Z(α1α2α3β4)]0

+ [χZ(α1α2α3γ4)]0 + [χZ(α1α2α3α4)\Z(α1α2α3α4β5)]0 + [χZ(α1α2α3β4)]0

= · · ·

=
∑k

`=3[χZ(α1...α`−1γ`)]0 +
∑k

j=3[χZ(α1...αj)\Z(α1...αjβj+1)]0

+ [χZ(α1...αk)]0

=
∑k

`=3[χZ(α1...α`−1γ`)]0

+
∑k

j=3(
∑k

`=j+1[χZ(α1...α`−1γ`)]0 + [χZ(α1...αk)\Z(α1...αkβk+1)]0)

(partitioning Z(α1 . . . αj) \ Z(α1 . . . αjβj+1) as above)

+ [χZ(α1...αk)]0
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=
∑k

`=3[χZ(α1...α`−1γ`)]0

+
∑k

`=4(`− 3)[χZ(α1...α`−1γ`)]0

+ (k − 2)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ [χZ(α1...αk)]0

=
∑k

`=3(`− 2)[χZ(α1...α`−1γ`)]0

+ (k − 2)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ [χZ(α1...αk)]0

Then for m,n ∈ Z, and for ` ≥ 2, z` = α1 . . . α`−1γ` and X`+1 = tiF`,i a finite union

of compact-open sets, we have

m[χZ(α1)\Z(α1β2)]0 + n[χZ(β1β2)]0

= m
∑k

`=2[χZ(α1...α`−1γ`)]0

+ m[χZ(α1...αk)\Z(α1...αkβk+1)]0

(by using (††))

+ n
∑k

`=3(`− 2)[χZ(α1...α`−1γ`)]0

+ n(k − 2)[χZ(α1...αk)\Z(α1...αkβk+1)]0 + n[χZ(α1...αk)]0

(from the previous computations)
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=
∑k

`=2(m+ (`− 2)n)[χZ(α1...α`−1γ`)]0

+ (m+ (k − 2)n)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0

=
∑k

`=2

∑
i(m+ (`− 2)n)[χ{z`}×F`,i ]0

+ (m+ (k − 2)n)[χZ(α1...αk)\Z(α1...αkβk+1)]0 + n[χZ(α1...αk)]0

We are now ready to give a necessary and sufficient condition for positivity in K0.

Proposition 3.3.5. Fix a ∈ K0(C∗(G1)) and write

a =
∑
`≥2

m∑̀
i=1

c`,i[χ{z`,i}×F`,i ]0 +m[χZ(α1)\Z(α1β2)]0 + n[χZ(β1β2)]0

with the conventions outlined above. Then a ≥ 0 if and only if for all ` and i we have

c`,i +m+ (`− 2)n ≥ 0.

Proof. First suppose that for all `, i, we have c`,i+m+(`−2)n ≥ 0. Since the double

sum in a must be finite, we know c`,i = 0 for large enough `. Then also we must have

n ≥ 0 since otherwise, we would have m+ (`− 2)n < 0 for large enough `. Choose k

such that c`,i = 0 for all ` ≥ k and using our computations above, write

a =
∑

`≥2

∑m`
i=1 c`,i[χ{z`,i}×F`,i ]0 +m[χZ(α1)\Z(α1β2)]0 + n[χZ(β1β2)]0

=
∑k

`=2

∑m`
i=1(c`,i +m+ (`− 2)n)[χ{z`,i}×F`,i ]0

+ (m+ (k − 2)n)[χZ(α1...αk)\Z(α1...αkβk+1)]0 + n[χZ(α1...αk)]0
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If n > 0, we may also choose k such that m+ (k− 2)n ≥ 0 and the above shows that

a ≥ 0. If n = 0 then our initial assumption implies m ≥ 0 (since it must hold when

c`,i = 0) and again, the above shows a ≥ 0.

Now suppose we have a ∈ K0(C∗(G1))+ and write a as above with the outlined

conventions. Fix x ∈ U1 and write

x = x1 . . . x`(x)−1γ`(x)x
′

where xi 6= γi for 1 < i < `(x) and x′ ∈ X`(x)+1. Define a ∗−homomorphism

πx : C∗(G1|U1) −→M2`(x)−1

by taking

f ∈ C∗(G1|U1)
∼=
⊕

`≥2(C(X`+1,M2`−1))

where f = (f2, f3, . . . , fj, . . . ) with fj ∈ C(Xj+1,M2j−1) to πx(f) = f`(x)(x
′). Since

C∗(G1|U1) is an ideal, πx extends to a representation

π̃x : C∗(G1) −→M2`(x)−1

Let

Ω = { µ1, . . . , µ2`(x)−1 }

= { α1 . . . αiβi+1 . . . β`(x)−1γ`(x) : 0 ≤ i < `(x) }

t { γ1α2 . . . αiβi+1 . . . β`(x)−1γ`(x) : 1 ≤ i < `(x) }

and for each 1 ≤ k ≤ 2`(x)− 1, define

pk = χ{µk}×X`(x)+1

so that π̃x(pk) = ekk ∈ M2`(x)−1. Let i(x) ∈ {1, . . . ,m`(x)} be such that x′ ∈ F`(x),i(x)

and let k(α) ∈ {1, . . . , 2`(x)− 1} be such that µk(α) = α1 . . . α`(x)−1γ`(x). Then since

a ≥ 0, we have
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0 ≤ π̃x(a)

= π̃x(
∑

`≥2

∑m`
i=1 c`,i[χ{z`,i}×F`,i ]0 +m[χZ(α1)\Z(α1β2)]0 + n[χZ(β1β2)]0)

=
∑

`≥2

∑m`
i=1 c`,i[πx(χ{z`,i}×F`,i)]0

+ m[πx(
∑2`(x)−1

k=1 pk ∗ χZ(α1)\Z(α1β2))]0

+ n[πx(
∑2`(x)−1

k=1 pk ∗ χZ(β1β2))]0

= c`(x),i(x)[πx(χ{z`(x),i(x)}×F`(x),i(x))]0

+ m[πx(pk(α))]0

+ n[πx(
∑
{k:µk∈Z(β1β2)} pk)]0

= c`(x),i(x) +m+ (`(x)− 2)n

noting that there are `(x)− 2 choices for µk ∈ Z(β1β2); namely,

µk ∈ { α1 . . . αiβi+1 . . . β`(x)−1γ`(x) : 0 ≤ i < `(x) }

where 0 ≤ i < `(x)− 2. Finally, if a ∈ K0(C∗(G1)) is positive, then for any choice of

i and ` there exists x ∈ X such that i = i(x) and ` = `(x), so the inequalities above

hold.

For now, this completes our analysis of C∗(G1) and we turn our attention to

C∗(Gi) for i ≥ 1.

3.4 Definition and Analysis of C∗(Gi)

Our definition and analysis of C∗(Gi) will follow a very similar path as that of G1.

First, define
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Gi = 〈 [σ, τ, x] : |σ| = |τ | ≤ i 〉

We will adopt the convention that for [σ, τ, x] ∈ Gi, if

|{ j : σj = αj and σk 6= γk, k > j }| = m > 0

|{ j : τj = αj and τk 6= γk, k > j }| = n > 0

then we write [σ, τ, x] = [σ′, τ ′, αj . . . αj+p−1x] where p = min{m,n}. In words, if σ

and τ both have α’s as edges after the last γ, we take the representative of [σ, τ, x]

where we “factor” the common number of these edges into the tail. We do the same

for shared edges which are β’s. Now, define

G′i = { [µα|µ|+1 . . . αm, νβ|ν|+1 . . . βm, x], [σβ|σ|+1 . . . βn, τα|τ |+1 . . . αn, y] :

|µ|, |ν|, |σ|, |τ | ≤ i, µ|µ| = γ|µ|, ν|ν| = γ|ν|, σ|σ| = γ|σ|, τ|τ | = γ|τ | }

Proposition 3.4.1. Given our convention for elements in Gi, we claim that Gi = G′i.

Proof. Direct computations show that

[α1, β1, x1][α1, β1, x2] . . . [α1, β1, xn] = [α1 . . . αn, β1 . . . βn, x]

for appropriate x, x1, . . . , xn (i.e., such that the multiplication is defined). Moreover,

[σ, α1 . . . αj, x][α1 . . . αn, β1 . . . , βn, y][β1 . . . βk, τ, z] = [σαj+1 . . . αn, τβk+1 . . . , βn, y]

for j, k ≤ i, n (again, when the multiplication is defined). Similar computations give

inverses, and hence G′i ⊆ Gi.

Conversely, it’s clear that generators of Gi belong to G′i. We will show that G′i is

closed under multiplication by generators of Gi. Suppose [σ, τ, x] ∈ G′i and let [µ, ν, y]

be a generator of Gi. Consider [µ, ν, y][σ, τ, x] (assuming throughout that the product

is defined).

If σ extends ν then we may as well assume σ = νσ|ν|+1 . . . σ|σ| and we have
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[µ, ν, y][σ, τ, x] = [µσ|µ|+1 . . . σ|σ|, νσ|µ|+1 . . . σ|σ|, x][σ, τ, x]

= [µσ|µ|+1 . . . σ|σ|, τ, x].

Similarly, if ν extends σ, then writing ν = σν|σ|+1 . . . ν|ν| we have

[µ, ν, y][σ, τ, x] = [µ, τν|τ |+1 . . . ν|ν|, y].

After factoring common α’s or β’s after the last γ into the tail, both of these have

the desired form. Namely, in the first two coordinates, neither has γ as an edge after

the ith edge since neither µ, ν, σ, nor τ do.

Now suppose neither of σ or ν extends the other. Let p = min{|σ|, |ν|} and

q = max{ j : σj = γj = νj, j ≤ p }. For the product to be defined, σ and ν must

have a common extension, and this fact together with an application of Proposition

3.1.2 implies that

σ = σ1 . . . σqσ
′

ν = ν1 . . . νqν
′

with σ1 . . . σq ∼ ν1 . . . νq in Σ∗ (i.e. Proposition 3.1.2 applies) and |σ′|, |ν ′| > 0 (or

else one of µ or ν would extend the other). Corollary 3.1.6 implies that σ′j 6= γj and

ν ′j 6= γj for any j; that is, σ′ and ν ′ are words in α’s and β’s only. Since neither of σ

nor ν extend the other, we must have

σα := |{j : σ′j = αj}| < να := |{j : ν ′j = αj}|

and σβ := |{j : σ′j = βj}| > νβ := |{j : ν ′j = βj}|

or σα > να and σβ < νβ. Without loss of generality, assume the first pair of inequalities

holds. Then
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[µ, ν, y][σ, τ, x] = [µ, ν1 . . . νqν
′, y][σ1 . . . σqσ

′, τ, x]

= [µβ|µ|+1 . . . β|µ|+νβ−σβ , νβ|µ|+1 . . . β|µ|+νβ−σβ , z]

·[σα|σ|+1 . . . α|σ|+σα−να , τα|σ|+1 . . . α|σ|+σα−να , z]

= [µβ|µ|+1 . . . β|µ|+νβ−σβ , τα|σ|+1 . . . α|σ|+σα−να , z].

After factoring any common α’s or β’s into the tail, this has the form of elements in

G′i since µj 6= γj and τj 6= γj for j > i. Then everything in Gi has the form of some

element of G′i, so that Gi ⊆ G′i and therefore Gi = G′i.

Now we analyze C∗(Gi).

Theorem 3.4.2. There are positive integers m(i), and n(`) for ` > i, a closed in-

variant set Fi ⊆ X1, and exact sequences

(1) 0 −→
⊕
`>i

(Mn(`) ⊗ C(X`+1)) −→ C∗(Gi) −→ C∗(Gi|Fi) −→ 0,

(2) 0 −→Mm(i) ⊗ (K ⊕K)→ C∗(Gi|Fi)→Mm(i) ⊗ C(T) −→ 0

Proof. Similarly to the case when i = 1, we let

Ui = {x ∈ X1 : xj = γj, some j > i}

Fi = X1 \ Ui = {x ∈ X1 : xj 6= γj, any j > i}.

With Proposition 3.4.1 in mind, it is evident that Ui is invariant for Gi. If x ∈ Ui,

with xj = γj for some j > i, then x ∈ Z(x1 . . . xj−1γj) ⊆ Ui, so that Ui is open. Then

Fi is closed and invariant, and similarly to the i = 1 case, we have

0 −→ C∗(Gi|Ui) −→ C∗(Gi) −→ C∗(Gi|Fi) −→ 0.
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As before, we begin by looking at the ideal, C∗(Gi|Ui).

For ` > i, let Ω` = { x1 . . . x`−1 : xj 6= γj, i < j < ` }. Then define

E` := {x ∈ Ui : x` = γ`, and xj 6= γj for any i < j < `}

= tσ∈Ω`Z(σγ`).

Ω` is finite so E` is compact-open, and we observe that by Proposition 3.4.1 each E`

is invariant for Gi. Also, Ui =
⊔
`>iE` and the same argument as the case when i = 1

shows

C∗(Gi|Ui)
∼=
⊕

`>iC
∗(Gi|E`).

A nearly identical proof as in the previous case shows that

C∗(Gi|E`)
∼= Mn(`) ⊗ C(X`+1)

where n(`) is some integer depending on `. (Recall that X`+1 = Z(v`+1)). Then we

conclude that

C∗(Gi|Ui)
∼=
⊕

`>i(Mn(`) ⊗ C(X`+1)).

We now turn to C∗(Gi|Fi) and similarly to before, we decompose Fi as follows: let

F∞i = {ση|σ|+1(∞,∞) : |σ| ≤ i, σ|σ| = γ|σ| }

F 0
i = Fi \ F∞i = {ση|σ|+1(j, k) : |σ| ≤ i, σ|σ| = γ|σ|, j, k not both ∞ }.

Then F∞i is closed, being finite, and invariant for Gi so that F 0
i is open in Gi|Fi and

invariant. This gives us the short exact sequence

0 −→ C∗(Gi|F 0
i
) −→ C∗(Gi|Fi) −→ C∗(Gi|F∞i ) −→ 0.

Similarly to the case for G1, the maps
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χ[α1,β1,η2(∞,∞)] 7→ e11 ⊗ z

χ[σ,α1...α|σ|,η
|σ|+1(∞,∞)] 7→ eσ1 ⊗ 1

where |σ| ≤ i and σ|σ| = γ|σ| define a ∗−isomorphism from C∗(Gi|F∞i ) to Mm(i)⊗C(T),

where m(i) is the number of choices for σ. Further, the maps

χ[β1...βj ,α1...αj ,ηj+1(0,∞)] 7→ e11 ⊗ (0⊕ e0j)

χ[β1...β|σ|,σ,η
|σ|+1(0,∞)] 7→ e1σ ⊗ (0⊕ e00)

χ[α1...αj ,β1...,βj ,ηj+1(∞,0)] 7→ e11 ⊗ (e0j ⊕ 0)

χ[α1...α|τ |,τ,η
|τ |+1(∞,0)] 7→ e1τ ⊗ (e00 ⊕ 0)

where |σ|, |τ | ≤ i, σ|σ| = γ|σ|, and τ|τ | = γ|τ | define a ∗−isomorphism from C∗(Gi|F 0
i
)

to Mm(i) ⊗ (K ⊕K). This yields

0 −→Mm(i) ⊗ (K ⊕K)
ι−→ C∗(Gi|Fi)

π−→Mm(i) ⊗ C(T) −→ 0

Theorem 3.4.3. K1(C∗(Gi|Fi)) = 0 and K0(C∗(Gi|Fi)) ∼= Z2, with generators

[χ[v1,v1,η1(∞,0)]]0 and [χ[v1,v1,Z(β1...βi+1)∩Fi]]0.

Proof. The exact sequence (2) in Theorem 3.4.2 induces the six-term exact sequence

Z2 K0(C∗(Gi|Fi)) Z

Z K1(C∗(Gi|Fi)) 0.

ι0∗ π0∗

δ1

π1∗ ι1∗

The element

u = e11 ⊗ z +
∑m(i)

j=2 (ejj ⊗ 1)

= χ[α1,β1,η2(∞,∞)] +
∑

σ χ[v1,v1,ση|σ|+1(∞,∞)]
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where |σ| ≤ i, σ|σ| = γ|σ| is a unitary generating K1(Mm(i) ⊗ C(T)) ∼= Z. Now

v = χ[α1,β1,{η2(j,k):j+k=∞}] +
∑

σ χ[v1,v1,Z(σ)∩Fi]

where |σ| ≤ i, σ|σ| = γ|σ| is a partial isometry such that π(v) = u. We compute

1− v∗v = χ[v1,v1,η1(∞,0)]

1− vv∗ = χ[v1,v1,η1(0,∞)]

which, like the G1 case, are rank-one projections in the left and right summands of

K ⊕ K. Then δ1[u]1 = (1,−1) so δ1(Z) = Z(1,−1). As before, K1(C∗(Gi|Fi) = 0, we

take [χ[v1,v1,η1(∞,0)]]0 = (1, 0) to be our second generator of K0(C∗(Gi|F 0
i
) ∼= Z, and we

again have a short-exact sequence

0 −→ Z −→ K0(C∗(Gi|Fi) −→ Z −→ 0.

Just as before, we conclude K0(C∗(Gi|Fi)
∼= Z2, generated by

(1, 0) = [χ[v1,v1,η1(∞,0)]]0, the generator of the left term, and a lift of [e11 ⊗ 1]0 =

[χ[v1,v1,η1(∞,∞)]]0, the generator of the right term

Z ∼= K0(C∗(Gi|F∞i ) ∼= K0(Mm(i) ⊗ C(T)).

The lift we choose is [χ[v1,v1,Z(β1...βi+1)∩Fi]]0.

Theorem 3.4.4. K1(C∗(Gi)) = 0 and K0(C∗(Gi)) ∼= (
⊕

`>iC(X`+1,Z))⊕ Z2.

Proof. Recall the exact sequence (1) from Theorem 3.4.2:

0 −→
⊕

`>i(Mn(`) ⊗ C(X`+1)) −→ C∗(Gi) −→ C∗(Gi|Fi) −→ 0

As we saw in the earlier case, the ideal is AF, so has trivial K1-group, and its K0-

group is
⊕

`>iC(X`+1,Z). We saw in Theorem 3.4.3 that K1(C∗(Gi|Fi)) = 0 so that

K1(C∗(Gi)) = 0 and we have a short-exact sequence of K0-groups
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0 −→
⊕

`>iC(X`+1,Z) −→ K0(C∗(Gi)) −→ Z2 −→ 0

and again, K0(C∗(Gi)) is the direct sum of the left and right K0-groups. We pick

[χ[v1,v1,Z(α1...αi)\Z(α1...αiβi+1)]]0 and [χ[v1,v1,Z(β1...βi+1)]]0 as lifts of the generators

[χ[v1,v1,η1(∞,0)]]0 and [χ[v1,v1,Z(β1...βi+1)∩F1]]0 of K0(C∗(Gi|Fi)) ∼= Z2 to be generators of

K0(C∗(Gi)) ∼= (
⊕

`>iC(X`+1,Z))⊕ Z2

together with the generators of the left term.

Positive elements in K0 will have a characterization similar to the previous case,

and we first make some observations generalizing those from before.

First, if µ = µ1 . . . µn and ν = ν1 . . . νn with µj, νj ∈ {αj, βj} for j > i, then the

partial isometry χ[µ,ν,Z(vn+1)] gives an equivalence between χZ(µ) and χZ(ν) in C∗(Gi).

Then using the observations preceding Proposition 3.3.5,

[χZ(β1...βi+1)]0 = [χZ(α1...αi+1)]0

= [χZ(α1...αi+1γi+2)]0 + [χZ(α1...αi+2)\Z(α1...αi+2βi+3)]0 + [χZ(α1...αi+1βi+2)]0

= [χZ(α1...αi+1γi+2)]0 + [χZ(α1...αi+2)\Z(α1...αi+2βi+3)]0 + [χZ(α1...αi+1αi+2)]0

= [χZ(α1...αi+1γi+2)]0 + [χZ(α1...αi+2)\Z(α1...αi+2βi+3)]0

+ [χZ(α1...αi+2γi+3)]0 + [χZ(α1...αi+3)\Z(α1...αi+3βi+4)]0 + [χZ(α1...αi+2βi+3)]0

= · · ·
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=
∑k

`=i+2[χZ(α1...α`−1γ`)]0 +
∑k

j=i+2[χZ(α1...αj)\Z(α1...αjβj+1)]0

+ [χZ(α1...αk)]0

=
∑k

`=i+2[χZ(α1...α`−1γ`)]0

+
∑k

j=i+2(
∑k

`=j+1[χZ(α1...α`−1γ`)]0 + [χZ(α1...αk)\Z(α1...αkβk+1)]0)

+ [χZ(α1...αk)]0

=
∑k

`=i+2[χZ(α1...α`−1γ`)]0

+
∑k

`=i+3(`− (i+ 2))[χZ(α1...α`−1γ`)]0

+ (k − (i+ 1))[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ [χZ(α1...αk)]0

=
∑k

`=i+2(`− (i+ 1))[χZ(α1...α`−1γ`)]0

+ (k − (i+ 1))[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ [χZ(α1...αk)]0.

Then for m,n ∈ Z, and for ` > i, z` = α1 . . . α`−1γ` and X`+1 = tjF`,j a finite union

of compact-open sets, we have

49



m[χZ(α1...αi)\Z(α1...αiβi+1)]0 + n[χZ(β1...βi+1)]0 = m
∑k

`=i+1[χZ(α1...α`−1γ`)]0

+ m[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n
∑k

`=i+2(`− (i+ 1))[χZ(α1...α`−1γ`)]0

+ n(k − (i+ 1))[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0

=
∑k

`=i+1(m+ (`− (i+ 1))n)[χZ(α1...α`−1γ`)]0

+ (m+ (k − (i+ 1))n)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0

=
∑k

`=i+1

∑
j(m+ (`− (i+ 1))n)[χ{z`}×F`,j ]0

+ (m+ (k − (i+ 1))n)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0.

We can now prove

Proposition 3.4.5. Fix a ∈ K0(C∗(Gi)) and write

a =
∑
`>i

m∑̀
j=1

c`,j[χ{z`,j}×F`,j ]0 +m[χZ(α1...αi)\Z(α1...αiβi+1)]0 + n[χZ(β1...βi+1)]0

where each F`,j ⊆ X`+1 is compact-open and for each `, { F`,j : 1 ≤ j ≤ m` } is a

partition of X`+1. As on page 35,

{z`,j : 1 ≤ j ≤ m`} = { x1 . . . x`−1γ` : xj 6= γj for i < j < ` }.
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Then a ≥ 0 if and only if for all ` and j we have c`,j +m+ (`− (i+ 1))n ≥ 0.

The proof is nearly identical to the case when i = 1, making some obvious changes

to indices.

Proof. Suppose for all `, j, we have c`,j + m + (` − (i + 1))n ≥ 0. Similar to before,

we must have c`,j = 0 for large enough `, and therefore n ≥ 0. Choose k such that

c`,j = 0 for all ` ≥ k and using our computations above, write

a =
∑

`>i

∑m`
j=1 c`,j[χ{z`,j}×F`,j ]0 +m[χZ(α1...αi)\Z(α1...αiβi+1)]0 + n[χZ(β1...βi+1)]0

=
∑k

`=i+1

∑m`
j=1(c`,i +m+ (`− (i+ 1))n)[χ{z`,j}×F`,j ]0

+ (m+ (k − (i+ 1))n)[χZ(α1...αk)\Z(α1...αkβk+1)]0 + n[χZ(α1...αk)]0.

If n > 0, also choose k such that m + (k − (i + 1))n ≥ 0 and the above shows that

a ≥ 0. If n = 0 then our initial assumption implies m ≥ 0 and the above shows a ≥ 0.

Now suppose we have a ∈ K0(C∗(Gi))+ and write a as above with the outlined

conventions. Fix x ∈ Ui and write

x = x1 . . . x`(x)−1γ`(x)x
′

where xi 6= γi for i < j < `(x) and x′ ∈ X`(x)+1. Define a ∗−homomorphism

πx : C∗(Gi|Ui) −→Mn(`(x))

as follows: For

f ∈ C∗(Gi|Ui) ∼=
⊕

`>i(C(X`+1,Mn(`)))

with f = (fi+1, fi+2, . . . , fk, . . . ) where fk ∈ C(Xk+1,Mn(k)), we define πx(f) =

f`(x)(x
′). We saw that C∗(Gi|Ui) is an ideal in C∗(Gi), so πx extends to a repre-

sentation
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π̃x : C∗(Gi) −→Mn(`(x))

Let

Ω = { µ1, . . . , µn(`(x)) }

= { α1 . . . αjβj+1 . . . β`(x)−1γ`(x) : 0 ≤ j < `(x) }

t { σα|σ|+1 . . . αjβj+1 . . . β`(x)−1γ`(x) : 0 < |σ| ≤ i, σ|σ| = γ|σ|, |σ| ≤ j < `(x) }

and for each 1 ≤ k ≤ n(`(x)), define

pk = χ{µk}×X`(x)+1

so that π̃x(pk) = ekk ∈ Mn(`(x)). Let j(x) be such that x′ ∈ F`(x),j(x) and pk(α) =

χ{µk(α)}×X`(x)+1
where µk(α) = α1 . . . α`(x)−1γ`(x). Since a ≥ 0,

0 ≤ π̃x(a)

= π̃x(
∑

`>i

∑m`
j=1 c`,j[χ{z`,j}×F`,j ]0 +m[χZ(α1...αi)\Z(α1...αiβi+1)]0 + n[χZ(β1...βi+1)]0)

=
∑

`>i

∑m`
j=1 c`,j[πx(χ{z`,j}×F`,j)]0

+ m[πx(
∑n(`(x))

k=1 pk ∗ χZ(α1...αi)\Z(α1...αiβi+1))]0

+ n[πx(
∑n(`(x))

k=1 pk ∗ χZ(β1...βi+1))]0

= c`(x),j(x)[πx(χ{z`(x),j(x)}×F`(x),j(x))]0

+ m[πx(pk(α))]0

+ n[πx(
∑
{k:µk∈Z(β1...βi+1)} pk)]0

= c`(x),j(x) +m+ (`(x)− (i+ 1))n.

52



We note that there are `(x) − (i + 1) choices for µk ∈ Z(β1 . . . βi+1); those µk ∈

{ α1 . . . αjβj+1 . . . β`(x)−1γ`(x) : 0 ≤ j < `(x) } where 0 ≤ j < `(x) − (i + 1) (since

µk must have at least i + 1 edges which are β). If a ∈ K0(C∗(Gi)) is positive, then

for any j and `, there is x ∈ X with j = j(x) and ` = `(x) so the inequalities above

hold.

We are now equipped to analyze C∗(G), the limit of {C∗(Gi), ι}.

3.5 Analysis of C∗(G)

Our first step in identifying C∗(G) is to consider the connecting maps

K0(C∗(Gi)) 7→ K0(C∗(Gi+1))

and to do so, we will need a lemma, the argument for which was provided by

Spielberg. For ease of notation, we will suppress subscripts and write αjβk =

α1 . . . αjβj+1 . . . βj+k and αjβkγ = α1 . . . αjβj+1 . . . βj+kγj+k+1.

Lemma 3.5.1. Fix n ≥ 0 and let

Wn = { x ∈ Z(v0) : xi 6= γi for i ≤ n }.

Put

P
(1)
n = {Z(αn+1βj) \ Z(αn+1βj+1) : j ≤ n}

P
(2)
n = {Z(αjβn+1) \ Z(αj+1βn+1) : j ≤ n}

P
(3)
n = {Z(αjβkγ) : j + k ≥ n, k ≤ j ≤ n}

P
(4)
n = {Z(αkβjγ) : j + k ≥ n, k < j ≤ n}

P
(5)
n = {Z(αn+1βn+1)}

Pn = ∪5
r=1P

(r)
n .
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Then Pn is a partition of Wn that refines Z(ν) for every ν ∈ v0Λ with |ν| = n and

νi 6= γi for i ≤ n.

Proof. First we show that Wn = ∪Pn. It’s clear that ∪Pn ⊆ Wn. To show the other

inclusion, fix x ∈ Wn and let p = min{j : xj = γj} so n + 1 ≤ p ≤ ∞. We have

several cases to consider

1. Suppose p ≤ 2n+ 1. Then x ∈ Z(αjβkγ) where n ≤ j + k ≤ 2n.

(a) If k ≤ j ≤ n, then Z(αjβkγ) ∈ P (3)
n .

(b) If j > n, then k < n. Then Z(αjβkγ) ⊆ Z(αn+1βk) \ Z(αn+1βk+1), which

is a set in P
(1)
n .

(c) If j < k ≤ n, then Z(αjβkγ) ∈ P (4)
n .

(d) If k > n, then j < n. Then Z(αjβkγ) ⊆ Z(αjβn+1) \ Z(αj+1βn+1), which

is a set in P
(2)
n .

2. Suppose p > 2n + 1. If x /∈ Z(αn+1βn+1), a set in P
(5)
n , then there are two

possibilities.

(a) If ` = |{j < p : xj = βj}| ≤ n, then x ∈ Z(αn+1β`) \ Z(αn+1β`+1), a set in

P
(1)
n .

(b) If ` = |{j < p : xj = αj}| ≤ n, then x ∈ Z(α`βn+1) \ Z(α`+1βn+1), a set in

P
(2)
n .

Then in all cases, we have x ∈ ∪Pn so Wn = ∪Pn.

Next let ν ∈ v0Λ with |ν| = n and νj 6= γj for j ≤ n. Let S ∈ Pn be such

that S ∩ Z(ν) 6= ∅. We will show that S ⊆ Z(ν). Let ν = αkβn−k so that Z(ν) =

Z(αk) ∩ Z(βn−k).
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First suppose S ∈ P (1)
n so S = Z(αn+1βj) \ Z(αn+1βj+1) for some j ≤ n. Then

S = Z(αn+1) ∩ Z(βj) \ Z(βj+1). Since Z(ν) ∩ S 6= ∅, we know Z(βn−k) ∩ (Z(βj) \

Z(βj+1)) 6= ∅, hence n−k ≤ j. Therefore Z(βj)\Z(βj+1) ⊆ Z(βn−k), and since k ≤ n,

Z(αn+1) ⊆ Z(αk). Therefore S = Z(αn+1) ∩ Z(βj) \ Z(βj+1) ⊆ Z(αk) ∩ Z(βn−k) =

Z(ν). If S ∈ P (2)
n , the argument is analogous.

Now suppose S ∈ P
(3)
n so S = Z(αjβ`γ) with j + ` ≥ n and ` ≤ j ≤ n. Then

S = (Z(αj) \ Z(αj+1)) ∩ Z(β`) \ Z(β`+1)). Since Z(ν) ∩ S 6= ∅, k ≤ j and n− k ≤ `,

hence S ⊆ Z(ν). The argument where S ∈ P (4)
n is analogous.

Finally, since k, n−k < n+1, we have Z(αn+1βn+1) ⊆ Z(ν). Therefore Pn refines

Z(ν).

Lastly we show the elements of Pn are pairwise disjoint. For S ∈ Pn we consider

how many occurrences of α’s and β’s, before the first occurrence of a γ, there must

be in elements of S.

Elements of P
(1)
n are distinguished from each other by the number of β’s, and

elements of P
(2)
n are distinguished from each other by the number of α’s. Elements

of P
(1)
n are distinguished from elements of P

(2)
n by the fact that the former have at

most n β’s while the latter have at least n + 1. For an element in P
(3)
n or P

(4)
n the

number of α’s and β’s are exact, and different for different elements. Both are less

than n + 1 which makes these sets disjoint from P
(1)
n and P

(2)
n . Finally, every set in

∪4
r=1P

(r)
n has at most one occurrence of at least one of α or β, which makes it disjoint

from Z(αn+1βn+1)

Recall for µ ∈ Λ the map τµ : Xs(µ) → Xr(µ) that takes x ∈ Xs(µ) to µx ∈ Xr(µ).

Lemma 3.5.1 implies the following:

Proposition 3.5.2. Fix n ≥ 0 and let

Qn = ∪{τµ(Pm) : |µ| ≤ n µ|µ| = γ|µ|, |µ|+m = n}
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where Pm is as in Lemma 3.5.1. Then Qn is a partition of Z(v0) that refines Z(ν)

for all ν ∈ v0Λ with |ν| ≤ n.

Proof. Fix n ≥ 0 and µ 6= ν ∈ v0Λ with |µ| ≤ |ν| ≤ n and suppose x ∈ µPm, and

y ∈ νPm′ . If |µ| = |ν|, then µ /∈ y and ν /∈ x (and hence x /∈ νPm′ and y /∈ µPm) since

otherwise they have a common extension, say µµ′ = λ = νν ′. But then Proposition

3.1.2 implies µ = λ1 . . . λ|µ| = ν. If |µ| < |ν|, then x|ν| 6= γ|ν| while y|ν| = γ|ν| so that

again, x /∈ νPm′ and y /∈ µPm. In either case, µPm and νPm′ are pairwise disjoint.

Any two sets in µPm are disjoint since any two sets in Pm must be.

To see that Qn refines Z(ν), first suppose |ν| = n and write ν = ηθ where η|η| = γ|η|

and θi 6= γi for any i. Define θ′ by θ′i = θi−|η|. Then by Lemma 3.5.1,

Z(θ′) = ∪{w ∈ P|θ| : w ⊆ Z(θ′)}

and therefore

Z(ν) = ∪{ηw : w ∈ P|θ|, w ⊆ Z(θ′)}

where |η| + |θ| = n so each ηw ∈ Qn. Now if |ν| < n and m = n − |ν|, then

Z(ν) = ∪|ρ|=mZ(νρ). For each such ρ, Z(νρ) is a disjoint union of sets in Qn, by the

above, and hence

Z(ν) = ∪{w ∈ Qn : w ⊆ Z(νρ), |ρ| = m}

which we can take to be disjoint by throwing out repeated w’s. That Qn partitions

Z(v0) follows readily.

Recall that

K0(C∗(Gi)) ∼= (
⊕

`>iC(X`+1,Z))⊕ Z2

where a typical generator of the leftmost direct sum is [χ{z`,j}×F`,j ]0.
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Lemma 3.5.3. For each a = [χ{z`,j}×F`,j ]0 ∈ K0(C∗(Gi)), there is h > i such that un-

der the induced map K0(C∗(Gi))→ K0(C∗(Gh)), the image of a lies in the summand

Z2 for K0(C∗(Gh)).

Proof. For ` ≥ i+ 2, it is clear that

[χ{z`,j}×F`,j ]0 ∈ K0(C∗(Gi)) 7→ [χ{z`,j}×F`,j ]0 ∈ K0(C∗(Gi+1))

If ` = i+ 1 and F`,j = X`+1, then in K0(C∗(Gi)),

[χ{z`,j}×F`,j ]0 = [χZ(α1...αiγi+1)]0

= [χZ(α1...αiγi+1)\Z(α1...αiγi+1βi+2)]0 + [χZ(α1...αiγi+1βi+2)]0

Now in K0(C∗(Gi+1))

[χZ(α1...αiγi+1)\Z(α1...αiγi+1βi+2)]0 = [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0

and [χZ(α1...αi+1γi+1βi+2)]0 = [χZ(β1...βi+2)]0

so we have

[χ{z`,j}×X`+1
]0 ∈ K0(C∗(Gi)) 7→ [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0 + [χZ(β1...βi+2)]0 ∈

K0(C∗(Gi+1))

where the elements on the right are generators of the summand Z2 in K0(C∗(Gi+1)).

Now suppose ` = i+1 and take F`,j ( X`+1, compact-open. Since F`,j is compact,

it suffices to consider the case when F`,j = Z(ν) \ ∪mk=1Z(νk) where the νk extend ν.

Fix n ≥ |ν|, |νk| for all k. Then Proposition 3.5.2 implies that for each k,

Z(νk) = t{w ∈ Qn : w ⊆ Z(νk)}

and Z(ν) = t{w ∈ Qn : w ⊆ Z(ν)}

so Z(ν) \ ∪kZ(νk) = t{w ∈ Qn : w ⊆ Z(ν), w * Z(νk) any k}.
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Each w ∈ Qn has the form

Z(µαmβk) \ Z(µαmβk+1),

Z(µαkβm) \ Z(µαk+1βm),

Z(µα`βkγ), Z(µα`βkγ),

or Z(µαmβm)

so that {z`,j} × w has the form

Z(z`,jµα
mβk) \ Z(z`,jµα

mβk+1),

Z(z`,jµα
kβm) \ Z(z`,jµα

k+1βm),

Z(z`,jµα
`βkγ), Z(z`,jµα

`βkγ),

or Z(z`,jµα
mβm).

Then for each {z`,j} × w, there is a k such that χ{z`,j}×w ∼ χE where

E ∈ {Z(α1 . . . αk) \ Z(α1 . . . αkβk+1), Z(β1 . . . βk+1)}.

Therefore, for some large enough h, [χ{z`,j}×F`,j ]0 is a sum of generators of the Z2

summand in K0(C∗(Gh)).

Lemma 3.5.4. The induced map K0(C∗(Gi))→ K0(C∗(Gi+1)) carries the summand

Z2 of K0(C∗(Gi)) into the summand Z2 of K0(C∗(Gi+1)), and this restriction is im-

plemented by the matrix ( 2 1
1 1 ).

Proof. We have

[χZ(α1...αi)\Z(α1...αiβi+1)]0 = [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0 + [χZ(α1...αiγi+1)]0

= [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0 + [χZ(α1...αiγi+1)\Z(α1...αiγi+1βi+2)]0

+ [χZ(α1...αiγi+1βi+2)]0.

Since
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[χZ(α1...αiγi+1)\Z(α1...αiγi+1βi+2)]0 = [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0

and [χZ(α1...αi+1γi+1βi+2)]0 = [χZ(β1...βi+2)]0

in K0(C∗(Gi+1)), we see that

[χZ(α1...αi)\Z(α1...αiβi+1)]0 7→ 2[χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0 + [χZ(β1...βi+2)]0.

Finally,

[χZ(β1...βi+1)]0 = [χZ(β1...βi+1)\Z(β1...βi+2)]0 + [χZ(β1...βi+2)]0

so that

[χZ(β1...βi+1)]0 7→ [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0 + [χZ(β1...βi+2)]0,

again, using equivalences in K0(C∗(Gi+1)).

Theorem 3.5.5. K0(C∗(G)) ∼= Z2.

Proof. If we let {ιi∗} be the connecting maps in K0 induced by the inclusions

C∗(Gi) ↪→ C∗(Gi+1) and C∗(Gi) ↪→ C∗(G), then for

a ∈ K0(C∗(G)) = ∪i≥1ιi∗(K0(C∗(Gi)))

with

a =
∑
`>i

m∑̀
j=1

c`,j[χ{z`,j}×F`,j ]0 +m[χZ(α1...αi)\Z(α1...αiβi+1)]0 + n[χZ(β1...βi+1)]0

for some i, note that ∑
`>i

m∑̀
j=1

c`,j[χ{z`,j}×F`,j ]0

is a finite sum. Given our observations about the maps

K0(C∗(Gi)) 7→ K0(C∗(Gi+1))
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namely that generators of Z2 in K0(C∗(Gi)) map to generators of Z2 in K0(C∗(Gi+1)),

and generators of
⊕

`>iC(X`+1,Z) in K0(C∗(Gi)) must map to generators of Z2 in

K0(C∗(Gi+k)) for sufficiently large k, we conclude that for some p ≥ i,

a = mp[χZ(α1...αp)\Z(α1...αpβp+1)]0 + np[χZ(β1...βp+1)]0

in K0(C∗(Gp)). Thus,

K0(C∗(G)) ∼= Z2

the limit of the inductive sequence

Z2 −→ Z2 −→ Z2 −→ · · ·

with the connecting maps given by the matrix

B =


2 1

1 1


.

by Lemma 3.5.4.

Using the above, we will compute K0(C∗(G))+.

Theorem 3.5.6. Let τ = 1+
√

5
2

. Then

K0(C∗(G))+ = {
(
x

y

)
∈ Z2 : y + τx ≥ 0}.

Proof. The ith group in the inductive sequence defining K0(C∗(G)) is generated by

ai := [χZ(α1...αi)\Z(α1...αiβi+1)]0

and bi := [χZ(β1...βi+1)]0
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If a = mai +nbi, then Proposition 3.4.5 implies a ≥ 0 if and only if m,n ≥ 0, so that

the positive cone in each term of the inductive sequence is the standard N2. Letting

A = B−1 =


1 −1

−1 2


we will compute

∪n≥1A
n(N2) ∼= K0(C∗(G))+

using the fact that A is an isomorphism of Z2.

To compute An(N2), we first diagonalize A = XDX−1 where

D =


3+
√

5
2

0

0 3−
√

5
2



X =


− 2

1+
√

5
− 2

1−
√

5

1 1



X−1 = − 1√
5


1 2

1−
√

5

−1 − 2
1+
√

5


.

Let λ1 = 3+
√

5
2

and λ2 = 3−
√

5
2

so that

D =


λ1 0

0 λ2


.
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Straightforward computations show

X


1 0

0 (λ2
λ1

)n

X−1


1

0

 =
1√
5


2

1+
√

5
− 2

1−
√

5
(λ2
λ1

)n

−1− (λ2
λ1

)n


and

X


1 0

0 (λ2
λ1

)n

X−1


0

1

 = − 1√
5


1 + (λ2

λ1
)n

2
1−
√

5
− 2

1+
√

5
(λ2
λ1

)n


.

Since 0 < λ2
λ1
< 1,

X


1 0

0 (λ2
λ1

)n

X−1


1

0

 −→


2
5+
√

5

− 1√
5


and

X


1 0

0 (λ2
λ1

)n

X−1


0

1

 −→

− 1√

5

2
5−
√

5


.

These vectors lie on the same line, namely the line through the origin with slope

2
1−
√

5
= −1+

√
5

2
. Therefore, K0(C∗(G))+ is the upper half-plane defined by this line,

which we determine since, say, (1, 1) ∈ K0(C∗(Gi))+ for every i ≥ 1.

To identify C∗(G) we will appeal to classification results, and to do so we will

need to show it has a unique tracial state. Our first step will be showing that there

is a unique invariant Borel probability measure on G0. To this end, we first create a

sequence of partitions of G0 (which we will frequently identify with v1X). We begin

with an observation:
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Z(v1) = Z(α1) ∪ Z(β1) ∪ Z(γ1)

= (Z(α1) \ Z(α1β2)) t (Z(β1) \ Z(β1β2)) t Z(β1β2) t Z(γ1)

= (Z(α1) \ Z(α1β2)) t (Z(β1) \ Z(β1β2)) t (Z(γ1) \ Z(γ1β2))

t Z(β1β2) t Z(γ1β2).

In general, we can make the following decompositions:

Z(µ) \ Z(µβ|µ|+1) = Z(µγ|µ|+1) t (Z(µα|µ|+1) \ Z(µα|µ|+1β|µ|+2))

and Z(ν) = (Z(ν) \ Z(νβ|ν|+1)) t Z(νβ|ν|+1).

Now define

A1 = {Z(α1) \ Z(α1β2), Z(β1) \ Z(β1β2), Z(γ1) \ Z(γ1β2) }

B1 = { Z(β1β2), Z(γ1β2) },

and for i ≥ 1, we will recursively define collections Ai and Bi where each E ∈ Ai

has the form E = Z(µ) \ Z(µβ|µ|+1) and each E ∈ Bi has the form E = Z(ν) where

ν|ν| = β|ν| and such that the elements in Ai and Bi are pairwise disjoint. It’s clear

that the collections A1 and B1 have these properties, so for i ≥ 1, define Ai+1 and

Bi+1 as follows.

Observe that for Z(µ) \ Z(µβ|µ|+1) ∈ Ai, we can write

Z(µ) \ Z(µβ|µ|+1) = Z(µγ|µ|+1) t (Z(µα|µ|+1) \ Z(µα|µ|+1β|µ|+2)),

Z(µγ|µ|+1) = (Z(µγ|µ|+1) \ Z(µγ|µ|+1β|µ|+2)) t Z(µγ|µ|+1β|µ|+2),

and for Z(ν) ∈ Bi,

Z(ν) = (Z(ν) \ Z(νβ|ν|+1)) t Z(νβ|ν|+1).
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Now let

B′i = { Z(µγ|µ|+1) : Z(µ) \ Z(µβ|µ|+1) ∈ Ai }

Since the elements of Ai and Bi are pairwise disjoint, it’s clear that this is true of Bi

and B′i as well. Then define

Ai+1 = {Z(ν) \ Z(νβ|ν|+1) : Z(ν) ∈ Bi tB′i }

t { Z(σα|σ|+1) \ Z(σα|σ|+1β|σ|+2) : Z(σ) \ Z(σβ|σ|+1) ∈ Ai }

Bi+1 = { Z(µβ|µ|+1) : Z(µ) ∈ Bi tB′i }.

Since the elements of Ai and Bi are pairwise disjoint, the decompositions above used

to define Ai+1 and Bi+1 show that the elements of Ai+1 and Bi+1 are also pairwise

disjoint.

We make several observations about Ai and Bi for i ≥ 1:

First, for Z(µ) \ Z(µβ|µ|+1) ∈ Ai and Z(ν) ∈ Bi, we have |µ| = i and |ν| = i + 1.

This is clearly true for A1 and B1. Suppose it holds for some i ≥ 1. For Z(µγ|µ|+1) ∈

B′i, |µ| = i since Z(µ)\Z(µβ|µ|+1) ∈ Ai. Then for Z(νβ|ν|+1) ∈ Bi+1, |νβ|ν|+1| = |ν|+1

where Z(ν) ∈ Bi tB′i, so |ν| = i+ 1 and hence |νβ|ν|+1| = i+ 2.

Further, for Z(ν) \ Z(νβ|ν|+1) ∈ Ai+1 where Z(ν) ∈ Bi tB′i, then |ν| = i+ 1. On

the other hand, if Z(σα|σ|+1) \Z(σα|σ|+1β|σ|+2) ∈ Ai+1 where Z(σ) \Z(σβ|σ|+1) ∈ Ai,

then |σ| = i so that |σα|σ|+1| = i+ 1.

Also note that for each i ≥ 1, Ai t Bi is a partition of Z(v1). This is clearly

true for A1 t B1, and is true for i > 1 since each Ai+1 t Bi+1 refines Ai t Bi. To

see this, let Z(σ) ∈ Bi. Then Z(σβ|σ|+1) ∈ Bi+1 and Z(σ) \ Z(σβ|σ|+1) ∈ Ai+1

so Z(σ) = Z(σβ|σ|+1) t Z(σ) \ Z(σβ|σ|+1). Now let Z(ν) \ Z(νβ|ν|+1) ∈ Ai. Then

Z(νγ|ν|+1) ∈ B′i so Z(νγ|ν|+1) \ Z(νγ|ν|+1β|ν|+2) ∈ Ai+1 and Z(νγ|ν|+1β|ν|+2) ∈ Bi+1.

Also Z(να|ν|+1) \ Z(να|ν|+1β|ν|+2) ∈ Ai+1. Then
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Z(ν) \ Z(νβ|ν|+1) =

(Z(να|ν|+1) \ Z(να|ν|+1β|ν|+2)) t Z((νγ|ν|+1) \ Z(νγ|ν|+1β|ν|+2)) t Z(νγ|ν|+1β|ν|+2).

This shows that ∪(Ai+1 tBi+1) = ∪(Ai tBi).

We can also see that for i ≥ 1,

|Ai| = f2i+2

and |Bi| = f2i+1

where fj is the jth Fibonacci number (using here and throughout the convention that

f0 = 0). Observe that this claim is true for |A1| = 3 = f4 and |B1| = 2 = f3. Now

suppose |Ai| = f2i+2 and |Bi| = f2i+1 for some i ≥ 1. Then

|Ai+1| = |Bi|+ |B′i|+ |Ai|

= |Bi|+ |Ai|+ |Ai|

= f2i+1 + f2i+2 + f2i+2

= f2i+3 + f2i+2

= f2i+4

= f2(i+1)+2

and
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|Bi+1| = |Bi|+ |B′i|

= |Bi|+ |Ai|

= f2i+1 + f2i+2

= f2i+3

= f2(i+1)+1.

Now, suppose µ is an invariant Borel probability measure on G0. Note that for

Z(σ) \ Z(σβ|σ|+1), Z(ν) \ Z(νβ|ν|+1) ∈ Ai,

s([σ, ν, Z(β|ν|+1)c]) = Z(ν) \ Z(νβ|ν|+1)

and r([σ, ν, Z(β|ν|+1)c]) = Z(σ) \ Z(σβ|σ|+1)

so that

µ(Z(ν) \ Z(νβ|ν|+1)) = µ(Z(σ) \ Z(σβ|σ|+1))

since µ is invariant. Similarly, for Z(σ), Z(ν) ∈ Bi,

s([σ, ν, Z(v|ν|+1)]) = Z(ν)

and r([σ, ν, Z(v|ν|+1)]) = Z(σ)

so that µ(Z(ν)) = µ(Z(σ)).

Now for each i ≥ 1, pick Z(σ) \ Z(σβ|σ|+1) ∈ Ai and Z(ν) ∈ Bi and let ai =

µ(Z(σ) \Z(σβ|σ|+1)) and bi = µ(Z(ν)). These are well-defined by the previous obser-

vations. Observe
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Z(σ) \ Z(σβ|σ|+1) = Z(σγ|σ|+1) t Z(σα|σ|+1) \ Z(σα|σ|+1β|σ|+2)

= Z(σγ|σ|+1) \ Z(σγ|σ|+1β|σ|+2)

t Z(σα|σ|+1) \ Z(σα|σ|+1β|σ|+2)

t Z(σγ|σ|+1β|σ|+2)

so that ai = 2ai+1 + bi for every i ≥ 1. Similarly,

Z(ν) = Z(ν) \ Z(νβ|ν|+1) t Z(νβ|ν|+1)

so that, for each i ≥ 1, bi = ai+1 + bi+1. Recalling the maps

B =


2 1

1 1

 and A = B−1 =


1 −1

−1 2


we have

B


ai+1

bi+1

 =


ai

bi

 and A


ai

bi

 =


ai+1

bi+1


We will make extensive use of the following lemma.

Lemma 3.5.7. Given

A =


1 −1

−1 2


and n ≥ 1,

An =


f2n−1 −f2n

−f2n f2n+1


where fm is the mth Fibonacci number (with f0 = 0).
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Proof. The proof is by induction. Clearly,

A1 =


1 −1

−1 2

 =


f1 −f2

−f2 f3


,

so suppose for some n ≥ 1 that

An =


f2n−1 −f2n

−f2n f2n+1


.

Then

An+1 = AAn

=


1 −1

−1 2



f2n−1 −f2n

−f2n f2n+1



=


f2n−1 + f2n −f2n − f2n+1

−f2n−1 − 2f2n f2n + 2f2n+1



=


f2n+1 −f2n+2

−f2n+1 − f2n f2n+2 + 2f2n+1



=


f2n+1 −f2n+2

−f2n+2 f2n+3



=


f2(n+1)−1 −f2(n+1)

−f2(n+1) f2(n+1)+1


.
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We will now compute a1 and b1, and subsequently, ai and bi for i ≥ 1. Fix n ≥ 1.

Then by Lemma 3.5.7
an+1

bn+1

 = An


a1

b1

 =


f2n−1 −f2n

−f2n f2n+1



a1

b1

 =


f2n−1a1 − f2nb1

−f2na1 + f2n+1b1


Since A1 tB1 partitions Z(v1) and µ is a probability measure, we have 3a1 + 2b1 = 1

so b1 = 1−3a1
2

. Then 
an+1

bn+1

 = An


a1

b1



=


f2n−1a1 − f2n

1− 3a1

2

−f2na1 + f2n+1
1− 3a1

2

 =


2a1f2n−1 + 3a1f2n − f2n

2

−2a1f2n − 3a1f2n+1 + f2n+1

2



=


a1(2f2n−1 + 3f2n)− f2n

2

−a1(2f2n + 3f2n+1) + f2n+1

2

 =


a1(f2n+1 + f2n−1 + 2f2n)− f2n

2

−a1(f2n+2 + f2n + 2f2n+1) + f2n+1

2



=


a1(2f2n+1 + f2n)− f2n

2

−a1(2f2n+2 + f2n+1) + f2n+1

2



=


a1(f2n+1 + f2n+2)− f2n

2

−a1(f2n+2 + f2n+3) + f2n+1

2

 =


a1f2n+3 − f2n

2

f2n+1 − a1f2n+4

2


.

Then
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an+1 = a1f2n+3−f2n
2

and bn+1 = f2n+1−a1f2n+4

2
.

Since µ is a probability measure, we have

0 ≤ a1f2n+3 − f2n

2
≤ 1

and

0 ≤ f2n+1 − a1f2n+4

2
≤ 1,

so that

f2n

f2n+3

≤ a1 ≤
f2n + 2

f2n+3

and

f2n+1

f2n+4

≥ a1 ≥
f2n+1 − 2

f2n+4

,

and therefore

f2n

f2n+3

≤ a1 ≤
f2n+1

f2n+4

. (?)

We will now apply Binet’s formula, which states fj = 1√
5
(τ j − (1 − τ)j) where

τ = (1 +
√

5)/2. Then (?) becomes

τ 2n − (1− τ)2n

τ 2n+3 − (1− τ)2n+3
≤ a1 ≤

τ 2n+1 − (1− τ)2n+1

τ 2n+4 − (1− τ)2n+4
(†)

We will use these inequalities to show a1 = 1
τ3

but first we need the following obser-

vation. Note that

1 <
1 +
√

4

2
< τ <

1 +
√

9

2
= 2

so

−1 > −τ > −2

and

0 > 1− τ > −1
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Since τ > 1, 0 < 1
τ
< 1, so − 1

τ
> −1. Therefore,

0 >
1− τ
τ

> −1

τ
> −1

and hence (
1− τ
τ

)n
−→ 0 as n −→∞.

Then returning to (†), beginning with the left term, we see

τ 2n − (1− τ)2n

τ 2n+3 − (1− τ)2n+3
=

1−
(

1−τ
τ

)2n

τ 3 − (1− τ)3
(

1−τ
τ

)2n

−→ 1

τ 3
,

and on the right

τ 2n+1 − (1− τ)2n+1

τ 2n+4 − (1− τ)2n+4
=

1−
(

1−τ
τ

)2n+1

τ 3 − (1− τ)3
(

1−τ
τ

)2n+1

−→ 1

τ 3

and from this we conclude a1 = 1
τ3

.

Before computing b1 and then ai and bi for all i ≥ 1, we give a lemma which will

be used several times.

Lemma 3.5.8. For n ≥ 0 and τ = (1 +
√

5)/2,

1

τn
= (−1)n(fn+1 − fnτ)

where fj is the jth Fibonacci number.

Proof. The proof is by induction on n. When n = 0,

1
τ0

= 1

= (−1)0(1− 0τ)

= (−1)0(f1 − f0τ)
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Now suppose

1

τn
= (−1)n(fn+1 − fnτ)

for some n ≥ 0. Then, using 1/τ = τ − 1 and τ 2 = τ + 1,

1
τn+1 = 1

τn
1
τ

= (−1)n(fn+1 − fnτ) 1
τ

= (−1)n(fn+1 − fnτ)(τ − 1)

= (−1)n(fn+1τ − fn+1 − fnτ 2 + fnτ)

= (−1)n(fn+1τ − fn+1 − fn(τ + 1) + fnτ)

= (−1)n(fn+1τ − fn+1 − fnτ − fn + fnτ)

= (−1)n(fn+1τ − fn+1 − fn)

= (−1)n(fn+1τ − fn+2)

= (−1)n+1(fn+2 − fn+1τ).

We can now compute
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b1 = 1−3a1
2

=
1−3( 1

τ3
)

2

= 1−3((−1)3(f4−f3τ))
2

= 1−3(−(3−2τ))
2

= 1−3(2τ−3))
2

= 1−6τ+9
2

= 10−6τ
2

= 5− 3τ

= (−1)4(f5 − f4τ)

= 1
τ4

and we are now ready to prove:

Proposition 3.5.9. Let µ be an invariant Borel probability measure on G0 and τ =

(1 +
√

5)/2. For n ≥ 0 and any σ = σ1 . . . σn ∈ v1Λ let

an = µ(Z(σ) \ Z(σβ|σ|+1))

bn = µ(Z(σβ|σ|+1))

Then an = 1/τ 2n+1 and bn = 1/τ 2n+2.
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Proof. The proof will be in two parts; we first prove the claim for n ≥ 1 by inducting

on n, and then compute directly for the case when n = 0. We saw above that

a1 =
1

τ 3
and b1 =

1

τ 4

so suppose that

an =
1

τ 2n+1
and bn =

1

τ 2n+2

for some n ≥ 1. Since 
an+1

bn+1

 = A


an

bn



=


1 −1

−1 2



an

bn



=


an − bn

2bn − an


then (using (τ − 1) = 1

τ
)

74



an+1 = an − bn

= 1
τ2n+1 − 1

τ2n+2

= 1
τ2n+1

(
1− 1

τ

)
= 1

τ2n+1

(
τ−1
τ

)
= 1

τ2n+1

(
1
τ
· 1
τ

)
= 1

τ2n+3

= 1
τ2(n+1)+1

Since τ 2 = τ + 1, we have

1

τ 2
= (τ − 1)2 = τ 2 − 2τ + 1 = τ + 1− 2τ + 1 = 2− τ

so that

bn+1 = 2bn − an

= 2
τ2n+2 − 1

τ2n+1

= 1
τ2n+2 (2− τ)

= 1
τ2n+2 · 1

τ2

= 1
τ2(n+1)+2

For the case when n = 0, note that

Z(β1) = Z(β1) \ Z(β1β2) t Z(β1β2)

so
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b0 = a1 + b1

= 1
τ3

+ 1
τ4

= 1
τ4

(τ + 1)

= 1
τ4
τ 2

= 1
τ2

Since µ is a probability measure, µ(Z(v1)) = 1 and therefore

a0 = µ(Z(β1)c)

= µ(Z(v1))− µ(Z(β1))

= 1− 1
τ2

= τ2−1
τ2

= 1
τ2

(τ 2 − 1)

= 1
τ2

(τ + 1− 1)

= 1
τ2
τ

= 1
τ

The proposition above shows that there is at most one invariant Borel probability

measure on G0. Defining a measure µ0 on cylinder sets as above gives a finitely

additive measure on the algebra A generated by cylinder sets. Since the sets in A

are compact, any countable disjoint union in A is equal to a finite disjoint union, so
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µ0 is a premeasure. Then µ0 extends to a measure µ on the Borel subsets of G0, so

we have a unique Borel probability measure on G0. The following argument provided

by Spielberg is based on the argument in (11, Proposition 1.1) (see also (9, Corollary

1.2)) and shows that traces on C∗(G) are in one-to-one correspondence with invariant

Borel probability measures on G0 (so that C∗(G) has a unique tracial state). We will

see shortly (Claim 3.5.12 and the remarks following it) that G satisfies the conditions

of the following proposition.

Proposition 3.5.10. Let G be a Hausdorff étale groupoid. Suppose

1. the orbits with nontrivial isotropy are infinite (i.e. if xGx 6= {x} then r(Gx) is

an infinite set);

2. Iso(G) \G0 is a discrete subset of G.

Then every trace on C∗r (G) factors through the conditional expectation E.

Proof. Let τ be a trace on C∗r (G). Define a measure µ on G0 by τ |C0(G0) =
∫
G0 ·dµ. We

first show that µ is invariant. Let U be an open bisection with compact closure and

choose φn ∈ Cc(G0) with 0 ≤ φn ≺ χr(U) and φn ↗ χr(U). Put ψn = χU−1 ∗ φn ∗χU =

φn(U · U−1). Then 0 ≤ ψn ≺ χs(U) and ψn ↗ χs(U). Let fn = φ
1/2
n ∗ χU and

gn = ψ
1/2
n ∗ χU−1 . Then fn ∗ gn = φn, gn ∗ fn = ψn, and

µ(r(U)) = lim
n

∫
φndµ = lim

n
τ(fn ∗ gn) = lim

n
τ(gn ∗ fn) = lim

n

∫
ψndµ = µ(s(U)).

Since µ is invariant, for α ∈ G, µ({s(α)}) = µ({r(α)}) so that if Ω ⊆ G0 is an

orbit, then µ({x}) = µ({y}) for all x, y ∈ Ω. If the isotropy on Ω is nontrivial, then

Ω is infinite by (1) so that µ(Ω) = 0 since µ is a probability measure (since τ is a

trace).

Now suppose h ∈ Cc(G) with supp(h) ∩ G0 = ∅. Using a standard partition of

unity argument, we may as well assume supp(h) ⊆ U for some open bisection U with
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compact closure and U ∩G0 = ∅, and also that h ≥ 0. By (2), U contains only finitely

many elements of Iso(G), say α1, . . . , αm. Write h = ρ∗χU with ρ ∈ Cc(r(U)). Choose

a sequence (ρn) in Cc(G
0) with 0 ≤ ρn ≤ ρ, ρn = 0 near α1, . . . , αm, and such that

ρn → ρ pointwise on r(U) \ {r(α1), . . . , r(αm)}. Since orbits with nontrivial isotropy

have measure zero, it follows that ρn → ρ in µ−measure. Let hn = ρn ∗χU . We show

that τ(hn) = 0. Cover supp(hn) with finitely many open bisections Wn,i ⊆ U such

that Wn,i ∩ Iso(G) = ∅. Using a partition of unity we may write hn as a sum
∑

i hn,i

with supp(hn,i) ⊆ Wn,i. Since Wn,i∩Iso(G) = ∅, for α ∈ Wn,i, r(α) 6= s(α), so that

α has a neighborhood V such that r(V ) ∩ s(V ) = ∅. Then we may as well assume

r(Wn,i) ∩ s(Wn,i) = ∅. Defining ρn,i by hn,i = ρn,i ∗ χWni,
with supp(ρn,i) ⊆ r(Wn,i)

we have

τ(hn,i) = τ(ρ
1/2
n,i ∗ ρ

1/2
n,i ∗ χWn,i

)

= τ(ρ
1/2
n,i ∗ χWn,i

∗ ρ1/2
n,i )

= τ(ρ
1/2
n,i ρn,i(Wn,i

−1 ·Wn,i)
1/2 ∗ χWn,i

)

= τ(0)

= 0,

since ρn,i|s(Wn,i) = 0. Therefore τ(hn) = 0. Recall the Cauchy-Schwartz inequality

for states: if ω is a state on a C∗-algebra, then |ω(ab)| ≤ ω(aa∗)1/2ω(b∗b)1/2. Now we

have
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h− hn = (ρ− ρn) ∗ χU

= (ρ− ρn)1/2 ∗ ((ρ− ρn)1/2 ∗ χU)

=: Fn ∗Gn;

|τ(h− hn)| = |τ(Fn ∗Gn)|

≤ τ(Fn ∗ F ∗n)1/2τ(G∗n ∗Gn)1/2

= τ(ρ− ρn)1/2τ(χU−1 ∗ (ρ− ρn) ∗ χU)1/2.

But

τ(χU−1 ∗ (ρ− ρn) ∗ χU)1/2 = τ((ρ− ρn)(U · U−1))

=
∫
G0(ρ− ρn)(UxU−1)dµ(x)

=
∫
G0(ρ− ρn)dµ, by invariance

= τ(ρ− ρn).

Thus

|τ(h− hn)| ≤ τ(ρ− ρn)

=
∫

(ρ− ρn)dµ

→ 0

and therefore τ(f) = 0 so that τ must factor through E.

We are nearly ready to show that C∗(G) is isomorphic to the continued fraction

AF algebra (in the sense of (3)) for the continued fraction expansion of

τ = (1 +
√

5)/2 = [1, 1, 1, . . . ]
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Let Aτ denote this algebra. For a concise analysis of Aτ , see (1, Section VI.3) which

we reference here.

Theorem 3.5.11. C∗(G) ∼= Aτ

Proof. We will show that Ell(C∗(G)) ∼= Ell(Aτ ) (where Ell denotes the Elliot invari-

ant) and then appeal to recent classification results. To this end, as in (1), we note

that

K0(Aτ ) = Z2

with positive cone

K0(Aτ )+ = {
(
x

y

)
∈ Z2 : y + τx ≥ 0 },

[1Aτ ]0 =
(

1
0

)
, and with a unique state σ∗ (coming from a unique trace σ) given by

σ∗

((
x

y

))
= y + τx.

To this point, we have realized K0(C∗(G)) as an isomorphic copy in the first term

of the inductive sequence

Z2 −→ Z2 −→ Z2 −→ · · ·

with connecting maps ( 2 1
1 1 ) between the terms and where the first term is generated

by

(
1
0

)
= [χZ(α1)\Z(α1β2)]0

and
(

0
1

)
= [χZ(β1β2)]0

Note that since

Z(v1) = Z(α1) \ Z(α1β2) t Z(β1) \ Z(β1β2) t Z(γ1) \ Z(γ1β2)

tZ(β1β2) t Z(γ1β2
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The position of the unit in the first term is
(

3
2

)
. Since the connecting maps are

constant and isomorphisms, we can “prepend” two more terms to the beginning of

the inductive sequence, the new first term being Z2 generated by

(
1
0

)
= 2[χZ(β1)c ]0 + [χZ(β1)]0

and
(

0
1

)
= [χZ(v1)]0

and the second being Z2 generated by

(
1
0

)
= [χZ(β1)c ]0

and
(

0
1

)
= [χZ(β1)]0

with the same connecting maps ( 2 1
1 1 ). Since the connecting maps are all the same

and isomorphisms, we can realize K0(C∗(G)) as an isomorphic copy now in the first

term of our new inductive sequence. The same analysis as before gives us a positive

cone of

{
(
x

y

)
∈ Z2 : y + τx ≥ 0 }.

We also have

[1]0 =


2 1

1 1


−2

3

2



=


0

1


= [χZ(v1)]0

Now if tr is the unique trace on C∗(G) and tr∗ the induced state on K0(C∗(G)),

then
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tr∗
(

1
0

)
= tr(2χZ(β1)c + χZ(β1))

= 2
τ

+ 1
τ2

= 2(τ − 1) + (τ − 1)2

= 2τ − 2 + τ 2 − 2τ + 1

= −1 + (τ + 1)

= τ

and tr∗
(

0
1

)
= tr(χZ(v1)) = 1 so that tr∗ = σ∗ and thus, Ell(C∗(G)) ∼= Ell(Aτ ).

It remains to check that C∗(G) is classifiable. We will do this by verifying that

C∗(G) is separable, simple, unital, nuclear, Z−stable, and UCT, and then it will

follow from the final theorem of (19) that C∗(G) is classified by Ell(C∗(G)). Our

first step will be to show that C∗(G) has finite nuclear dimension.

Recall for i > 0 the short-exact sequences

0→
⊕
`>i

(Mn(`) ⊗ C(X`+1))→ C∗(Gi)→ C∗(Gi|Fi)→ 0

and

0→Mm(i) ⊗ (K ⊕K)→ C∗(Gi|Fi)→Mm(i) ⊗ C(T)→ 0

By (20, Remark 2.2(iii)),

dimnucMm(i) ⊗ (K ⊕K) = 0

and by (20, Proposition 2.4 and Corollary 2.8(i)),

dimnucMm(i) ⊗ C(T) = dimT = 1

(where dim denotes covering dimension). Then by (20, Proposition 2.9),

dimnucC
∗(Gi|Fi) ≤ 2
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Now since each X`+1 is a Cantor set, ⊕`>i(Mn(`)⊗C(X`+1)) is AF, so by (20, Remark

2.2(iii)),

dimnuc

⊕
`>i

(Mn(`) ⊗ C(X`+1)) = 0

Another application of (20, Proposition 2.9) then shows that

dimnucC
∗(Gi) ≤ 3

Since this holds for all i > 0, (20, Proposition 2.3(iii)) shows that dimnucC
∗(G) ≤ 3.

By (20, Remark 2.2(i)), C∗(G) is nuclear, so by (15, Theorem 4.1.5 and Theorem

4.1.7) G is amenable and C∗(G) satisfies the UCT.

To see that C∗(G) is simple, we will show that G is topologically free (that is

{ x ∈ G0 : xGx = {x} } is dense in G0) and minimal (for every x ∈ G0, the orbit

of x is dense in G0). Then applications of (15, Lemma 4.2.3 and Theorem 4.3.6) will

show that C∗(G) is simple.

To check topological freeness, we first make the following claim:

Claim 3.5.12. For any µ ∈ v0Λ, the element µη|µ|+1(∞,∞) has non-trivial isotropy,

and xGx = {x} for any unit x such that x 6= µη|µ|+1(∞,∞) for any µ ∈ Λ.

To see this claim holds, first fix some µ ∈ v0Λ and m > |µ| and consider

a = [µα|µ|+1 . . . αm, µβ|µ|+1 . . . βm, η
m+1(∞,∞)]

Then s(a) = r(a) = µη|µ|+1(∞,∞) so that any such element is in the isotropy group

of µη|µ|+1(∞,∞).

Now consider a unit x not of the form µη|µ|+1(∞,∞). Then, thinking of x as an

infinite word as in Definition 3.2.3, we have three possibilities; xj = γi for infinitely

many j, |{j : xj = αj}| is finite, and |{j : xj = βj}| is finite.

Suppose first that xj = γj for infinitely many j, and let [σ, τ, y] ∈ G with σy =

τy = x. Choose p > |σ| = |τ | such that xp = γp and write
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σy = τy = σy1γpy
′

= τy1γpy
′

Definition 3.2.3 applied to σy1γpy
′ = τy1γpy

′ shows that Proposition 3.1.2 applies to

σy1 and τy1 so that σy1 = τy1 and hence σ = τ and [σ, τ, y] is a unit.

Now suppose |{j : xj = αj}| is finite and again let [σ, τ, y] ∈ G with σy = τy = x.

If there exists a p with yp = γp then the previous argument applies, so suppose

yj ∈ {αj, βj} for all j > |σ| = |τ |. Let p = max{j : σj = γj = τj}, taking p = 0 if the

defining set is empty. Then

|{j : (σy)j = αj, j > p}| = |{j : σj = αj, j > p}|

+ |{j : yj = αj}|

and |{j : (τy)j = αj, j > p}| = |{j : τj = αj, j > p}|

+ |{j : yj = αj}|

Since |{j : yj = αj}| < ∞, |{j : σj = αj, j > p}| = |{j : τj = αj, j > p}|. Since

|σ| = |τ | (and r(σ) = r(τ)), we must also have |{j : σj = βj, j > p}| = |{j :

τj = βj, j > p}|. Definition 3.2.3 applied to σy = τy and then an applications of

Proposition 3.1.2 shows that σ1 . . . σp = τ1 . . . τp so that σ = τ by another application

of Proposition 3.1.2.

The argument when |{j : xj = βj}| is finite is analogous, and we conclude xGx =

{x} so that Claim 3.5.12 holds.

Claim 3.5.12 above and the first paragraph of its proof show that G satisfies

condition (1) of Proposition 3.5.10. To see that condition (2) is satisfied, suppose we

have

[σ, τ, x] ∈ [σ, τ, Z(v|τ |+1)] ∩ Iso(G) \G0
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so that σx = τx. If xj = γj for some j, then Definition 3.2.3 and Proposition 3.1.2

imply σx|σ|+1 . . . xj = τx|τ |+1 . . . xj so that [σ, τ, x] is a unit. This together with Claim

3.5.12 imply

[σ, τ, Z(v|τ |+1)] ∩ Iso(G) \G0 = {[σ, τ, η|τ |+1(∞,∞)}.

We now show that G is topologically free.

Claim 3.5.13. Fix x = µη|µ|+1(∞,∞) ∈ G0. Then x is a limit point of { x ∈ G0 :

xGx = {x} }.

To prove this claim, fix any Z(λ)\∪nj=1Z(σj) containing x. Since λ ∈ x but σj /∈ x

for any j, there must be some x1 . . . xm ∈ x which extends λ but none of the σj and

which is longer than all of the σj. Then y = x1 . . . xmγm+1γm+2 . . . is a unit which

is contained in Z(λ) \ ∪nj=1Z(σj). This follows since we have λ ∈ y by construction,

and if σk ∈ y, then σk and x1 . . . xmγm+1 have a common extension. Then there exist

µ, ν ∈ Λ such that σkµ = x1 . . . xmγm+1ν. Since |x1 . . . xm| > |σk|, µm+1 = γm+1

and Proposition 3.1.2 implies σkµn . . . µm = x1 . . . xm ∈ x where n = s(σk), but this

implies σk ∈ x. Claim 3.5.12 shows that y has trivial isotropy, and the conclusion of

Claim 3.5.13 follows.

We next show that G is minimal. Fix x ∈ G0 and consider its orbit r(Gx). Note

that for any µ ∈ v1Λ and x′ ∈ X|µ|+1 such that x = µx′, and any ν ∈ v1Λ with

|µ| = |ν|, we have νx′ ∈ r(Gx) since [µ, ν, x′] has range νx′ and source x. Now fix

any Z(λ) \ ∪nj=1Z(σj) 6= ∅ and y ∈ Z(λ) \ ∪nj=1Z(σj). Since λ ∈ y and σj /∈ y for any

j, choose y1 . . . ym ∈ y which extends λ and is longer than all the σj. Let x′ ∈ Xm+1

be such that x = x1 . . . xm+1x
′ and let z = y1 . . . ymγm+1x

′. The same argument as in

the proof of Claim 3.5.13 shows that z ∈ Z(λ) \ ∪nj=1Z(σj) and the remarks at the

beginning of this paragraph show that z ∈ r(Gx) so that r(Gx) is dense in G0.
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· · ·
2 5 13 34

3 8 21 55

Figure 3.2: The Bratteli Diagram of A

Thus we conclude that C∗(G) is simple. It is unital since G0 is compact and

separable since Λ is countable. Finally, C∗(G) is Z−stable by (19, Theorem A) since,

as we saw, it has finite nuclear dimension. Then C∗(G) is classified by its Elliot

invariant by the final theorem in (19) so that C∗(G) ∼= Aτ .

This mostly concludes our analysis of C∗(G) but we make two final observations.

Remark 3.5.14. While C∗(G) is AF, G is not an AF groupoid. This follows since

G has nontrivial isotropy groups, and AF groupoids must be principal (see, e.g., (13,

III.1)).

Remark 3.5.15. There exists an AF algebra A which is a proper subalgebra of and

isomorphic to C∗(G), and is the limit of a sequence of finite-dimensional subalgebras

of C∗(G). We show this below.

Proof. Recall the sets Ai and Bi defined beginning on page 63. We saw that each Ai

contained f2i+2 sets of the form Z(x1 . . . xi) \ Z(x1 . . . xiβi+1) and each Bi contained

f2i+1 sets of the form Z(x1 . . . xiβi+1). Now, for Z(µ)\Z(µβ|µ|+1), Z(ν)\Z(νβ|ν|+1) ∈

Ai and Z(σβ|σ|+1), Z(θβ|θ|+1) ∈ Bi, the maps

χ[µ,ν,Z(β|µ|+1)c] 7→ eµν ⊕ 0

and χ[σ,θ,Z(β|σ|+1)] 7→ 0⊕ eσθ

define an isomorphism from a subset of Cc(G) onto Mf2i+1
⊕Mf2i+2

. This defines an

inductive sequence with associated Bratteli diagram in figure 3.2 where the multi-

plicities follow from our observations about Ai+1 and Bi+1 refining Ai and Bi (noting
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that the diagonal elements are of the forms χD where D ∈ Ai t Bi). The generators

of the K0 group of each term are identical to those of the corresponding term in the

inductive sequence we used to define K0(C∗(G)) and essentially the same analysis

shows that the AF algebra defined above is isomorphic to C∗(G).

To see that this is a proper subalgebra, we first show the following:

Claim 3.5.16. For any i > 0, and any µ, ν, σ, θ ∈ Λ with |µ| = |ν| = |σ| = |θ| = i

such that Z(µ) \ Z(µβi+1), Z(ν) \ Z(νβi+1) ∈ Ai and Z(σβi+1), Z(θβi+1) ∈ Bi, we

have

[α1, β1, η
2(∞,∞)] /∈ [µ, ν, Z(βi+1)c], [σ, θ, Z(βi+1)]

To see this, first, since ηi+1(∞,∞) /∈ Z(βi+1)c, [α1, β1, η
2(∞,∞)] /∈ [µ, ν, Z(βi+1)c]

for any i and µ, ν such that Z(µ) \ Z(µβi+1), Z(ν) \ Z(νβi+1) ∈ Ai.

To show that [α1, β1, η
2(∞,∞)] /∈ [σ, θ, Z(βi+1)] for any σ, θ such that

Z(σβi+1), Z(θβi+1) ∈ Bi, we will induct on i. When i = 1, Bi = { Z(γ1β2), Z(β1β2) }.

Since [α1, β1, η
2(∞,∞)] is not a unit, [α1, β1, η

2(∞,∞)] /∈ [v1, v1, Z(σβ2)] for either

Z(σβ2) ∈ B1. It’s also clear that [α1, β1, η
2(∞,∞)] is in neither [β1, γ1, Z(β2)] nor

[γ1, β1, Z(β2)] since the source and range of [α1, β1, η
2(∞,∞)] contain no γ’s.

Now suppose for some i ≥ 1 and any Z(σ), Z(θ) ∈ Bi that [α1, β1, η
2(∞,∞)] /∈

[σ, θ, Z(vi+2)]. Following our construction beginning on page 63, we have

Bi+1 = { Z(σβi+2), Z(µγi+1βi+2) : Z(σ) ∈ Bi, Z(µ) \ Z(µβi+1) ∈ Ai }

Again, since [α1, β1, η
2(∞,∞)] is not a unit, it is not in [σ, σ, Z(βi+2)] for any

Z(σβi+2) ∈ Bi+1. Consider the remaining possible bisections; they are of the form

87



(1) [σβi+2, θβi+2, Z(vi+3)] Z(σ), Z(θ) ∈ Bi

(2) [σβi+2, µγi+1βi+2, Z(vi+3)] Z(σ) ∈ Bi, Z(µ) \ Z(µβi+1) ∈ Ai

or [µγi+1βi+2, σβi+2, Z(vi+3)]

(3) [µγi+1βi+2, νγi+1βi+2, Z(vi+3)] Z(µ) \ Z(µβi+1), Z(ν) \ Z(νβi+1) ∈ Ai

Since the source and range of [α1, β1, η
2(∞,∞)] contain no γ’s, it is not in any of the

sets of the form in (2) or (3). Since

[σβi+2, θβi+2, Z(vi+3)] = [σ, θ, Z(βi+2)] ⊆ [σ, θ, Z(vi+2)]

and [α1, β1, η
2(∞,∞)] /∈ [σ, θ, Z(vi+2)] by assumption, [α1, β1, η

2(∞,∞)] is not in any

of the sets of the form in (1). This proves the claim.

We can now show that A is a proper subalgebra. Let u = [v1, v1, η
1(∞,∞)] and πu

be the regular representation of Cc(G) on `2(Gu). Let h = [α1, β1, η
2(∞,∞)] ∈ Gu,

f = χ[α1,β1,Z(v2)] ∈ Cc(G), and g be any characteristic function in the sequence defining

A (so that g(h) = 0, by Claim 3.5.16 above). Then

〈π(f − g)δu, δh〉 = 〈(f − g) ∗ δu, δh〉

=
∑

x∈Gu(f − g)(xu−1)〈δx, δh〉

= (f − g)(hu)

= (f − g)(h)

= 1

Then
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||f − g||C∗(G) ≥ ||πu(f − g)||op · ||δu|| · ||δh||

≥ 1

for any g in the inductive sequence and therefore f /∈ A.
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Chapter 4

GENERALIZING THE PREVIOUS EXAMPLE

Our next goal is to generalize the previous example. Consider the category of

paths Λ given by the 1-graph in figure 4.1 where for some m ∈ Z+, ki = km+i for

every i ≥ 1 and where αiβi+1 = βiαi+1.

Much of the work in defining and analyzing C∗(Λ) will closely resemble that of

the first example. Many analogues of the previous results hold with fairly obvious

changes. To mitigate repetition, we will try to point out these without spending much

or any time on the details, but also slow down when the differences are significant.

The precise definition of Λ is done nearly the same as in chapter 3, with the

modification that

Σi = {αi, βi, γji 1 ≤ j ≤ ki} for i ≥ 1

We define equivalence of paths in the same way, and following the arguments preceding

it, adding superscripts where appropriate, we have the analogue of Proposition 3.1.2:

α1 α2 α3

β1 β2 β3

γ1
1 γ1

2 γ1
3

γk11 γk23 γk33

· · ·

...
...

...

v1 v2 v3 v4

Figure 4.1: The 1-Graph Defining the General Example
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Proposition 4.0.1. For µ, ν ∈ Σ∗, µ and ν define the same element of Λ if and only

if the following conditions hold:

1. r(µ) = r(ν) and s(µ) = s(ν)

2. µi = γji iff νi = γji

3. If µj = γkj = νj, µj′ = γk
′

j′ = νj′, and µi 6= γ`i 6= νi for j < i < j′ and any `, then

|{ i : µi = αi, j < i < j′ }| = |{ i : νi = αi, j < i < j′ }|

and |{ i : µi = βi, j < i < j′ }| = |{ i : νi = βi, j < i < j′ }|

4. If µj = γkj = νj, and µi 6= γ`i 6= νi for j < i and any `, then

|{ i : µi = αi, j < i }| = |{ i : νi = αi, j < i }|

and |{ i : µi = βi, j < i }| = |{ i : νi = βi, j < i }|

5. If µj = γkj = νj, and µi 6= γ`i 6= νi for i < j and any `, then

|{ i : µi = αi, i < j }| = |{ i : νi = αi, i < j }|

and |{ i : µi = βi, i < j }| = |{ i : νi = βi, i < j }|

6. If µi 6= γ`i 6= νi for any i, `, then

|{ i : µi = αi }| = |{ i : νi = αi }|

and |{ i : µi = βi }| = |{ i : νi = βi }|

Using this and arguing as in the proof of Corollary 3.1.6, we have its analogue:
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Corollary 4.0.2. Suppose µ, ν ∈ Λ have a common extension and neither extends

the other. Let p = min{|µ|, |ν|} and q = max{ j : µkj = γkj = νkj , j ≤ p, some k },

where q = 0 if this set is empty. Then µkj 6= γkj and νkj 6= γkj for any j > q and any k.

We define a groupoid G in the same way as before, including identifying directed

hereditary sets with (possibly infinite) words in Λ. We identify infinite words with

the analogue of Definition 3.2.3:

Definition 4.0.3. Given an infinite word x = xixi+1 . . . , we define the range of x

to be r̃(x) := r(xi) = vi, typically written r(x). Given two infinite words x and y, we

say x is equivalent to y if the following conditions hold:

1. r(x) = r(y)

2. xi = γji iff yi = γji

3. If xj = γkj = yj, xj′ = γk
′

j′ = yj′ , and xi 6= γ`i 6= yi for j < i < j′ and any `, then

|{ i : xi = αi, j < i < j′ }| = |{ i : yi = αi, j < i < j′ }|

and |{ i : xi = βi, j < i < j′ }| = |{ i : yi = βi, j < i < j′ }|

4. If xj = γkj = yj, and xi 6= γ`i 6= yi for j < i and any `, then

|{ i : xi = αi, j < i }| = |{ i : yi = αi, j < i }|

and |{ i : xi = βi, j < i }| = |{ i : yi = βi, j < i }|

5. If xj = γkj = yj, and xi 6= γ`i 6= yi for i < j and any `, then
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|{ i : xi = αi, i < j }| = |{ i : yi = αi, i < j }|

and |{ i : xi = βi, i < j }| = |{ i : yi = βi, i < j }|

6. If xi 6= γ`i 6= yi for any i, `, then

|{ i : xi = αi }| = |{ i : yi = αi }|

and |{ i : xi = βi }| = |{ i : yi = βi }|

We will make the same simplification as before, namely, consider G|X1 , for the

same reason as before, and will drop the subscript and simply writing G henceforth.

We will again realize C∗(G) as an inductive limit of sub-algebras C∗(Gi). Unlike

before, we will only treat the general ith case. First we define

Gi = 〈 [σ, τ, x] : |σ| = |τ | ≤ i 〉

and adopt the convention that for [σ, τ, x] ∈ Gi, if

|{ j : σj = αj and σk 6= γ`k, k > j and any `}| = m > 0

|{ j : τj = αj and τk 6= γ`k, k > j and any `}| = n > 0

then we write [σ, τ, x] = [σ′, τ ′, αj . . . αj+p−1x] where p = min{m,n} and likewise for

β’s (again, we are “factoring” the common number of α’s and β’s after the last γ’s in

σ and τ into the third coordinate).

Proposition 4.0.4. Given the convention outlined above,

Gi = { [µα|µ|+1 . . . αm, νβ|ν|+1 . . . βm, x], [σβ|σ|+1 . . . βn, τα|τ |+1 . . . αn, y] :

|µ|, |ν|, |σ|, |τ | ≤ i, µ|µ| = γj|µ|, ν|ν| = γk|ν|, σ|σ| = γ`|σ|, τ|τ | = γm|τ | some j, k, `,m}.

93



Proof. The proof is nearly identical to the proof of Proposition 3.4.1, making some

obvious changes in notation.

We now begin our analysis of C∗(Gi).

Theorem 4.0.5. There are positive integers m(i), n(`) and k` for ` > i, a closed

invariant set Fi ⊆ X1, and exact sequences

(1) 0 −→
⊕
`>i

(

k⊕̀
j=1

(Mn(`) ⊗ C(X`+1))) −→ C∗(Gi) −→ C∗(Gi|Fi) −→ 0,

(2) 0 −→Mm(i) ⊗ (K ⊕K)→ C∗(Gi|Fi)→Mm(i) ⊗ C(T) −→ 0

Proof. Let

Ui = {x ∈ X1 : xj = γkj , some j > i, 1 ≤ k ≤ kj}

Fi = X1 \ Ui = {x ∈ X1 : xj 6= γkj , any j > i}.

Given Proposition 4.0.4, it is evident that Ui is invariant for Gi and it’s open by an

argument similar to before. Then Fi is closed and invariant so we have

0 −→ C∗(Gi|Ui) −→ C∗(Gi) −→ C∗(Gi|Fi) −→ 0.

As before, we begin by looking at the ideal, C∗(Gi|Ui).

For ` > i, let Ω` = { x1 . . . x`−1 : xj 6= γkj , i < j < ` }. Then define

E` := {x ∈ Ui : x` = γm` , some 1 ≤ m ≤ k` and xj 6= γkj , any i < j < `, any k}

= tσ∈Ω`(t
k`
j=1Z(σγj` )).

Each E` is compact-open, and by Proposition 4.0.4, is invariant for Gi. Also, Ui =⊔
`>iE` and again we have
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C∗(Gi|Ui)
∼=
⊕

`>iC
∗(Gi|E`).

For µ0, µ, ν ∈ Ω`, F ⊆ X`+1 compact-open, and 1 ≤ j ≤ k`, the maps

χ[µ,ν,{γj` }×X`+1] 7→ ejµν ⊗ 1C(X`+1)

χ[µ0,µ0,{γj` }×F ] 7→ ejµ0µ0 ⊗ χF

give an isomorphism

C∗(Gi|E`)
∼=
⊕k`

j=1(Mn(`) ⊗ C(X`+1))

where n(`) ∈ N depends on `, so that

C∗(Gi|Ui)
∼=
⊕

`>i(
⊕k`

j=1(Mn(`) ⊗ C(X`+1))).

For C∗(Gi|Fi) decompose Fi into

F∞i = {ση|σ|+1(∞,∞) : 0 ≤ |σ| ≤ i}

and F 0
i = Fi \ F∞i

= {ση|σ|+1(j, k) : 0 ≤ |σ| ≤ i, j, k not both ∞ }.

Again, we get a short exact sequence

0 −→ C∗(Gi|F 0
i
) −→ C∗(Gi|Fi) −→ C∗(Gi|F∞i ) −→ 0.

The maps

χ[α1,β1,η2(∞,∞)] 7→ e11 ⊗ z

χ[σ,α1...α|σ|,η
|σ|+1(∞,∞)] 7→ eσ1 ⊗ 1

where 0 ≤ |σ| ≤ i define a ∗−isomorphism from C∗(Gi|F∞i ) to Mm(i) ⊗ C(T), where

m(i) is the number of choices for σ. The maps
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χ[β1...βj ,α1...αj ,ηj+1(0,∞)] 7→ e11 ⊗ (0⊕ e0j)

χ[β1...β|σ|,σ,η
|σ|+1(0,∞)] 7→ e1σ ⊗ (0⊕ e00)

χ[α1...αj ,β1...,βj ,ηj+1(∞,0)] 7→ e11 ⊗ (e0j ⊕ 0)

χ[α1...α|τ |,τ,η
|τ |+1(∞,0)] 7→ e1τ ⊗ (e00 ⊕ 0)

where 0 ≤ |σ|, |τ | ≤ i define a ∗−isomorphism from C∗(Gi|F 0
i
) to Mm(i) ⊗ (K ⊕ K).

This yields

0 −→Mm(i) ⊗ (K ⊕K)
ι−→ C∗(Gi|Fi)

π−→Mm(i) ⊗ C(T) −→ 0

Nearly identical reasoning as in the first example, beginning on page 46, show

that K1(C∗(Gi|Fi)) = 0 and K0(C∗(Gi|Fi)) ∼= Z2, generated by [χ[v1,v1,η1(∞,0)]]0 and

[χ[v1,v1,Z(β1...βi)∩Fi]]0. Then, again, we have

K0(C∗(Gi)) ∼= (
⊕

`>i(
⊕k`

j=1 C(X`+1,Z)))⊕ Z2

where the right summand is generated by [χ[v1,v1,Z(α1...αi−1)\Z(α1...αi−1βi)]]0 and

[χ[v1,v1,Z(β1...βi)]]0. We should point out that the indices on the generators were chosen

to be one lower than those in the previous example (see, for example, the proof

of Theorem 3.4.4). This was done to facilitate the computation of K0(C∗(G))+ (in

particular, so that the connecting maps Bi defined on page 103 are given by
(
ki+1 1
ki 1

)
and not

(
ki+1+1 1
ki+1 1

)
).

Positive elements in K0(C∗(Gi)) have a similar characterization to those in our

first example, but we feel some of the details are significant enough to treat carefully.

Like before, for a ∈ K0(C∗(Gi)) write
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a =
∑
`>i

k∑̀
j=1

mj,`∑
k=1

c`,j,k[χ{z`,j,k}×F`,j,k ]0 +m[χZ(α1...αi−1)\Z(α1...αi−1βi)]0 + n[χZ(β1...βi)]0

where each F`,j,k ⊆ X`+1 is compact-open and for each ` and 1 ≤ j ≤ k`, { F`,j,k :

1 ≤ k ≤ mj,` } is a partition of X`+1. Now, for each `, we take {F`,k} to be a common

refinement of { F`,j,k : 1 ≤ k ≤ mj,` }k`j=1 and we may write

a =
∑
`>i

k∑̀
j=1

m∑̀
k=1

c`,j,k[χ{z`,j,k}×F`,k ]0 +m[χZ(α1...αi−1)\Z(α1...αi−1βi)]0 + n[χZ(β1...βi)]0

Observe now that

Z(α1 . . . αj) \ Z(α1 . . . αj−1βj)

= (tkjr=1Z(α1 . . . αj−1γ
r
j )) t Z(α1 . . . αj) \ Z(α1 . . . αjβj+1)

= (tkjr=1Z(α1 . . . αj−1γ
r
j ))

t (tkj+1

r=1 Z(α1 . . . αjγ
r
j+1))

t Z(α1 . . . αj+1) \ Z(α1 . . . αj+1βj+2)

= · · ·

= tk`=j(t
k`
r=1Z(α1 . . . α`−1γ

r
` ))

t Z(α1 . . . αk) \ Z(α1 . . . αkβk+1)

and
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Z(α1 . . . αj) = tkj+1

s=1 (Z(α1 . . . αjγ
s
j+1)) t Z(α1 . . . αjβj+1)

t Z(α1 . . . αj+1) \ Z(α1 . . . αj+1βj+2).

Then (similar to the work preceding Propositions 3.3.5 and 3.4.5) we have

[χZ(β1...βi)]0 = [χZ(α1...αi)]0

=
∑ki+1

r=1 [χZ(α1...αiγri+1)]0 + [χZ(α1...αi+1)\Z(α1...αi+1βi+2)]0 + [χZ(α1...αiβi+1)]0

= · · ·

=
∑k

`=i+1(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0)

+
∑k

j=i+1[χZ(α1...αj)\Z(α1...αjβj+1)]0

+ [χZ(α1...αk)]0

=
∑k

`=i+1(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0)

+
∑k

j=i+1(
∑k

`=j+1(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0) + [χZ(α1...αk)\Z(α1...αkβk+1)]0)

+ [χZ(α1...αk)]0

=
∑k

`=i+1(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0)

+
∑k

`=i+2(`− (i+ 1))(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0)

+ (k − i)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ [χZ(α1...αk)]0
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=
∑k

`=i+1(`− i)(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0)

+ (k − i)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ [χZ(α1...αk)]0.

Then if we fix m,n ∈ Z, zr` = α1 . . . α`−1γ
r
` , X`+1 = tjF`,j a finite union of compact-

open sets, we have

m[χZ(α1...αi−1)\Z(α1...αi−1βi)]0 + n[χZ(β1...βi)]0

= m
∑k

`=i

∑k`
r=1[χZ(α1...α`−1γ

r
` )]0

+ m[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n
∑k

`=i+1(`− i)(
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0)

+ n(k − i)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0

=
∑k

`=i(m+ (`− i)n)
∑k`

r=1[χZ(α1...α`−1γ
r
` )]0

+ (m+ (k − i)n)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0

=
∑k

`=i(m+ (`− i)n)
∑k`

r=1(
∑

j[χ{zr` }×F`,j ]0

+ (m+ (k − i)n)[χZ(α1...αk)\Z(α1...αkβk+1)]0

+ n[χZ(α1...αk)]0.
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With these observations, we can prove the following.

Proposition 4.0.6. Fix a ∈ K0(C∗(Gi)) and write

a =
∑
`>i

k∑̀
j=1

m∑̀
k=1

c`,j,k[χ{z`,j,k}×F`,k ]0 +m[χZ(α1...αi−1)\Z(α1...αi−1βi)]0 + n[χZ(β1...βi)]0

where each F`,k ⊆ X`+1 is compact-open and for each `, { F`,k : 1 ≤ j ≤ m` } is a

partition of X`+1. Then a ≥ 0 if and only if for all `, j, and k we have c`,j,k + m +

(`− i)n ≥ 0.

Proof. The reverse direction is nearly identical to that in the proof of Proposition 3.4.5

using the computations above. The forward direction is similar as well: Suppose we

have a ∈ K0(C∗(Gi))+ and write a as above with the outlined conventions. Fix x ∈ Ui

and write

x = x1 . . . x`(x)−1γ
r(x)
`(x)x

′

where xj 6= γsj for i < j < `(x) and any s, 1 ≤ r(x) ≤ k`(x), and x′ ∈ X`(x)+1. Define

a ∗−homomorphism

πx : C∗(Gi|Ui) −→Mn(`(x))

as follows: For

f ∈ C∗(Gi|Ui) ∼=
⊕

`>i(⊕
k`
j=1(C(X`+1,Mn(`))))

with f = (fi+1, fi+2, . . . , fk, . . . ) and fn = (f̃n,1, . . . , f̃n,kn), we define

πx(f) = f̃`(x),r(x)(x
′). The remainder of the proof is nearly identical, with some

obvious additions of superscripts (e.g., when defining the set Ω) and noting that the

index on the two rightmost summands of a have been shifted down by one when

compared to those in Proposition 3.4.5

100



To identify C∗(G), we first note than an analogue of Lemma 3.5.1 holds. In

its statement, we will write γ(j) for γj to prevent confusion with the shorthand

superscript for the α’s and β’s.

Lemma 4.0.7. Fix n ≥ 0 and let

Wn = { x ∈ Z(v0) : xi 6= γi(j) for i ≤ n and any j }.

Put

P
(1)
n = {Z(αn+1βj) \ Z(αn+1βj+1) : j ≤ n}

P
(2)
n = {Z(αjβn+1) \ Z(αj+1βn+1) : j ≤ n}

P
(3)
n = {Z(αjβkγ(m)) : j + k ≥ n, k ≤ j ≤ n, 1 ≤ m ≤ kj+k+1}

P
(4)
n = {Z(αkβjγ(m)) : j + k ≥ n, k < j ≤ n, 1 ≤ m ≤ kj+k+1}

P
(5)
n = {Z(αn+1βn+1)}

Pn = ∪5
r=1P

(r)
n .

Then Pn is a partition of Wn that refines Z(ν) for every ν ∈ v0Λ with |ν| = n and

νi 6= γji for i ≤ n and any j.

Proof. The proof is nearly the same as the proof of Lemma 3.5.1. The only sig-

nificant change is in showing that sets in P
(3)
n and P

(4)
n are disjoint. We now have

Z(αjβkγ(m)), Z(αjβkγ(m′)) ∈ P
(3)
n i.e., the same number of α’s and β’s, but note

that this only occurs when m 6= m′, so the sets are disjoint. The same is true for sets

in P
(4)
n .

This gives us the analogue of Proposition 3.5.2, which has a similar proof.
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Proposition 4.0.8. Fix n ≥ 0 and let

Qn = {τµ(Pm) : |µ| ≤ n µ|µ| = γj|µ|, some 1 ≤ j ≤ k|µ|, |µ|+m = n}

where Pm is as in Lemma 4.0.7. Then Qn is a partition of Z(v0) that refines Z(ν)

for all ν ∈ v0Λ with |ν| ≤ n.

To compute (K0(C∗(G)), K0(C∗(G))+), note that for n ≥ 0

Z(α1 . . . αn) \ Z(α1 . . . αnβn+1)

= (tkn+1

i=1 Z(α1 . . . αnγ
i
n+1))

t Z(α1 . . . αn+1) \ Z(α1 . . . αn+1βn+2)

= (tkn+1

i=1 Z(α1 . . . αnγ
i
n+1) \ Z(α1 . . . αnγ

i
n+1βn+2))

t (tkn+1

i=1 Z(α1 . . . αnγ
i
n+1βn+2))

t Z(α1 . . . αn+1) \ Z(α1 . . . αn+1βn+2)

and

Z(β1 . . . βn+1) = Z(β1 . . . βn+1) \ Z(β1 . . . βn+2) t Z(β1 . . . βn+2)

so that in K0(C∗(Gi+1)),

[χZ(α1...αi−1)\Z(α1...αi−1βi)]0 = (ki + 1)[χZ(α1...αi)\Z(α1...αiβi+1)]0

+ ki[χZ(β1...βi+2)]0

and [χZ(β1...βi)]0 = [χZ(α1...αi)\Z(α1...αiβi+1)]0

+ [χZ(β1...βi+1)]0
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These observations, together with Proposition 4.0.8 and reasoning similar to that fol-

lowing Proposition 3.5.2 in the previous example allow us to conclude that K0(C∗(G))

is the inductive limit of the sequence

Z2 −→ Z2 −→ Z2 −→ · · ·

where each term has positive cone N2 (by Proposition 4.0.6) and the ith connecting

map is given by the matrix

Bi =


ki + 1 1

ki 1


For each i, let

Ai = B−1
i =


1 −1

−ki ki + 1


and A = A1 . . . Am. Let θ = [k1, 1, k2, 1, . . . , km, 1] (that is, the periodic continued

fraction

k1 +
1

1 + 1
k2+...

and 
P Q

R S


be the matrix representation of the fractional linear transformation which fixes θ (see,

e.g., (18) for a treatment of continued fractions); i.e.

Pθ +Q

Rθ + S
= θ
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Lemma 4.0.9.

A =


S −R

−Q P


Proof. Let

T =


1 1

0 1

 and S =


0 1

1 0


Then 

P Q

R S

 = T k1STST k2STS · · ·T kmSTS

=


1 k1

0 1




0 1

1 0




1 1

0 1




0 1

1 0



· · ·


1 km

0 1




0 1

1 0




1 1

0 1




0 1

1 0



=


k1 1

1 0




1 1

1 0

 · · ·

km 1

1 0




1 1

1 0



=


k1 + 1 k1

1 1

 · · ·

km + 1 km

1 1


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Now, if m = 1, then 
P Q

R S

 =


k1 + 1 k1

1 1


and

A = A1 =


1 −1

−k1 k1 + 1

 =


S −R

−Q P


Next, suppose 

P Q

R S

 =


k1 + 1 k1

1 1

 · · ·

km−1 + 1 km−1

1 1


and

A = A1 . . . Am−1 =


1 −1

−k1 k1 + 1

 =


S −R

−Q P


Then 

P Q

R S



km + 1 km

1 1

 =


P (km + 1) +Q Pkm +Q

R(km + 1) + S Rkm + S


and

AAm =


S −R

−Q P




1 −1

−km km + 1

 =


Rkm + S −(R(km + 1) + S)

−(Pkm +Q) P (km + 1) +Q


so that the claim holds for all m ≥ 1.

We will need the following lemma.
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Lemma 4.0.10. Let P,Q,R, S ≥ 1, and

Γ(z) =
Pz +Q

Rz + S

and let θ > θ′ ∈ R satisfy Γ(θ) = θ, and Γ(θ′) = θ′. Suppose

A =


S −R

−Q P


has two real eigenvalues λ1 > λ2 and µ = y

x
where

(
x
y

)
is an eigenvector of λ1. If

PS −QR = 1, then θ = −µ.

Proof. Straightforward computations show that the eigenspace of λ1 is spanned by
R

S−λ1

1


so that µ = (S − λ1)/R. Since

det(A− λ) = λ2 − tr(A)λ+ det(A)

= λ2 − (S + P )λ+ 1

we have

λ1 =
S + P +

√
(S + P )2 − 4

2

hence

−µ = λ1−S
R

=
S+P+

√
(S+P )2−4−2S

2R

=
P−S+

√
(S+P )2−4

2R
.
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On the other hand, θ is a root of Rz2 + (S − P )z −Q so that

θ =
P − S +

√
(S − P )2 + 4QR

2R

Since PS −QR = 1, 4 = 4SP − 4QR and therefore

(S − P )2 + 4QR = S2 − 2SP + P 2 + 4QR

= S2 + 2SP + P 2 − 4

= (S + P )2 − 4

so that θ = −µ.

We now show that for A as defined above and µ as in the previous lemma, µ ≤ 0.

Note that P > 1 and Q,R, S > 0 which is easily seen (beginning on page 105) when

computing
(
P Q
R S

)
. Now

µ =
S − λ1

R
=
S − P −

√
(S + P )2 − 4

2R
,

so showing µ ≤ 0 amounts to showing S − P ≤
√

(S + P )2 − 4. This is straightfor-

ward; since S, P > 0, 4 ≤ 4SP so that

(S − P )2 = S2 − 2SP + P 2

≤ S2 + 2SP + P 2 − 4

= (S + P )2 − 4

Computation of the positive cone is similar to the case when k1 = k2 = · · · =

km = 1. In particular, we first diagonalize A = XDX−1 where

D =


λ1 0

0 λ2


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X =


R

S−λ1
R

S−λ2

1 1



X−1 =
1√

detX


1 R

λ2−S

−1 R
S−λ1


.

Straightforward computations show

X


1 0

0 (λ2
λ1

)n

X−1


1

0

 −→ 1

detX


R

S−λ1

1


and

X


1 0

0 (λ2
λ1

)n

X−1


0

1

 −→ 1

detX


R2

(λ2−S)(S−λ1)

R
λ2−S


.

as n −→ ∞. These vectors lie on the same line; the one through the origin with

slope S−λ1
R

= µ. Since the maps Bi are positive, A maps N2 into the upper half plane

defined by µ. Then we conclude that(
x

y

)
∈ K0(G∗(G))+

iff y ≥ µx; i.e.

K0(C∗(G))+ = {
(
x

y

)
∈ Z2 : y − µx ≥ 0 }.

Now

K0(Aθ)+ = {
(
x

y

)
∈ Z2 : y + θx ≥ 0 }

where Aθ is the continued fraction AF algebra associated to θ, so that

K0(C∗(G))+ = K0(Aθ)+.

108



Similarly to our first example, we wish to show that there is a unique trace on

C∗(G) and our first step will be to show there is at most one invariant Borel probability

measure on G0. Let µ be such a measure. As we did in the first example, for each

i ≥ 0, let

ai = µ(Z(α1 . . . αi) \ Z(α1 . . . αiβi+1))

and bi = µ(Z(β1 . . . βi+1))

For a given i, we have seen that

Z(α1 . . . αi) \ Z(α1 . . . αiβi+1) = (tki+1

j=1 Z(α1 . . . αiγ
j
i+1) \ Z(α1 . . . αiγ

j
i+1βi+2))

t (tki+1

j=1 Z(α1 . . . αiγ
j
i+1βi+2))

t Z(α1 . . . αi+1) \ Z(α1 . . . αi+1βi+2)

and

Z(β1 . . . βi+1) = (Z(β1 . . . βi+1) \ Z(β1 . . . βi+2)) t Z(β1 . . . βi+2)

Hence, ai = (ki+1 + 1)ai+1 + ki+1bi+1 and bi = ai+1 + bi+1. Letting

Ãi =


ki+1 + 1 ki+1

1 1


then, we have 

ai

bi

 = Ãi


ai+1

bi+1


More generally, given our period of m, fix i ≥ 1 and let

P Q

R S

 = Ãi . . . Ãi+m−1
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so that 
ai

bi

 =


P Q

R S


k

akm+i+1

bkm+i+1


for all k ≥ 1 and 

akm+i+1

bkm+i+1

 =


P Q

R S


−k

ai

bi


Note that det(Ãj) = 1 for all j so that det

(
P Q
R S

)
= 1 and hence

P Q

R S


−1

=


S −Q

−R P


Also, since kj ≥ 1 for all j, it is clear that P ≥ 2 and Q,R, S ≥ 1. Given these

observations, we have λ2 − (P + S)λ + 1 as the characteristic polynomial of
(
P Q
R S

)
,

which has real roots

λ1 =
P + S +

√
(P + S)2 − 4

2
> λ2 =

P + S −
√

(P + S)2 − 4

2
> 0

Diagonalizing, we find 
P Q

R S

 = XDX−1

where

X =


Q

λ1−P
Q

λ2−P

1 1

 , X−1 =
1

detX


1 Q

P−λ2

−1 Q
λ1−P

 ,
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D =


λ1 0

0 λ2

 , and
1

detX
=

R√
(P + S)2 − 4

so that 
S −Q

−R P

 = X


1
λ1

0

0 1
λ2

X−1.

Our goal moving forward is to compute the right side of
akm+i+1

bkm+i+1

 =


S −Q

−R P


k

ai

bi


and use the fact that µ is a probability measure to bound the resulting above 0. We

will use this to show that ai is bounded above and below by terms which both converge

to the same limit as k → ∞. The computations are laborious but straightforward,

and follow now:
akm+i+1

bkm+i+1

 =


S −Q

−R P


k

ai

bi

 = XD−kX−1


ai

bi



=
1

detX
XD−k


1

Q

P − λ2

−1
Q

λ1 − P



ai

bi

 =
1

detX
X


( 1
λ1

)k 0

0 ( 1
λ2

)k



ai +

Qbi
P − λ2

Qbi
λ1 − P

− ai



=
1

detX
X


(

1

λ1

)k
(
ai +

Qbi
P − λ2

)
(

1

λ2

)k
(

Qbi
λ1 − P

− ai
)

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=
1

detX


Q

λ1 − P
Q

λ2 − P

1 1




(
1

λ1

)k
(
ai +

Qbi
P − λ2

)
(

1

λ2

)k
(

Qbi
λ1 − P

− ai
)


=
1

detX


(

1

λ1

)k
(
ai +

Qbi
P − λ2

)(
Q

λ1 − P

)
+ (

1

λ2

)k
(

Qbi
λ1 − P

− ai
)(

Q

λ2 − P

)
(

1

λ1

)k
(
ai +

Qbi
P − λ2

)
+ (

1

λ2

)k
(

Qbi
λ1 − P

− ai
)



=
1

detX


(

1

λ1

)k
(

aiQ(P − λ2) +Q2bi
(λ1 + λ2)P − λ1λ2 − P 2

)
+ (

1

λ2

)k
(

Q2bi − aiQ(λ1 − P )

λ1λ2 − (λ1 + λ2)P + P 2

)
(

1

λ1

)k
(
ai(P − λ2) +Qbi

P − λ2

)
+ (

1

λ2

)k
(
Qbi − ai(λ1 − P )

λ1 − P

)


=
1

detX


(

1

λ1

)k
(
aiQ(P − λ2) +Q2bi
(P + S)P − 1− P 2

)
+ (

1

λ2

)k
(
Q2bi − aiQ(λ1 − P )

1− (P + S)P + P 2

)
(

1

λ1

)k
(
ai(P − λ2) +Qbi

P − λ2

)
+ (

1

λ2

)k
(
Qbi − ai(λ1 − P )

λ1 − P

)


=
1

detX


(

1

λ1

)k
(
aiQ(P − λ2) +Q2bi

PS − 1

)
+ (

1

λ2

)k
(
Q2bi − aiQ(λ1 − P )

1− PS

)
(

1

λ1

)k
(
ai(P − λ2) +Qbi

P − λ2

)
+ (

1

λ2

)k
(
Qbi − ai(λ1 − P )

λ1 − P

)


=
1

detX


(

1

λ1

)k
(
aiQ(P − λ2) +Q2bi

QR

)
+ (

1

λ2

)k
(
Q2bi − aiQ(λ1 − P )

−QR

)
(

1

λ1

)k
(
ai(P − λ2) +Qbi

P − λ2

)
+ (

1

λ2

)k
(
Qbi − ai(λ1 − P )

λ1 − P

)


=
1

detX


(

1

λ1

)k
(
ai(P − λ2) +Qbi

R

)
+ (

1

λ2

)k
(
ai(λ1 − P )−Qbi

R

)
(

1

λ1

)k
(
ai(P − λ2) +Qbi

P − λ2

)
+ (

1

λ2

)k
(
Qbi − ai(λ1 − P )

λ1 − P

)


Now, similarly to the first example, Z(v1) is partitioned by sets of the form

Z(x1 . . . xj) \ Z(x1 . . . xjβj+1) and Z(x1 . . . xjβj+1) for each j ≥ 0, so there exist
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fi, gi ∈ Z+ such that fiai + gibi = 1 and hence bi = (1− fiai)/gi. Then equating top

entries in the previous string of equalities, we have

akm+i+1 =
1

detX

(
(

1

λ1

)k
(
ai(P − λ2) +Qbi

R

)
+ (

1

λ2

)k
(
ai(λ1 − P )−Qbi

R

))

=
1

detX

(
(

1

λ1

)k

(
ai(P − λ2) +Q(1−fiai

gi
)

R

)
+ (

1

λ2

)k

(
ai(λ1 − P )−Q(1−fiai

gi
)

R

))

=
1

detX

(
(

1

λ1

)k
(
aigi(P − λ2) +Q−Qfiai

Rgi

))

+
1

detX

(
(

1

λ2

)k
(
aigi(λ1 − P )−Q+Qfiai

Rgi

))

=
1

Rgi detX

(
λk2(aigi(P − λ2) +Q−Qfiai) + λk1(aigi(λ1 − P )−Q+Qfiai)

(λ1λ2)k

)
= 1

Rgi detX
(λk2ai(gi(P − λ2)−Qfi) + λk2Q+ λk1ai(gi(λ1 − P ) +Qfi)− λk1Q)

Since 0 ≤ amk+i+1, we have

(λk1 − λk2)Q

Rgi detX
≤ ai
Rgi detX

(λk2(gi(P − λ2)−Qfi) + λk1(gi(λ1 − P ) +Qfi))

Since detX = (
√

(P + S)2 − 4)/R,R, gi > 0, we have

(λk1 − λk2)Q ≤ ai(λ
k
2(gi(P − λ2)−Qfi) + λk1(gi(λ1 − P ) +Qfi))

Note that

λk1Qfi − λk2Qfi = (λk1 − λk2)Qfi > 0
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since λ1 > λ2 (and Q, fi > 0). Moreover

P − λ2 =
P − S +

√
(P + S)2 − 4

2
> 0

since P ≥ 2 and S ≥ 1, and therefore
√

(P + S)2 − 4 > S, and similarly

λ1 − P =
S − P +

√
(P + S)2 − 4

2
> 0.

Then

λk2(gi(P − λ2)−Qfi) + λk1(gi(λ1 − P ) +Qfi) > 0

and therefore

ai ≥
(λk1 − λk2)Q

λk2(gi(P − λ2)−Qfi) + λk1(gi(λ1 − P ) +Qfi)

=
λk1
λk1

(1− (λ2/λ1)k)Q

(λ2/λ1)k(gi(P − λ2)−Qfi) + (gi(λ1 − P ) +Qfi)

Since 0 < λ2 < λ1, the right side converges to

Q

gi(λ1 − P ) +Qfi

as k →∞.

Similarly, we have
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bkm+i+1 =
1

detX

(
(

1

λ1

)k
(
ai(P − λ2) +Qbi

P − λ2

)
+ (

1

λ2

)k
(
Qbi − ai(λ1 − P )

λ1 − P

))

=
1

detX

(
(

1

λ1

)k

(
ai(P − λ2) +Q(1−fiai

gi
)

P − λ2

))

+
1

detX

(
(

1

λ2

)k

(
ai(λ1 − P )−Q(1−fiai

gi
)

P − λ1

))

=
1

detX

(
(

1

λ1

)k
(
aigi(P − λ2) +Q−Qfiai

gi(P − λ2)

))

+
1

detX

(
(

1

λ2

)k
(
aigi(λ1 − P )−Q+Qfiai

gi(P − λ1)

))

=
1

gi detX

(
λk2(P − λ1)(aigi(P − λ2) +Q−Qfiai)

(P − λ1)(P − λ2)

)

+
1

gi detX

(
λk1(P − λ2)(aigi(λ1 − P )−Q+Qfiai)

(P − λ1)(P − λ2)

)
Since 0 ≤ bmk+i+1, we have

0 ≤ 1

gi detX

[
λk2(P − λ1)(aigi(P − λ2) +Q−Qfiai)

(P − λ1)(P − λ2)

]
+

1

gi detX

[
λk1(P − λ2)(aigi(λ1 − P )−Q+Qfiai)

(P − λ1)(P − λ2)

]
Now, gi, detX > 0 and we saw that (P−λ2), (λ1−P ) > 0 so that (P−λ1)(P−λ2) < 0
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so

0 ≥ aiλ
k
2(P − λ1)(gi(P − λ2)−Qfi) + λk2(P − λ1)Q

+ aiλ
k
1(P − λ2)(gi(λ1 − P ) +Qfi)− λk1(P − λ2)Q

Rearranging,

ai(λ
k
2(P − λ1)(gi(P − λ2)−Qfi) + λk1(P − λ2)(gi(λ1 − P ) +Qfi))

≤ Q(λk1(P − λ2)− λk2(P − λ1))

Since P − λ1 < 0, P − λ2 > 0, and λ2 < λ1,

λk2(P − λ1)gi(P − λ2) + λk1(P − λ2)gi(λ1 − P )

= λk2(P − λ1)gi(P − λ2)− λk1(P − λ2)gi(P − λ1)

= (λk2 − λk1)(P − λ1)(P − λ2)gi

> 0.

Moreover,

−λk2(P − λ1)Qfi + λk1(P − λ2)Qfi > 0

so that

λk2(P − λ1)(gi(P − λ2)−Qfi) + λk1(P − λ2)(gi(λ1 − P ) +Qfi) > 0

and therefore

ai ≤
λk1(P − λ2)Q− λk2(P − λ1)Q

λk2(P − λ1)(gi(P − λ2)−Qfi) + λk1(P − λ2)(gi(λ1 − P ) +Qfi)

=
(P − λ2)Q− (λ2/λ1)k(P − λ1)Q

(λ2/λ1)k(P − λ1)(gi(P − λ2)−Qfi) + (P − λ2)(gi(λ1 − P ) +Qfi)
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Since 0 < λ2 < λ1, the right side converges to

(P − λ2)Q

(P − λ2)(gi(λ1 − P ) +Qfi)
=

Q

gi(λ1 − P ) +Qfi

so that

ai =
Q

gi(λ1 − P ) +Qfi

Then for each i, there is only one possibility for ai and hence, the same holds for

bi and this forces µ to be unique (if it exists).

Next, we will produce a state on

(K0(C∗(G)), K0(C∗(G))+, [1]0)

Essentially the same argument as in the first example shows that C∗(G) has finite

nuclear dimension; namely, there is a uniform bound on the terms in the inductive

sequence defining C∗(G). Then C∗(G) is nuclear and therefore exact which means

this state must come from a trace (14, Theorem 5.2.2). Proposition 3.5.10 still applies

in this more general case, so that traces on C∗(G) are in one-to-one correspondence

with invariant Borel probability measures on G0, so that this trace must be unique.

Let δ = 1/(θ + 1) and define

T : K0(C∗(G)) −→ R(
x

y

)
7−→ δ(θx+ y)

This map is clearly a homomorphism, and if θx + y ≥ 0, then δ(θx + y) ≥ 0 so that

it is also positive. We claim that [1]0 =
(

1
1

)
, which we see by noting

Z(v1) = Z(β1) t Z(v1) \ Z(β1)

Now T
(

1
1

)
= δ(θ + 1) = 1 and therefore T is a state. Using classification results as

we did before, we conclude C∗(G) is isomorphic to the AF algebra with ordered K0
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group and order unit

(Z2, {(x, y) ∈ Z2 : y + θx ≥ 0}, (1, 1))

which is stably isomorphic to the continued fraction AF algebra Aθ which has the

same ordered K0 group and order unit (0, 1).
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Chapter 5

TWO FINAL EXAMPLES

The previous examples were originally investigated in an attempt to shed light on

the question of when the C∗-algebra of a category of paths is AF. In (6), the authors

address this question in the context of k−graphs. They give a necessary condition

(which we shall describe below) for the algebra of a higher-rank graph to be AF but

leave open the question of whether or not the condition is sufficient. The examples

that follow show that the condition is not sufficient in the setting of k−graphs, and

not even necessary in the setting of categories of paths. Before stating this condition

we need some definitions.

Definition 5.0.1. Let Λ be a higher rank graph. For µ, ν ∈ Λ, a common extension

λ of µ and ν is minimal if λ′ ≤ λ and λ′ 6= λ implies λ′ is not a common extension of

µ and ν. We denote the set of minimal common extension of µ and ν by MCE(µ, ν).

We say Λ is finitely aligned if MCE(µ, ν) is finite for all µ, ν ∈ Λ. Let v ∈ Λ0.

A subset F ⊆ vΛ is exhaustive if for every µ ∈ vΛ, there is a ν ∈ F such that

MCE(µ, ν) 6= ∅. A subset H ⊆ Λ0 is hereditary if s(HΛ) ⊆ H and saturated if for

all v ∈ Λ0, if there is a finite exhaustive set F at v with s(F ) ⊆ H, then v ∈ H.

The next definitions were first given in (6) in the context of k−graphs, and we

use them in the more general setting of categories of paths.

Definition 5.0.2. Let Λ be a category of paths and µ, ν ∈ Λ with µ 6= ν, s(µ) =

s(ν), and r(µ) = r(ν). The pair (µ, ν) is called a generalized cycle if, given any

τ ∈ s(µ)Λ the elements µτ and ν have a common extension. A generalized cycle

(µ, ν) is said to have an entrance if there exists τ ∈ s(ν)Λ such that µ and ντ have
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β′−1 β′0 β′1

β−1 β0 β1

α′−1 α′0 α′1

α−1 α0 α1

· · ·· · ·v−1 v0 v1 v2

Figure 5.1: Skeleton of Λ′

no common extension (that is, a generalized cycle (µ, ν) has an entrance if (ν, µ) is

not a generalized cycle).

In (6), Evans and Sims proved the following.

Theorem 5.0.3. (6, Theorem 3.4) Let Λ be a finitely-aligned k−graph. If C∗(Λ) is

AF, then Λ contains no generalized cycles.

In fact, they use this theorem to prove a slightly stronger corollary.

Corollary 5.0.4. (6, Corollary 3.11) Let Λ be a finitely aligned k−graph. Suppose

there exists a saturated hereditary subset H ⊆ Λ0 such that Λ \ΛH contains a gener-

alized cycle. Then C∗(Λ) is not AF.

Their proof of Theorem 5.0.3 is given in two parts, one for cycles with an entrance

and one without. The argument in the proof of (16, Theorem 10.18) shows that in a

category of paths, the presence of a generalized cycle with an entrance gives rise to

an infinite projection in the associated C∗-algebra (so that it is not AF). Below we

shall give an example of a category of paths which has a generalized cycle (without

an entrance), but for which the C∗-algebra is AF (in fact, finite dimensional). We

first show that the converses of Theorem 5.0.3 and Corollary 5.0.4 do not hold.

Example 5.0.5. Let Λ′ be the 2-graph which has skeleton depicted in figure 5.1 and

factorization rules σiτ
′
i+1 = τ ′iσi+1 where σ, τ ∈ {α, β}. We will use the convention
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that d(αi) = d(βi) = (1, 0) and d(α′i) = d(β′i) = (0, 1). Now fix µ, ν ∈ Λ′ with

r(µ) = r(ν), s(µ) = s(ν), and µ 6= ν. Let d(µ) = (m,n) and d(ν) = (k, `) and fix

ρ, σ, τ, η ∈ Λ′ with µ = ρσ, ν = τη, d(ρ) = (m, 0), d(σ) = (0, n), d(τ) = (k, 0), and

d(η) = (0, `).

If λ extends µ, then the factorization rules imply that any time we factor λ = γξ

with d(γ) = (p, 0) and d(ξ) = (0, q), then γ = ργ′ for some γ′. In words, any extension

of µ where we factor all solid edges to the front must begin with the unique sequence

of solid α’s and β’s that is ρ, and the same is true for any extension of ν. Similarly,

if λ extends µ and λ = γξ with d(γ) = (0, p) and d(ξ) = (q, 0) then γ = σ′γ′ with

d(σ′) = (0, n) and where σ′i = α′i iff σm+i = α′m+i. That is, if we factor the first n

dashed edges to the left in any λ extending µ, then the number and order of α′’s and

β′’s making up the first n edges must be the same as the number and order in σ, and

again the analogous statement is true for ν.

Now if m = k (and hence n = `), then either ρ 6= τ or σ 6= η. If ρ 6= τ and λ

extends µ and ν, then the observations above show λ has two factorizations ρλ′ and

τλ′′ with d(ρ) = d(τ), d(λ′) = d(λ′′), but ρ 6= τ . Hence µ and ν have no common

extension. If σ 6= η, then writing µ = σ′ρ′, ν = η′τ ′ with d(σ′) = d(η′) = (0, n), then

σ′ 6= η′ and arguing as above shows µ and ν have no common extension.

If m > k and, say, ρk+1 = αk+1, then µ and νβ|ν|+1 have no common extension. If

λ = λ′λ′′ were such an extension with d(λ′) = (p, 0) and d(λ′′) = (0, q), then extending

µ would imply λ′k+1 = αk+1 while extending ν would imply λ′k+1 = βk+1. Analogously,

if ρk+1 = βk+1, then µ and να|ν|+1 have no common extension. Now write µ = σ′ρ′

and ν = η′τ ′ with d(σ′) = (0, n), d(η′) = (0, `) (with ` > n). If η′n+1 = α′n+1, then ν

and µβ′|µ|+1 have no common extension, and if η′n+1 = β′n+1, then ν and µα′|µ|+1 have

no common extension. If m < k, we make an analogous argument and this shows

that (µ, ν) is not a generalized cycle.
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β1 β2

α1 α2

v1 v2 v3

Figure 5.2: The 1-Graph Defining Λ′′

Thus, Λ′ is a 2-graph without generalized cycles. Now (5, Proposition 3.16) (see

also (4, Corollary 5.1)) implies that two row-finite 2-graphs with no sinks or sources

and the same skeleton have C∗-algebras with the same K0 and K1 groups. Using this

result in the remarks following (4, Figure 4.3), Evans shows that the C∗-algebra of a

2-graph with the same skeleton as Λ′ has K1 group isomorphic to Z[1
2
] and therefore

is not AF. This shows that the converse of Theorem 5.0.3 does not hold. To show

the converse of Corollary 5.0.4 does not hold, it remains to show that (Λ′)0 has no

nontrivial saturated hereditary subsets.

Suppose ∅ 6= H ⊆ (Λ′)0 is saturated and hereditary and fix vi ∈ H. For any

j > i, the path αi . . . αj−1 ∈ HΛ′ and s(αi . . . αj−1) = vj so that vj ∈ H since H is

hereditary. Now for j < i, let Fj = {αj, α′j, βj, β′j}, which is clearly a finite exhaustive

set at vj. Since s(Fi−1) = {vi} ⊆ H and H is saturated, vi−1 ∈ H, and now by

induction, vj ∈ H for every j < i and hence H = (Λ′)0.

Our final example demonstrates that for categories of paths, even a generalized

cycle need not preclude an AF algebra.

Example 5.0.6. Let Λ′′ be the category of paths given by the 1-graph in figure 5.2

where α1β2 = β1α2 and α1α2 = β1β2. Explicitly,

Λ′′ = {v1, v2, v3, α1, α2, β1, β2, α1α2, α1β2} where (Λ′′)0 = {v1, v2, v3}, (Λ′′)2

= {(α1, α2), (α1, β2), (β1, α2), (β1, β2)} with the obvious range and source maps, and

ranges for multiplication. It’s clear that this is a small category, without inverses since

the commuting relations preserve length, and there is no (non-trivial) cancellation to
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check. Note that (α1, β1) is a generalized cycle (without an entrance). Since the

category is finite, the associated groupoid will be finite, and hence C∗(Λ′′) is finite

dimensional.
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Chapter 6

FURTHER RESEARCH

We close this paper with an outlook on further research, and there are some obvi-

ous avenues forward. First is broadening the class of examples in this paper to include

continued fraction AF algebras Aθ for arbitrary θ. We see two primary hurdles to

overcome before this happens. One is to represent Aθ where θ = [k1, 1, k2, 1, k3, 1, . . . ],

i.e. θ’s expansion has the same pattern of alternating 1’s, but is not necessarily peri-

odic. We are confident that this will arise from generalizing the example in chapter

4 in the obvious way, having ki γ’s in viΛvi+1. The reason this is so promising is the

following: Given a continued fraction φ = [a1, a2, a3, . . . ], the ordered K−theory of

Aφ is determined entirely by the connecting maps ( ai 1
1 0 ) (see, for example, (1, VI.3)

for details) and then to realize the connecting maps in our example factor as
ki + 1 1

ki 1

 =


1 1

1 0



ki 1

1 0


so that we are getting precisely the ordered K−theory of A1+θ. The main sticking

point is in showing that the algebra we build has a unique trace; it was the fact that

our connecting maps were periodic that allowed us to bound measures of cylinder sets

and then show their measure must be unique. We believe a further approximation

argument will solve this, but as yet we have not discovered it.

A method for eliminating the alternating 1’s in [1, k1, 1, k2, . . . ] is less clear. The

factorization above makes it evident in one sense where the 1’s are coming from, but

it is not yet clear to this author what changes need to be made in the category of
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Figure 6.1: The 1-Graph of the Rank 3 Analogue

paths to eliminate them. Some ad-hoc attempts have been made, but the solution

will take some more thought.

We would also like to generalize the examples in this paper to include the categories

of paths defined by figure 6.1 where the αi, βi, γi form a 3-graph (and potentially

analogues for k−graphs with k > 3). Some thought has been given to this and

while it doesn’t seem to be an obvious generalization of the work here, some similar

techniques can be applied, and the problem appears to be tractable.

More broadly, we would like to apply techniques such as the ones demonstrated

in this paper to problems involving k−graph algebras. For example, showing that

C∗(G) had finite nuclear dimension relied heavily on realizing it as an inductive limit

of algebras of subcategories. There is a limited amount of freedom to do so in the

context of k−graphs, since a subcategory need not be a sub k−graph, but we can

still take advantage of the degree functor when appropriate. The γ’s also seemed to

play a critical role in generating subgroupoids whose C∗-algebras were manageable,

and the key property seemed to be that they do not commute with any edges. If we

could identify a structure in a k−graph with a similar property, it may be possible

to develop a criterion for when a k−graph C∗-algebra has finite nuclear dimension.

Unfortunately, it’s not clear to this author that such a structure should even exist,

and a problem like this will take some thought.

125



REFERENCES

[1] K. R. Davidson, C*-Algebras by Example, Fields Institute Monographs, vol. 6,
1996.

[2] D. Drinen, Viewing AF-algebras as graph algebras, Proc. American Mathemat-
ical Society 128 (2000) p. 1991-2000.

[3] E.G. Effros and C. L. Shen, Approximately Finite C*-Algebras and Continued
Fractions, Iniana Univ. Math. J. 20 (1980) no. 2, p. 191 - 204.

[4] D.G. Evans, On higher ranks graphs C*-algebras, PhD thesis, Cardiff University,
2002.

[5] D.G. Evans, On the K-theory of higher-rank graph C*-algebras, New York J.
Math, 14 (2008) p. 1-31.

[6] D. G. Evans and A. Sims, When is the Cuntz-Krieger Algebra of a Higher-Rank
Graph Approximately Finite-Dimensional?, J. Funct. Anal. 263 (2012), no. 1,
p. 183-215

[7] A. Kumjian and D. Pask, Higher rank graph C*-algebras, New York J. Math.
6 (2000), p. 1-20.

[8] A. Kumjian, D. Pask, and I. Raeburn, Cuntz-Krieger algebras of directed graphs,
Pacific J. Math. 184 (1998), 161-174.

[9] M. Laca, N.S. Larsen, S. Neshveyev, On Bost-Connes type systems for number
fields, J. Number Theory 129 (2009), 325-338.

[10] P. S. Muhly, J. N. Renault, D. P. Williams, Equivalence and isomorphism for
groupoid C∗-algebras, J. Operator Theory 17 (1987), no. 1, p. 3-22.

[11] S. Neshveyev, KMS States on the C∗-algebras of non-principal groupoids, J.
Operator Theory 70 (2013), no. 2, p. 513-530.

[12] I. Raeburn, Graph Algebras, CBMS Regional Conference Series in Mathematics,
vol. 103, Published for the Conference Board of the Mathematical Science,
Washington, D.C., 2005.

[13] J. Renault, A groupoid approach to C*-algebras, Lecture Notes in Mathematics
vol. 793, Springer, Berlin, 1980.

[14] M. Rørdam, F. Larsen, and N.J. Lausten, An Introduction to K-Theory for
C∗-Algebras, London Mathematical Society Student Texts 49, Cambridge Uni-
versity Press, (2000).

[15] A. Sims, Étale groupoids and their C*-algebras, (2018), arXiv:1710.10897v2
[math.OA]

126



[16] J. Spielberg, Groupoids and C∗-Algebras for Categories of Paths, Transactions
of the American Mathematical Society Vol. 366, Number 11, (2014), p. 5771-
5819.

[17] J. Spielberg, Groupoids and C∗-algebras for left cancellative small categories,
(2017), preprint, arXiv:1712.07720v2 [math.OA].

[18] H. S. Wall, Analytic Theory of Continued Fractions, Dover, Mineola, New York,
2018.

[19] W. Winter, Structure of nuclear C*-algebras: From quasidiagonality to classi-
fication, and back again, (2017), arXiv:1712.00247v1 [math.OA]

[20] W. Winter and J. Zacharias, The nuclear dimension of C*-algebras, Advances
in Mathematics 224 (2010), no. 2, p. 461-498.

127


