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ABSTRACT

Prior research on consumer behavior in health insurance markets has primarily focused on

individual decision making while relying on strong parametric assumptions about prefer-

ences. The aim of this dissertation is to improve the traditional approach in both dimen-

sions. First, I consider the importance of joint decision-making in individual insurance

markets by studying how married couples coordinate their choices in these markets. Sec-

ond, I investigate the robustness of prior studies by developing a non-parametric method to

assess decision-making in health insurance markets.

To study how married couples make choices in individual insurance markets I estimate

a stochastic choice model of household demand that takes into account spouses’ risk aver-

sion, spouses’ expenditure risk, risk sharing, and switching costs. I use the model estimates

to study how coordination within couples and interaction between couples and singles af-

fects the way that markets adjust to policies designed to nudge consumers toward choosing

higher value plans, particularly with respect to adverse selection.

Finally, to assess consumer decision-making beyond standard parametric assumptions

about preferences, I use second–order stochastic dominance rankings. Moreover, I show

how to extend this method to construct bounds on the welfare implications of choosing

dominated plans.
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Chapter 1

INTRODUCTION

Consumer behavior often departs from predictions made by standard models in economics,

(Dellavigna, 2009; Bernheim et al., 2019). Researchers have called attention to this in in-

surance markets, Kunreuther et al. (2013), energy markets, Allcott and Taubinsky (2015),

and markets for employer-sponsored savings plans, Madrian and Shea (2001). Within the

literature on insurance markets, several studies focus on health insurance in particular, and

conclude that many consumers make sub-optimal choices (Abaluck and Gruber, 2011;

Handel, 2013; Sinaiko and Hirth, 2011; Bhargava et al., 2017; Liu and Sydnor, 2018).

However, these conclusions are based on strong parametric assumptions about the shapes

of consumer preferences and also assume that consumers make choices independently.

In chapter 2 of this essay, I investigate how married couples coordinate their choices

in individual insurance markets. I do this by estimating a stochastic choice model of

household demand that takes into account risk aversion, expenditure risk, risk sharing,

and switching costs. I use the estimates to analyze how coordination within couples and

interactions between couples and singles affects the way that markets adjust to policies de-

signed to nudge consumers toward choosing higher value plans, particularly with respect

to adverse selection. The data reveal several striking facts about insurance choice. In par-

ticular, I find that 78% of couples decide to “pool” by buying the same plan. This figure

remains constant even for couples with extremely different health risks. My estimates im-

ply that the average couple is willing to pay $1,584 per year to avoid searching for separate

plans, which is approximately three times the annual average plan premium. In contrast,

a version of the model that ignores marital status and therefore, pooling incentives, would

predict that only 4% of couples pool. I find that nudging households to choose the plans that
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maximize their expected utility would yield larger welfare gains for couples than singles.

In chapter 3 I return to modeling individual behavior but relax the parametric assump-

tions on preferences. Instead, I use a non-parametric framework to evaluate consumer

choices. Specifically, I use stochastic dominance rankings to assess the quality of consumer

decision-making under uncertainty when consumers choose prescription drug insurance

plans in Medicare Part D. I use this framework to develop measures of decision-making

quality at both the extensive margin (e.g. choosing an object off the efficient frontier) and

the intensive margin (e.g. distance from the frontier). I also compare my method with

mean-variance frontier analysis which is often used in insurance markets. My results can

be summarized as follow. Mean-variance and second-order stochastic dominance have sim-

ilar implications for average consumer behavior: 70% of consumers select dominated plans

(20% if I allow for unrestricted heterogeneity in preferences for unobserved plan quality by

focusing exclusively on plans sold by the same insurer). However, the two approaches to

evaluating consumer decision making differ in the set of plans that they label as dominated,

especially when I control for non-financial attributes. The welfare ambiguity of choosing

dominated plans is large. The average welfare loss captured by the upper bound is eight

times higher than the lower bound, $1,307 versus $170 respectively. This implies that the

average welfare loss is never smaller than 34% of the annual premium. Finally, while some

consumers suffer welfare losses higher than $2,000 per year, the probability of being in

this group is not systematically correlated with observable characteristics such as income,

education, and gender.
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Chapter 2

HOW DO COUPLES CHOOSE INDIVIDUAL INSURANCE PLANS

Couples often participate in individual health insurance markets, many of which are fed-

erally regulated. Examples include Medicare Advantage, Medicare Part D and Medigap.

In these markets, married couples have incentives to coordinate their plan choices since

they share a budget constraint, risks, and information obtained from their search processes.

Virtually nothing is known about this form of coordination and its implications for equity

and efficiency of markets. Understanding how couples coordinate their enrollment deci-

sions is potentially important for evaluating consumer welfare from health insurance and

for assessing policies targeting market design. For example, it could improve our ability to

predict insurance enrollment decisions if spouses’ choices are highly correlated. Equally

important, if couples are less risk-averse than their individual members because they are

able to share risks, then their collective enrollment decisions will differ from the plans they

would have chosen separately. Marital status may also contain policy relevant information

about risk beyond what can be learned from existing medical conditions and demographics.

This research is the first economic study to investigate how couples make enrollment

choices in individual insurance markets. I leverage administrative records to determine the

marital status of a large panel sample of Medicare Part D enrollees. I first distinguish house-

holds that are comprised of married couples from households that consist of singles who

are widowed or divorced. Then, for each type of household, I estimate a stochastic choice

model of insurance demand that incorporates risk aversion, expenditure risk, and inertia.

Finally, I combine my estimates for household-level insurance demand with a parsimonious

model of plan pricing to study the distributional welfare consequences of policies designed

to nudge individuals or households toward choosing certain types of plans. This exercise
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allows me to investigate how coordinated decision making by couples modifies the impli-

cations of nudging for adverse selection. I also use the model to investigate how standard

regulations in health insurance markets affect the ways in which singles and couples would

sort themselves across the market in response to nudges, and what this sorting behavior

implies for consumer welfare.

I start by using information on a random sample of approximately 2 million benefi-

ciaries’ residential locations, last names and basis for social security eligibility to identify

different household types. These data allow me to identify approximately 75,000 couples

making repeated insurance plan choices over the first five years of the Medicare Part D

program, 2006-2010. These data enable me to provide the first direct evidence on how

couples make their insurance plan enrollment decisions, and how their behavior compares

with singles who are widowed or divorced.

The linked household-level data reveal several striking facts about couples’ insurance

plan choices. First, nearly 80% of couples buy the same plan. Second, this statistic is

virtually invariant to the difference between spouses’ health risks. Third, inertia affects

couples and singles similarly, implying that couples do not fully exploit economies of scale

in information. Indeed, approximately 85% of married couples reenroll in their default plan

combinations each year. Fourth, while I find some evidence of positive assortative mating in

prescription drug risk, the magnitude is small compared to evidence on assortative mating

in other contexts such as education, (Fernández et al., 2005). Fifth, couples account for

a substantial share of the market (54%) and, on average, have substantially lower costs

for insurance companies ($871) compared to widows, who account for 30% of the market

and have average costs of $1,116.1 Moreover, this difference is exacerbated by the way

the federal government adjusts subsidies to insurance companies based on the risk of its

1Costs here represent total prescription drug expenditures minus the out of pocket expenditure of each

household. This difference represents the cost that insurance companies incur.
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consumer pool, which inflates the cost differential between couples and widows by 35%.

I model household behavior with a stochastic choice model. Households are assumed

to choose plans based on a deterministic core theory, expected utility, and a random error,

(Hey and Orme, 1994; Harless et al., 1994; von Gaudecker et al., 2011). The scale of

the logistic error will be household-type-specific to capture heterogeneity in households’

decision processes. I follow standard practice in the health insurance literature by adding

“inertia” parameters describing the disutility of switching plans to help explain the low

rates of consumer switching. Similarly, I add “pooling” parameters describing the disu-

tility for couples to choose separate plans to help explain the low rates at which couples

choose different plans. Each household type will choose plans that maximize the certainty

equivalent corresponding to expected utility, plus the combined effects of inertia, pooling,

and a random shock. This representation allows me to represent plan choices as lotteries

with inertia and pooling defined in certainty equivalent terms, similar to Handel (2013).

Estimation proceeds in two stages. First I estimate a distribution of individual-specific

parameters describing the degree of constant absolute risk aversion (CARA) using data

from the Health and Retirement Study (HRS). Then I use observable measures of indi-

vidual demographics and prescription drug spending to project this distribution onto the

Medicare Part D population. The risk aversion parameters are identified by individuals’ re-

sponses to a set of questions in the HRS that were designed to elicit risk aversion by asking

each individual to choose among hypothetical monetary gambles. I find that risk aversion

tends to be higher among older individuals, those with higher prescription drug expendi-

tures, and females. Then I use the risk aversion measures predicted for each individual in

each household to construct a CARA specification for household utility. This implies that

widows are the most risk averse household types, and married couples the least.

Next I estimate household utility parameters for each household type. A model in

which spouses maximize expected utility (EU) jointly predicts 35% of couples will choose
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the same plan. In contrast, a version of the model that ignores marital status and therefore,

pooling incentives, would predict that only 4% of couples pool. To reproduce the fact

that 78% of couples pool I augment the model with a pooling parameter that captures the

residual value of this behavior. The monetary value of pooling ($1,584) is approximately

half the implied monetary estimates of status quo inertia for couples, ($3,152). This is

striking, given that both behaviors likely reflect some of the same mechanisms. Status quo

inertia for widows is $1,975 compared to $1,472 for divorced women. Inertia is higher

among widows because they are the most risk averse agents in the market and stand to

gain the most by switching. The fact that they switch at the same rate as less risk averse

household types is rationalized by higher inertia. I demonstrate that the difference in inertia

between couples and singles is consistent with the hypothesis that one spouse selects both

plans.

I use my estimates to simulate a counterfactual policy experiment in which a regulator

nudges consumers to conform with expected utility. The experiment is replicated in envi-

ronments with and without premiums subsidies and risk adjustment payments. Importantly,

I recognize that the policy may affect couples and singles differently. In the actual Part D

setting, both household types are made better off by the policy. In the preferred specifi-

cation, welfare increases up to a 43% for couples and 5% for singles. Premiums decrease

on average, revealing that most plans get advantageously selected. To better understand

the mechanisms driving these results and explore model predictions in less regulated envi-

ronments I replicate the same policy after eliminating premium subsidies. This alteration

reduces the size of couples’ welfare gains from the nudge to 28%, whereas singles are made

worse off by the policy. Their welfare decreases by 5% on average. The nudge tends to

induce (relatively low cost) couples to reduce their expenditures on plan premiums by mov-

ing to plans with smaller shares of widows. The subsequent increase in premiums makes

(relatively high cost) singles who remain in those plans worse off. When I further elimi-
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nate risk adjustment I find that nudging enrollees increases couples’ welfare and decreases

singles’ welfare moderately. The decrease among singles’ is smaller relative to the envi-

ronment with risk adjustment because risk adjustment makes singles more costly relative

to couples. When couples sort into plans with smaller shares of widows, the variation in

premiums is smaller relative to the environment with risk adjusted payments. Overall, these

policy experiments reveal that premium subsidies are the key institutional feature that make

the policy welfare-enhancing for most enrollees. This is important because it suggests that

nudges are more likely to be welfare reducing in individual insurance markets that are not

as heavily subsidized as Part D.

Finally, I investigate the importance of accounting for collective decision making in

policy evaluations by repeating the policy analysis with and without accounting for the

way that couples interact in their decision-making. A model where spouses are choosing

individual insurance plans independently, predicts an increase in premiums and welfare

gains only for couples. Moreover, a model where spouses choose plans independently can

never reproduce the high pooling rates of spouses, with only 6% of couples choosing the

same plan. This figure increases up to 90% after the intervention in a model where spouses

choose plans jointly. Interestingly, this result impacts the reduction in default rates after

the policy. In a model where spouses choose plan separately, the decrease in default rates

is of 30 percentage points, three times higher than in a model where spouses choose plans

jointly.

This paper contributes to several pieces of literature. First, it adds to the literature on

behavioral health economics, Chandra et al. (2019), by providing the first evidence on how

couples choose health insurance plans. Similar to conventional models of individual deci-

sion making in insurance markets, I estimate a stochastic choice model that incorporates

inertia, (Abaluck and Gruber, 2011; Handel, 2013; Polyakova, 2016; Ketcham et al., 2016).

I extend this literature by providing the first evidence on the prevalence of within-household
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pooling and show that, like inertia, it has first-order implications for how couples choose in-

dividual insurance plans. Further, I demonstrate that pooling can change conclusions about

the effects of policies that are intended to help consumers make more informed choices and

have implications for adverse selection, building on prior work by the interaction between

nudging and adverse selection by (Handel, 2013; Polyakova, 2016; Handel et al., 2019).

My findings also contribute to the empirical literature of Medicare Part D, (Abaluck

and Gruber, 2011; Kling et al., 2012; Ketcham et al., 2012; Ericson, 2014; Ketcham et al.,

2015; Abaluck and Gruber, 2016; Ketcham et al., 2016; Polyakova, 2016; Ketcham et al.,

2019). However, my work differs from these prior studies in two important ways. First, I

provide the first analysis of how household type affects the demand for prescription drug

insurance plans and how different types of households interact in this market. Second, I

adopt an expected utility framework and estimate a distribution of risk aversion measures

in the Part D population in a novel way. I exploit the similarities between the HRS and the

Medicare Part D population to project a distribution of absolute risk aversion parameters

that were elicited using hypothetical gamble questions.

Finally, this paper also contributes to the broader literature on how household struc-

ture affects household decision making, (Fonseca et al., 2012; Addoum, 2017). The main

contribution relative to this literature is the unique financial setting where my spouses are

making decisions: individual insurance markets.

The rest of the paper proceeds as follows. Section 2.1 briefly review relevant literature

on inertia and adverse selection in Medicare Part D. Section 2.2 describes the data. Section

2.3 shows descriptive evidence of household inertia, plan pooling, assortative mating, and

costs. Section 2.4 introduces the stochastic choice model of household type. Section 2.5

shows the estimates of risk aversion and model parameters. Finally, section 2.6 describes

the different pricing models and counterfactual policies. Section 2.7 concludes.

8



2.1 Medicare Part D, Inertia and Adverse Selection

Medicare Part D was established in 2006 and was the largest expansion of the Medi-

care program since its inception. A novel feature of Medicare Part D, relative to traditional

Medicare (Part A and Part B), was the creation of markets in which private insurance com-

panies can sell standalone prescription drug insurance plans (PDP) to Medicare enrollees at

prices that are subsidized by the federal government.2 In 2016, about 40 million Medicare

beneficiaries choose to enroll in plans that offered prescription drug coverage (70% of the

Medicare population) and had average spending of 2,130 dollars per enrollee, (Hoadley et

al 2016). From those 40 million, 60% were enrolled in a Part D prescription drug plan

(PDP) while the rest where enrolled in Medicare Advantage.

The U.S. Centers for Medicare and Medicaid Services divides the United States into 34

geographic regions, each of which offers a distinct menu of plans. Insurance companies can

offer multiple plans in a single region; they can offer different plans in different regions;

and they can change the attributes of a given plan in a given region (e.g. premiums, co-

payment rates) from year to year. Thus each region-year comprises a distinct market in

the sense that all Medicare beneficiaries within the market choose among the same menu

of plans. The default for new Medicare beneficiaries is to be uninsured. They must enter

the market and actively choose a plan to become insured. Their choice becomes their

automatic default plan for the following year. They will be re-enrolled in the same plan

unless they actively switch plans, opt out of the market during the annual open enrollment

period or if their plan exits the market the following year. Importantly, Medicare Part D,

like Medicare Adavantage and Medigap, is a market for individual health insurance. When

married seniors buy plans, they have to buy individual plans for each spouse. No family

2The other option for Medicare enrollees to get coverage for prescription drug expenses is to purchase

Medicare Advantage drug plans.
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plans or premium discounts for families are offered.

CMS regulates the PDP markets in several ways. First, people who enroll after age 65

are required to pay a penalty that increases their monthly premiums. Second, premiums are

subsidized by the federal government and risk-adjusted in order to prevent adverse selection

and “cream skimming”. Third, firms that want to participate in the market must adhere to

a regulated bidding process. Each year, firms submit bids that reflect the cost to supply

the basic benefits to a person of average health.3 The difference between the plan’s bid

and the government subsidy determines the plan premium that enrollees must pay.4 Once a

plan submits its bid for the upcoming year, it must accept all enrollees at the predetermined

premium.5 Finally, the payment that each firm receives for insuring an individual is equal

to the bid, risk-adjusted by the individual’s health condition. Thus, subsidies and risk-

adjustment have key implications for costs, premiums and insurance payments in the Part

D markets.

Although these policies induced most Medicare enrollees to participate in the market,

they did not prevent some generous plans from suffering death spirals, (Heiss et al., 2009).

A plan suffers from an adverse selection death spiral when the plan’s market share and

premium start experiencing a rapid decrease and increase respectively. Indeed, most plans

that were offering generous coverage in 2006 were no longer available in 2009, (Polyakova,

2016), suggesting a considerable degree of adverse selection. Polyakova (2016) confirms

this by constructing a non-parametric test in the spirit of Chiappori and Salanie (2000). She

finds that most generous plans attracted individuals with higher annual expenditures. The

definition of adverse selection used in these studies is similar to the one I will employ. A

plan is defined to be adversely selected relative to a baseline scenario if the expected costs

3The basic benefit parameters are set by CMS each year. They consist of three numbers: an annual

deductible, an initial coverage limit and an out of pocket catastrophic threshold.
4Enrollees who qualify for the Low Income Subsidy (LIS) pay less than this resulted premium.
5See Stocking et al (2014) for more details about the bidding process.
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of the plan is higher relative to the baseline scenario. This difference in costs will depend

on the pool of consumers who choose the plan.

Another striking feature of the PDP market is the high rates of inertia. Kling et al.

(2012), Polyakova (2016), Ketcham et al. (2016), Ho et al. (2017) document that enrollees

rarely switch plans, with 90% of them passively reenrolling in their default option when

available. This fact sparked considerable research on trying to understand the consequences

of this behavior for market outcomes and welfare (e.g. Ericson, 2014; Ketcham et al., 2016;

Polyakova, 2016; Ho et al., 2017). Some of these studies estimate the amount of money

that enrollees would have to be paid ex-ante to switch to another alternative. For example,

Polyakova (2016) estimates a monetary value of status quo inertia around 1,159 dollars

and Ketcham et al. (2016) estimate a range between 809 and 3,660 dollars depending on

enrollees’ characteristics. These estimates are generally interpreted as reflecting a combi-

nation of search and switching costs, and inattention.

Evidence on the quantitative importance of inertia motivated the study of policies that

nudge consumers toward different choices. For example, Polyakova (2016) explores the

welfare consequences of nudging Part D enrollees away from their default plans. Her

results suggest moderate adverse selection and higher welfare gains from better plan-person

matches. Ketcham et al. (2019) compare the distributional welfare consequences of three

specific policies that nudge consumers: restricting menus, smart defaults and providing

personal information about potential savings from switching plans to Part D enrollees. They

conclude that although none of these policies are Pareto efficient, personalized information

benefits most enrollees.

I advance this literature in several ways. First, I study how couples choose plans and

how their choices affect the trade-off between nudging and adverse selection. Understand-

ing how couples make choices could improve our ability to predict insurance enrollment

decisions and evaluate distributional welfare implications of policies. Second, I use ex-
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pected utility to consider the role of risk aversion, how it is distributed across different type

of households, and how it is correlated with consumer risk. These features are crucial to

predict how polices that aim to nudge consumers toward enrolling in certain types of plans

(e.g. lower cost, greater risk protection) will affect adverse selection, (de Meza and Webb,

2001; Cutler et al., 2008). The expected utility framework also has the advantage of mak-

ing sharp predictions for how counterfactual policies will affect adverse selection through

resorting. Third, I study how nudging policies interact in markets with standard regulations

like premium subsidies and risk-adjustment payments. With a stylized model of plan pric-

ing I am able to study how risk adjustment payments and subsidies affect enrolees’ sorting

patterns.

2.2 Data

2.2.1 Medicare Part D

I begin with a random 20% sample of all Medicare beneficiaries age 65 and above who

participated in Part D market between 2006 and 2010. This sample comprises more than

two million individuals. I also observe all of the financial characteristics of plans including

plan premiums, deductibles and coinsurance rates, as well as non-financial characteristics

including brand names and CMS star-ratings.6 Finally, I observe the quantities of each

specific drug each person purchased each year under their chosen plan.

Table 1 shows summary statistics for the evolution of the choice set over the first five

years of the program. The number of plans and brands change each year. This change in

plan menus will be crucial for the identification of status quo inertia. The other striking

feature about the market is the substantial variation in annual premiums.

6The Centers for Medicare Medicaid Services (CMS) created a Five Star Quality Rating System that rates

Part D plans. Ratings are between 1 and 5, 5 being the highest, for health plan quality based on measurements

of customer satisfaction and quality of care the plan delivers.
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Table 2.1: Medicare Part D 2006-2010

2006 2007 2008 2009 2010

Average # Plans 44 56 55 50 47
Average # Brands 20 25 23 24 21
Mean Premiums ($) 450 440 478 547 566
sd Premiums ($) 160 185 238 245 235

Notes: Table 2.1 shows summary statistics of the Medicare Part D
market for the first five years of the program. The average number of
plans, brands and premiums are calculated across regions.

2.2.2 CMS Administrative Records

I match the Part D data to administrative records containing rich information on chronic

medical conditions, demographics, annual residential location at the level of a zip-9 code,

dates of death, and last names. The CMS records also include a beneficiary identification

code (BIC) that specifies the basis of the individual’s eligibility for cash payment programs,

mainly Social Security. When the individual qualifies under another person’s account, e.g.

as a spouse, the code identifies the type of relationship between the individual and the

primary beneficiary. In particular, widows and divorced people, are entitled to claim their

ex-spouses social security benefits.7 I will use this variable, BIC, to identify singles in the

CMS records.

2.2.3 MCBS

I merge the Part D data with survey responses for all individuals who participated in the

Medicare Current Beneficiary Survey (MCBS) between 2005 and 2011. I use the MCBS

7In general, widows can claim their deceased spouse’s benefits when they are age 60 or older and they

don’t remarry before age 60. Divorced people can also claim benefits based on their ex-spouses work. Gen-

erally, they can do it if the following conditions are met; they reach age 62, the marriage lasted 10 years or

longer, they are still unmarried, and the benefits they are entitled through their ex-spouses work are higher

than the benefit they are entitled through their own work.
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to compare my match rates of couples and singles with the true rates in the Medicare

population.8 From here I can obtain the marital status of approximately 3,500 seniors.

2.2.4 HRS

In order to estimate the degree of risk aversion for each individual in the Part D sample,

I use a set of questions that were specially designed to elicit risk aversion parameters on the

Health and Retirement Study (HRS). The HRS is a longitudinal panel study that surveys a

representative sample of approximately 20,000 seniors in the United States. Importantly,

the survey contains rich information on demographic characteristics and prescription drug

expenditures. While I am unable to match individuals across the HRS and Part D samples,

I leverage the fact that they describe the same population. I first estimate a distribution of

absolute risk aversion measures in the HRS as a function of individual demographics and

prescription drug spending. Then I project this distribution onto the Part D sample. This

procedure for generating imputed variables in CMS-samples using HRS data is similar to

the approach used in Fang et al. (2008).

2.2.5 Risk Scores

I use data on each enrollee’s chronic medical conditions to calculate risk scores using

the RxHcc Risk Adjustment Model developed by CMS. This model was created to adjust

CMS’s subsidies to insurance companies offering Part D plans. The scores are non-negative

numbers normalized to be one for the average risk score in the Medicare population. Indi-

viduals with higher scores have higher expenditure risk.9

8The MCBS operates as a rotating panel survey with rich information on the demographics of people in

Medicare.
9See Robst et al. (2007) for more details about the model.
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2.2.6 Identifying Couples and Singles

To the best of my knowledge, this is the first paper to identify couples in CMS admin-

istrative data. I define a “couple” as a pair of beneficiaries, one female and one male, who

have the same last name and who share the same residential ZIP+9 code during the same

year. The rationale for the matching algorithm is simple. First, zip-9 codes are close to

street addresses in terms of spatial precision; each code corresponds to a single mail de-

livery point such as a unique address, one floor of an apartment building, or one side of a

street on a city block. Equally important, only 17% of women who married in the 1970s

kept their maiden names, (Cain and Derek, 2015). This was a spike relative to prior and

future years given the rise of the feminist movement. Moreover, according to the US Cen-

sus Bureau, the median age of first marriages in 1970 was 20.6 years old for women. A

woman who was 65 years old in my study period, 2006-2010, was at least 30 years old in

1970 implying that most of them got married before 1970. Thus, the majority of women in

my sample, if married, took their husband’s last name.

I rely on several variables to identify singles separately from individuals who are mar-

ried to someone who was not present in my 20% random sample of beneficiaries. First,

to identify widows and divorced women I use the BIC variable described earlier. The BIC

is not ideal to identify single men since most men, whether single or married, claim their

own social security benefits. Most of my sample of widowers are identified using the death

dates of wives of men that are determined to be married according to my algorithm. Finally,

I augment the sample of divorced men using the MCBS sample.

Table 2.2 assesses the performance of my matching algorithm by comparing the total

number of couples that I identify in the Medicare Part D sample each year with the total

number of expected matches given the demographic information in MCBS. According to

MCBS, 54% of people in Medicare Part D are married. Using this fact and the 20% ran-
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dom sample of Medicare Part D enrollees, I use a simple back-of-the-envelope calculation

to estimate how many couples I should expect to observe in my sample. Therefore, the

statistical prediction for the number of matches for each year is Ny0.54 ∗ 0.2 ∗ 0.54 where

Ny is the size of the random sample of individuals in Part D each year.

Table 2.2: Couples in Medicare Part D Sample: MCBS vs Algorithm

2006 2007 2008 2009 2010

Back-of-the-envelope 74,564 77,919 78,292 80,242 80,005

Number of matched couples 73,500 76,696 78,867 82,466 82,880

Notes: Table 2.2 compares the number of matches I should expect according to MCBS
(“Back-of-the-envelope”) and the final number of couples in my sample following the
algorithm.

The algorithm comes remarkably close to matching the statistical prediction. This

makes sense given that for this cohort the majority of wives took their husband’s last name.

Finally, table 2.3 summarizes the demographic variables for each type of household.

The shares on marital status reveal an interesting feature about this market; while 54% are

married couples, roughly 30% are widows. This means that the preferences and behavior

of these two types of households are likely to drive market outcomes.
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Table 2.3: Summary Statistics: Demographics in
2006

singles wife husband

age (mean) 80 73 76
white (%) 95 94 94
total CC (mean) 8 7 7
risk score (mean) 1.04 1.01 0.98
male (%) 4
divorced (%) 7
widow/er (%) 92
observations by year 148,245 68,549 68,549

Notes: Table 2.3 shows summary statistics of main de-
mographics variables of Medicare Part D enrollees. The
first data column shows demographic variables, marital sta-
tus and health conditions of single individuals. “total CC”
shows the mean number of chronic conditions for each
type of household. The the last two columns describe de-
mographics variables and health conditions of members of
married couples.

The table shows that singles have worse health on average. This is not surprising since

they are on average older than spouses. The demographic characteristics of enrollees will

be important to understand not only their costs but also their preferences, e.g. risk aversion.

Importantly, insurance companies are not allowed to price age or any other characteristic

of enrollees in this market.

2.3 Descriptive Evidence

2.3.1 Inertia and Pooling

Inertia is a common feature of consumer choice in many markets, (Samuelson and

Zeckhauser, 1988). In Medicare Part D, Ketcham et al. (2016), show that 90% of individ-

uals choose their default plans each year. Table 2.4 shows the share of households who

choose their default plan by household type from 2007 to 2010. Consistent with prior lit-

erature, the fraction of households who stick with their previous choice is on average 90%.
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Divorced men are the most reluctant to switch, with 97% of them choosing the default

plan. For couples, the figure is slightly smaller: 85%. In other words, 85 percent of couples

decide to keep the same plan combination as last year. I also calculate the share of couples

who enroll in the husband’s default plan (but not the wife’s) or who enroll in the wife’s

default plan (but not the husband’s). Both figures are 3%.

Table 2.4: Inertia in Medicare Part D (2007-2010)

Inertia Share (%)

singles choosing default plan 92
divorced women 92
divorced men 97
widow 91
widower 92

couples choosing default plan combination 85
only wife choosing default plan 3
only husband choosing default plan 3

Notes: The first six rows of the table table report the fraction
of enrollees by type of household who re-enroll in their default
plans. The last two rows show the fractions of couples where
only one member chooses the incumbent plan.

The table reveals that households types are fairly homogeneous in terms of inertia. This

is striking since they are likely heterogeneous in terms of costs and preferences. The fact

that heterogeneous households switch at the same rate underscores the pervasive nature of

this behavior.

Table 2.5 shows the share of couples who enrolled in the same plan. Overall, 78% of

couples buy the same plan. In principle, this could be explained by partners aging into

Medicare in different years and the younger spouse choosing the older spouse’s default

plan. However, the second row shows the same pattern with 76% of couples pooling in

2006, the first year of the program in which couples entered the market and purchased their

initial plans simultaneously. Strikingly, this figure hardly changes when I focus on couples

with different health needs. The last four rows of the table divides couples based on the

18



similarity of the spouses’ risk scores. “Same Risk” describes couples in the same quartile

of the distribution of risk scores. “Adjacent risk quartiles” are couples where spouses are

in adjacent quartiles. “Nonadjacent risk quartiles I” are couples where the spouses are

either in the first and third quartiles or in the second and fourth quartiles. “Nonadjacent

risk quartiles II” are couples where one spouse is in the first quartile and the other is in

the fourth quartile. Moving down the last four rows shows that the rate of pooling hardly

changes as spouses increasingly differ in terms of their prescription drug risk. The fact

that more than three quarters of spouses with substantially different prescription drug risks

decide to buy the same plan suggests that this behavior is related to causes beyond health

needs and costs.

Table 2.5: Couples’ Tendency to Choose the
Same Plan

Pooling Share (%)

couples pooling 78
couples pooling in 2006 76
same risk 80
adjacent risk quartiles 77
noadjacent risk quartiles I 76
noadjacent risk quartiles II 75

Notes: The table shows the share of couples who de-
cide to buy the same plan. “Same Risk” corresponds
to couples in the same quartiles of the distribution of
RxHCC risk scores. “Adjacent risk quartiles” are cou-
ples where spouses are in different adjacent quartiles.
“Nonadjacent risk quartiles I” are couples where one
spouse is in the first, or second quartile and the other
spouse is in the third and forth quartile respectively.
“Nonadjacent risk quartiles II” are couples where one
spouse in the first quartile and the other is in the forth
quartile.
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Why do so many couples buy the same plan? A vast literature studies why individ-

uals tend to choose their status quo options. Starting with Samuelson and Zeckhauser

(1988), the literature has tended to divide mechanisms into two main categories: rational

decision-making and cognitive misperceptions. Examples of the former are costly infor-

mation acquisition or uncertainty about plan features. Both examples imply that plans must

be discovered, leading to search rules and cutoff strategies. An example of the second cat-

egory is loss-aversion, with the incumbent plan being the reference point such that losses

from switching will be weighted more than gains from the same action.

The same two sets of mechanisms can explain why couples tend to buy the same plan.

There are several reasons why it may be optimal for spouses to choose the same plan. For

example, if couples have the same preferences and risk or they are specially matched, e.g.

highly risk averse wives married to high cost husbands, then within-household plan “pool-

ing” may emerge endogenously. Bargaining within the household and risk-sharing can also

explain why couples buy the same plan. For example, if one spouse is more risk averse than

the other, he could agree to buy a less generous plan if the less risk averse spouse is willing

to bear most of the risk. In this scenario, the less risk averse spouse sacrifices more pri-

vate consumption in the bad state and consumes more in the good state. Division of tasks

within the household may also explain this behavior. If the couple splits duties to save time

and effort, the spouse who is in charge of choosing insurance plans may find it optimal to

choose a single plan for both spouses if searching is costly for the same reasons that lead

to inertia. In terms of cognitive misperceptions, a possible explanation is the convergence

of beliefs of each spouse about their own risks. This may occur, for example, if a specific

chronic condition afflicting one member has salience effects over the other spouse, (Fad-

lon and Nielsen, 2019). I do not attempt to identify the relative importance of the various

mechanisms that cause pooling. Instead, I measure how large the combined effect of these

mechanisms must be to rationalize couples’ observed choices. Identifying model parame-
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ters designed to capture the tendency to pool requires characterizing the distribution of risk

aversion among single and couples, ex ante differences in expected costs, and rules for risk

sharing within households.

Finally, I want to preview the importance of this new finding for evaluating prospective

policy reforms. In the policy section, I will investigate the market consequences of a policy

that helps consumer make better informed choices. This counterfactual policy, is motivated

by the fact that 90% of consumers reenroll in their default plans each year and leave money

on the table by doing so, (Handel, 2013; Polyakova, 2016; Ketcham et al., 2019). What

is not clear, is whether a policy that improves information will reduce the high degree of

pooling among couples. Will spouses each buy different plans, will they jointly switch

to a different plan but still choose the same one or will they stay in their default plans?

The three actions may have very different implications for market functioning and welfare.

How couples behave in this situation will depend on the relative importance of the different

mechanisms that underlie pooling. If couples are choosing the same plan because search

costs preclude them comparing more plans, then a policy intended to target inertia may

also impact pooling. On the other hand, if couples are choosing the same plan because it

is optimal given their combined preferences and expenditure risk that they face, then they

may still decide to continue to pool.

2.3.2 Household Costs and Residual Costs

Table 2.5 suggests that assortative mating on prescription drug use does not explain why

couples decide to buy the same plan. Nevertheless, understanding the degree of assortative

mating may be important for policy. In the education literature for example, assortative

mating on educational attainment is of interest because it has implications for household

income inequality, (Fernández et al., 2005; Eika et al., 2019). Similarly, assortative mating

in health may contribute to household health inequality, (Fleurbaey and Schokkaert, 2011).
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Further, predicting market outcomes and welfare consequences of policies that nudge con-

sumers toward different choices requires knowing the costs of couples and how they are

related to costs of other type of households.

To better understand the degree of assortative mating in prescription drug expenditure, I

compare three different measures in 2006. First, I assign each spouse to their corresponding

quartile of the distribution of risk scores at the beginning of the year. Then I compare the

Pearson correlation coefficient of these variables with the correlation coefficient estimated

for randomly assigned couples from the same geographic area. Panel A of Table 2.6 shows

the correlation of risk scores for actual couples, the correlation of risk scores for random

couples from the same state and the correlation of risk scores for random couples from the

same zip-5 code. Panel B of the table shows the same statistics but calculated based on

quartiles of total cost under each plan in 2006. The two measures differ in that the second

measure is affected by the choice of plan while the first is not.

Table 2.6: Assortative Mating - Prescription Drug Ex-
penditure

Actual couples Random couples

same ZIP5 same state

A. Risk Score Correlation

0.147 0.061 0.011

B. Prescription Drug Expenditures Correlation

0.261 0.104 0.018

Notes: Panel A shows the Pearson correlation coefficient of
risk scores of actual couples, the correlation of risk scores of
randomly matched couples from the same state and the cor-
relation of risk scores of randomly matched couples from the
same zip-5 at the beginning of 2006. Panel B of the table
shows the same statistics but calculated with quartiles of to-
tal costs under each plan in 2006.

The correlation coefficient for actual couples is 2.5 times larger than the correlation
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coefficient for randomly matched couples from the same zip-5, and 13 times larger than the

correlation of random matches from the same state. The correlation among actual couples

is small relative to the measures of assortative mating estimated in the education litera-

ture. In Fernández et al. (2005) for example, the Pearson correlation coefficient describing

assortative mating in education in different countries ranges from 0.32 to 0.76. Further,

compared to the education setting my estimates are more likely to be increased by changes

in behavior after marriage that would increase the estimated degree of assortative mating

in health.

Predicting how the market will evolve after a specific policy also requires understand-

ing how the costs of married couples compare to the costs for other types of households.

As shown in Table 2.3, widows constitute the majority of single households. According to

MCBS, they represent 30% of the market. Table 2.7 compares the distribution of costs of

wives, husbands, couples and widows. Costs are measured as total prescription drug expen-

ditures minus the out of pocket expenditure of each household. This difference represents

the cost that insurance companies incur.

Table 2.7: Moments of the Cost Distribution for
Spouses, Couples, and Widows

Costs wife husband couple widow

10 percentile 0 0 20 2
25 percentile 56 55 195 207
median 448 497 650 813
75 percentile 1,271 1,359 1,165 1,583
90 percentile 1,845 1,890 1,702 2,020
mean 868 873 871 1,116

Notes: Table 2.7 compares the distribution of costs of
wives, husbands, couples and widows. Costs are mea-
sured as total prescription drug expenditures minus the out
of pocket expenditure of each household. This difference
represents the cost that insurance companies incur.

The table shows that the average cost of wives and husbands is smaller than the cost of
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widows. If the majority of couples buy the same plan, then we can think that the evolution

of the market will be driven by the behavior of these two types of households, with married

couples being the “good type” and widows being the “bad type” in the sense of Rothschild

and Stiglitz (1976). Importantly, since the average cost of widows exceeds the average

costs of each spouse, the presence of widows in the market makes the degree of assortative

mating less important for predicting market outcomes when couples pool. In general, the

difference in the cost of widows relative to the cost of couples will be positive, regardless

of their decision to pool. Widows are on average $245 more costly than married couples.

As noted earlier, the process for risk adjusting payments to insurance companies is an

important feature of the Part D markets. The costs shown in Table 2.7, measure the total

costs but not the residual costs that matter for insurance companies’ profits, (Layton, 2017).

Without risk adjustment, premiums will likely reflect the average cost of the enrollee pool.

Layton (2017) shows that in the presence of risk adjustment, premiums will reflect average

residual costs, which are defined to be costs that are not predicted by the risk adjustment

model. More formally, under risk adjustment the premium of plan j will be:

Premiumj = E(costj)− E(RAj) + E(cost) (2.1)

Here E(costj) reflects the average cost of the enrollees who selected plan j, E(RAj)

the average risk adjustment payments of the pool and E(cost) reflects the average cost of

the market. Equation 2.1 implies that the difference in premiums will reflect the difference

in average residual costs, E(costj) − E(RAj). Prior studies have shown that the risk-

adjustment model that CMS uses for Part D (RxHCC Model) tends to overpredict costs

for beneficiaries with low actual costs, and underpredict costs for beneficiaries with high

actual costs, (Hsu et al., 2009). These systematic prediction errors will likely distort the
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differences in residual costs relative to total costs. Table 2.8 illustrates this point by showing

the average costs and residual costs of couples and widows, and the differences between

them. With imperfect risk adjustment payments, the difference in residual costs is 35%

higher than the difference in total costs.

Table 2.8: Residual Costs for Couples vs Widows

Total Costs Residual Cost

couple widow difference couple widow difference

mean 871 1,116 245 121 453 332

Notes: Table 2.8 shows the average costs and residual costs of couples and
widows and the differences between them. Residual costs are the costs that
are not predicted by the risk adjustment model.

This difference in total costs and residual costs is important because it may exacerbate

adverse selection if couples and widows select different plans. In section 6, I explore the

consequences of this difference in the context of a policy that nudges consumers toward

different choices. Importantly, costs are just one factor in the calculations. The preferences

of these two type of households also matter for predicting the evolution of the market and

how it responds to different regulations. More specifically, the distribution of risk aversion

across households is crucial for understanding how households will react.

2.4 Empirical Framework

2.4.1 Model

The Choice Set

Consumers are modeled as choosing lotteries of prescription drug expenditure, where a lot-

tery is defined by a distribution of prescription drug expenditures under all possible health

states of the world and a set of probabilities for realizing those states. To construct these

lotteries I rely on several variables contained in the CMS Administrative records, includ-
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ing the diagnosis dates of more than 30 chronic conditions from CMS Chronic Condition

Data Warehouse. Specifically, I use knowledge of the health conditions and demographics

of each enrollee, to calculate their individual risk scores using the RxHcc Risk Adjustment

Model developed by CMS.10 I define a “cell” as a set of individuals with the same risk score

in year T-1 who live in the same CMS region. Ex-ante distributions of out-of-pocket (oop)

expenditures of each plan and type in year T are generated with the realized oop costs in

year T of all beneficiaries that belong to the same cell. This means that the oop expenditure

of each beneficiary is a possible state of the world for all beneficiaries that belong to the

same cell. This actuarial method of creating oop distributions has been used extensively,

(Pauly and Zeng, 2004; Abaluck and Gruber, 2011; Handel, 2013; Ketcham et al., 2016).

In order to construct the ex-ante distributions of oop expenditures of every plan-person

match, I make the standard assumption of no moral hazard. I use a cost calculator developed

by Ketcham et al. (2015) to construct counterfactual out-of-pocket expenditures for the

bundle of drugs that each beneficiary purchased under all of the plans in the beneficiary’s

choice set. This is essentially the same as the approaches used in Abaluck and Gruber

(2011), Abaluck and Gruber (2016), Ketcham et al. (2016), and Ketcham et al. (2019).

The no moral hazard assumption in these studies is justified by the small drug-specific price

elasticities estimated in the literature and the high persistence of drug use, both of which

are indicators of moderate moral hazard, (Abaluck et al., 2018). As long as the presence of

moral hazard is mild the estimated distributions will approximate the true distributions.

The oop expenditure of each beneficiary can then be used to construct the empirical

CDF for plan j and type t as follows:

F̂jt(x) =
1

nt

nt∑
i=1

1(Xij ≤ x) (2.2)

10The two demographic variables that enter in the RxHcc model together with the chronic conditions, are

age and gender.
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In the equation nt is the number of observations of type t, i.e. the number of people

that belongs to that cell, x is a non-negative number that belongs to the support of the dis-

tribution of out-of-pocket expenditure and 1(Xi ≤ x) is an indicator function for whether

realization i in plan j is less than x.11 I assume that the distributions of out-of-pocket expen-

diture implied by each plan and type belong to the bounded and common support [a, b].12

If a plan has a smaller realized support I define the density function of that distribution to

be zero outside this range.

To construct the distributions of out of pocket expenditures for couples I use copula

methods.13 Intuitively, a copula expresses a joint distribution as a function of marginal

distributions and a correlation parameter. I use Gaussian copulas to generate the bivari-

ate distribution of oop for the couple as a function of the marginal distribution of each

spouse. The Gaussian copula form is C(u1, u2, ρ) = Φb(Φ
−1(u1),Φ

−1(u2); ρ), where Φb

is the CDF of the standard bivariate normal distribution and Φ−1 is the inverse CDF of the

standard normal distribution. The copula is a function of a correlation parameter ρ and

ui = Fi(x), the range of the marginal CDF distribution function of each spouse. Appendix

A provides a detailed description of the steps used to construct the distribution of couples’

oop expenditures and estimate ρ.

Under this formulation, the only parameter to be estimated is ρ.14 ρ captures the joint

dependency of both distributions Fi(x) which could, in principle, be very different from

11Like Handel (2013) I require the minimum cell size to be 75 individuals.
12Here a will be the smallest realization of out-of-pocket expenditure among all plans and types while b

will be the maximum. I will discretize the support in r pieces as is often done when working with empirical

CDFs.
13See Trivedi and Zimmer (2006) for an introduction to copula methods in economics.
14We should not interpret this parameter as a reflection of assortative mating. The later would be captured

by how similar are the Fi(x) of each couple.
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each other. An intuitive example of what ρ measures is the “broken heart syndrome” in

life insurance, in which the death of a spouse reduces the survival probability of the other

spouse, (Denuit et al., 2005). For tractability, I assume that ρ is constant across diseases.

There is medical evidence that people with partners that have ischaemic heart disease, dia-

betes, or experienced a stroke have no increased risk of contracting the disease themselves.

While this is not true for asthma, depression, and hypertension, these diseases are likely

to be less expensive to treat (Hippisley-Cox et al., 2002). I estimated ρ̂ to be equal to 0.3

(p=0.0000). This means that couples’ risk exhibits a positive dependence, consistent with

the intuition for broken heart syndrome.

I follow standard practice in assuming that the relevant distributions from which house-

holds are choosing are the ones estimated by the researcher. This assumption could be

violated for two reasons. The first is private information. Specifically, the estimated Fij

and the true distributions could differ if enrollees possess information that is not available

to the researcher. This is relatively minor concern for my analysis because I observe de-

tailed information on chronic condition diagnoses and other demographic characteristics

that together with the RxHCC software allows me to calculate risk types for each enrollee.

Further, I focus exclusively on a very specific type of medical risk: prescription drug expen-

ditures. Estimating ex-ante distributions of plans that cover many types of medical services

like surgery, hospitalizations and doctor visits would require more information. A second

reason why Fij could be substantially different from the distribution determining consumer

choice is because of systematic differences in subjective beliefs. Without a complementary

survey eliciting subjective beliefs of prescription drug expenditures, it is impossible to as-

sess the validity of this assumption. Thus, I maintain the assumption that subjective beliefs

match objective beliefs.
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Preferences

Financial markets exist because people have different tastes for risk. Thus, to understand

how demand for insurance will change in response to a prospective policy it is essential to

know the degree of risk aversion, how it is distributed across households and the extent to

which it is correlated with household risk.

How individuals feel about taking risks is also necessary to understand how groups, like

couples, make joint decisions in risky environments. Within the tradition of methodologi-

cal individualism it is individuals and not groups, who are presumed to have preferences.15

How groups make choices depends on the preferences of their members and how their

members interact with each other. The interaction could be by a voting rule, within house-

hold bargaining or any other mechanism.

To understand how different types of households decide among insurance plans and

how policies will affect their decisions, I represent household behavior with a stochastic

choice model. In other words, consumers’ choices will be consistent with a deterministic

core theory, specifically expected utility, plus a shock, (e.g. Harless et al., 1994; Hey and

Orme, 1994; von Gaudecker et al., 2011). The shock is meant to represent errors in the

decision process of households when comparing two plans.

For the deterministic component of choice I use exponential utility which implies con-

stant absolute risk aversion (CARA). This parametric form has many advantages. First,

it allows the household to be modeled as a representative agent where the household’s

risk aversion parameter is the harmonic mean of each spouses risk aversion parameter di-

vided by two. This representation is observationally equivalent to a collective model of the

household, (Chiappori, 1992). It is also equivalent to group preferences under uncertainty

15See Chiappori and Mazzocco (2017) for a discussion of methodological individualism and its implica-

tions in the unitary approach of household preferences.
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as in Harsanyi (1955) with constant Pareto weights across the study period.16 Importantly,

if couples share risk efficiently, their choices will conform with this utility specification,

(Bone, 1998).

More specifically, if both members of the couple have CARA preferences with risk

aversion parameters σw and σh, then the couple can be represented with a utility function

of the following form:

uc(x) = −e−σ∗i x, where σ∗i =
1

1
σw

+ 1
σh

(2.3)

This representation captures the fact that group risk aversion is derived from individ-

ual risk aversion. Another advantage of this particular parametric form for utility is that it

will allow me to compare my results directly with previous studies that used CARA spec-

ifications to depict household-level choices among employer sponsored insurance plans

that offer coverage for employees, spouses, and their children, (Handel, 2013; Handel and

Kolstad, 2015).

If consumers adhere completely to expected utility, then when they first enter the market

they will choose the plan that maximizes the certainty equivalent (CE).17 However, the

random element added to their utility function implies that households may choose plans

of lower value. For example, when comparing two plans j and j′, household i will select

plan j whenever:18

CE(Ljhi, σi)− CE(Lj′hi, σi) + λhεjj′hi ≥ 0 (2.4)

16In general, additional information on private consumption of each member of the couple and changes in

distribution factors are needed to identify Pareto weights, (Chiappori and Mazzocco, 2017).
17With exponential utility, CE(L, σ) = 1

σ ln
(

E(eσx)
)

.
18In equation 2.4 the plan premium is included in the certainty equivalent.
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εjj′hi are independent household plan logistic shocks, i indexes the household (which

may be comprised of an individual or a couple), h indexes the household type, e.g. couples

or singles. For a couple, Ljhi represents the lottery associated with plan combination j,

given the couple’s joint distribution of potential health shocks.

Insurance plan enrollment is repeated each year. As seen above, during open enrollment

most households default into their incumbent plans and most couples enroll in the same

plan. Equation 2.5 shows that households will choose the default plan combination j over

j′ if:

CE(Ljhi, σi) +Kh1d=j + 1j=pΩ− CE(Lj′hi, σi)− 1j′=pΩ + λhεjj′hi ≥ 0 (2.5)

1d=j is an indicator if the plan or plan combination is the household’s default plan.

Similarly, 1j=p is an indicator for whether couples choose the same plan. This formulation

highlights an advantage of using certainty equivalents as a cardinalization of preferences.

It allows us to measure the values that particular household types attribute to status quo

plans and plan-pooling in monetary terms using the parameters Kh and Ω.19 In particular,

the way I am measuring status quo inertia is identical to Handel (2013) and Handel and

Kolstad (2015).20

The interpretation of λh, the scale of the logistic shock, is important and related to the

interpretation of εjj′hi. In random utility models, εjj′hi, is typically used to represent la-

19Equation 2.5 can alternatively be represented similarly to a random utility model: β0hCE(Lji, σi) +

β1h1d=j + β2h1j=p − β0hCE(Lj′i, σi)− β2h1j′=p + εhi with β1h

β0h
= Kh, β2h

β0h
= Ω and β0h = 1

λh
.

20They define inertia in terms of a “bidding price”. However, given that they also use a CARA specification

and assume independence between the distribution of out of pocket expenditures and inertia, both measures

coincide, (Pratt, 1964).
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tent attributes that provide utility to households. Under this interpretation λh determines

the relative importance of expected utility for household decision-making compared to all

other non-modeled attributes. If, however, we treat EU as a normative decision-theory in

the sense that households should behave as EU maximizers then εjj′hi are interpreted as a

“mistake” and λh as a measure of conformity with expected utility. In my main specifica-

tions εjj′hi is used to represent errors in the decision process. This interpretation is meant to

facilitate the counterfactual scenarios I explore later in the paper, in which a regulator who

cares paternalistically for consumers welfare will attempt to nudge consumers to conform

with expected utility by introducing a generic policy that reduce the magnitude of λh.

2.4.2 Identification

Risk aversion

I first estimate a distribution of individual-specific parameters describing absolute risk aver-

sion as a function of demographics and prescription drug spending using data from the

Health and Retirement Study (HRS). Then I use observable demographics to project this

distribution onto the Medicare Part D population. I use a set of questions in the HRS that

were designed to elicit risk aversion by asking each individual to choose among hypotheti-

cal monetary gambles.

The HRS data allow me to overcome the problem explained in Apesteguia and Ballester

(2018) that risk aversion cannot be identified in many discrete choice settings. The problem

is that CARA and CRRA preferences embedded in stochastic choice models can generate

the same choice probabilities with different values of risk aversion. Moreover, estimating

the risk aversion level of each household member is necessary for predicting how choices

would change if individuals were to choose in isolation. Thus, I assume that the hypo-

thetical gambles that were used to elicit risk aversion parameters for a random sample of
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individuals in HRS capture spouses’ levels of risk aversion in scenarios where they can’t

share risks. This assumption is consistent with the design of the survey questions, which

are described in more detail below.

Using stated-preferences methods to elicit risk aversion parameters, such as hypotheti-

cal gambles, instead of revealed-preferences methods has well-known trade-offs, (Diamond

and Hausman, 1994; Beshears et al., 2008; Mata et al., 2018). While stated preferences

methods are usually better in controlling for possible cofounders, revealed preference meth-

ods are often thought to perform better in real-world scenarios that are difficult to represent

on a survey or in the laboratory. Given these tradeoffs, many studies have investigated the

validity of HRS risk measures and have found a strong relationship between these measures

and individuals’ financial decisions, (Mazzocco, 2004; Kimball et al., 2008). Finally, my

approach to transferring risk aversion parameters from the HRS to CMS assumes that the

levels of risk aversion for individuals are constant across domains. So that risk aversion

parameters elicited with monetary gambles can be used to assess risky choices of health in-

surance plans. While there is some debate over this assumption (Barseghyan et al., 2011),

Einav et al. (2012) find that individuals’ willingness to take risk relative to their peers

remains stable across domains.21

I elicit risk aversion parameters using the following questions that were asked in the

2004 HRS wave, two years prior to the introduction of Medicare Part D:

Suppose you have an additional USD 10,000 saved for the future. You can choose to

invest this money one of two ways. One is to invest in a government bond that will be worth

21This result is important for the present paper because I will be comparing status quo inertia for different

types of households: widows, widowers, divorced women, divorced men, and couples. Importantly, the

monetary estimates will depend on the different levels of risk aversion of each type of household. As long as

risk preferences, relative to these demographic groups, are stable across domains; the relative size of status

quo inertia will be stable as well.
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USD 10,000 in two years for sure. The other way is to invest in a mutual fund that may

increase or may decrease in value in the next two years. On average the mutual fund will

be worth 20,000 in two years, but has a 50-50 chance of being worth USD 5,000 and a

50-50 chance of being worth USD 35,000. Would you invest your money in the government

bond that guarantees you USD 10,000 or in the mutual fund I have just described?

Individuals who choose the riskier option, were then asked:

Suppose instead that the average return on the mutual fund is lower. On average the

mutual fund will be worth USD 15,000 in two years, but has a 50-50 chance of being worth

USD 5,000 and a 50-50 chance of being worth USD 25,000. Would you invest your money

in the government bond that guarantees you USD 10,000 or in the mutual fund I have just

described?

If the individual opted for the risk-free option in response to the first question, he would

then be asked:

Suppose instead that the average return on the mutual fund is higher. On average the

mutual fund will be worth USD 25,000 in two years, but has a 50-50 chance of being worth

USD 5,000 and a 50-50 chance of being worth USD 45,000. Would you invest your money

in the government bond that guarantees you USD 10,000 or in the mutual fund I have just

described?

This procedure identifies lower and upper bounds on the absolute risk aversion param-

eter. Following the approach described in Barsky et al. (1997), Kimball et al. (2008).22

After using respondents’ answers to assign them to mutually exclusive categories, I

use their resulting bin assignments to estimate a continuous distribution of risk aversion.

I assume that the distribution of risk aversion is log-normal: logσ ≡ x ∼ N(µ, φ), with

22They use relative gambles that were designed to elicit relative risk aversion coefficients for CRRA pref-

erences. The only difference is that I use a different set of questions.
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the mean µ = µ0 + γ1X + γ2M being a function of demographics, X , and different bins

of prescription drug expenditure, M . Gender and age will be included in X and the prior

year’s total expenditure on prescription drugs will be included in M .23 The probability of

being in category j is then:

P (c = j) = P (logσlj < x < logσuj) (2.6)

P (c = j) = Φ((logσuj − µ)/φ)− Φ((logσlj − µ)/φ), (2.7)

where Φ is the cumulative normal distribution function and σlj and σuj denote lower

and upper bound of absolute risk aversion of category j. I estimate µ0, γ1, γ2 and φ via

maximum likelihood.

Inertia and Plan Pooling

The identification of status quo inertia relies on two main sources of variation in the data.

Two sets of enrollees serve as control groups for people who have a status quo plan in their

menus. The first group is new enrollees. As noted by Samuelson and Zeckhauser (1988),

the active choices of new enrollees capture what the choices of old (and similar) enrollees

would have been absent the status quo plan. I have detailed data on chronic conditions

for old enrollees and for most of the new enrollees as well. This is one of the advantages

of having data in the early years of this market. However, it is important to distinguish

23I group people in four different bins of prescription drug expenditure: people whose annual spending

was below $50, people whose spending was between $50 and $500, between $500 and $2,500 and people

whose annual spending was above $2,500.
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enrollees that are new to Part D and enrollees that are new to the entire Medicare system

(Part A and B). Because chronic conditions diagnoses are collected for all enrollees who

are already in Part A and Part B, I can construct ex-ante distributions of oop for enrollees

who are new to Part D but not to the rest of Medicare. This group is formed by enrollees

who enrolled late in the market, after turning 65 years old. The second control group is

composed of enrollees who are forced to choose actively because their incumbent plan was

discontinued. These two groups constitute the “active” choosers who lack a default plan.

The second feature of the data that allows me to identify status quo inertia is the continuing

change in plans’ menus that happen each year. This was depicted in Table 1. New plans

enter the market each year and some old plans exit.

Finally, “willingness to pool” is identified by the active choice of new couples, e.g. the

choice in 2006, and couples who switch plans. This is, each year new couples express their

preferences for choosing plan combinations with the same pair of plans or choosing plan

combinations with different plans. The strength of their preferences for pooling beyond

expected utility will be captured by Ωh.

2.5 Results

2.5.1 Risk Aversion

Table 2.9 reports maximum likelihood estimates for heterogeneity in individual risk

aversion from equation 2.7. A casual interpretation of the estimated coefficients is un-

necessary because the purpose of this exercise is ultimately to project the demographic

variation in individual risk onto the medicare population. Nevertheless, the coefficients on

demographic variables are broadly consistent with causal estimates from previous litera-

ture. Women appear to be more risk averse than men, a finding that has been documented

several times in different environments, (Borghans et al., 2009). There is less agreement
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in the literature on how age affects risk aversion. Cohen and Einav (2007) document a

U-shaped relation between age and risk aversion across the life cycle while Dohmen et al.

(2011) find a positive slope. Both findings are consistent with the positive slope that I

estimate for the final years of the life cycle.

Interpreting the coefficients on medical expenditures and comparing them to prior stud-

ies is more complicated. First, my estimates could reflect some reverse causality. That is,

people who are less risk averse may take less precaution in their daily life choices, like

eating healthy food and exercising, which could result in them requiring more medical ser-

vices. Second, these variables could reflect the medical risk that each bin is exposed to, and

impact risk aversion through this background risk channel.24 It could also represent health

shocks that the individual suffered in the previous year, and impact risk aversion through

this channel. The empirical literature established that both channels affect risk aversion,

(Courbage et al., 2018; Decker and Schmitz, 2016).

In any case, the positive correlation between prescription drug expenditure and risk

aversion implies that more costly enrollees have a higher willingness to pay for insurance,

because of higher monetary expenses and because they are more risk averse. This positive

correlation between risk and risk aversion is also present in the auto insurance setting of

Cohen and Einav (2007), whereas Finkelstein and McGarry (2006) document a negative

correlation in markets for long term care insurance.

24Recall that the hypothetical gambles that each individual responds to in the HRS are not specifically

about medical expenditures. So from this perspective, prescription drug expenditures are a background risk,

(Gollier et al., 2001).

37



Table 2.9: Estimates for Demographic Heterogeneity in Risk Aversion

Parameter Estimates

constant -15.79***
(1.12)

male -2.02***
(0.25)

age 0.05***
(0.01)

prescription drug expenditure I: (USD 50-500) 1.01*
(0.58)

prescription drug expenditure II: (USD 500-2500) 2.55**
(0.59)

prescription drug expenditure III: (> USD 2500) 2.58***
(0.59)

standard deviation 5.27***
(0.10)

Observations 451

Notes: Table 2.9 shows maximum likelihood estimates (standard errors) of
parameters describing heterogeneity in absolute risk aversion based on re-
sponses to survey questions in the HRS. The estimates represent the influence
of demographic characteristics on the mean and median absolute risk aver-
sion of the HRS population. “Prescription drug expenditure categories I, II,
and II” corresponds to different bins of prescription drug expenditures in the
previous year.

Finally, I project the median absolute risk aversion parameter for each demographic

group and medical expenditure bin onto the Medicare sample.25 The mean absolute risk

aversion of the Medicare population is .0000369 and the median is .0000131.26 For an

economic interpretation of these estimates, Figure 1 shows the distribution of implied risk

premia when individuals face a hypothetical gamble in which they can win or lose $900

with the same probability. This hypothetical gamble is scaled to approximately capture the

risk an average individual is facing in Medicare Part D, where $900 is the standard deviation

of out of pocket cost in the first five years of the market. The figure shows the distribution of

25Given my assumption of a log-normal distribution, the median is a better representation of central value

tendency than the mean.
26This estimates are similar to previous studies, (Cohen and Einav, 2007).
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risk premiums as a fraction of $900. For a risk-neutral individual, this number is zero and

for someone who is extremely risk averse it is 1. Although most individuals have moderate

values for the risk premium, the distribution is right-skewed suggesting a high degree of

heterogeneity.

Figure 2.1: Distribution of Risk Aversion Among the Part D Population
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Figure 2.1: Figure 2.1 shows the projected distribution of risk premiums in the Medicare
Part D population. The risk premium is expressed as a fraction of the $900 gamble. For a
risk-neutral individual this number is zero and for someone who is extremely risk averse it
is 1.

The estimated distribution of risk aversion parameters allows me to test the hypothesis

that couples tend to pool because people who are highly risk averse tend to be married to

partners who are relatively sick, inducing both partners to optimally choose high coverage

plans. I test this hypothesis by calculating the following correlation:

corr(σw − σh, costw − costh) (2.8)

A negative correlation means that spouses who are more risk averse are in general

married to spouses with higher costs, and vice versa. The estimated correlation coefficient

is 0.085, allowing me to reject the hypothesis.
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2.5.2 Inertia and Pooling

The following table shows the estimates for the parameter describing the relative im-

portance of random factors driving choices (λh) together with inertia and the value of plan

pooling in certainty equivalent terms. I report estimates for the four types of households

that represent the largest fractions of consumers in the market; married couples (54%),

widows (30%), widowers (6%) and divorced women (5%).

Table 2.10: Type-specific Estimates for Status Quo Inertia and the “Willingness to Pool”

Couples Widows Divorced Women Widower

Estimates P > |Z| Estimates P > |Z| Estimates P > |Z| Estimates P > |Z|
λ 372 0.000 306 0.000 230 0.000 272 0.000
K (inertia) 3,152 0.000 1,975 0.000 1,472 0.000 1,754 0.000
Ω(pooling) 1,584 0.000
couple last year 1,946 0.000 1,871 0.000
Observations 5,078 14,216 1,134 3,828

Notes: The first row of the table shows the coefficient on the certainty equivalent, or equivalently the inverse of the variance of the shock.
The second row of the table shows the size of the status quo bias. Ω repersents the estimated “willingness to pool”. The third row shows the
estimated “willingness to pool” for couples. In the fourth row, “couple last year” measures status quo inertia for widowed people who were
married in the previous year.

The first row of the table shows the scale of the logistic error for each type of household.

The higher the λh the less the household type conforms with expected utility maximization,

given my assumption about the parametric form of utility. An example can help to illustrate

the economic implication of these estimates. Imagine there are two plans or plan combi-

nations: A and B, with CE(A, h)− CE(B, h) = 500. The estimates of λh imply that 22%

of married couples will select the lower value plan compared to 16% of widows, 14% of

widowers and 10% of divorced women.

The second row of the table shows the money metric estimates for status quo inertia.

The magnitude of the estimates for single households is similar to previous studies by Han-

del (2013), Polyakova (2016), and Ketcham et al. (2019). The estimate for married couples

is $3,152, two times the estimate for divorced women. Note that on one hand, couples

face a harder problem, in the sense that they have to choose from a menu with more op-
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tions. If each spouse chooses among 50 plans, couples have to decide among 50 by 50

plan combinations. On the other hand, couples can exploit information economies of scale,

(Wilson, 1975) or help each other in the search process. Interestingly, my estimates of in-

ertia for couples are similar to Handel’s (2013) largest estimates for families in markets for

employer-sponsored health insurance plans ($3,006). This is somewhat surprising, because

married couples in Part D have to choose two plans among 502 options, whereas families

in his setting choose a single plan among 5 options.

Interestingly, the difference between widows and divorced women is quite large. The

difference is approximately equal to the average (subsidized) annual premiums in Part D,

$500. Recall that these measures are expressed in terms of certainty equivalents so they

should be interpreted from an ex-ante perspective. For example, suppose that a widow

has to choose between a gamble and a riskless position. If she chooses the gamble she

can lose 5,000 dollars with probability p and zero with complementary probability. In the

riskless position, she loses zero dollars with certainty. The estimated status quo inertia,

$1,975, implies that a widow with average risk aversion will be indifferent between taking

the gamble and maintaining a riskless position when p = 0.35.27 This means that plans

have to get significantly worse in terms of coverage in order to induce widows to switch

to another alternative. The reason why status quo bias is higher among the set of widows

is simple. Widows are the most risk averse agents in the market (because they tend to be

older than divorced women and have higher medical spending), so they are the ones who

stand to gain the most by switching. The fact that they switch at the same rate as less risk

averse agents, 10%, can only be rationalized with higher status quo inertia.

The coefficient on “couple last year” measures status quo inertia for widowed people

who were married in the previous year to test whether death of a spouse may reduce in-

ertia. The estimates are not different from enrollees who were already widowed last year,

27The average absolute risk aversion for widows is 0.00007.
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suggesting that death of a spouse does not reduce inertia, at least in the short term.

The third row of the table reports a money metric for couples’ implied willingness

to pool, Ω. Interestingly, Ω is approximately half the size of K, ($1,584). The revealed

preference logic of the maximum likelihood estimator requires Ω to be smaller than K to

rationalize the fact that most couples decide to buy the same plan.

Returning to the coefficients on “couple last year”, notice that the estimates conflate the

effects of two changes: a year-to-year change in plan menu, and, a change in the prefer-

ence function of households who were previously choosing plans jointly with their spouse.

When compared with the choice of an active widower, both effects must be taken into ac-

count. I can not disentangle these two effects because there is no region where plans menus

were unchanged from one year to the next between 2006 and 2010. The estimates for men

and women are similar to enrollees who were already widowed last year.

Comparing these measures for inertia between couples and singles is consistent with the

hypothesis that one member of the couple is in charge of selecting both plans. Under this

hypothesis, the estimates for couples should be double the estimates for singles. Another

observationally equivalent hypothesis is that both spouses choose their own plans with

complete autonomy. However, this second hypothesis seems less likely to drive behavior

because it does not seem capable of explaining the high rate of pooling.

2.6 Policy Analysis

The policy counterfactuals envision a regulator who will nudge consumers to conform

with expected utility. The counterfactual scenarios simulate how premiums will respond to

changes in the way that consumers sort themselves across plans as a consequence of the

policy. Section 6.1 describes the institutional details of how premiums and plan payments

are set in Part D. Section 6.2 defines “nudge” in the context of my stochastic choice model.

Section 6.3 describes the policy counterfactuals. Finally, section 6.4 summarizes results.
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2.6.1 Insurance Payments and Premium Subsidies

As noted earlier, plan payments in Medicare Part D are risk adjusted. This means that

plan providers are compensated with payments that vary with the chronic condition of their

pool. For example, the risk adjustment payment that a plan provider receives for insuring

individual i is:

∑
cc

WccDicc , (2.9)

where Wcc is the risk adjustment payment for chronic condition cc and Dicc is a dummy

variable equal to one if individual i has chronic condition cc. In the same fashion, the

plan receives a demographic risk adjustment component depending on the demographic

characteristics d of individual i,
∑

dWccDid.28 Wcc and Wd are measured in dollars and the

risk score described in previous sections results from the following formula:

risk scorei =

∑
xWxDix∑
xWxDix

, (2.10)

where i represents the average enrollee and x includes the chronic conditions and demo-

graphic risk adjusters. It is clear from equation 2.10 that enrollees sicker than average will

have a risk score greater than one, while enrollees who are healthier than average will have

a risk score less than one.

I assume that insurance companies are risk neutral and that the market is competitive.

Therefore, each plan must make zero profits in equilibrium. In competitive markets with no

risk adjustment plan bids will reflect average costs of each plan. In this scenario, differences

in plan bids reflect differences in average costs across plans:

28See Carey (2017) for a more comprehensive treatment of risk adjustment payments in Medicare Part D.
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bidj = E(costj) (2.11)

In contrast, with partial risk adjustment plan bids are defined by the following equation:

bidj = E(costj)− E(RAj) + E(cost) (2.12)

Now differences in plan bids reflect differences in average residual costs, (Layton,

2017). The residual cost of individual i is the difference between total cost and his risk

adjusted payments; in other words, costs that can not be predicted by the model. Note that

if risk adjustment was perfect, then insurance companies would be bidding the average cost

of the market and there would be no difference in plan bids.

Following the actuarial literature I assume that firms form expectations of future costs

(residual costs) with the average cost (residual cost) of enrollees that are currently under

the plan.29 This stylized model of plan pricing attempts to capture the key features of

how insurance companies set their bids in this market. In the bidding process, insurance

companies have to send a bid that represents the estimated cost for providing the basic

benefit. Bids for the upcoming year are submitted in the current year. Given the timing of

this process, the bid will likely carry information on the current pool of enrollees in each

plan.

Plan premiums in Part D are defined by the following equation:

premiumj = bidj − θNAB (2.13)

29This backward looking depiction of firm behavior is motivated by the empirical presence of adverse

selection “death spirals” in insurance markets, (Cutler and Reber, 1998; Handel, 2013).
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This means that enrolleess pay the difference between the plan bid and the national

average bid (NAB) multiplied by a factor of θ.30 This last parameter represents the share

of premiums that are subsidized by the government. The counterfactual scenario without

plan subsidies corresponds to θ = 0:

premiumj = bidj (2.14)

In summary, policymakers can adjust the level of government involvement in the market

through the risk adjustment formula and through the subsidy level. Table 2.11 summarizes

alternative market environments with and without each of these features.

Table 2.11: Policy Environments

Subsidy No Subsidy

Payments Premiums Payments Premiums

Risk Adjustment ( Eq. 2.12 Eq. 2.13) ( Eq. 2.12 Eq. 2.14)
No Risk Adjustment ( Eq. 2.11 Eq. 2.13) ( Eq. 2.11 Eq. 2.14)

Notes: Table 2.11 depicts four types of environments depending on the presence
or not of risk adjustment payments and premium subsidies. Plan premiums and
plan payments can be represented by any combination of equations 2.11-2.14.
The current environment of Medicare Part D is represented by the combination
of equation 2.12 and 2.13.

I analyze how these four environments affect the relative costs of couples and singles

when the government nudges them to adjust their choices. The exercise is meant to provide

insight on how couples’ behavior would be likely to affect adverse selection in markets

with different regulations, including but not limited to the current environment of Part D.

30θ is on average 75% in the first five years of the program.
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2.6.2 Nudges

The policy counterfactuals envision a regulator who will nudge consumers to conform

with expected utility, his preferred normative theory. The regulator, faces a trade-off. The

nudge will create an incentive for consumers to choose higher value plans. At the same

time, because risk is not fully priced, consumer sorting may increase adverse selection,

(Akerlof, 1970; Rothschild and Stiglitz, 1976). This trade-off is studied in the health insur-

ance context by Handel (2013) and by Polyakova (2016). My analysis extends this litera-

ture by investigating how this trade-off is modified by consumer demographics, specifically,

how the interactions within couples and the interaction between couples and widows.

Unlike prior studies, I assume that the policy affects household choices by reducing λh,

the scale of the logistic shock, by some percentage κ. Modelling the nudge as a reduction

in the scale parameter has two advantages. First, because the main concern of the policy is

if it will exacerbate adverse selection. By reducing the scale parameter, consumers prefer-

ences will conform with expected utility. The two main seminal papers on adverse selection

(Akerlof, 1970; Rothschild and Stiglitz, 1976) were written under expected utility. It has

sharp predictions for this phenomenon. My policy then will be less conservative in poten-

tially exacerbating adverse selection compared with previous research designs (Polyakova,

2016; Ketcham et al., 2019). Second, like previous studies that incorporate inertia, I will

not identify the underlying mechanisms behind it. Unlike these studies I also estimate a

pooling parameter, that in principle, could be affected by the policy. By modelling the

nudge as a reduction in λh, I address the problem of taking a stand on if the pooling param-

eter will also be affected. Under my research design, couples may still decide to default or

to pool after the nudge if they maximize expected utility by doing so. I also recognize that

the policy may affect different household types differently. For example, prior studies have

proposed nudging seniors to use the Medicare Part D Plan Finder tool, (Kling et al., 2012).
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Plan Finder is meant to be a friendly platform on Medicare.gov that allows seniors to com-

pare plans in Part D or Medicare Advantage. Married couples and widows may react quite

differently to such a policy. Widows tend to belong to older cohorts who are less likely to

use a computer and the internet as shown by the following table.

Table 2.12: Question on Internet Use MCBS

Do you personally ever use the Inter-

net to get information of any kind?

yes no

Spouses 46 54
Widows 21 77

Notes: Table 2.12 is based on a question asked on
the Medicare Current Beneficiary Survey between years
2006-2010. The table shows the average share of seniors
by answer across this sample period.

Table 2.12 is derived from Medicare Current Beneficiary Survey and suggests that wid-

ows will be less likely to use the internet to compare plans. This example is simply meant

to motivate the exercise that I am interested in exploring: the welfare consequences of

nudging heterogeneous consumers such as couples and widows who are likely to respond

differently to the policy.31 Modelling the nudge as a reduction in the scale parameter and

allowing the effect to be heterogeneous across households with different costs makes ad-

verse selection a concern. The results will be indicative of how successful the policy may

be in the worst case scenario for adverse selection.

I simulate market adjustment in scenarios where couples and widows are affected dif-

ferently by the policy with a wedge w = κc − κw, where κc and κw are the fractions by

31Although in the example I am suggesting that widows could be less affected by the policy, we could

imagine policies where the opposite happens. For example, widows will be likely more affected than couples

with a policy that automatically enrolls seniors in a default plan. In general, more information will be needed

to assess the plans that best meets the needs of a couple than for one single person. I show the results of a

policy with this feature in Appendix B.
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which λc and λw are reduced as a result of the policy. Since the level of w would be policy-

specific, I bound welfare for different levels of w. Throughout the simulations, I set κw

to 0.9, a 10% reduction, and report the welfare implications and outcomes for differently

sized wedges w.

The error terms that define deviations from expected utility in the stochastic choice

model are assumed to be irrelevant for calculating consumer welfare. Of course, the errors

may also reflect sources of unobserved heterogeneity that affect the willingness to pay

for insurance such as the quality of customer service or pharmacy networks.32 Thus, my

simulation exercises assume that the policy targets the component of the error that is not

explained by unobserved heterogeneity.

2.6.3 Policy Counterfactual

I simulate the effects of nudges in four counterfactual environments.

Counterfactual I: This scenario considers policy that reduces λs, the scale parameter

of singles, by 10% and at the same time reduces the scale parameter of couples by differ-

ent magnitudes. The policy is modeled as starting in 2007 and continuing through 2010.

Importantly, I conduct this experiment in a market without premium subsidies and risk ad-

justment payments. Therefore, bids and premiums will be determined by equations 2.11

and 2.14.

Counterfactual II: This scenario is the same as counterfactual I but adds risk adjustment

payments. This experiment is meant to reveal how risk adjustment payments influence the

sorting patterns of couples and singles in response to a nudge. Thus, bids will be determined

by equation 2.12 and premiums by equation 2.14.

Counterfactual III: This scenario is the same as counterfactual II but adds subsidies to
32In one extreme, one could interpret ε as completely driven by unobserved heterogeneity, (Bundorf et al.,

2012) and in the other extreme we can interpret ε as completely driven by errors, (Abaluck and Gruber, 2011).
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mirror the real Part D environment. The subsidies will obviously limit adverse selection

and improve consumer welfare. The question is by how much. Here bids and premiums

will be determined by equations 2.12 and 2.13.

Taken together, the first three counterfactuals will allow me to determine how each

feature of this market affects outcomes when considering policies that nudge consumers

toward different choices. This knowledge is important for assessing the implications of

similar policies that could be introduced in markets that do not share the same regulations

as Part D, such as the Medicare Advantage markets where plan premiums are not as heavily

subsidized.

Counterfactual IV: The final counterfactual is a thought experiment in which I compare

the evolution of the market with two models. The first model corresponds to my estimation

results where spouses choose plans as a group and share risks. The second model treats

each spouse separately. When they decide in isolation, each spouse will make a choice

with their own risk aversion parameter σi and when they decide as a couple they will still

do it with σ∗i . The comparison of both models will shed light on how couples’ behavior

affects outcomes in individual insurance markets.

Simulation mechanics: Each simulation consists of solving for market outcomes with

the estimated model. I simulate the baseline and each counterfactual 500 times and report

average outcomes. The policy consists of reducing λh from 2007 onward. In each replica-

tion a baseline scenario with an initial allocation of consumers is compared to the policy

scenario. I am interested in isolating the effect of different households responding differ-

ently to the designed policy. Welfare will be measured with the certainty equivalent money

metrics. Therefore, the comparison of scenario A with scenario B for household i will be

done with the money equivalent mei = CEi(A)− CEi(B).33

33See Pope and Chavas (1985) for a comparison of this metric with other welfare measures under uncer-

tainty.

49



2.6.4 Results

Tables 2.13, 2.14 and 2.16 summarize results from the first three counterfactuals. In

each table, the first two rows show the average change in the welfare of couples and singles

in years 2008-2010. The third row shows the average increase in premiums in the last

three years of the policy relative to the baseline scenario. The next row shows the variation

of plans that suffer adverse selection death spirals. I define a death spiral as a situation

where the plan share decreases every year and premiums increase every year. This patterns

implies that enrollees who exit the plan are relatively healthier than enrollees who stay.

The variation in premiums and death spirals provide two quantitative measures for the

degree of adverse selection. Finally, the fifth and sixth row show the share of couples who

decide to pool after the policy (“share pooling”) and the default rates in the first year of

the intervention. This last outcome will be useful to compare my results with Kling et al.

(2012) who find that providing information to Part D enrollees about plans cost increases

switching rates by 11 percentage points.

Table 2.13 summarizes counterfactual I. Each column reports results for a different

wedge: w = 0 means that the policy reduces λc by 10%, so there is no difference with

respect to singles. w = 3 is the situation where the policy reduces λc by 30%, three times

higher than singles, and so on. The welfare and premium changes are always calculated

relative to the baseline scenario where enrollees are not nudged. Couples’ welfare increases

after nudging enrollees. The welfare of singles decreases slightly. The nudge tends to

induce couples who decide to switch, to move to plans with smaller shares of widows.

Since couples’ risk premium is small relative to widows, they are not willing to pay plan

premiums that do not reflect their own costs. At the same time, this sorting behavior makes

widows pay higher premiums in subsequent years relative to the baseline scenario. After

the policy, 90% of couples still decide to pool on average. So most couples switch, but still
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decide to buy the same plan. Under expected utility, choosing the same plan is optimal for

most couples. They, however, were not enrolled in the best pooling plan originally. The

average increase in premiums and death spirals relative to the baseline scenario reveals that

most plans get adversely selected after the policy.

Note that both types of heterogeneity are needed for the results. If couples were sim-

ilar to widows in terms of cost, the fact that they have different preferences will not be

sufficient to generate the results because their movement to other plans would not lead to

large changes in premiums. At the same time, if couples differed in terms of costs, but had

the same preferences with widows, then they would be likely to buy the same plans, sub-

sidizing widows and preventing plans with higher shares of widows from suffering death

spirals. In summary, couples’ increase in welfare comes at the cost of a slightly decrease

in welfare for widows.

Table 2.13: Counterfactual I. No Risk Adjustment - No Subsidies

w=0 w=3 w=5 w=7 w=9

welfare change couples (%) 2008-2010 0% 3% 12% 29% 34%
welfare change singles (%) 2008-2010 -3% -2% -2% -2% -3%
premium variation 2008-2010 14% 12% 11% 13% 14%
(%) Increase Death Spirals 0% 11% 11% 11% 22%
Share Pooling - Policy 84% 90% 92% 94% 95%
Share Defaulting - 2007 91% 89% 84% 71% 57%

Notes: Table 2.13 shows the results from counterfactual I. The environment consists
of a market without risk adjustment and without premium subsidies. κw is set to 0.9
in 2007 onward, a 10% decrease in λw. Each columns shows the results of the policy
for different wedges. w = 0 corresponds to the scenario where couples are equally
affected by the policy. w = 3 is the situation where the policy reduces λc by 30%,
three times higher than singles, and so on. The first rows of the table report the wel-
fare change for couples and singles after the policy. The premiums variation shows
the average increase in premiums relative to the baseline scenario in the last three
years of the policy. The next row shows the variation of plans that suffer adverse se-
lection death spirals. The fifth and sixth row show the share of couples who decide
to pool after the policy (“share pooling”) and the default rates in the first year of the
intervention.
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Table 2.14: Counterfactual II. Risk Adjustment - No Subsidies

w=0 w=3 w=5 w=7 w=9

welfare change couples (%) 2008-2010 0% 9% 28% 54% 58%
welfare change singles (%) 2008-2010 -5% -7% -4% -4% -4%
premium variation 2008-2010 14% 13% 13% 13% 13%
(%) Increase Death Spirals 13% 13% 25% 38% 38%
Share Pooling - Policy 90% 91% 92% 94% 95%
Share Defaulting - 2007 90% 88% 80% 68% 57%

Notes: Table 2.14 shows the results from counterfactual II. The environment consists
of a market with risk adjustment and without premium subsidies. κw is set to 0.9 in
2007 onward, a 10% decrease in λw. Each columns shows the results of the policy
for different wedges. w = 0 corresponds to the scenario where couples are equally
affected by the policy. w = 3 is the situation where the policy reduces λc by 30%,
three times higher than singles, and so on. The first rows of the table report the wel-
fare change for couples and singles after the policy. The premiums variation shows
the average increase in premiums relative to the baseline scenario in the last three
years of the policy. The next row shows the variation of plans that suffer adverse se-
lection death spirals. The fifth and sixth row show the share of couples who decide
to pool after the policy (“share pooling”) and the default rates in the first year of the
intervention.

Table 2.14 summarizes how adding risk adjustment payments to the environment changes

outcomes. Recall from section 3 that risk adjustment makes widows a riskier proposition

for insurance companies relative to couples. Therefore, when couples move away from

plans with high shares of widows, premiums adjust more relative to an environment with-

out risk adjustment. This implies that couples’ welfare will increase more relative to the

environment without risk adjustment and widows will be worse off, and Table 2.14 con-

firms these predictions. Imperfect risk adjustment, increases the effects of the nudge.

These results beg the question of whether there is information content in the marital

status of enrollees that could usefully be taken into account in the risk-adjustment model.

Table 2.15 explores this idea by comparing the difference in costs and residual costs of

widows and divorced women relative to couples. The last row shows the increase in the

difference between average cost and residual costs relative to married couples. When we

compare couples with divorced women, there is little difference in average costs. On av-

erage, divorced women are 68 dollars more expensive than couples. The difference in

residual costs however increases by almost 150%. Interestingly, the risk adjusted model
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generates less distortion between the costs of widows and divorced women. The differ-

ence in residual costs in roughy 15% less than the difference in average cost.34 The table

suggests that there are factors that make couples’ true costs more similar than singles’ that

the risk adjustment model is not able to capture. This could include behavioral factors as

suggested by Einav et al. (2016) or factors that can influence health beyond chronic condi-

tions. Thus, the inclusion of marital status in the risk score could reduce the gap between

residual costs among households and mitigate adverse selection.

Table 2.15: Costs and Residual Costs Relative to Couples

Widow Difference

with couple

Divorced Women Difference

with couple

Average Cost 1,116 260 923 68
Average Residual Cost 453 332 289 168
Variation 28% 148%

Notes: Table 2.15 shows the average cost and residual cost for widows and divorced women. It also
shows for each of these two variables the difference with married couples. The last row shows the
increase in the difference between average cost and residual costs relative to married couples.

Table 2.16 shows the results from implementing the nudge in the actual Part D environ-

ment, with risk adjustment payments and premium subsidies. The subsidy is the primary

factor that limits adverse selection after we nudge enrollees. Both household types are

made better off by the policy. Premiums decrease on average and the increase of plans

that suffer from death spirals is lower relative to previous scenarios. This exercise shows

that the presence of the subsidy is the main reason why nudging can be successful from

the policymaker’s perspective. This is important because in markets that are not as heavily

subsidized as Part D, the effects of the policy will be likely to work in the opposite direction

as shown in the first two counterfactuals. It is also notable that the policy is successful in

achieving its objectives in the presence of multiple mechanisms that feed adverse selec-

34This calculation follows from the difference in average costs of widows and divorced women (1,116-

923=193), with the difference in residual costs of these households (453-289=164).
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tion. First, positive correlation between the risk aversion parameter and costs will tend to

increase adverse selection. Second, allowing household types to react differently to the pol-

icy, can also increase adverse selection because premium differentials will be determined

by how couples adjust relative to widows. Third, I exclude other aspects of preferences that

could moderate sorting according to risk such as preferences over brand dummies or other

non-financial attributes of plans. Remarkably, the policy still succeeds in this environment.

Table 2.16: Counterfactual III. Medicare Part D

w=0 w=3 w=5 w=7 w=9

welfare change couples (%) 2008-2010 10% 18% 43% 74% 82%
welfare change singles (%) 2008-2010 4% 4% 5% 7% 11%
premium variation 2008-2010 -39% -26% -28% -25% -20%
(%) Increase Death Spirals 0% 0% 17% 33% 33%
Share Pooling - Policy 90% 91% 92% 94% 95%
Share Defaulting - 2007 90% 87% 80% 68% 57%

Notes: Table 2.16 shows the results from counterfactual III. The environment consists of
a market with risk adjustment and with premium subsidies. κw is set to 0.9 in 2007 on-
ward, a 10% decrease in λw. Each columns shows the results of the policy for different
wedges. w = 0 corresponds to the scenario where couples are equally affected by the pol-
icy. w = 3 is the situation where the policy reduces λc by 30%, three times higher than
singles, and so on. The first rows of the table report the welfare change for couples and
singles after the policy. The premiums variation shows the average increase in premiums
relative to the baseline scenario in the last three years of the policy. The next row shows
the variation of plans that suffer adverse selection death spirals. The fifth and sixth row
show the share of couples who decide to pool after the policy (“share pooling”) and the
default rates in the first year of the intervention.

In summary, combining my results with finding from prior studies suggest that a policy

that helps consumers make more informed choices has potential to be successful in the

current Medicare Part D environment even after accounting for adverse selection. The

fact that the subsidy is able to overcome the positive correlation between prescription drug

expenditure and risk aversion together with the distortion in costs generated by the risk

adjustment model speaks about the important role of premiums subsidies in the functioning

of this market.

Finally, Table 2.17 summarizes results where I compare the effects of the policy with

and without accounting for the way that couples interact in their decision-making. I fix the

wedge equal to 5 in order to simplify the exposition. Under this wedge, the policy coun-
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terfactual is able to reproduce the quantitative findings of Kling et al. (2012) for switching

rates. The first column shows the results from a model where spouses choose plans inde-

pendently. The second columns shows the results of the main model, where spouses choose

plans jointly.

The two models make very different predictions. A model where spouses are choosing

individual insurance plans independently, predicts an increase in premiums and welfare

gains only for couples. Moreover, a model where spouses choose plans independently can

never reproduce the high pooling rates of spouses, with only 4% of couples choosing the

same plan. This figure increases up to 6% after the intervention whereas in a model where

spouses choose plans jointly it increases up to 90%. Interestingly, this result impacts the

reduction in default rates after the policy. In a model where spouses choose plan separately,

the decrease in default rates is of 30 percentage points, three times higher than in a model

where spouses choose plans jointly.

Table 2.17: Counterfactual IV. Two Models

Part D

Isolation Couple

welfare change couples (%) 2008-2010 12% 43%
welfare change singles (%) 2008-2010 0% 5%
premium variation 2008-2010 24% -28%
(%) Increase in Death Spirals 0% 17%
Share Pooling - Policy 6% 92%
Share Defaulting - 2007 59% 80%

Notes: Table 2.17 shows the results from counterfactual IV. The
wedge is fixed equal to 5. Under this wedge, the policy counter-
factual is able to reproduce the quantitative findings of Kling et al.
(2012) for switching rates. The first column shows the results from
a model where spouses choose plans independently. The second
columns shows the results of the main model, where spouses choose
plans jointly.

This result shows that joint decision-making is important for predicting how markets

respond to a nudge, and the welfare implications involved differ from a model where joint

decision-making is not taken into account. Overall, the four counterfactuals examined in

this section reveal how different features of this market interact with policies that nudge
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consumers to shape market outcomes and their welfare implications. The heterogeneity in

costs and preferences of the main two consumer groups exacerbates adverse selection after

the policy. Risk adjustment increases the differences in costs of couples and widows. This

increases the distributional welfare consequences of the policy and it exacerbates adverse

selection. The federal subsidy is the key feature of the market that allows the nudge to

achieve the policymaker’s objective. It increases the likelihood that couples and widows

choose the same plans and therefore mitigates adverse selection. An implication of these

findings is that markets that are not as heavily subsidized as Part D, are likely to have

greater disparities between winners and losers from policies that help consumers make

more informed choices.

2.7 Conclusion

In recent years much attention has been devoted to understanding the equity and effi-

ciency of federally regulated health insurance markets in the US. From understanding the

choices of consumers to the incentives of firms, the emergence of these markets sparked

many studies that advanced knowledge of the economics of regulated health insurance mar-

kets and their policy implications. However, the literature to date has focused on modeling

individual choices. The fact that most federally regulated health insurance markets (Part D,

Medigap, Advantage) only sell individual plans does not imply that consumers will choose

plans as individuals. A large proportion of consumers in these markets are married and

married couples have strong incentives to coordinate on their enrollment choices.

This paper is the first economic study to analyze the behavior of married couples in

individual health insurance markets. It sheds light on how their behavior and interactions

with other types of households affects market functioning. I documented that, strikingly,

more than two thirds of couples decide to buy the same plan, that their degree of positive

assortative mating in expenditure risk is small compared to other contexts such as educa-
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tion, and that their degree of inertia is similar to singles. However, I also found that couples

differ from singles in terms of risk aversion and costs. Spouses are in general less costly

to insurance companies compared to other types of households (widowed, divorced, etc)

and less risk averse. These differences are crucial to understanding the consequences of

policies that nudge consumers toward different choices. The fact that couples behave less

risk adversely than single households because they are able to share risks makes it harder

to contain adverse selection when consumers are nudged toward enrolling in higher-value

plans.

I also characterized how standard regulatory features of insurance markets like risk

adjustment payments and premium subsidies modify the ways in which different types of

households sort themselves across the market in response to a nudge. In Medicare Part

D, the imperfect risk adjustment model makes single households more costly relative to

couples, exacerbating adverse selection. The inclusion of marital status as a risk adjustment

component would likely moderate some of the distortions. Finally, my results suggest that

premium subsidies are essential for nudges to be broadly welfare improving in the Part D

context.
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Chapter 3

STOCHASTIC DOMINANCE TESTS OF HEALTH INSURANCE ENROLLMENT

DECISIONS

Consumer behavior often departs from predictions made by simple models of consumer

choice under full information, (Dellavigna, 2009; Bernheim et al., 2019). These depar-

tures are often found to be quantitative important when consumers choose among insur-

ance plans, (Kunreuther et al., 2013; Richter et al., 2019), products that differ in energy

efficiency, Allcott and Taubinsky (2015), and retirement savings plans, Madrian and Shea

(2001). Loss aversion, procrastination, inertia, time inconsistency, peer-effects, and search

costs are among the mechanisms that have been suggested to better predict how consumers

make choices in these and other markets. This study focuses on health insurance markets,

where it is commonly found that substantial fractions of consumers choose plans that are

somehow “dominated” by other viable plans, (Abaluck and Gruber, 2011; Handel, 2013;

Sinaiko and Hirth, 2011; Bhargava et al., 2017; Liu and Sydnor, 2018). For example,

Sinaiko and Hirth (2011), Handel (2013), and Bhargava et al. (2017) found that employees

often choose employer-sponsored health insurance plans that are financially dominated,

meaning that for any possible level of total health expenditures (annually) the consumer

would have lower out-of-pocket expenditures under a different plan.

However, there is very little robust evidence on the welfare implications of choosing

dominated plans. Prior evidence on welfare is based almost exclusively on a narrow set

of parametric specifications for utility that assume risk neutrality or constant absolute risk

aversion, (Abaluck and Gruber, 2011; Handel, 2013; Handel and Kolstad, 2015; Handel

et al., 2019; Bhargava et al., 2017). This paper proposes a novel measure of whether health

insurance plans are dominated that is robust to a large set of normative theories and can
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be used to calculate bounds on the welfare loss from choosing dominated plans in the

spirit of Bernheim and Rangel (2009) and Bernheim et al. (2015). Our approach is based

on stochastic dominance rankings. First, we show how researchers can measure second

order stochastic dominance (SOSD) across a range of contexts where they have access

to insurance claims data. A distribution is dominated in SOSD by another distribution if

every risk averse consumer prefers the latter over the former. SOSD rankings allows us

to assess consumer choices in insurance markets under mild assumptions. Moreover, it

enables researchers to evaluate consumer choices in a broad class of insurance markets

where plans need not be state–by–state dominated.1 Second, we augment the binary SOSD

measure with a continuous measure of how far a plan is from the efficient frontier. This

allows us to construct non-parametric bounds on the welfare consequences of choosing

dominated plans.

Prior research on evaluating consumer decision making quality in ways that are ro-

bust to parametric specifications of preferences has been primarily limited to experimental

settings, e.g. Choi et al. (2014), Apesteguia and Ballester (2015), and Heufer (2014),

and Kourouxous and Bauer (2019). These studies detect systematic violations of rational

choice when agents are repeatedly choosing small stakes “lotteries” or hypothetical gam-

bles. These research designs are well suited to distinguish decision-making ability from

unobserved heterogeneity in preferences but it is unclear whether their findings are infor-

mative about how consumers behave when facing high stakes financial decisions.

Our research design takes the stochastic dominance ranking measures for evaluating

individual rationality from the experimental literature and adapts them to health insurance

markets.

We use this method to ask two questions. First, how robust are measures of plan dom-

1Prior studies have measured dominance in highly specialized settings where insurance plans were made

available to employees by a single employer (Handel (2013), Bhargava et al. (2017)).
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ination when we only assume consumers are weakly risk averse, (i.e. relaxing parametric

assumptions on utility and ex-ante distributions of expenditure). Second, how ambiguous

are the welfare consequences of choosing dominated plans? Both questions are important

to understand the generality of previous results and to have a better understanding of the

possible welfare implications of this behavior. The estimation of welfare bounds will allow

us to assess the welfare ambiguity of choosing dominated plans.

We apply our method to study enrollees’ choices of prescription drug insurance plans

(PDPs) in markets created by Medicare Part D. Since its inception, Part D has been used

to study consumer decision-making. For example, Abaluck and Gruber (2011, 2016);

Ketcham et al. (2016, 2019), used mean-variance frontier analysis to determine the shares

of enrollees selecting dominated plans. Under this approach, a distribution is dominated if

it has a higher mean and a higher variance than another distribution.2 As we show later,

preferences for two or more moments are not nested under stochastic dominance axioms.

Therefore, it is a competing theory. For this reason, we compare (empirically) the efficient

sets of plans under both theories and we show the caveats of using preferences for two

moments –e.g. mean-variance– when the assumption of normality of distributions doesn’t

hold.

We start by defining a “standard consumer” as a person whose preferences are consis-

tent with first order stochastic dominance (monotonicity), and risk aversion in the sense that

he dislikes mean-preserving spreads, (Rothschild and Stiglitz, 1970; Machina and Pratt,

1997). As we show in the following section, these two assumptions imply that our standard

consumer will never choose plans that are stochastically dominated in second order. Figure

3.1 shows examples of theories that are consistent with stochastic dominance.

2If non-financial characteristics are taking into account –e.g. brand reputation–Abaluck and Gruber (2011)

found that 70% of enrollees select dominated plans while, if non-financial characteristics are added to con-

sumers’ preferences, only 20% of them will be choosing dominated plans as shown by Ketcham et al. (2016).
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Figure 3.1: Stochastic Dominance and Decision Theories

Figure 3.1: Figure 3.1 shows some of the valuation theories that are consistent with first–
order stochastic dominance. Rank Dependent Expected Utility (RDEU), Expected Utility
(EU), Cumulative Prospect Theory (CPT) and mean variance utility (MV). MV is consis-
tent with FOSD only in the cases where it is consistent with EU. Some well–known exam-
ples of the this are quadratic utility and CARA utility coupled with normally distributed
expenditures.

Figure 3.1, shows that stochastic dominance rankings are consistent with a wide range

of valuation theories, e.g. expected utility, rank-dependent utility and cumulative prospect

theory among others. Moreover, no assumptions on distributions of out of pocket expendi-

tures are needed to define the efficient set of plans. This generality is key to distinguishing

dominated choices from preference heterogeneity. The figure shows a few common valua-

tion theories for illustrative purposes, but, almost all normative theories of decision-making

under uncertainty are consistent with FOSD, Machina (1987). The subset contained under

the label SOSD will take from each theory, preferences orderings that are consistent with

risk aversion.
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The limitation of stochastic dominance measures is that only categorize choices as be-

ing dominated or not. It does not quantify the “magnitude” of dominance. The intensity

by which a plan is dominated determines the welfare consequences of choosing dominated

plans. We develop an empirical measure of intensity by constructing willingness to pay-

bounds like Bernheim and Rangel (2009). These bounds measure the lowest and highest

welfare loss of standard consumers. In the context of “lotteries”, these measures were

first introduced by Mjelde and Cochran (1988) to calculate lower and upper bounds on the

value of information of climate forecasts. We show that these measures can be interpreted

as lower and upper willingness to pay bounds for efficient (non dominated) plans, and im-

portantly that they contain information beyond expected utility theory. Finally, like Choi

et al. (2014) we investigate which measures of consumer demographics are associated with

larger welfare losses from choosing dominated plans.3

We find that mean-variance (MV) and second order stochastic dominance measures

both imply that approximately, 70% of consumers select dominated plans based on finan-

cial characteristics (20% based on financial and non-financial characteristics). However,

MV and SOSD measures differ in which sets of plans they label as dominated when we

control for non-financial attributes. A second main finding is that the welfare ambiguity of

choosing dominated plans is large. The average welfare loss captured by our upper bound

is eight times higher than the lower bound, $1,307 versus $170 respectively. This implies

that the average welfare loss is never smaller than 34% of the annual premium. Finally,

while some consumers suffer welfare losses higher than $2,000 per year, the probability of

being in this group is not systematically correlated with observable characteristics such as

income, education, and gender.

3Although designing policies to help consumers select better plans in insurance markets has been put into

question since it could exacerbate adverse selection, Handel (2013). Targeting specific population groups

may not impact insurance premiums.
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Overall, our study advances knowledge in three areas. Relative to the literature that

finds consumers selecting dominated plans in health insurance markets (Abaluck and Gru-

ber, 2011; Sinaiko and Hirth, 2011; Handel, 2013; Ketcham et al., 2016; Bhargava et al.,

2017), we provide welfare bounds of such behavior using a non-parametric method that is

by definition, more general than state-wise domination. Relative to the experimental liter-

ature that detects violations of rational choice (Choi et al., 2014; Apesteguia and Ballester,

2015; Heufer, 2014; Kourouxous and Bauer, 2019; Birnbaum and Navarrete, 1998; Birn-

baum and Bahra, 2007), we are the first study that brings to the field a non-parametric

method to assess consumers’ decision-making under risk. Third, we contribute to the

literature that assesses decision-making in Medicare Part D (Abaluck and Gruber, 2011;

Ketcham et al., 2016; Abaluck and Gruber, 2016; Ketcham et al., 2019) by comparing

stochastic dominance rankings with mean-variance utility analysis. The comparisons of

these two methods in empirical contexts have been done in other markets (Porter et al.,

1972; Levy and Hanoch, 1970; Levy and Sarnat, 1970).

The paper proceeds as follows, in section 3.1 we develop the underlying theory behind

our non-parametric method, section 3.2 explains how we implement this method in insur-

ance settings, section 3.3 describes the institutional detail of Medicare Part D and the data,

in section 3.4 we show our results and section 3.5 concludes.

3.1 Stochastic Dominance of Insurance Plans

3.1.1 Consumers’ Preferences

In this section, we present a conceptual framework to guide our empirical work. Let J

be the set of plans available for a consumer i, and j a specific plan that belongs to J . The

value of plan j for individual i will be given by the welfare function:
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Ui(qj, Fij) (3.1)

where qj is a vector capturing the plan’s non–financial characteristics, such as customer

service, brand reputation or pharmacy networks. The second component of the welfare

function Fij represents plan j’s distribution of potential out of pocket (oop) expenditure

plus premiums for person i. The i subscript reflects the fact that the distribution of oop

expenditures will differ across individuals according to their health.

For a fixed qj , we define the welfare function:

Ui(qj, Fij) = Vi(Fij) (3.2)

So that Vi(.) captures how individual i feels about the financial characteristics of plan

j, Fij , conditional on non–financial characteristics. Given that we will define domination

according to financial characteristics of plans (premiums and coverage design including

cost–sharing), it is important to recognize that other characteristics may be also relevant

for consumers. All these other characteristics are embedded in qj .

To assess consumer decision-making we need a normative theory of rational choice.

Ideally, this theory would represent a large set of preference orderings that are used in

theoretical and empirical studies. For this, we will define a “standard consumer” whose

preferences will conform with two general assumptions: first order stochastic dominance

and risk aversion4:

Assumption 1: Vi is consistent with first order stochastic dominance (FOSD) prefer-

ences. Distribution G dominates distribution F in FOSD (G ≥fsd F ) if G(x) ≤ F (x)

4Risk aversion is a natural assumption in our context. It is the very nature of these preferences that give

rise to insurance markets. Risk averse individuals are willing to pay a sure amount of money (premium) to

avoid certain types of risk.

64



for all x in the support of F and G with strict inequality for at least one x. Vi is consis-

tent with FOSD if G ≥fsd F implies V (G) > V (F ). This is a type of monotonicty of

preferences. In particular, for two monetary outcomes where x1 > x2, FOSD implies that

V (x1) ≥ V (x2).

Assumption 2: Risk aversion: Let F (x) be a mean-preserving spread of G(x), then

V (G) ≥ V (F ). We adopt the definition of mean-preserving spreads in Machina-Pratt

(1997). Under this definition F is a mean-preserving spread of G if there exists x′ and x′′

with x′′ > x′ such that: F assigns at least as much probability as G to every sub-interval

of (−∞, x′), F assigns no more probability than G to every sub-interval of (x′, x′′) and F

assigns at least as much probability as G to every sub-interval (x′′,∞). Under expected

utility this condition is equivalent to the requirement that the utility function be concave.

Alternatively, under rank-dependent utility, it is equivalent to requiring concavity of the

utility function and convexity of the weighting function.

Having established our benchmark theory, we will define a dominated plan (distribu-

tion) as a plan that will never be chosen by our “standard consumer”. We will give now the

definition of second order stochastic dominance, that we use to find the set of dominated

plans.

Definition 1: Distribution F dominates distribution G in SOSD if
∫
fdF ≥

∫
fdG for

all increasing, concave f.

The link between our “standard consumer” and SOSD is given by Machina and Pratt

(1997). They showed that if F dominates G in SOSD, G can be obtained from F as

a sequence of first order deteriorations5 and/or mean-preserving spreads. Therefore, our

5The type of first order deterioration that they use is a leftward shift in probability. A distribution G is

said to differ from F by a leftward shift of probability mass if there exists an outcome level x′ such that: F

assigns at least as much probability as G to every subinterval of (x′,∞), F assigns no more probability than

G to every subinterval of (−∞, x′).
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standard consumer will never choose a plan that is dominated in SOSD.

In empirical studies, it is common to link stochastic dominance only with expected util-

ity (EU). This would be unsatisfactory since we will be considering EU as the only rational

benchmark. Recently, some empirical studies have used decision theories under uncer-

tainty with non-linear probability weighting to rationalize insurance choices, (Barseghyan

et al., 2013b,a). Zilcha and Chew (1990) show that if we take into account all non-linear

preference functionals that are consistent with our two assumptions the efficient sets remain

unchanged relative to the efficient sets of risk–averse EU consumers. Therefore, choosing

a dominated plan in SOSD could not be rationalized by a larger set of theories, e.g. cumu-

lative prospect theory and rank dependent utility, provided that the consumer is averse to

mean-preserving spreads. This result provides empirical tractability; if we are able to find

the efficient sets of risk averse expected utility consumers, we will find the efficient sets of

a much broader set of decision theories.

3.1.2 Welfare Bounds Under Second–Order Stochastic Dominance

Definition 1 shows that the main drawback of stochastic dominance is that it is a binary

measure. Although it is useful to define consistency in a binary way, it provides no insight

about the magnitude of any inconsistencies. For this purpose, we propose two money

metrics that will bound the welfare implication of choosing dominated plans. Let ϑ be the

set of all utility functions that satisfy assumptions 1 and 2. Assume that the random variable

X with cumulative distribution function F dominates random variable Y with cumulative

distribution G in SOSD. The lower bound δl and upper bound δu are given by:

δl = min
V ∈ϑ

min
δ≥0
{δ : V (G(Y − δ)) > V (F (X))} (3.3)

66



δu = max
V ∈ϑ

min
δ≥0
{δ : V (G(Y − δ)) > V (F (X))} (3.4)

δl can be interpreted as the minimum reduction in premiums needed so that the plan is

not dominated. Intuitively, imagine a room full of people with preferences consistent with

assumptions 1 and 2. Two plans are being offered, plan A and plan B with A ≥ssd B.

Every person in the room, then, prefers A over B. An auctioneer, in charge of selling the

plans, starts decreasing the premium of the dominated plan until the first person announces

that he now feels indifferent between the two plans. The lower bound δl captures this

premium reduction. It is a money metric linked to the welfare of this first consumer. It is

a lower bound since the rest of the room will require a higher reduction in premiums to be

indifferent between the two plans. With the same logic, δu measures what the “last” person

in the room will require to be indifferent between both plans. These measures were first

introduced by Mjelde and Cochran (1988) to calculate bounds on the value of information

of climate forecasts under expected utility. Bernheim and Rangel (2009) define similar

measures for any type of preferences that can be applied in more general contexts.

It may be helpful to compare both measures with standard welfare measures that assume

a parametric form of utility. One of the most common welfare measures used in applied

and theoretical work is the certainty equivalent of constant absolute risk averse (CARA)

consumers. Because of its tractability and closed form it has been used extensively in em-

pirical studies, (Handel, 2013; Handel and Kolstad, 2015; Bhargava et al., 2017; Handel

et al., 2019). In theoretical work, the use of CARA preferences to derive risk measures6

has been proposed by Aumann and Serrano (2008). The certainty equivalents of expo-

nential utilities are also used in the actuarial literature to define premiums. There were

introduced by Gerber (1974) and they have many desirable properties. Some of these prop-

erties are independence, translation invariance, and continuity. See Kaas et al. (2008) for a

6Mathematically, a risk measure for a random variable X ∈ Ω is a function ρ : Ω→ IR.
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more comprehensive treatment of certainty equivalents and risk measures. The formula for

CE(.) for the case of CARA utility is given by:

CEα(X) =
1

α
log(MX(α)) with MX(α) = E(eαX)

More specifically, we will define:

δαra = CEα(G)− CEα(F ) (3.5)

where CEα(.) is the certainty equivalent of the plan for a consumer with risk aversion

parameter equal to α.7 This difference in certainty equivalents is equivalent to the willing-

ness to pay for the better plan, Eeckhoudt et al. (1997). In our welfare calculation we will

set α = 0.0001 which is the average level of absolute risk aversion estimated by Cohen and

Einav (2007) using auto insurance data.

We will also calculate δra for the special case when α → 0, δrn, the sure amount of

money that a risk neutral consumer is willing to pay for the better plan. It can be shown

that:

δrn = E(G)− E(F ) (3.6)

where E(.) is the expectation operator. Therefore, δrn captures the mean difference

between the two plans; it is the average “overspending” under the dominated plan relative

to the plan that dominates it. Using the definition of risk premium, RP (X) = E(X) −

CE(X). we can then rewrite equation 3.5 in the following way:

7More formally, for any random variable X , CE(X) is the solution to the following equation, E[u(w −

X)] = u(w − CE(X)).
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δαra = δrn + (rpα(G)− rpα(F )) (3.7)

Depending on the difference between the risk premia, the willingness to pay of the

exponential risk–averse consumer can be lower, equal or higher than the willingness to pay

of the risk neutral consumer depending on the distribution of F relative toG. Finally, given

the definitions of δl and δu it follows that δl ≤ δαra ≤ δu.

3.1.3 Mean–Variance Utility in Medicare Part D

There is a tradition in the Medicare Part D literature to assume two moment utility

functions, e.g. mean-variance, as a normative benchmark to assess how consumers make

decisions (Abaluck and Gruber, 2011, 2016; Ketcham et al., 2016, 2019; Ho et al., 2017).8

This specific parametric form of utility is not nested under our non-parametric method. It

is in general, not consistent with the notions of state wise and stochastic dominance.

Since Borch (1969), the choice of two-moment utility functions as a normative theory

of rational choice has been questioned. Specifically, Borch showed that without additional

restrictions on the lottery space or preferences, the indifference curves of mean–variance in-

vestors violate the consistency conditions of von Neumann and Morgenstern, and of mono-

tonicity and risk aversion. Another pathological behavior of mean–variance preferences is

featured in Ormiston and Schlee (2001). They show that a mean–variance investor could

decide to invest more in a risky asset if the government decides to confiscate all the capital

gains earned above some pre-specified rate of return. The following example shows one of

the main drawbacks of this type of preferences.

8Abaluck and Gruber assume that preferences should be consistent with CARA utility and assume nor-

mally distributed out of pocket expenditures which is equivalent to mean-variance utility. While in Ketcham

et al. (2016) the authors use mean–variance to characterize the financial aspects about plans and add a quality

measure that summarizes other non–financial characteristics.
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L 2
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10, 000

Under mean–variance the two lotteries cannot be ranked, both will be at the frontier,

even if the second lottery pays more in every state of the world. They cannot be ranked

because the second lottery has a higher variance. The example shows that the main prob-

lem of mean-variance utility is that the information contained in these two moments is not

enough to characterize the problem that the decision-maker is facing. In the above exam-

ple, there is no trade-off between the two distributions. The mean-variance utility is not

consistent with the normatively compelling property of FOSD; i.e. the fact that a distribu-

tion dominates another distribution if the probability of getting an outcome higher than x

is always higher than the other distribution, Levy (2016). In the health insurance context,

a plan is dominated by FOSD if the probability of experiencing expenditures (premium +

out-of-pocket) higher than x, is always higher relative to another plan. A rational consumer

will avoid such plans.9

This criticism motivated researchers to define conditions under which mean–variance

utility rankings are consistent with EU rankings, e.g. Meyer et al. (1987). Restricting the

set of lotteries to the Normal Gaussian family is one example and assuming quadratic utility

is another.10 Beyond these specialized settings, the question of how well mean-variance

9State-wise domination measures avoid the problems of mean-variance utility rankings but their applica-

bility is limited to specialized settings where state-wise dominated plans exist. Liu and Sydnor (2018) suggest

that insurance plans that are state-wise dominated often occur in employer-sponsored settings. However, this

does not appear to be true for federally subsidized health insurance plans.
10We tested the normality assumption with a 10% random sample of the distributions implied by plans and
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efficient sets approximate stochastic dominance efficient sets is an empirical matter. Several

studies compared mean-variance and stochastic dominance efficient sets in the context of

financial portfolio returns, (Levy and Hanoch, 1970; Levy and Sarnat, 1970; Porter et al.,

1972). Porter et al. (1972), for example, found that the two efficient sets are close to each

other when considering the monthly returns of 140 stocks during 1960-1963. Similar to

these studies, we test how close are both sets when studying oop expenditures’ distributions

in insurance markets.

3.2 Implementing Stochastic Dominance with Insurance Data

While the theoretical assumptions used to define SOSD are well–established, imple-

menting SOSD as a measure of the quality of consumers’ insurance plan choices requires

additional assumptions. Specifically, researchers must define the lotteries for each plan

available to the consumer, Fij . Measuring Fij requires researchers to make decisions about

the distribution of risks each person is insuring against, how each plan covers each risk,

and whether consumers’ responses to each risk depends on the plans’ coverage.

This is innately difficult as only the realized outcome under the chosen plan is observed

in data. We address all three requirements by combining claims data with the information

that was available to consumers about every plan coverage rules for every risk and then

assign people to different ex ante types. Specifically, we combine administrative informa-

tion on each plan’s coverage rules for every drug with each person’s claims for every drug

to determine what the person would have spent on that same bundle of drugs under each

available plan.

This yields a single observation for each person–plan pair. To measure Fij , we rely on

the distribution of these observations across all of the people of a given type. To construct

each type of risk we use the RxHcc Risk Adjustment Model developed by the Center of

persons (more than one thousand). We were able to reject normality in all tests at the one percent level.
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Medicare and Medicaid Services (CMS). This model was created to adjust CMS’s subsi-

dies to insurance companies offering Part D plans. The scores are non-negative numbers

normalized to one for the average risk score in the Medicare population. Individuals with

higher scores have higher expenditure risk.11. The model uses data on chronic condition

diagnoses and demographics, all of which we observe, to predict the score. We then define

a risk type t as a set of individuals with the same risk score in year T-1 who live in the same

CMS region. This approach to defining risk types is similar to the one employed by Handel

(2013). The main advantage of defining risk types with risk scores is that it reduces the

dimensionality problem of defining risk types with a larger set of state variables: gender,

age, and chronic conditions. Therefore, the ex-ante distributions of oop expenditures of

each plan and type at the beginning of year T (when plans are chosen) are constructed from

the realized oop costs in year T of all beneficiaries that belonged to the same ex-ante risk

type t.

Because the identification of dominated choices and welfare measures may be sensitive

to researchers’ definition of Fij , we assess how our conclusions differ under alternative

definitions of the distribution of risks faced by each person. In one extreme, we assume

that they face the full set of risks observed in the data for a given year (i.e. there is only

a single type), this is done for example in Sydnor and Liu (2019). At the other extreme,

we assume that each person has private knowledge and represents their own type so that

their distribution of risks is constructed from their experiences during the five years we

observe them in the data. These two extremes are not meant to be realistic; but rather to set

logical bounds on the scope to which this analytical decision can influence the results. We

formalize our previous discussion with the following assumption.

Assumption 3: Consumers can not choose Ftj . It is fixed for every plan j and type t.

In other words, there is no moral hazard.
11See Robst et al. (2007) for more details about the model.
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This is essentially the same as the approaches used in Abaluck and Gruber (2011),

Abaluck and Gruber (2016), Ketcham et al. (2016), and Ketcham et al. (2019). The no

moral hazard assumption in these studies is justified by the small drug-specific price elas-

ticities estimated in the literature and the high persistence of drug use, both of which are

indicators of moderate moral hazard, (Abaluck et al., 2018).

With the oop expenditure of each beneficiary in hand, the construction of empirical

CDF for plan j and type t is standard:

F̂tj(x) =
1

nt

nt∑
t=1

1(Xtj ≤ x) (3.8)

Where n is the number of people of the given type t, x is a non–negative number

that belongs to the support of the distribution of oop expenditure and 1(Xi ≤ x) is an

indicator function for whether realization t in plan j is less than x.12 We will assume that

the distributions of oop expenditure implied by each plan and type belong to the bounded

and common support [a, b].13 If a plan has a smaller (realized) support we will define the

density function of that plan to be zero outside this range. The following claim simplifies

the empirical analysis of SOSD.

Claim. Distribution F dominates distribution G by SOSD if and only if
∫ x
−∞ F (s)ds ≤∫ x

−∞G(s)ds for all x and F 6= G.

To assess stochastic dominance among empirical distributions we need an empirical

12Like Abaluck and Gruber (2011) I require the minimum cell size to be 200 individuals. This guarantees

that the empirical CDFs will be at an epsilon distance of 0.10 from the true CDF within a confidence level

of 95%,Florens et al. (2007). The caveat of this requirement is that 70% of the sample is dropped. Most

enrollees belong to risk types with less than 200 individuals. This method of constructing cells may present

a trade-off between credibly approximating the true CDF and external validity of my in-sample results.
13Here a will be the smallest realization of oop expenditure among all plans and types while b will be the

maximum of this same variable. As is standard when dealing with empirical CDFs, we discretize the support

in r pieces.
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analog of this claim. With this in mind, for plan j and type t, we define:

I1(x, Fjt) = Fjt(x) and for s,≥ 2 Is(x, Fjt) =

∫ x

a

Is−1(u, Fjt)

Davidson et al. (2000) show that for all s, Is(x, Fjt) can be written as:

Is(x, Fjt) =
1

(s− 1)!

∫ x

a

(x− u)s−1dFjt(u) (3.9)

The distribution of plan j stochastically dominates the distribution of plan j′ for type t

in order s if and only if Is(x, Fjt) ≤ Is(x, Fj′t) for all x. If we insert the empirical CDF

into expression 3.9 we obtain the empirical analog of the claim:

I2(x; F̂jt) =
1

nt

nt∑
i=1

1(Xij ≤ x)(x−Xij) (3.10)

Equation 3.10 is just the plug-in estimator of equation 3.9 when s = 2. In our pre-

ferred specification, we will assume that the theoretical distribution can be set to equal its

empirical analog. This allows us to use expression 3.10 to determine stochastic dominance

without the need of a statistical test. We feel comfortable making this assumption because

our goal is to judge how far the dominated distribution is from the one that dominates in

economic terms.

3.3 Evaluating People’s Medicare Prescription Drug Insurance Plan Choices

3.3.1 Medicare Part D

Medicare Part D was first launched in 2006 and it was the largest expansion of Medicare

since its inception. Like the Medicare Advantage markets that came before and the Afford-

able Care Act exchanges that came after, Part D relied on private companies competing

for enrollees within a government–created marketplace. While some Medicare Advantage
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plans and employer-sponsored retiree plans provide prescription drug coverage, traditional

Medicare did not, leaving around one–third of people on Medicare without drug insurance.

Part D was established by law in 2003 and launched in 2006 to address this missing market.

In 2019, 45 million of the more than 60 million people covered by Medicare are enrolled

in Part D plans. Of this total, more than half (56%) are enrolled in stand-alone prescrip-

tion drug plans (PDP) and more than 4 in 10 (44%) are enrolled in Medicare Advantage

drug plans (MA-PD), (KFF, 2019). Medicare Part D is a voluntary benefit; beneficiaries

can choose to enroll in either a stand-alone PDP to supplement traditional Medicare or a

MA-PD, mainly HMOs and PPOs, that cover all Medicare benefits including drugs.

Beneficiaries with low incomes are eligible for assistance with Part D plan premiums

and cost sharing. Through the Part D Low-Income Subsidy (LIS) program, additional

premium and cost-sharing assistance are available for Part D enrollees with low income

levels. To encourage take-up in this group, CMS automatically enrolls beneficiaries who

are eligible for LIS in PDP plans although they can decide to switch if they are not satisfied

with the plan.

CMS divides the country into 34 regions (markets) to sell PDP plans and 26 regions

for Medicare Advantage plans. In each region, different sets of plans are offered. Benefi-

ciaries can enroll in two main periods: the Initial Enrollment Period which coincides with

the enrollment period for newly Medicare Part B beneficiaries14 and the Open Enrollment

Period which is meant for people already enrolled in traditional Medicare (Part A and Part

B) or enrollees who want to switch plans. This is held from October 15th to December 7th

of each year. The default for new Medicare beneficiaries is to be uninsured. They must

enter the market and actively choose a plan to become insured. Their choice becomes their

automatic default plan for the following year. They will be re-enrolled in the same plan

14This is a seven-month window for people who turn 65. The window begins 3 months before the month

you turn 65, includes the month you turn 65 and ends with the 3 following months.
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unless they actively switch plans, opt out of the market during the annual open enrollment

period, or if their plan exits the market the following year.

Insurance companies that want to participate have to sell plans that meet certain require-

ments in terms of coverage and benefits. The Standard Plan parameters are set by CMS each

year and insurance companies can sell any plan that is actuarially equivalent to the Standard

Plan and they can also sell plans with enhanced benefits. A Standard Plan is characterized

by four attributes: monthly premiums, annual deductible, initial coverage limit and an out

of pocket catastrophic threshold. The range between the deductible and the initial coverage

limit is known as the Initial Coverage Period and the enrollee is responsible to pay 25%

coinsurance for the drugs covered by the plan. The range between the initial coverage limit

and the catastrophic threshold is known as the Coverage Gap or “doughnut hole” in which

enrollees have none or very limited coverage until they reach the catastrophic threshold.

Once they reach the catastrophic threshold, they face a 5% coinsurance rate. An insurance

company can sell an actuarially equivalent plan to the Standard Plan. These plans are char-

acterized by a premium and the same deductible of standard plans. However, insurance

companies can change the cost-sharing structure. For example, they can use co-payments

instead of co–insurance rates in the Initial Coverage Period. Finally, insurer companies can

sell “Enhanced Plans” which the actuarial value must exceed the actuarial value of standard

plans. An example of this is zero deductible plans. In 2016, 58% of beneficiaries in PDP

plans were enrolled in a basic plan (standard or actuarially equivalent plans) and 42% were

enrolled in enhanced plans, Hoadley (2016). Finally, among non–financial characteristics,

PDPs can differ in terms of customer service, preferred pharmacy networks, mail order

pharmacy access and drug management utilization rules.15

15For example, the beneficiary may need a plan’s approval before it will cover a particular drug.
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3.3.2 Data and Sample

We link three CMS data sets. The first is a 10% random sample of administrative data

for Medicare beneficiaries age 65 and over between 1999 and 2013. For those on tradi-

tional Medicare (rather than Medicare Advantage), these data include information about

whether and when each person received a diagnosis for a large set of chronic conditions.

We combine this information to construct the risk scores, known as the RxHCC index, that

CMS uses to adjust payments to PDPs based on the individual’s expected drug spending.

The second set of data includes prescription drug claims for a random 20% sample of

those age 65+ who enrolled in a PDP without a low–income subsidy at any point between

2006 and 2010. By combining these claims with CMS information on each plan offered

in each region, including the specific coverage design of the plan such as cost–sharing

and tiering rules, we construct an estimate of what each person would have spent under

each plan available to them. This is accomplished with the “cost calculator” developed

by Ketcham et al (2015). In this cost calculator, we assume that patients will substitute

between generic versions of the same active ingredient but will not substitute between

active ingredients nor change their quantities in response to cost–sharing.

Third, we link to panel survey data from the Medicare Current Beneficiary Survey

(MCBS) between 2005 and 2011. The MCBS provides detailed information on demo-

graphics, knowledge, health insurance-related question, health status and health perception

among other modules.

3.4 Results

3.4.1 Choice Quality Under Various Measures

Table 3.2 reports the average sizes of efficient sets and the shares of consumers choos-

ing efficiently under three criteria: FOSD, SOSD, and mean-variance. For each criterion,

77



Table 3.1: Summary Statistics

Variables statistic

# admin sample 905,871
# mcbs sample 2,465
age (mean) 76
male (%) 41
married (%) 51
white (%) 95
# plans (mean) 50
# brands (mean) 23
chosen premium (mean) 396
experienced oop (mean) 966
average premiums of available plans 496
range of premiums of available plans 22 - 1,628
average of OOP of available plans 1,028
range of OOP of available plans 0 - 34,694

Notes: Table 3.1 shows summary statistics for the fi-
nal sample of enrollees. The observations correspond to
person-years. # admin sample refers to the final sample
of enrollees who belongs to the administrative data and
Medicare Part D. # mcbs sample refers to the final sample
who belongs to the MCBS data and Medicare Part D.

the average size of efficient sets is taken over risk types. We also calculate how the efficient

sets and shares of consumers choosing efficiently change after controlling for non-financial

attributes. Specifically, we control for non-financial plan quality by allowing consumers

to have unrestricted preferences over insurance companies and plan-specific star ratings

reported by CMS.16 These two attributes have previously been found to help predict con-

sumer choices, e.g. (Abaluck and Gruber, 2016; Ketcham et al., 2016). We incorporate

them into the second and third rows of Table 3.1 by limiting the set of potentially domi-

nating plans to those that have equal or higher star ratings (middle row) or are sold by the

same insurer (bottom row).

Comparing the sizes of the efficient sets within each row help us understand how “ef-

fective” are the different method as prescriptive theories. Effectiveness is measured as the

16The Centers for Medicare Medicaid Services (CMS) created a Five Star Quality Rating System that rates

Part D plans. Ratings are between 1 and 5, 5 being the highest, for health plan quality based on measurements

of customer satisfaction and quality of care the plan delivers.
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Table 3.2: Efficient Sets and Efficient Choices

FOSD SOSD Mean-variance

Efficient Efficient Efficient Efficient Efficient Efficient
set choice set choice set choice

All Plans 0.57 0.67 0.21 0.33 0.18 0.24
Quality 0.65 0.77 0.33 0.47 0.30 0.45
Brand 0.91 0.96 0.71 0.80 0.74 0.80

Notes: Table 3.2 shows the average size of efficient sets and the share of consumers choosing efficiently un-
der different criteria, e.g. FOSD, SOSD, and mean-variance. For the case of efficient sets, the average is taken
across risk types. The table shows these measures for different sets of plans: all plans, same or higher quality,
same brand.

size of the efficient set relative to the feasible set. This concept of effectiveness is used by

Levy (2016) to test how many prospects can be ranked as additional assumptions are made

about investors’ preferences. For example, the efficient set under FOSD criteria shows the

set of plans that should be chosen by consumers when only monotonicity is assumed. If

this set is identical to the feasible set (i.e. a share of 1), it means that more assumptions

are needed to rank plans. By adding the assumption that consumers are risk averse, the

efficient set will shrink (i.e. moving from FOSD columns to SOSD columns). Therefore,

the size of the efficient set under SOSD relative to FOSD can be interpreted as what a risk-

manager (researcher) gains in terms of narrowing his recommendation at the cost of adding

one more assumption and possibly misspecifying preferences. As we move down in the

table the, efficient sets expand by construction because as we control for quality attributes

fewer plans will be compared.

Many interesting observations can be made from table 3.2. First, the average sizes of

efficient sets are 57%, 21% and 18% under FOSD, SOSD, and mean-variance when com-

paring all plans. Comparing these statistics to previous studies, Levy and Sarnat (1970),

found that the sizes of efficient sets for American mutual funds (based on their annual rates

of return) were roughly 70%, 20%, and 17%, for FOSD, SOSD, and mean-variance respec-

tively. Second, the sizes of efficient sets under SOSD and mean-variance are very similar

even after controlling for non-financial attributes. Both criteria are very effective in the
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sense that many plans can be ranked with few assumptions. The share of consumers se-

lecting efficient plans is also similar under both criteria. Both measures imply that roughly

70% of consumers select dominated plans in Medicare Part D. This number gets reduced

to 20% when controlling for brands. Finally, while the SOSD and mean-variance mea-

sures have nearly identical implications for the fractions of consumers choosing dominated

plans, it is not clear from Table 3.1 whether the two measures coincide in their assessments

of which plans are dominated.

Figure 3.2 indicates the extent to which the SOSD and mean-variance measures agree

or disagree labeling a distribution (plan + type) as dominated.

Figure 3.2: Dominated Distributions: SOSD vs MV

Figure 3.2: Figure 3.2 compares the inefficient sets under mean–variance and SOSD for
the five years in the sample. It shows the number of distributions that are in each set,
the number of distributions that are in the intersection of both sets, and the number of
distributions where there is disagreement.

Figure 3.2 shows the inefficient sets under mean–variance and SOSD, pooling data over

all five years in the sample, without controlling for non–financial characteristics (all plans),

when controlling for star rating, and when controlling for the insurer selling the plan. It

shows the number of distributions that are in each set, the number of distributions that are
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in the intersection of both sets, and the number of distributions where there is disagree-

ment. To understand if mean-variance efficient sets are approximating SOSD efficient sets

it is crucial to compare both measures for different sets of plans. We know from Table 3.2

that the sizes of the inefficient sets mean-variance and SOSD are roughly 80 and 70 per-

cent when comparing all plans and plans with equal or higher star ratings. Therefore, the

intersections of both sets in the left and middle panels of Figure 3.2 will be large. If mean-

variance rankings approximate SOSD rankings, the relative sizes of the sets of plans where

there is disagreement should be fairly constant. When comparing all plans the number of

distributions where both measures disagree relative to the number of plans that are domi-

nated under mean-variance is approximately 12% (9/74). This share increases up to 19%

(13/67) when controlling for star ratings, and up to 100% (21/21) when we compare plans

within the same brand. Thus, as we control for more attributes the sizes of the inefficient

sets shrink and judgments about which plans are dominated under each theory increasingly

diverge.

The choice of one method over another as a normative benchmark will depend on the

axioms of rational choice that we are willing to maintain. Among all axioms that character-

ize rational choice, consistency with FOSD is typically considered a requirement, Machina

(1987). With this in mind, Figure 3.3 assesses the empirical importance of the theoretical

criticism of mean-variance rankings as being inconsistent with FOSD. As in the previous

figure, we compare both criteria for different sets of plans.
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Figure 3.3: Dominated Distributions: FOSD vs MV

Figure 3.3: Figure 3.3 compares the inefficient sets under mean–variance and FOSD for
the five years in the sample. It shows the number of distributions that are in each set,
the number of distributions that are in the intersection of both sets, and the number of
distributions where there is disagreement.

Mean-variance would be more compelling as a tool to assess decision-making if the

set of plans that are dominated by FOSD are in general a subset of the plans that are

dominated by mean-variance. To test whether the mean-variance criterion displays this

form of empirical consistency, we calculate the ratio of plans that are dominated by FOSD

and mean-variance (intersection) to set of plans that are dominated by FOSD. The higher

this statistic, the more consistent it is mean-variance with FOSD. For the case of SOSD,

this number is always one, the upper bound. The three ratios are 0.98 (49/50), 0.98(42/43)

and 0.57 (4/7) when we compare all plans, plans of the same or higher quality based on

star rating, and plans within the same brand. Interestingly, only in the last case, mean-

variance rankings do not imply FOSD for the vast majority of cases. There are 43 percent

of distributions that are dominated under FOSD that the mean-variance method assigns

to the efficient frontier. Overall, the results show that mean-variance rankings are similar

to SOSD rankings when comparing larger sets of plans. When we compare fewer plans,
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for example, plans sold by the same insurance company, both methods diverge in labeling

dominated plans. Moreover, for this set, mean-variance rankings assign to the efficient

frontier, plans that are dominated by FOSD.

Stepping back, another observation that can be made from table 3.2 is that no matter

which set of plans we compare, the share of beneficiaries selecting efficient plans is always

larger than the size of efficient sets. Thus, on average, consumers are clearly experiencing

better outcomes than if they were to be randomly assigned to plans. What is not obvious

from the table is whether enrollees do relatively better when we control for non-financial

attributes (moving down any column) simply because the set of comparison plans gets

reduced or because they are actually paying attention to non-financial attributes. We can

start to test this by calculating: et = SEDt

SIt
. Where SEDt is the share of enrollees of type

t that are selecting dominated plans and SIt is the size of the dominated set for type t. If

et < 1, it means that enrollees of type t are doing better relative to making a random

choice, conditional on whether we account for preferences over quality, whereas, if et > 1

it means that their choice is worse relative to randomizing.
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Figure 3.4: Efficiency Relative to Random Choices
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All = 0.72
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Figure 3.4: Figure 3.4 shows the efficiency measure (y-axis) for a random sample of types
(x-axis). Each type is associated with two markers. The red circle shows the efficiency
measure of each type when all plans are compared. The blue star shows the efficiency
measure of each type when we control for non–financial characteristics at the brand level.

Figure 3.4 shows for a random sample of 20% different types (x-axis) the resulting et

for two sets of plans. The circle measures how “efficient” are consumers, relative to a ran-

dom choice when comparing choices among all plans. The star shows the same measure

when comparing plans of the same brand. For most risk types, the star is below the cir-

cle. One explanation is that consumers do not compare all plans when deciding, perhaps

because of strong preferences over insurance companies or because search costs preclude

consumers from comparing the entire universe of plans. The means of et are approximately

0.7 and 0.5 when the “consideration” sets are composed of all plans and plans within the

same brand respectively. We interpret figure 3.4 in positive terms; consumers’ choices are

more consistent with stochastic dominance when we control for brand effects. Whether

consumers should or shouldn’t pay attention to brands is a normative question. In prin-

ciple, preferences over brands could be capturing omitted attributes that are valuable for

consumers, while at the other extreme they could be used by consumers as a simple and
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potentially flawed heuristic to reduce the effort of comparing plans.

3.4.2 Heterogeneity in Choice Quality

The following two figures show the average welfare loss experienced by consumers

who chose dominated plans in SOSD when comparing all plans (67%) and plans within the

same brand (20%).

Figure 3.5: Welfare Loss Measures (All plans)
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Figure 3.5: Figure 3.5 shows the average welfare loss of the four welfare measures intro-
duced in section 2. The average is taken across consumers who selected dominated plans
in SOSD.

Figure 3.5 shows the average welfare loss of the four welfare measures introduced in

section 2. The average is taken across consumers who selected dominated plans in SOSD.

The difference between the lower and upper bound is quite striking. The upper bound is

approximately 8 times higher, implying that consumers could be willing to pay between

$170 and $1,307 annually to choose an efficient plan, depending on their true preferences.

Equally striking is the fact that the welfare loss is at least 34% of the annual premium that

consumers face during this period (approximately $500). Interestingly, the willingness to

pay of risk neutral consumers and CARA consumers with absolute risk aversion equal to

85



0.0001 are relatively closer to the lower bound.

Finally, the next figure shows the same four measures but when we compare plans

within the same brand.

Figure 3.6: Welfare Loss Measures (Brand)
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Figure 3.6: Figure 3.6 shows the average welfare loss of the four welfare measures intro-
duced in section 2. The average is taken across consumers.

All our previous qualitative conclusions apply equally to the case when we control

for brand effects. Comparing between Figure 3.6 and 3.5 allows us to draw conclusions

that can inform discussion of the normativeness of brand effects in consumer preferences.

Specifically, Figure 3.6 reveals that most of the welfare loss reported in Figure 3.5 is also

experienced when consumers choose dominated plans within a given brand. The four wel-

fare measures calculated under this last set represent 85% (lower bound), 95% (risk neu-

tral), 94% (CARA) and 63% (upper bound) of the welfare loss when all plans are compared.

Therefore, even if consumers use brands as a heuristic to reduce plan comparisons. Most

of the welfare loss comes from not being able to select the best plan within each brand. The

fact that consumers appear to have trouble when comparing plans within the same brand

is consistent with previous studies that find inconsistent choices in employer-sponsored
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health insurance setting when no more than 5 plans are offered (Handel, 2013; Bhargava

et al., 2017). Finally, although from the intensive margin perspective there seem note to

be differences when comparing all plans and plans sold by the same insurer. There are

still larger differences at the extensive margin with 70% and 20% of consumer choosing

dominated plans under each set.

We now show how these losses are distributed across consumers, and how they relate

to socioeconomic attributes and plan characteristics. The next figure shows the distribu-

tion of the four welfare measures across consumers who selected dominated plans. In all

subsequent analyses, we analyze the welfare losses when the comparison set includes all

plans.

Figure 3.7: Distribution of Welfare Losses

Figure 3.7: Figure 3.7 shows the distribution of welfare losses of the four welfare measures
introduced in section 2.

The four distributions show that most consumers who choose dominated plans expe-
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rience welfare losses similar to the average of the population. However, the long tails of

the four distributions reveal that a small portion of consumers suffers much larger welfare

losses. Identifying common characteristics of these consumers or aspects of the choice

architecture that contribute to these losses could be important for targeting specific pop-

ulation groups and tailoring policies. To this end, we analyze the conditional association

between dominated choices and demographics. Although we make no attempt to estab-

lish a causal link between the two, we believe that these correlations can provide relevant

information to inform policy.

We first study the conditional association between dominated choices and our welfare

measures with demographics and socioeconomic conditions such as age, gender, work-

ing status, income, marital status, race, clinically diagnosed chronic conditions, and self-

assessed measures of health. As mentioned in section 4, we observe the diagnosis dates

of more than 30 chronic medical conditions. To make the analysis more parsimonious

we group them into four categories. Group 1 corresponds to chronic conditions that have

below-average prevalence and below-average annual prescription drug costs. Examples are

prostate and breast cancer. Group 2 corresponds to chronic conditions with above-average

prevalence and below-average costs such as diabetes and anemia. Group 3 corresponds

to conditions with below-average prevalence and above-average costs such as Alzheimer’s

and schizophrenia. Finally, Group 4 corresponds to conditions with above-average preva-

lence and above-average costs. It is important to understand that the three17 categories are

not mutually exclusive for a given individual. An individual can possess none, one, or more

than one chronic condition in each group. Figure 3.8 shows the resulting groups according

to our categorization of chronic conditions.

17In principle, our definition generates four categories for chronic conditions but we don’t observe any

chronic conditions falling in the last category, Group 4.

88



Figure 3.8: Chronic Conditions Group
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Figure 3.8: Figure 3.8 shows the resulting groups according to our categorization of
chronic conditions.

Table 3.3 shows regression based estimates for the conditional association between

SOSD and demographic conditions. The first column reports the marginal effects from a

logit model where the dependent variable is an indicator for whether the choice is dom-

inated. A positive marginal effect indicates that the likelihood of selecting a dominated

plan is higher. The second column shows regression based estimates for the conditional

association between mean-variance and demographic conditions. We showed previously

how similar are empirically, mean-variance efficient sets and stochastic dominance effi-

cient sets. The comparison of column 1 and column 2 will give us information on how

similar are both methods in characterizing the “average” enrollee who is more likely to

choose dominated plans. The third column reports the coefficients from an OLS regression

where the dependent variable is the welfare loss of a CARA consumer. It indicates, con-

ditional on selecting a dominated plan, which demographic characteristics have stronger

conditional associations with the size of the welfare loss. Columns four and five report

estimates from a similar regression based on the lower and upper bound welfare measures
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respectively.

If we compare the first two columns, the sign and size of marginal effects of both

models are very similar. This is not surprising since efficient sets are almost the same when

all plans are compared. Therefore, both methods coincide when characterizing consumers

who are more likely to select dominated plans. For example, both methods agree that

singles, e.g. widowed and divorced enrollees, are more likely to select dominated plans

relative to married enrollees. In terms of race, black enrollees have higher chances of

selecting dominated plans relative to white enrollees (11 percentage points). The variable

“no default” refers to consumers who don’t have a default plan on their menu. For example,

consumers who are new to the market or consumers who are forced to switch because their

chosen plan is not available next year. Interestingly, these consumers are less likely to

choose dominated plans relative to consumers whose last year plan is available. This is

consistent with the literature on inertia, Handel (2013); Polyakova (2016); Ketcham et al.

(2019). The variables “excellent”, “very good”, “good”, “fair”, and “poor” refer to self-

assessed measures of health. There is no systematic correlation with these variables and

choosing dominated plans. However, conditional on choosing a dominated plan, people

who perceive their health status as “excellent” and “very good” experience higher welfare

losses according to the upper bound welfare measure. This could suggest that enrollees

who choose dominated plans because they overestimated their health status suffer higher

welfare losses. Finally, enrollees who choose dominated plans and don’t have chronic

conditions of Group 2, also suffer higher welfare losses relative to consumers who have

chronic conditions belonging to this group. A possible explanation is that the uncertainty

that they face is higher relative to enrollees who deal with this type of chronic condition.

Table 3.4 shows the conditional association of the same measures with characteristics

of the “menu” and plans. Some of the attributes that are included in the regression are

enrollment year, number of plans, number of brands, premiums, and deductibles. The

90



SOSD and mean-variance measures for the dependent variable generally have the same sign

and similar magnitudes for marginal effects. The signs on the plan attributes are generally

in the expected direction. Higher premiums or deductibles, all else equal, are positively

associated with dominated choices. With the same logic, plans that offer coverage in the

gap, all else equal, are negatively associated with dominated choices. When the market

was first introduced in 2006, consumers were more likely to choose dominated plans than

in subsequent years. This is consistent with the hypothesis of consumers learning, Ketcham

et al. (2012).
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Table 3.3: Correlation: SOSD - Demographics

Variables ME SOSD ME MV CARA Lower B Upper B

age 0.00273 0.00285 1.348* 1.885* 25.34
(0.00) (0.00) (0.81) (1.13) (60.17)

male -0.0137 -0.018 10.46 10.93 -569.3
(0.03) (0.02) (10.62) (14.85) (588.50)

working -0.00965 -0.0118 -2.212 27.07 132.7
(0.04) (0.03) (13.23) (16.76) (652.20)

income [30k -50k] 0.0338 0.014 -5.287 -2.394 -68.86
(0.03) (0.03) (12.77) (18.23) (612.60)

income > 50k -0.0549 -0.0269 -13.42 -34.1 -815.4
(0.04) (0.04) (16.39) (27.30) (728.50)

widowed 0.0684** 0.0600** -4.165 -10.01 87.19
(0.03) (0.03) (12.96) (18.16) (757.60)

divorced 0.0914** 0.0703 -27.07 -27.08 2461
(0.05) (0.04) (16.59) (24.60) (1506.00)

black 0.113* 0.208*** -78.65*** -14.14 2053
(0.07) (0.04) (21.34) (18.48) (2487.00)

asian -0.0382 0.041 -48.84 -117.7*** 3,105***
(0.21) (0.16) (77.32) (34.94) (1174.00)

no default -0.122*** -0.027 -13.56 14.15 -222.4
(0.03) (0.03) (13.13) (20.73) (790.30)

group1 -0.114 -0.148 55.37 15.92 -1,723*
(0.11) (0.10) (46.60) (39.94) (1005.00)

group2 0.0148 -0.108 -11.49 -36.8 -2,222**
(0.06) (0.07) (24.07) (24.35) (938.10)

group3 0.000775 -0.206 190.4** 13.7 1147
(0.14) (0.15) (86.07) (49.89) (1014.00)

excellent -0.0301 0.0194 -39.55*** -0.53 1,740*
(0.04) (0.03) (14.09) (22.30) (935.80)

very good -0.023 -0.00663 -0.373 7.237 2,141**
(0.03) (0.03) (13.45) (17.85) (891.80)

fair -0.022 0.0317 -14.37 -8.545 968.6
(0.04) (0.03) (16.65) (21.86) (658.70)

poor -0.0764 -0.0678 -17.36 7.854 1,208
(0.05) (0.05) (23.46) (30.18) (1,008)

Constant 112.1* -35.26 -1,641
(65.07) (90.08) (4,599)

Observations 1,744 1,744 1,138 220 220
R-squared 0.06 0.097 0.199

Notes: Table 3.3 shows regression based estimates for the conditional association between SOSD and de-
mographic conditions. The first column reports the marginal effects from a logit model where the depen-
dent variable is an indicator of whether the choice is dominated. The second column shows regression
based estimates for the conditional association between mean-variance and demographic conditions. The
third column reports the coefficients from an OLS regression where the dependent variable is the welfare
loss of a CARA consumer. It indicates, conditional on selecting a dominated plan, which demographic
characteristics have stronger conditional associations with the size of the welfare loss. Columns four and
five report estimates from a similar regression based on the lower and upper bound welfare measures re-
spectively.

When comparing plans within the same brand, the characterization of consumers who

select dominated plans starts differing between the SOSD and mean-variance measures.

This is shown in table 3.5. Stochastic dominance rankings identify people who are di-

vorced, with annual income between 30 and 50 thousand dollars, and people in group 3

as being more likely to choose dominated plans within the same brand. The size of the

marginal effect in the last group is striking. Enrollees who have chronic conditions in

group 3 (e.g. Alzheimer’s and schizophrenia) have higher probability of choosing domi-
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nated plans within the same brand by 38 percentage points.

Table 3.4: Correlation: SOSD - Menu

Variables ME SOSD ME MV CARA Lower B Upper B

2007 0.000717 -0.0695*** -64.81*** -75.66*** 759.6
(0.03) (0.03) (16.88) (22.20) (810.10)

2008 -0.188*** -0.279*** -124.2*** -100.6*** 146.4
(0.05) (0.04) (21.46) (29.92) (1290.00)

2009 -0.264*** -0.271*** -200.5*** -144.3*** 498.6
(0.05) (0.05) (20.63) (27.30) (1481.00)

2010 -0.490*** -0.539*** -253.3*** -189.7*** 603.2
(0.04) (0.04) (21.31) (28.85) (1001.00)

#plan -0.00068 0.00674*** -0.352 -0.606 -57.07
(0.00) (0.00) (1.20) (1.46) (60.50)

#brand 0.00599 -0.0199*** 7.191*** 5.866** 115.1
(0.01) (0.00) (2.07) (2.37) (90.93)

premium 0.00201*** 0.00106*** 0.613*** 0.632*** 1.763
(0.00) (0.00) (0.03) (0.06) (1.45)

deductible 0.000741*** 0.000825*** 0.631*** 0.183*** 0.105
(0.00) (0.00) (0.04) (0.04) (2.48)

gap brand -0.671*** -0.756*** -228.9*** -631.5*** -1597
(0.01) (0.01) (45.64) (50.94) (1182.00)

gap any -0.219*** -0.470*** 42.83*** -67.66*** -744.2
(0.06) (0.04) (12.72) (22.68) (690.80)

no default -0.0396* -0.0383 6.302 -3.071 219.9
(0.02) (0.02) (9.13) (14.27) (459.50)

Constant -352.4*** -317.3*** 938.6
(54.84) (74.59) (2567.00)

Observations 2,752 2,752 1,820 345 345
R-squared 0.487 0.586 0.02

Notes: Table 3.4 shows regression based estimates for the conditional association between SOSD and char-
acteristics of the “menu” and plans. The first column reports the marginal effects from a logit model where
the dependent variable is an indicator of whether the choice is dominated. The second column shows re-
gression based estimates for the conditional association between mean-variance and menu characteristics.
The third column reports the coefficients from an OLS regression where the dependent variable is the wel-
fare loss of a CARA consumer. It indicates, conditional on selecting a dominated plan, which menu and
plan characteristics have stronger conditional associations with the size of the welfare loss. Columns four
and five report estimates from a similar regression based on the lower and upper bound welfare measures
respectively.
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Table 3.5: Correlation: SOSD - Demographics

Variables ME SOSD ME MV

age 0.00194 -0.000618
(0.00) (0.00)

male 0.00213 -0.0219
(0.02) (0.02)

working -0.0175 -0.033
(0.03) (0.03)

income [30k -50k] 0.0415* -0.00979
(0.03) (0.03)

income > 50k -0.0359 -0.0415
(0.03) (0.03)

widowed -0.00507 -0.0101
(0.02) (0.02)

divorced 0.0765* 0.0115
(0.04) (0.04)

black -0.0235 -0.0311
(0.06) (0.06)

asian -0.037 0.155
(0.15) (0.19)

no default -0.0406* -0.00236
(0.02) (0.02)

group2 -0.0506 -0.0829**
(0.04) (0.04)

group3 0.386*** -0.0594
(0.14) (0.09)

Observations 1,744 1,744

Notes: Table 3.5 compares regression based estimates for the
conditional association between SOSD and demographic condi-
tions with the same estimates using mean-variance. The table
shows results when we only compare plans sold by the same in-
surance company.

Finally, figures 3.9 and 3.10 show regional variation in the probability of choosing

dominated plans based on the SOSD and mean-variance measures, across states. Recall

that on average, 67% of consumers select dominated plans by SOSD and 76% in mean-

variance. The maps show that both measures have similar predictions for which states have

relatively lower and higher rates of dominated choices.
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Figure 3.9: Extensive Margin by Region: SOSD

0.722 − 0.796

0.699 − 0.722

0.670 − 0.699
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0.537 − 0.611

No data

Figure 3.9: Figure 3.9 show regional variation in the probability of choosing dominated
plans based on the SOSD measure across states.

Figure 3.10: Extensive Margin by Region: MV
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0.780 − 0.807
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0.715 − 0.748
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Figure 3.10: Figure 3.10 show regional variation in the probability of choosing dominated
plans based on the MV measure across states.
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3.5 Conclusions

Overall, we find that mean-variance (MV) and second order stochastic dominance mea-

sures show similar results when we don’t control for non-financial attributes. Both methods

imply that approximately, 70% of consumers select dominated plans and coincide when

characterizing consumers who are more likely to select dominated plans. However, MV

and SOSD measures differ in which sets of plans they label as dominated and who choose

them when we control for non-financial attributes. When only comparing plans sold by the

same insurance company, enrollees seem to behave more rationally in the sense that their

choices conform more with stochastic dominance axioms. Enrollees who have chronic

conditions with below-average prevalence and above-average costs such as Alzheimer’s

and schizophrenia have a higher probability of choosing dominated plans within the same

brand by 38 percentage points.

Regarding the welfare implications of choosing dominated plans, we showed that the

welfare ambiguity of this behavior is large. The average welfare loss captured by our upper

bound is eight times higher than the lower bound, $1,307 and $170 respectively. This

implies that the average welfare loss is never smaller than 34% of the annual premium.

This difference doesn’t change much even when we only compare plans sold by the same

insurance company. This result sheds light on the need for additional sources of information

to elicit true preferences if we want to credibly assess consumer’s welfare in these markets.
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Chapter 4

CONCLUSIONS AND FUTURE RESEARCH

Making decisions in health care markets is difficult. The mix of actors involved—physicians,

hospitals, insurance companies and public programs—together with the inherent uncer-

tainty of health care requires consumers to exert high cognitive effort when navigating

these markets. This may make the “value of information” especially high with individuals

seeking advice and information from family, friends, peers, and specialists.

Chapter 2 of this essay illustrated that individual choices are influenced by others. It

helped advance prior literature that assessed decision-making in insurance markets by re-

laxing the assumption that consumers behave as independent agents. Married couples’

choices of insurance plans are highly correlated. In future research it would be interesting

to investigate whether peer-effects extend beyond immediate family members and close

friends. In particular, many US citizens live in communities that provide some degree of

assistance to residents. From communities where seniors are totally independent to com-

munities where they are fully assisted, retirement communities provide an ideal “labora-

tory” to investigate how peers and specialists affect individual decision-making.

In addition to being an ideal setting to study the effect of social interactions on individ-

ual choices, retirement communities are a fascinating and understudied institution. There

is already a large literature on “valued added” by teachers and schools that aims to measure

how they affect education and labor market outcomes (e.g. Chetty et al., 2014). Similarly,

we can investigate the value added by peers and specialists in retirement communities when

it comes to choosing health insurance plans. Population aging makes it especially important

to study this issue. The US Census Bureau projects that by 2035 senior citizens will exceed

children in population size. Understanding whether seniors’ welfare could be improved
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by informational economies of scale or other policy mechanisms that could leverage so-

cial interactions in retirement communities may be important to inform housing and urban

policies and also have important fiscal implications for the taxpayer burden of Medicare

programs.

In chapter 3 of this essay I advanced prior literature by using a non-parametric method

to assess decision-making quality in insurance markets. It relies on the rational axioms of

stochastic dominance. These axioms are normativelly compelling for economists as de-

scriptions of rational consumer behavior but they may be difficult to explain to consumers

who are looking for guidance on how to choose health insurance plans in real markets. Poli-

cies that can deliver information about the financial implications of insurance plan choices

in a simple manner could help to inform consumers’ choices in these markets. Star ratings

is a example. In the case of health insurance plans, existing methods for developing star

ratings are based on consumer satisfaction surveys. In principle, the economic content of

star ratings could be extended to include information from stochastic dominance rankings.

There is an interesting conceptual link between star ratings and stochastic dominance rank-

ings. Star ratings provide a unanimous signal about plan rankings for all consumers, similar

to the way that stochastic dominance rankings provide a unanimous (partial) ordering of

financial lotteries. It would be interesting to test whether CMS’s star ratings for Medicare

Part D plans are consistent with stochastic dominance rankings. If not, a second research

question would be to consider how CMS could redesign the star rating system to conform

with stochastic dominance rankings. The challenge is to improve the economic rigor of

the star rating system while continuing to present the information in an intuitive way for

consumers who are unfamiliar with stochastic dominance concepts.

Taken all together, the results of both chapters reveal that the assumptions that we make

about stochastic terms in utility functions are at least as important as the assumptions we

make on the deterministic theory. When estimating the welfare loss of choosing dominated

98



plans under risk neutrality and CARA, both magnitudes are between 150 and 250 dollars

per year. How can this be consistent with estimated welfare losses of inertia and pooling

above 1,000 dollars? When researchers use stochastic choice or random utility to estimate

the welfare loss of inertia or pooling, the assumptions made on εij will also impact the size

of these measures. In most applied models of choices in insurance markets, preferences

are assumed to have a random component that is type I EV or normal. Importantly, these

random terms are assumed to be iid across people and time (Abaluck and Gruber, 2011;

Handel, 2013; Handel and Kolstad, 2015; Polyakova, 2016; Ketcham et al., 2019). This

is important since under the standard iid assumption of εij across time, the error term can

not contribute to explain inertia. Therefore, when measuring the welfare cost of inertia in

the space of the deterministic theory, it will be higher under the assumption of independent

random terms compared to a model that allows for dependencies. The welfare bounds

estimated in chapter 3 show the contribution of the deterministic theory for the welfare

losses. We already saw that the estimates of inertia in different studies with very different

deterministic theories are still very similar. Understanding how robust are these measures

to other assumptions about εij is a promising area for future research.

Finally, my dissertation research combines insights from the two canonical frameworks

for measuring consumer preferences: revealed preference and stated preference. While

stated preferences methods are often better at controlling for cofounders, revealed prefer-

ence methods are often thought to be more informative about how consumers behave in

real-world scenarios that are difficult to replicate on a survey or in the laboratory. I believe

that much can be learned with a careful and creative research design that combines the

two methods. The availability of large-scale surveys like the Health and Retirement Study

(HRS) combined with original survey data from the field offer a fruitful avenue to explore

questions that seek to measure consumer preferences in different environments that matter

for health economics. Applications where I see potential for combining the two frame-
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works to develop new insights include eliciting risk aversion parameters, estimating the

value of a statistical life, and estimating the willingness to pay for disease prevention.
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