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ABSTRACT

Autonomous systems that are out in the real world today deal with a slew of different

data modalities to perform effectively in tasks ranging from robot navigation in complex

maneuverable robots to identity verification in simpler static systems. The performance

of the system heavily banks on the continuous supply of data from all modalities. These

systems can face drastically increased risk with the loss of one or multiple modalities due to

an adverse scenario like that of hardware malfunction, inimical environmental conditions,

etc. This thesis investigates modality hallucination and its efficacy in mitigating the risks

posed to the autonomous system. Modality hallucination is proposed as one effective

way to ensure consistent modality availability thereby reducing unfavorable consequences.

While there has been a significant research effort in high-to-low dimensional modality

hallucination, like that of RGB to depth, there is considerably lesser interest in the other

direction( low-to-high dimensional modality prediction). This thesis serves to demonstrate

the effectiveness of this low-to-high modality hallucination in reducing the uncertainty in

the affected system while also ensuring that the method remains task agnostic.

A deep neural network based encoder-decoder architecture that aggregates multiple fields

of view in its encoder blocks to recover the lost information of the affected modality from

the extant modality is presented with evidence of its efficacy. The hallucination process is

implemented by capturing a non-linear mapping between the data modalities and the learned

mapping is used to aid the extant modality to mitigate the risk posed to the system in the

adverse scenarios which involve modality loss. The results are compared with a well known

generative model built for the task of image translation, as well as an off-the-shelf semantic

segmentation architecture re-purposed for hallucination. To validate the practicality of

hallucinated modality, extensive classification and segmentation experiments are conducted

on the University of Washington’s depth image database (UWRGBD) database and the New
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York University database (NYUD) and demonstrate that hallucination indeed lessens the

negative effects of the modality loss.
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Chapter 1

INTRODUCTION

1.1 Overview

Contemporary robotic systems and intelligent agents such as autonomous ground or

aerial vehicles, smartphones and nimble security systems heavily rely on processing infor-

mation from multiple sensory data streams to yield accurate and reliable decision-making

results. Regardless of whether the system is complex or elementary, usually the systems are

subjected to correlated data from numerous streams. One best way to ensure the efficacy and

efficiency of these systems in terms of performance is to add redundancy into the system by

incorporating data from all possible streams.

Recent advances in multi-modal information fusion mechanisms (Lahat, Adali, and

Jutten 2015; Atrey et al. 2010; Khaleghi et al. 2013) have made it possible to widely adopt

these techniques and incorporate them within the systems to ensure the best performance.

Thus, it would be ideal for a system to access as many modalities as possible. When the

decision system makes use of all these different streams of data, it is a necessary precaution

to have more than one sensor for each modality just in case one of the fails. In practice,

however, various constraints like the system budget, physical form factor, power budget, etc

make it problematic to integrate the required redundancy. For example, lidar sensors used

on top of self-driving cars can go up to $85,000 (Lidar cost) making it highly impractical to

have more than one sensor.

One effective alternative that will help in beating the constraints and difficulties men-
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tioned above is hallucinating1 the data of the desired modality from another modality. For

example, predicting what the depth map of an image would look like given its RGB image,

with a trustworthy predicting method, we can replace the need of the redundant sensor with

the predictor. An illustration of this has been portrayed in Fig. 1

Decision System

RGB 

DEPTH

SYSTEM IN DISTRESS

MU
G CUP

SOD
A

CAN
BOTTLE

DEPTH
DOMAIN

RGB
 DOMAIN

HALLUCINATION

Decision System
MUG

HALLUCINATED 
RGB

SYSTEM WITH HALLUCINATION

Figure 1: This illustration depicts a system in distress which leads to degradation of the
sytem’s ability to identify the object whereas a sytem that can hallucinate from its correlated
modality identifies correctly.

1.2 Motivation

Biological organisms including humans have been shown to demonstrate this ability

to hallucinate information from one modality to another in the event of losing a particular

modality. As a human, if you’re given the task to identify and move towards someone, you

1Hallucination in this paper means predicting but since we are predicting from a low to high dimensional
space, hallucination is more apt for it has to imagine the information in higher dimensional space.
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can use your eyes to navigate around the room and achieve the task. Here, you’re using

your eyes as your primary modality to achieve the task. Now in a scenario where you lose

your primary modality i.e. if you go blind as a human you can still navigate around the

room by listening carefully to the different voices in the room and follow the voice that

you can recognize as the target. Studies (Bach-y-Rita, Tyler, and Kaczmarek 2003; White

et al. 1970; Roe et al. 1992 ) have also provided evidence towards this demonstrated ability

in living organisms to hallucinate which can be applied to rehabilitative purposes. We take

inspiration from this biological capability and apply to the digital realm to improve the

reliability and performance of the system.

Although sensors can generally function reliably for a long period of time, the lingering

risk still exists that certain channels of the sensor array may fail at a critical time. The

notorious case, where an autonomous car hits a pedestrian recently happened in Arizona

US (Sacks 2018), there is speculation that the LIDAR sensor on the vehicle failed to

function before the tragedy actually happened, and it is believed to be one of the crucial

factors that caused the accident. In this thesis we simulate the case of loss of a higher

dimensional modality and ask ourselves, are there any backup approaches (just like the

hallucination capability of biological beings) an intelligent system can take to mitigate the

risks or lower the likelihood of failure? We lay emphasis on utilizing the sensor channel with

less information to hallucinate the information-rich sensor channel? Here, we put forward

the first approach, to the best of our knowledge, that increases the reliability of a decision

system involving multi-modal data. We consider a system that takes in two channels of

sensory inputs: an RGB image channel and a depth channel. In this scenario, during normal

conditions, the system has access to both the RGB as well as depth information and is

considered as the training phase. The adverse scenario is treated as the testing phase where

we the system has access only to one modality.
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1.3 Challenges

Hallucinating from one modality to the other has its own set of challenges. Generally,

hallucination is done between modalities that are highly correlated so that a mapping can

be learned to extract the information of the lost modality. One can obtain very little or

no practical benefit by hallucinating between unrelated modalities. In addition to this,

we consider the scenario of hallucinating a higher dimensional modality from a lower

dimensional modality. This makes it an ill-posed or underconstrained problem to be solved.

To put this in perspective consider the scenario in Fig. 2. If the green point represents

the starting position of the object and it has been instructed to move two units in the one-

dimensional case the solutions are finite with just two solutions represented by the blue

points. But in the case of 2D space, the solution becomes infinite as there are infinite points

in the circle. Thus in this case hallucinating the solution from 1D to 2D, there could exist

infinite solutions and so it becomes intractable. Hallucination or prediction from higher to

lower dimensional modality has been studied widely and a good example of research in

that direction would be RGB to depth prediction also known as single camera or monocular

depth estimation (Eigen, Puhrsch, and Fergus 2014; Laina et al. 2016). We investigate the

relatively less trodden path of hallucinating a information-rich RGB modality from a lower

dimensional depth modality. This task is further constrained by the fact that we aim to

produce a generic task agnostic method that can be used to generate the hallucinated data

points instead of embedding representations with other networks.
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Figure 2: Illustration of the dilemma that exists in finding solutions in higher dimensional
spaces.

1.4 Contributions

Following the insight of biological perception system as well as addressing the chal-

lenges, we model a custom neural network-based architecture that takes incorporates mul-

tiple fields of view to take into account the neighboring information at each layer of its

network. Recent success in various computer vision tasks (Krizhevsky, Sutskever, and

Hinton 2012; Simonyan and Zisserman 2014; Szegedy et al. 2015; K. He et al. 2016;

Kaiming He et al. 2017; Redmon et al. 2016) encouraged us to go for a CNN-based encoder-

decoder structure to model the mapping. We further constraint the learning process with an

edge-aware smoothness loss term. The proposed hallucination scheme is generic enough to

be used as a bridge for multiple tasks using correlated data modalities and doesn’t have the

requirement to be embedded into a task-specific network.

To summarize our contributions:

1. We investigate state of the art discriminative and generative neural architectures for

the purpose of hallucination and we treat them as our baseline.

2. We propose a novel encoder-decoder based neural network architecture that incor-
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porates multiple fields of view into its base encoder and decoder blocks to learn the

low-to-high dimensional modality mapping. We compare the results of our architec-

ture with that of the baseline results.

3. We design and conduct experiments on the well-known UW-RGBD and the NYUD

datasets, and empirically show the advantage in hallucinating with our architecture

over the baseline architectures. We further validate the usefulness of the hallucinated

data by subjecting the hallucinated data to two fundamental vision task, namely, image

classification and semantic segmentation.

4. We also experimentally show an added advantage that we observed with the hallu-

cinated data. By incorporating the hallucinated data into the original system it can

further improve the performance of the original system.

1.5 Outline

In chapter 2 we will explain some recent work that has been of active interest in this

domain as well other work that has applications in this field.

The chapter 3 will elucidate the network architecture used for the baseline experiments

as well as our proposed custom architecture. It will further delineate the details of the

architecture used for the classification as well as segmentation. This chapter will describe

the additional efforts undertaken to further better the performance of the networks as well as

the explanation for the loss formulation.

The chapter 4 will talk about the datasets used, the statistics regarding the same, the

visual results from each of the baseline networks as well as our proposed networks, and

the test results from the classification and segmentation networks which demonstrate the

effectiveness of our proposed solution.
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Chapter 2

RELATED WORK

2.1 Modality hallucination related:

Learning combined space representations and hallucinating data from different modal-

ities is an active field of research (Lezama, Qiu, and Sapiro 2017; Hoffman, Gupta, and

Darrell 2016; Christoudias et al. 2010; Srivastava and Salakhutdinov 2012) as it provides

many advantages to the system that incorporates it. The work done in (Lezama, Qiu, and

Sapiro 2017) is a very good example where the authors hallucinate RGB versions of the

image from infra-red images and that is used in the face verification task. This, however, is

targeted at a domain adaptation setting where the face verification model trained for RGB

images is adapted to near infra-red images. The work by Hoffman et al. in (Hoffman, Gupta,

and Darrell 2016) also deals with modality hallucination, although their method is used

to learn mid-level abstractions and that is further used to enhance the performance of the

detection network. The learning of their hallucination network is embedded as part of their

object detection module and it learns by loss function paired with the depth stream. They do

not produce hallucinated data and are also restricted to a specific task. Other works have

used a mapping between modalities to help better the performance of a system (Christoudias

et al. 2010) or use a generative model to learn the distribution of modalities and sample from

them when needed (Srivastava and Salakhutdinov 2012). In (Christoudias et al. 2010), the

authors learned a mapping using the unlabeled data with the help of Gaussian processes and

that is leveraged for the object recognition task of objects previously not seen in the training

data. The scenario is quite different as they propose to tackle missing data instances for their
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task while our work is focused on tackling missing modality using data hallucinated with

the help of CNNs. The work done in (Srivastava and Salakhutdinov 2012) uses generative

models, specifically deep Boltzmann machines to help with the missing data. Generative

models come with their own disadvantages and an important one is that they do not produce

a one-to-one mapping as required in these tasks, instead, it learns the distribution which may

not well describe our missing data modality. Our work is substantially different as ours is

not a generative model and we tackle the case of an entire modality missing and not missing

instances of data.

2.2 Multi-modal information processing:

Multi-modal systems are becoming more common recently and consequently, there has

been increased interest in this field of research (Castrejon et al. 2016; Vrečko et al. 2009;

Salvador et al. 2017; Li et al. 2003; Socher et al. 2013; Gupta, Hoffman, and Malik 2016;

Xu et al. 2015; Karpathy, Joulin, and Li 2014; Huang, Peng, and Yuan 2017). Work such as

(Socher et al. 2013; Gupta, Hoffman, and Malik 2016) deal with the learning of cross-modal

data but differ in their learning process in the sense that they do not hallucinate the data in

any manner similar to ours. While the former transfers images to the semantic text space

and uses it to help in classification the latter uses a learned model to transfer its learning

for the same task on the other modality. (Xu et al. 2017) work deals with RGB and thermal

data modalities for the case of pedestrian detection. But in their work, they are using RGB

images to reconstruct thermal images and using them on their detection network. Unlike

their task, we are hallucinating RGB information which is relatively widely used modality

and more information-rich for conventional vision tasks compared to corresponding depth

or thermal modality thus making the task harder. Also, our hallucination scheme is not
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task-specific and neither does it require to be embedded alongside a task-specific network to

be used. A lot of work has been done that deals with multi-modal information processing.

Work done in (Castrejon et al. 2016; Vrečko et al. 2009; Salvador et al. 2017; Li et al. 2003)

involves learning cross-modal representations and associating the modality embeddings to

learn the relationship between the modalities. This learned information about the modalities

is used to perform a specific task on a given data modality as in (Salvador et al. 2017) or used

together as in (Vrečko et al. 2009).Recent work done in (Xu et al. 2015; Karpathy, Joulin,

and Li 2014; Huang, Peng, and Yuan 2017). also involves learning a common subspace that

incorporates information from all the modalities, and knowledge transferring or association

of semantic information is done at this space. The above methods don’t use the learned

representation to hallucinate lost modalities neither do they talk about handling such events

that involve losing a complete data modality.

2.3 GANs using multimodal data:

Generative Modelling has been an active field of research even before the advent of

deep learning to model the distribution of data. (Sutskever, Hinton, and Taylor 2009; Dayan

et al. 1995). Recent advances in the theory of deep learning, as well as increased availability

of cheap, compute and abundant data, has catalyzed the research in this domain. Deep

learning methods (Kingma and Welling 2013; Goodfellow et al. 2014) have shown promise

of better modeling the data distribution. GANs, in particular, have become a hotbed in the

academic community as well as the industry. GANs have been proven to be particularly good

with multi-modal data such as image and text (Zhang et al. 2017; Mansimov et al. 2015;

S. Reed et al. 2016; S. E. Reed et al. 2016) or even between different image domains (Isola
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et al. 2017; Zhu et al. 2017; Karras, Laine, and Aila 2019), which makes it a literature of

our interest.

GANs learn by transforming a latent variable which could be a random noise vector or

data from one input domain into a data in the other target domain. This is done using a

generator network that produces the image of the target domain and a discriminator that is

used to identify between the fake and real image. The objective function in most of these

methods have adversarial loss as one of the main components. The work done in Isola

et al. 2017 is a supervised method for image translation that uses paired images from both

domains to learn the distribution implicitly and then is used to generate. This can be used in

our work by setting ours’ as an image translation problem as well.
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Chapter 3

HALLUCINATION AND VALIDATION NETWORKS

3.1 Introduction

There has not been a lot of work in the domain of modality hallucination that particularly

satisfies the constraint of being task agnostic and generic. Consequently, there are no

established baselines in this domain which we can use or further develop on. Therefore,

we created our own baselines by re-purposing existing networks that achieve state of the

art results in other tasks for the purpose of modality hallucination. We empirically validate

the hallucination performance of these networks against the hallucination performance

of the custom architecture that we propose. In the following sections, we explain the

different architectures we experimented on as well the architectures used for the validation

experiments.

3.2 Crossspectral Hallucination Architecture:

We first started with an architecture used for the purpose of hallucination. We use

a part of the architecture similar to the one used by (Lezama, Qiu, and Sapiro 2017).

Their paper deals with hallucination from near infrared spectrum to the RGB spectrum

for the purpose of face recognition. They use a patch-wise hallucination scheme where

different parts of the face are taken in small patches hallucinated after applying an affine

transformation. We applied the hallucination for the entire image instead of adopting their

patchwise hallucination. In their work, the authors were concerned with hallucinating only
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the face and so patch wise hallucination made sense. This method doesn’t make sense when

applied to datasets like the ones we are dealing with which has a myriad of different objects

in them. The architecture we used is described in table 1. The network has 11 layers taking

in a 3 channel depth image as the input to produce a 3 channel RGB image as output. Each

layer has a ReLU activation function which follows a batch normalization layer. The final

layer is not subjected to batch normalization or ReLU.

3.2.1 Coarse to Fine Modelling:

Since the hallucination procedure in the original paper by Lezama, Qiu, and Sapiro

2017 adopts a patchwise hallucination mechanism the network only had small images as

input. ( In the paper the size of each image input is only 32x32). As we adopt a full image

hallucination our inputs are much bigger. Thus adopting their architecture with our image

inputs leads to an impractical training routine. To overcome this shortcoming we propose a

progressive coarse to fine modeling scheme as illustrated in Fig. 3 that can help to speed up

the training procedure.

Figure 3: Coarse to fine model to speed up training routine. This happens at four scales.

We train the hallucinators at different scales making the model progressively learn
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Layer Specification
Layer 1 kernel size : 11 x11, Filters : 147

pad : zero, batch-normalization : yes, activation : ReLU,
strides : [1,1]

Layers 2-10 kernel size : 11 x11, Filters : 36
pad : zero, batch-normalization : yes, activation : ReLU,
strides : [1,1]

Layers 11 kernel size : 11 x11, Filters : 36
pad : zero, batch-normalization : no, activation : Linear,
strides : [1,1]

Table 1: Cross spectral Hallucination Network Architecture from Lezama, Qiu, and Sapiro
2017 modified for hallucinating RGB from depth

to capture dominant patterns as the weaker patterns die out in the sampling process. A

weighted linear combination of the different model outputs can be used to obtain the final

output. These weights can be implemented as learnable parameters as well. Adopting the

coarse to fine modeling scheme helps the network to gain over a 5-time speed up. The major

bottleneck in the training routine is the number of operations from the convolutions. The

proposed coarse to fine model reduces the number of convolution operations thereby leading

to faster training. This has been explained below using equations 3.1,3.2,3.3.

Ctotal =
W
Sc
.H

Sr

= W
Sc
.H

Sr
(lower bound),

(3.1)

where W and H represent the width and height of the feature maps. Sc and Sr represent

the strides across the columns and the rows and Ctotal is the total number of convoultion

operations without the coarse to fine . We consider the case of convolutions with zero

padding which is the same as in our architecture. . represents a ceiling function. In Eqn. 3.1

we consider the lower bound of the ceil function. Therefore, that equation represents the

minimum number of convolution operations without the progressive modeling, per layer.

The number of convolution operations after the modeling is adopted is shown below. Here
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we consider the upper bound of the ceil function. Therefore, this represents the maximum

number of convolution operations after the modeling is adopted.

Cmodel = Σ
N
i=1

W
2i.Sc

. H
2i.Sr

= Σ
N
i=1(

W
2i.Sc

+1).( H
2i.Sr

+1)

= W.H
Sr.Sc

Σ
N
i=1

1
22i +Σ

N
i=1

1
2i (

H
Sr
+ W

Sc
)+Σ

N
i=11

=CtotalΣ
N
i=1

1
22i +Σ

N
i=1

1
2iCtotal(

Sc
W + Sr

H )+N

=Ctotal
(1−(1

4 )
N)

3 +Ctotal(1− (1
2)

N)(Sc
W + Sr

H )+N.

(3.2)

Cmodel is the number of convolution operations after the progressive modeling has be

adopted, N represents then number of levels of the pyramid in the sub-sampling process.

We recommend, 2 < N < 6 and we used N = 4. In practice, stride values are usually less

than 4 and the spatial dimension of the image are significantly greater than the stride values.

Thus, Eqn.3.2 can be approximated as follows,

Cmodel ≈Ctotal
(1−(1

4 )
N)

3

Cmodel ≈ 33% Ctotal when N = 4,
(3.3)

Thus with 4 scales, we had 67% lesser operations which explains the speed up. We carry

out our experiment with this procedure.

3.3 GANs for Hallucination:

We investigated the fit of generative adversarial networks for the purpose of modal-

ity hallucination. We explored the possibility of using a generative model to learn the

distribution of the data and then to conditionally generate the output. Recently, GAN’s

have been shown to work well in implicitly learning the distribution. In particular, we are

interested in conditionally learning the distribution of the data. This way, the output of the
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Figure 4: Illustration of the pix2pix GAN for modality hallucination.

learned model will produce an RGB image conditioned on the given input depth image

thus producing an RGB image from a depth image. A particularly well-known work in

this domain of conditional GAN is work done by Isola et al. 2017 and Zhu et al. 2017

who’s work popularly known by their academic references as pix2pix and cycleGAN. While

cycleGAN is completely self-supervised with unpaired image to image translation pix2pix

is supervised with image pairs of the different modalities given together during training and

does a better job at this task. An illustration of the pix2pix model for modality hallucination

can be seen in Fig. 4.

The working of pix2pix model is similar to most GAN’s. The Generator model takes

input from the extant modality which is the depth image and tries to produce the corre-
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sponding RGB image. The input depth image and the generated RGB image are given

together to the discriminator network as the fake sample while the depth image and its

corresponding RGB image is given as the real sample into the discriminator network. We

use the authors’ pytorch implementation of pix2pix to train on the same dataset keeping as

many hyper-parameters of the experiment same to ensure a fair evaluation. Once trained we

subject the results to the same validation experiments as the other hallucination mechanisms.

3.4 Hallucination using LinkNet:

Modality reconstruction networks described in our process takes in an image as input

and gives an image as output which represents the reconstructed modality. Semantic

segmentation networks, although built for another task also has images as input and output.

Moreover, the state of the art semantic segmentation networks (Badrinarayanan, Kendall,

and Cipolla 2017; Ronneberger, Fischer, and Brox 2015; Zhao et al. 2017; Chen et al. 2017)

use an encoder based architecture that compresses the original image to smaller space which

captures the semantic information of the image and a progressively expanding set of decoder

layers to leverage the semantic information to segment them. Thus, semantic segmentation

networks are ideal candidates that can be re-purposed for hallucination.

We chose linkNet (Chaurasia and Culurciello 2017) which is also an encoder-decoder

architecture that performs better than most of the state of the art model. the architecture

of linkNet is described in table 2. The architecture features four encoder and four decoder

blocks. The encoder and decoder blocks are based on the Resnet architecture. Skip

connections from each encoder layer to the corresponding decoder layer are provided to

better incorporate early information from the encoder space. Like the previous architecture

mentioned in section 3.2 each layer has batch normalization followed by ReLU activation.
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((a)) Network Architecture

Layer # Type
Kernel dimensions

Stride SkipSpatial Depth
kw ×kh inp ×out

1 conv 7 x 7 3 x 64 2 -
2 max pool 3 x 3 64 x 64 2 -
3 encoder 3 x 3 64 x 64 - -
4 encoder 3 x 3 64 x 128 - -
5 encoder 3 x 3 128 x 256 - -
6 encoder 3 x 3 256 x 512 - -
7 decoder 3 x 3 512 x 256 - layer 5
8 decoder 3 x 3 256 x 128 - layer 4
9 decoder 3 x 3 128 x 64 - layer 3
10 decoder 3 x 3 64 x 64 - -
11 FCN 3 x 3 64 x 32 0.5 -
12 conv 3 x 3 32 x 32 1 -
13 FCN 3 x 3 32 x 3 0.5 -

((b)) ResNet Blocks

Encoder - Decoder Block

Layer # Type
Kernel dimensions

Stride SkipSpatial Depth
kw ×kh inp ×out

Encoder Block
1 conv w x h Din x Dout 2 -
2 conv w x h Dout x Dout 1 1
3 conv w x h Dout x Dout 1 -
4 conv w x h Dout x Dout 1 2

Decoder Block
1 conv 1 x 1 Din x Din/4 2 -
2 conv w x h Din/4 x Din/4 0.5 -
3 conv 1 x 1 Din/4 x Dout 1 -

Table 2: (a) Linknet architecture is elaborated here. Here FCN represents full convolution
layers that up-samples the given layer. A fractional stride represents an up-sampling while a
integer stride represents down-sampling of that layer. (b) The encoder and decoder blocks
used inside the linknet architecture is elaborated here. w and h are the width and height and
Din and Dout are input depth and output depth of the feature maps. They take the values
from Table (a).

Since the application of this thesis is oriented towards the robotics and autonomous systems

it is important to keep in mind the constraints faced by the above-mentioned systems. The

linkNet architecture was specifically designed for fast inference and to keep the parameters

low helping the time and memory budget. This made the linkNet an ideal choice to be used

for the purpose of modality hallucination.

3.4.1 Regularizing Autoencoder:

From our experimental results (explained more in detail in chapter 4 the hallucinator

network while it did a good job in predicting the structural information of the objects it did

not preserve the color information and finer details well enough. Hence, to maintain the

color information as much as possible we introduce a second stage into the hallucination
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Figure 5: Illustration of how the two stage hallcination procedure is adopted to help a
semantic segementation network in adverse scenario.

procedure. We use another model that has the same architecture as the linkNet architecture.

it accepts the hallucinated results from the 1st stage and tries to hallucinate the original RGB

image. Since this network accepts hallucinated RGB and only tries to preserve the original

color information of the network, it is essentially a regularizing autoencoder. In practice

to achieve higher convergence the regularizing autoencoder it is trained completely from

scratch with randomly initialized weights as it helps to learn a hierarchical set of features

solely responsible for correcting the image. Using the trained weights from the hallucinator

network is an option but this will not help as the hallucinator kernels have a very different

set of functions compared to the regularizers kernels and therefore they are trained from

scratch. An example illustration of this pipeline is shown in Fig. 5.
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3.5 Hallucination by Aggregating Multiple Fields of View:

The architectures explained in the previous sections experimented for the purpose of

modality hallucination differed in the structure of the architecture or the way they learn to

predict the information of the lost modality. All these networks focus on learning kernels

with a single specific field of view determined by the kernel size. Since we are dealing

with an ill-posed problem statement it would help the hallucinating network to make use

of information obtained from different fields of view. Different fields of view encapsulate

various degrees of information to pass on to the next feature map. For example, while

hallucinating from the depth image of an apple a small 3x3 kernel would extract the features

from a small patch of the apple. In a lower dimensional modality, this is not going to have

much information due to the nature of how information is represented in lower dimensional

modalities making the prediction task more difficult. Say, in the depth image if the 3x3

kernel is trying to predict from the center of the apple all it could see in the depth image

is the distance and a box at the same distance could as well be predicted as an apple. On

the other hand, in the higher dimensional modality which is RGB, it has access to the color

information of the apple making it easier for the predictor. Thus if the hallucinator could

have access to other fields of view the hallucinator can make predictions better. Considering

the same example, if bigger fields of view exist the hallucinator can make out relationships of

the object with its neighbors. Considering the same example, the apple could be associated

with a fruit basket in the training distribution and now with the bigger fields of view it

could incorporate the information from its neighbors to create the features thus adding more

information progressively in the network

Based on the above-mentioned theory of the benefits of the added fields of view we
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Network Architecture
Name Layer Filters Skip Kernels
Enc_1 Encoder 48 - -
Enc_2 Encoder 60 - -
Enc_3 Encoder 192 - -
Enc_4 Encoder 288 - -
Dec_4 Decoder 96 - -
Dec_3 Decoder 30 Enc_3 -
Dec_2 Decoder 24 Enc_2 -
Dec_1 Decoder 3 Enc_1 -
logits Convolution 3 - 5x5

Hallucinated Convolution 3 - 3x3

Table 3: This table describes the complete architecture used in our experiments.

Encoder - Decoder Blocks
Layer Filters Stride Skip Connection

Encoder block : Input -> Filters : d
AggConv d 1 NO

ReLU - - -
AggConv d 1 YES

ReLU - - -
Convolution

d 2 NOkernel : 3x3
dilation rate : 1

Decoder block : Input -> Filters : d
AggTrConv d 0.5 NO

ReLU - - -
AggTrConv d 1 YES

ReLU - - -

Architecture Building Blocks
Layer Kernels Filters dilation rate stride
AggConv Block : Input -> Filters : d , Stride : s

convolution 3 x 3 d/6 1 s
11 x 11 d/6 1 s

5 x 5 d/6 2 s
7 x 7 d/6 2 s
9 x 9 d/6 3 s

11 x 11 d/6 3 s
concatenation - - - -

batch Normalization - - - -
AggTrConv Block : Input -> Filters : d , Stride : s

convolution 3 x 3 d/3 1 s
7 x 7 d/3 1 s

11 x 11 d/3 1 s
concatenation - - - -

batch Normalization - - - -

Table 4: Encoder - Decoder blocks constructed using the AggConv and AggTrConv blocks.
This table describes the basic building blocks that is used in the architecture in table

propose an architecture that incorporates the different fields of view in each layer which is

illustrated in Fig. 6 and tables 4,3. The architecture uses an encoder-decoder architecture

like some of the other previously mentioned architecture. We define a base convolution

block called Aggregated convolutions block (AggConv) which performs convolution with

different sized kernels. To get bigger fields of view we use atrous convolution instead of

just expanding the size of kernels which helps to save memory and time. The convolutions
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Figure 6: Illustration of the proposed architecture that aggregates multiple fields of view.

of the different kernels happen at different dilation rates as mentioned in table 3. The

feature maps resulting from the different convolutions are concatenated to get a single

set of feature maps after which batch normalization is applied followed by activation

(ReLU). Finally, the block has an optional convolution operation with just 3x3 kernel to

sub-sample if it is needed. All convolution operations have ’same’ padding. Similar to

the AggConv block, we also define an aggregated Transpose convolution (AggTrConv)

that performs the upsampling by concatenating the transposed convolutions of the different

kernels. Batch normalization is applied after, followed by ReLU activation. With these base

AggConv blocks and AggTrConv blocks, we construct the encoder and decoder blocks of the

architecture. The encoder has AggConv block followed by another one with sub-sampling

by a factor of 2. Skip connections are added as well from the input of the encoder block

to the output. The decoder block also follows the same structure with AggTrConv blocks

instead of AggTrConv. The architecture is defined with 4 encoder blocks and 4 decoder

blocks. The activation output from each encoder layer is added with the corresponding

decoder layer as shown in Fig. 6.
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Figure 7: Two stream Alexnet configuration used for combining modalities and performing
object classification.

3.6 Hallucinated Modality Helps :

The aim of the thesis is to show that the hallucinated modality can be utilized to help

the system in the adverse scenario. While analyzing the visual output and the mean pixel

error of the hallucinated modality with the ground truth RGB gives us a general idea

of the performance of the hallucinator network but doesn’t tell much if the hallucinated

modality is, in fact, useful to mitigate the risk the system is facing. To validate the pragmatic

use of the hallucinated modality we further devise experiments. We subject each of the

modality as well as the combination of the modalities to an object classification task. We

use the standard AlexNet configuration (Krizhevsky, Sutskever, and Hinton 2012) for its

light network structure. To demonstrate the usefulness of the hallucinated modality we

design a two-stream Alexnet that takes input from each of the modalities i.e. depth and

the hallucinated modality to perform the classification task. An illustration of the two

stream classifier can be seen in Fig. 7. We construct this by subjecting each modality to
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Figure 8: Two stream semantic segmentation network configuration used for combining
modalities.

an Alexnet stream and then averaging the first fully connected layer which is the fc6 layer

of each network and is fed into a single fully connected layer. We decided on fusing at the

deeper end of the network as the deeper layers of the network capture more complex and

meaningful abstraction relative to the earlier layers.

A similar setting is created for the task of semantic segmentation as well. We follow

the fully convolutional architecture by Shelhamer, Long, and Darrell 2017 again for its

light architecture. The segmentation network is also reconstructed with two streams to

support multimodal segmentation that can take in the depth and the hallucinated images.

A depiction of the two stream segmentation network is shown in 8. We use the VGG

framework Simonyan and Zisserman 2014 to extract the features and we fuse at the first

linear layer fc6. We also add the pooling responses from the fourth and third pooling layer

of the VGG network in the deconvolution procedure to produce the predicted annotation.

For two stream network, we average the pooling responses of both the streams at the 3rd

and the 4th layer.
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3.7 Hallucinated Modality Enhances:

Since the hallucinated network can directly be incorporated into the system, the decision

system can use the additional information obtained from the hallucinated modality. We

verified this by devising an experiment that takes in all the modalities along with the halluci-

nated modality to see if it performs better than the system without the hallucinated modality.

We apply this on both the segmentation network as well the classification network. The

networks are re-designed to take in three inputs namely, depth, RGB and the hallucinated

modality, Similar to the two stream architectures mentioned above for the classification

network the first fully connected layer of the Alexnet of the three modalities are averaged be-

fore giving it as input into the final connected layer. Similarly, the three stream segmentation

network also takes input from the three different modalities and is fused into a single output

layer in a similar manner as the two stream network. The performance of these networks is

then compared to the two stream counterparts that take the RGB and depth as input.

3.8 Loss Formulation:

The loss for the hallucination experiments Lhal is designed with two components. The

root mean square error Lrmse and the smoothness constraint Lsmooth. λ is used to adjust the

relative importance between the two loss terms. We obtain a nice pixel-wise loss as shown

in the equation. 3.4.

Lhal = Lrmse +λLsmooth. (3.4)

The root mean squared error between the hallucinated images from the model and the

ground truth RGB image helps the hallucinator to learn to hallucinate the structure and learn
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the important abstraction between the two modalities. The main goal of this hallucination

network is to capture the non-linear relationship between the data domains.

The Eq. 3.5 works well to capture the said abstraction.

Lrmse =
√

Lmse =

√
∑

N
i=1(pi− p̄i)2

N
,

(3.5)

where N represents the number of pixels in target image I, and pi, p̄i the ground truth and

reconstructed pixel respectively. To obtain a consistent and smooth mapping of the output

we introduce an edge aware smoothness constraint. Smoothness constraints are commonly

used in depth prediction like the work in Ranftl et al. 2016; Godard, Mac Aodha, and

Brostow 2017. The smoothness constraint should enforce local smoothness and at the same

time should preserve the edges. The Eq. 3.6 is used to do the same.

Lsmooth =
1
N ∑

N
H(OIhal)e−H(OI) (3.6)

here Ihal represents the hallucinated tensor, I the ground truth, and H is the Huber function

(Huber et al. 1964) that is formulated as:

H(x) =


1
2x2 if |x| ≤ δ

δ (|x|− 1
2δ ) otherwise

, (3.7)

where δ = |x|, and N the total number of pixels within one training batch.

The regularizer network mentioned for the linkNet architecture is trained with the mean

squared error Lmse as shown in Eq. 3.5. The mean squared error helps to penalize heavily

the difference in the hallucinated images thus helping in reconstructing the edges of the

image. The classification and segmentation networks are subjected to the standard softmax

cross entropy loss as shown in Eq. 3.8.

Lce =−
C

∑
i=1

ȳi logyi, (3.8)
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where Lce is the cross entropy loss for the task and C is the number of classes ȳi represents

the ground truth annotation while yi is the predicted output. For classification the loss

computed is between the prediction distribution and the class labels. For segmentation it is

a pixel-wise classification between the annotated map and the predicted one.

The generator and the discriminator networks are trained together using a loss function

that is formulated as a min-max game. The loss function has conditional adversarial loss

along with a L1 loss as shown in equations 3.9 which is taken from Isola et al. 2017’s work.

LcGAN(G,D) = Ex,y[logD(x,y)]+Ex,z[log(1−D(x,G(x,z)))],

LL1(G) = Ex,y,z[‖ y−G(x,z) ‖1],

G∗= argmin
G

max
D

LcGAN(G,D)+λLL1(G).

(3.9)

To get a general idea of the closeness of the hallucinated results to the RGB image we

report the Mean absolute pixel difference as the error metric given by the equation 3.10. pi

and p̄i are the ground truth and reconstructed pixels.

MA PD =
N

∑
i=1

1
N
|pi− p̄i| (3.10)
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Chapter 4

EXPERIMENTS AND RESULTS

We describe here the experimental details of the thesis and delve further into the results

of the different networks. We explain the results of the different experiments and also talk

about the other auxiliary experiments involved in the process.

4.1 Dataset

Here in we got into the nuances of the data used for the different experiments. To ensure

fairness the data for all the experiments are the same. That is, the training dataset and the

testing dataset are the same for the different experiments. Also, the training and test datasets

are shuffled and after that, the train test split is not changed. So the training and test sets of

the classification experiments, that is done on the hallucinated images from the depth images

of the linkNet architecture is the same set of depth images from which the hallucinated

images for classification of the aggregated architecture. They do not mix and are from the

same distribution.

4.1.1 Hallucination:

We design our experiments on the following two datasets: NYUD dataset Silberman and

Fergus 2011 and the University of Washington’s RGBD dataset Lai et al. 2011. The datasets

mentioned above have RGB images and their corresponding depth images. The UW-RGBD

dataset has over 200,000 images belonging to 51 classes. Although the UW-RGBD dataset
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has over 200K images the dataset is heavily skewed. For instance, some classes have less

than 2000 images while others have over 10,000 images. To make sure there is no untoward

bias, the dataset is split into 875 images per class for training and 100 images per class for

testing. Hence, in total 44,625 training images and 5100 testing images are obtained for the

hallucination experiment. The NYUD dataset, on the other hand, has only 2284 labeled

images. So we used the raw dataset available in the NYUD-V1 Silberman and Fergus 2011.

The raw dataset, unlike the labeled dataset, contains depth images which are not in-painted

along with their corresponding RGB images and there are over 100000 such pairs. The

NYUD V1 dataset has in total 135,314 RGB - depth image pairs. The raw depth images are

in-painted to remove artifacts using a cross bilateral filterParis and Durand 2006 and then

projected onto the RGB plane and linearly scaled to get the depth image representation. The

images were split into train and test set with an 80:20 ratio.

4.1.2 Classification:

For classification, we used 500 images for training and 175 images for testing per class

from the UW-RGBD dataset. Thus in total 25,500 training images and 8925 testing images

are used for classification. None of these training and testing images overlap with the

hallucination dataset. The dataset was subjected to a 51-way classification task. The entire

image was not used as input due to data leakage (visual cues present in the image other than

the object of interest that helps the network in the classification). We cropped the images

with the given mask such that it contains only the object of interest. After subjecting it to

a transformation we feed it into the classifier stream. Our choice of Alexnet is due to the

fact that it is a relatively smaller model and can be easily transformed into two and three
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stream models to fit within memory and, also, since the dataset for classification is relatively

simple, it does not need a complex model.

4.1.3 Segmentation:

The segmentation experiment was carried out with NYUD-v2 dataset that has 2284

labels from 64 different indoor scenes. The depth images are in-painted to fill holes just like

it was done for the Hallucination dataset. The dataset was split into 70:30 training-testing

split. The segmentation task was 40 class segmentation procedure. The hallucinated network

trained on NYUD-v1 raw images was used to obtain the hallucinated images here.

4.2 Implementation Details :

The hallucination experiments are done with the images maintained in their standard

size preserving the same aspect ratio which is 640x480. The hallucination experiments were

carried out in the YUV colorspace. The YUV colorspace which is mostly used for image and

video transmission encodes the color information efficiently enabling lesser transmission

error. To achieve this, the colorspace splits an image signal into one luma part(Y) that

holds the structural information and two chrominance part (U and V) that hold the color

information. It is easier for the network to learn information using data that is organized in a

manner like the YUV colorspace than using data represented in an additive color model like

the RGB space. Other than the color conversion we did not do any pre-processing steps.
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4.2.1 Cross spectral Hallucination Architecture:

The cross-spectral Hallucination architecture with the adopted coarse to fine modeling

was carried out with the same configuration of hyper-parameters for all the scales. We

adopted 4 scales at 1/2, 1/4, 1/8, 1/16 and the combination of the output of the different

models for each scale is done with weights 0.50, 0.28, 0.12, 0.1 respectively. The experi-

ments are run in parallel on 3 NVIDIA GTX 1080 GPUs running Ubuntu 14.04. All the

experiments for this architecture were run with a batch size of 5 images for a total of 30

epochs.

4.2.2 LinkNet Hallucination Architecture:

The linkNet architecture did not need the use of coarse to fine modeling. The halluci-

nation procedure was carried on two different datasets. The hallucination procedure was

carried on two different datasets. The hallucination procedure was carried on two different

datasets. The linknet hallucination network was trained with a batch size of 24 for 15

epochs on a 16 GB Nvidia Tesla P100 GPU. ADAM optimizer Kingma and Ba 2014 with

learning rate = 0.0005 , β1 = 0.9 , β2 = 0.999, ε=1e-08 was used to update the weights

during backpropagation. The Huber delta δ was set to 0.001 and the smoothing weight λ

was set to 50. The regularizer was trained with the same hyper-parameters as well.

4.2.3 GAN Hallucination Architecture:

The generative model based hallucination procedure explained in the chapter 3 is

implemented using the author’s source code. For both the NYUD as well as UWRGBD
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dataset we use the following hyperparameters. The models are trained on a single NVIDIA

Tesla P100 GPU with 16 GB RAM using pytorch (Paszke et al. 2017) framework. The

hallucination models for both the datasets are trained for 150 epochs with 100 epochs at

the base learning rate of 0.0002 and 50 epochs of linearly decaying the base learning rate

to 0. The optimizer of choice like the other experiments is ADAM with β1 = 0.5, β2 and ε

are maintained at 0.999 and 1e-08 respectively. The original image size is kept at 286x286.

During training, the images are randomly cropped too 256x256. The experiments are carried

out with a batch size of 32. No form of data augmentation is done to keep the experiments

consistent. The number of generator filters and discriminator filters are maintained at 64 as

mentioned in the original paper. The hallucination here is done in the RGB space.

4.2.4 Aggregated ConvBlock Hallucination Architecture:

The hallucinations using Aggregated convolution block architecture is implemented

as a multi-GPU training pipeline. For both the NYUD dataset hallucination as well UW-

RGBD hallucination the experiments were carried out with the same hyper-parameters.

The architecture was implemented using data parallelism on 3 GPUs. A total batch size

of 21 is used in training with each GPU taking in 7 images per batch. Like the linkNet

architecture and the cross-spectral hallucination architecture, this is implemented using

tensorflow(Martı´n Abadi et al. 2015). The architecture we used has 4 encoder layers and

4 decoder layers totaling 8 layers. We also experimented with 6 layers (3 encoders and

3 decoders) and 10 layers (5 encoders and 5 decoders) architecture. The test loss profile

during the training procedure is shown in Fig. 9. The 8 layer architecture with 4 encoders

and 4 decoders seemed to be optimal. The time and memory burden from the 10 layer

architecture compared to the 8 layer architecture is significantly higher compared to the gains
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in performance. This can be observed in the table. (Note that the different architectures in

the figure 9 were trained with variable numbered GPUs. This explains the different training

times of the architectures and as a result the different sample length summaries.) 9.

Figure 9: The test error profile while training of the differnt architectures.

Another hyperparameter in our architecture is the dilation. We designed the architecture

to take the information of the local neighborhood, therefore, keeping the dilation rates

between the different kernel layers small. We empirically tested the effect of having bigger

dilation rates as well. Hence, the same architecture with the same kernels and hyper-

parameters is subjected to the bigger dilation rates. The new dilation rates are 1,5 and 10

instead of 1,2 and 3. We observed that this didn’t cause much difference and the performance

was the same. This can be inferred from Fig. 10 and table 9. The “small dilation ” refers to

dilation rates of 1,2 and 3 while the “big dilation” refers to dilation rates of 1,5 and 10.
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Figure 10: Test error profiles of the Aggregated Conv blocks architecture with different
dilation rates.

4.2.5 Classification and Segmentation Architecture:

The training for classification was carried out with a batch size of 200 and a learning

rate of 0.00001 for 5 epochs. The semantic segmentation was completed with a learning rate

of 0.00001 and batch size of 25 for 100,000 iterations.0 The VGG part of the segmentation

model use pre-trained weights from a VGG network trained on imagenetDeng et al. 2009.

The hyper-parameters are the same for single, double and triple stream networks for the

respective tasks.
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4.3 Result

In this section, we delve further into the experimental results obtained from the hal-

lucination experiments from the different architectures. We also report the results from

the different experiments done on various validation experiments mentioned in the above

sections. Depth to image transformation is a highly under-constrained process and thus we

do not expect the mapping to produce any visually pleasing output. Yet, the networks were

able to produce surprisingly good results.

4.3.1 CrossSpectral Hallucination Architecture Results:

Using this fully convolutional architecture from Lezama, Qiu, and Sapiro 2017 produced

visually appealing results in the UWRGBD dataset. It did not perform as well with the

NYUD dataset. The samples produced using the former dataset are much more pronounced

in terms of image content compared to the samples produced by the latter. We ascribe this

observation to the fact that the UWRGBD dataset has much lesser inter-class and intra-class

variance. The dataset is obtained by placing the object on a turntable and a video sequence

is obtained. Results from the UWRGBD dataset can be seen in Fig. ??

, On the other hand, the NYUD database varies wildly on both inter-class and intra-class

level. The NYUD database is a collection of a bunch of scenes such as kitchen, office,

bedrooms, etc. An image of the office class will vary wildly with another image of the same

class and it will be very different from an image of the kitchen class. This difference in the

variance causes the less pronounced NYUD hallucinated images. Despite this difference in

the variance we are able to observe the subtle definition of prominent objects. Results of the

NYUD hallucination is seen in Fig 11
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(a) Depth (b) Hallucinated (c) RGB

Figure 11: NYUD dataset hallucination results using the cross spectral hallucination archi-
tecture. (a) is the depth input image, (b) is the result of hallucination ,(c) is groundTruth

4.3.2 LinkNet Hallucination results :

The linkNet architecture due to its encoder-decoder architecture that compresses the

image with only the important information reconstructs from the smaller dimension space.

While with cross spectral architecture the huge number of parameters and the constant size
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of the feature maps might lead to memorizing or learn on a trivial one-to-one mapping the

linkNet architecture does much better job of learning the correct family of functions for the

mapping to take place. 12.

(a) Depth (b) Hallucinated (c) Hallucinated* (d) RGB

Figure 12: UWRGBD dataset hallucination results using the linkNet architecture. (a) is the
depth input image, (b) is the result of hallucination after the first stage, (c) is the hallucination
result after subjecting it to regularizing stage ,(d) is groundTruth

As the UWRGBD is an easy dataset the hallucination does a pretty good job in the first

stage itself but we still can find minor improvements after the regularization stage. The

NYUD dataset, on the other hand, provides a lot of evidence for the effectiveness of the

regularization stage. The results from the NYUD dataset can be seen in Fig.13.
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(a) Depth (b) Hallucinated (c) Hallucinated* (d) RGB

Figure 13: NYUD dataset hallucination results using the linkNet architecture. (a) is the
depth input image, (b) is the result of hallucination after the first stage, (c) is the hallucination
result after subjecting it to regularizing stage ,(d) is groundTruth

4.3.2.1 Regularizer Network Significance

Although the hallucinator network produces convincing RGB renditions from the depth

images, the results still seem to display some visible discrepancies between the original RGB

and hallucinated data. The hallucinator network seems to be concerned with reproducing

the overall structure of the image and doesn’t give much importance to color information.

Moreover, as the hallucinator network is trained with a weighted smoothness constraint

to ensure local smoothness the hallucinator network ignores smaller objects in the RGB
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image. The regularizing autoencoder helps to overcome these shortcomings. The results

displayed in Fig. 14 and Fig 15 illustrates this ability of two different and datasets of

varying complexity. The orange annotations in the image are displayed to understand the

improvements the regularizer brings to the results. The regularizer helps to maintain the

color information, re-introduce smaller components of the images missed by hallucinator,

de-blurs the image and also removes irregularities. As seen in the Fig 14 and Fig 15 the color

is better reconstructed by the regularizer. We can see the regularizer is able to reproduce

smaller details such as electrical socket on the wall or the Apple symbol on the computer

the person has and preserve color information like the color of the wall. This ability of the

regularizer makes it a non-trivial part of our experiment. Although the hallucinator with

the regularizer does well, it still does poorly when it comes to images that are not from the

distribution. If it were to predict the color of a round-ish object which in the training set

closely resembles an apple it would predict it as red, but in reality, it could be an orange.

The regularizer also has associated drawback if we adopt it into the training procedure. It

makes it difficult to be adopted as an online training procedure as the regularizer is trained

only after the generator is trained to convergence.

4.3.3 GAN Hallucination Results :

The generative model based hallucination procedure explained in the above sections with

the pix2pix architecture also does a relatively good job. It learns the structure of the general

overal structure of the objects that occur a lot. For example, in the UWRGBD dataset the

GAN is able to produce the structure and the color of the sofa that appears in the background
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Figure 14: Examples of how the regularizer helps in improving the results in UWRGBD
dataset. The first row depicts (from left to right) (a) the hallucinated image without regu-
larization, (b) hallucinated image with regularization, and (c) the ground truth RGB image.
The second row are zoomed version of the highlighted areas in the hallucinator (a) output
and the third row are zoomed versions of the annotations in the regularizer (hallucinated*)
(b) output.

pretty well. It also produces the turn table pretty well as well as the experimental set up of

the dataset with the objects like pliers, soda cans etc.

However, when it comes to reconstructing the pixels of the object of interest, that is,

object at the center of the turn-table like the apple,banana, it doesn’t work as well. The

pix2pix network retains a little bit of the structure of the object of interest but it doesn’t

produce a qualitatively well defined structure as the linkNet architecture. In many cases, it

completely misses the color and structure of the object even in a relatively easy dataset like
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Figure 15: Illustration of regularizer’s importance in the NYUD dataset. The first row
depicts (from left to right) (a) the hallucinated image without regularization, (b) hallucinated
image with regularization, and (c) the ground truth RGB image. The second row are zoomed
version of the highlighted areas in the hallucinator (a) output and the third row are zoomed
versions of the annotations in the regularizer (hallucinated*) (b) output.

the UWRGBD dataset. Some results from the UWRGBD dataset hallucinated using GANs

can be seen in 16.

The same pattern can be observed in the NYUD dataset as well. The generator of

the pix2pix produces commonly occurring structures such as the wall, bookshelves pretty

well but miss a lot of the finer details and it especially misses some of the colors as well.

Moreover, the texture of the image compared to those hallucinated by the Aggregated and

linkNet architectures is less accurate. Some examples from the test set of the GAN based

hallucination are shown in Fig. 17.
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(a) Depth (b) Hallucinated (c) RGB

Figure 16: UWRGBD dataset hallucination results using the GANs (pix2pix architecture).
(a) is the depth input image, (b) is the result of hallucination ,(c) is groundTruth

The pix2pix architecture does a pretty bad job when there are multiple objects present in

the dataset. The NYUD images are chaotic and have a lot going on in the images which

leads to a confused result and visually poor results. In additions to this, GANs have their

own disadvantages which include mode collapse, their difficulty in getting the object count

right and a major difficulty which is optimizing the GAN loss formulation to convergence.
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(a) Depth (b) Hallucinated (c) RGB

Figure 17: NYUD dataset hallucination results using the GANs. (a) is the depth input image,
(b) is the result of hallucination ,(c) is groundTruth

4.3.4 AggConv Hallucination Results :

Our architecture leverages the knowledge of the local neighborhood by accumulating

information of different receptive fields with the help of the aggregating convolutional block.

This helps the architecture to reproduce the structure and the color information of the object
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using the correlation that exists between the object and its neighbors. The architecture does

a pretty good job in both the datasets. The results of hallucination using our architecture on

the UWRGBD dataset can be seen in 18.

(a) Depth (b) Hallucinated (c) RGB

Figure 18: UWRGBD dataset hallucination results using our proposed architecture with Ag-
gregated convolutional blocks. (a) is the depth input image, (b) is the result of hallucination
,(c) is groundTruth

The architecture does a solid job on the more difficult NYUD dataset as well. Unlike

43



GANs it does not get confused with the number of objects and unlike the linkNet architecture,

it preserves the color information of the different objects pretty well all the while keeping

the artifacts minimum in the generated images. Some, hallucination results of this dataset

can be seen in Fig. 19.

(a) Depth (b) Hallucinated (c) RGB

Figure 19: NYUD dataset hallucination results using AggConv blocks (our proposed
architecture). (a) is the depth input image, (b) is the result of hallucination ,(c) is groundTruth
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The proposed architecture does a nice job on both the datasets. However, the architecture

understandably does not produce perfect renditions of the RGB image. It still does miss

out on minor details in the image. For instance, in the hallucinated images shown in 18

the hallucination completely misses out on the red markers on the turntable. Information

that is very specific to the objects are replaced by the average of what they are, like the

text on the water bottle is replaced by the average of the information that is usually present.

Hence, such information will appear blurry. This can be seen in the NYUD dataset as well.

Sparsely occurring objects in the dataset with specific information of their own are blurry.

The architecture again misses the whiteboard on the wall in the first image of Fig. 19 as

well as the specular reflections of the light on the board.

4.3.5 A Visual Comparison of the Results with Other Networks.

To have a better perspective of the hallucination results of the different architectures

used for this purpose, we present in Fig. 20 a side by side view of the results from the test set

depth images. The results shown are some samples from the test set of the NYUD dataset

which is the more varied and difficult of the two datasets that were experimented with in this

thesis. The ability of our architecture in preserving color as well as maintaining structural

integrity is evident from the results displayed below. The GAN does not do an effective job

in maintaining the color of the image and it introduces a lot of textural artifacts compared to

the other networks. The linkNet architecture, while it rebuilds the structure reasonably well

it still misses out the color information and other minor details of the scene and is generally

more blurry. The more blurry it is, the more the network is confused with that particular area

and replaces it with the average of the likely outcomes. The proposed architecture can be
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seen doing pretty well with color as well as structure information preservation. (Over here,

we use the 1st stage results of the linkNet to ensure fairness between the different networks)

(a) GAN (b) linkNet (c) AggConv (d) RGB

Figure 20: A visual comparison of the different architectures used as baselines along side
our architecture results. (a) results of GAN (pix2pix Hallucination), (b) results of LinkNet
architecture, (c) is the hallucination result of our proposed network ,(d) is groundTruth RGB
image

The table 5 gives a quantitative perspective about the performance of the different
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hallucination networks. The absolute difference between the ground truth the hallucinated

results of the test set is reported in the table below. The lower the MAPD the better the

performance.

Mean Absolute Pixel Difference
Dataset Architecture MAPD
NYUD GAN 137.57
NYUD linkNet 10.76
NYUD AggConv (ours) 5.96

UWRGBD GAN 134.155
UWRGBD linkNet 3.39
UWRGBD AggConv (ours) 2.36

Table 5: Mean absolute pixel difference indicates how much a pixel in an image deviates on
an average from it’s true value.

4.4 Using the Hallucinated Modality to mitigate risks:

Substituting the lost modality with hallucination helps: The Table 6 provides evi-

dence to the fact that the hallucinated images indeed captures some of the necessary RGB

space information. We conduct the experiments in two settings to show how well the halluci-

nated data capture RGB space information. In Setting A the classification and segmentation

networks are trained with RGB data. Then it is tested with all data modalities namely RGB,

depth and hallucinated. Over here we to compare the performances of the different networks

we include the GAN based hallucinated modality, linkNet based hallucinated modality and

our proposed architecture which is AggConv network based hallucinated modality. Since

we are trying to capture RGB space information a network trained on RGB data should be

able to extract and use features from the hallucinated data and that can indeed be seen in

the first section of Table 6. In Setting B, networks are trained and tested for each of the
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modalities. This is done to show the hallucinated data can be used as a stand-alone modality.

While in the classification task it significantly outperforms the depth modality it produces a

comparable performance in segmentation task. (In table 6 the RGB column should not be

considered while comparing performances as we consider RGB data to be lost. It serves

only for reference.)

Hallucinated Modality’s Effectiveness
Task Object Classification Semantic Segmentation

Metric Total Accuracy Pixel Accuracy Mean Accuracy Mean IoU Freq. IoU
Setting A

RGB 96.67% 53.64 % 40.10% 30.13% 44.82 %
Depth 2.12% 18.25 % 12.95 % 4.58 % 10.23 %
GAN 27.48 % 25.84 % 18.20 % 9.69 % 18.04 %

LinkNet 29.19 % 31.87% 19.87 % 11.17 % 22.07 %
AggConv (ours) 51.14 % 35.78% 22.22 % 13.42% 25.33%

Setting B
RGB 96.67% 53.64 % 40.10% 30.13% 44.82 %
Depth 51.77 % 50.53 % 35.73 % 26.05 % 40.67 %
GAN 80.09 % 36.54 % 22.78 % 13.66 % 26.32 %

LinkNet 82.11 % 47.63% 32.09 % 22.71 % 23.85 %
AggConv (ours) 91.16 % 49.84% 34.31 % 24.95% 40.19%

Table 6: The table provides evidence for the effectiveness of using the hallucinated modality
in two different settings.

Combining the working modality with the hallucinated modality maintains the

overall system’s performance: The loss of the primary modality could be anticipated and

as a countermeasure, the same task could be trained on other modalities, but that does not

ensure good performance. For instance, a pipeline in a self-driving car could be trained

for lane detection using the RGB camera data and as a back-up, a network for depth-based

detection could be trained in the same way as well. The depth-based system would not

perform as well, as that modality is not information-rich like the RGB modality for this

task. We believe, in this case, the hallucinated data in combination with the depth data could

be better than just having a depth data based back up. This can be seen well depicted in
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Table 7. The original system is trained with RGB and depth data. Both classification and

segmentation tasks perform much better with hallucinated and depth modalities together

than just having depth. There is an increase of approximately 40% classification accuracy

and 2.5% mean IoU score for segmentation task which is a significant increase for semantic

segmentation. This result validates our claim that data can be hallucinated and be used along

with the lower dimensional data to reduce the risk. The performance is comparable to the

performance of the original system. Thus in the case of a lost modality, hallucinated data can

be helpful. (In Table 7, like in Table 6, RGB + Depth column has been given for reference.

It is the original system performance. Since we are considering lost RGB modality the

performance comparison is between Depth and hallucinated modality combined with depth

modality.)

Hallucinated Modality reduces risk
Task Object Classification Semantic Segmentation

Metric Total Accuracy Pixel Accuracy Mean Accuracy Mean IoU Freq. IoU
RGB + Depth 97.78 % 55.52% 42.30 % 32.08 % 46.60 %

Depth 53.15% 50.53 % 35.73 % 26.05 % 40.67 %
GAN + Depth 86.15 % 52.45 % 37.19 % 27.46 % 42.57 %

LinkNet + Depth 88.01 % 52.03 % 38.15 % 28.02 % 42.33 %
AggConv (ours) + Depth 92.37 % 52.95% 38.51 % 28.61% 43.32%

Table 7: This table shows the benefits of incorporating the data from the hallucinated
modality with the depth modality when the RGB modality is lost. It can be seen that the
risk to the system is reduced.

Incorporating the hallucinated modality while all others are working enhances the

overall system’s performance: An added advantage that we observed from the halluci-

nated data is that it can be incorporated into the original system to improve the system

performance. The hallucinated data captures the space between the depth modality and the

RGB modality which could be further leveraged for each task. It could be considered an

ensemble of different spaces to make additional gains. Table 8 provides evidence for the

same thus proving hallucinated data aides in enhancing the performance existing system.
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Both classification and segmentation task benefit from the added modality with segmentation

gaining as much as 2.5% on mean IoU score.

Hallucinated Modality Enhances.
Task Object Classification Semantic Segmentation

Metric Total Accuracy Pixel Accuracy Mean Accuracy Mean IoU Freq. IoU
RGB + Depth 97.78 % 55.52% 42.30 % 32.08 % 46.60 %

RGB + Depth + GAN 98.83% 57.45 % 44.41 % 34.35 % 48.83 %
RGB + Depth + LinkNet 97.44 % 57.12 % 44.06 % 33.92 % 48.54 %

RGB + Depth + AggConv (ours) 98.12 % 57.53% 44.75 % 34.41% 48.85%

Table 8: The hallucinated modality can be incorporated with the fully functioning system to
get the ensemble effect and enhance performance further. This table provides evidence for
the same.
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Chapter 5

LIMITATIONS:

The proposed method is intended for systems that are assumed to be working well and

for a reasonable time before the adverse event happening. This is an essential assumption

as the training data for the hallucination scheme is generated during the normal working

condition on the robot or autonomous system. The more the data from different scenarios,

the more the hallucination procedure can generalize. As mentioned before hallucination

from low to high dimensional modality is fundamentally ill-posed. To overcome some

of the difficulties in this prediction process we utilize the neighborhood information. An

object’s information that cannot be obtained from the lower dimensional modality such

as color, in the depth modality is obtained using the correlation between that information

and the neighborhood of the object of interest. This correlation is learned from the explicit

relationship that exists in the training data. When this relationship no longer holds, during

inference the model still predicts from the relationship that is in memory.

This is better explained with the help of an example. Consider the structure of a sofa

represented in the depth image. When hallucinating only from the sofa, the best guess

would be to assign the color of the sofa as the average of all the colors it has seen in the

training dataset. Thus two similar structured sofas can be incorrectly predicted with the

wrong color. The hallucination scheme described by us would look at the sofa as well as

the neighborhood. To keep this example intuitive, consider the local neighborhood of the

sofa in one instance to have writing desks, chairs, markers, board, etc and another instance

of a similar structure sofa to have TV, soda cans, plates, etc. The first instance sofa can be

considered as a sofa in a study room while the second instance would be a sofa in the living
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room. Now, in the training data, if the study room sofa is predominantly blue and the living

room sofa is predominantly red in color, the network can learn to make such associations

of its neighborhood to approximate better the color of the sofa when it is predicting. Thus,

during inference, if these associations are in accordance with the training data it will predict

correctly. But, if that’s not the case and during inference, the sofas are switched, it will

still predict the colors it is trained on and would wrongly predict the colors which will be a

failure case. This we consider as the most important limitation of our method.

To further put it in an empirical perspective we used the hallucination model that was

trained on the NYUD dataset and applied it on the RGBD SLAM dataset from Technical

University of Munich Sturm et al. 2012. The results for the same can be seen in Fig. 21.

The results are not as good as expected and this comes as a consequence of the limitation

explained above. The model that was trained on the NYUD dataset picked on certain

relationships between a given pixel and it’s neighbors. In the TUM dataset however, this

relationship does not hold true and as a result it perform badly. If the hallucinated results

are observed a little more closely we can see that the model trained on the NYUD dataset

could capture some of the prominent abstractions yet it loses most of the structural integrity

as well as color information.

This doesn’t mean the hallucination procedure becomes completely useless. In real world

an abrupt change in the data distribution is rare and our assumption that the relationship of a

pixel with it’s neighbors will hold true. Also, this is an easily fixable situation as well. If

the data from the other distribution is available as well during normal working conditions

they can be incorporated into the training procedure as well and the hallucination model

will work good enough to mitigate the risks. This can be seen in Fig. 22. We fine tuned

the hallucination model that was trained with the NYUD dataset with data from the TUM
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(a) Depth (b) Hallucinated (c) RGB

Figure 21: TUM dataset results using the hallucinator model trained on the NYUD dataset.
(a) is the depth input image, (b) is the result of hallucination ,(c) is groundTruth

datasetSturm et al. 2012. In particular we use the dataset under “robot slam” to do this.

The sequences “fr2/pioneer360”, “fr2/pioneer_slam” and “fr2/pioneer_slame3” are used as

training dataset while “fr2/pioneer_slam2” is used as the testing dataset. The results shown

in Fig. 22 are from test set. There are in all 6000 and odd images in the training set and

2000 and odd images in the test set, hence we decided to finetune the NYUD dataset trained
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(a) Depth (b) Hallucinated (c) RGB

Figure 22: TUM dataset results after fine tuning the NYUD trained model with the TUM
data. (a) is the depth input image, (b) is the result of hallucination ,(c) is groundTruth

model and not train it from scratch. We trained for 8 epochs in a single GPU implementation

with a batch size of 7. The rest of the hyper parameters are the same. The results are pretty

good. The finetune model preserves the structural integrity as well as most of the color

information even with a small dataset thus proving that chnage in data distribution can be

farily easily accommodated.
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Chapter 6

CONCLUSION

We bring to light the importance of hallucination in multi-modal systems and the chal-

lenges in hallucinating from low to high dimension modality. We describe a common adverse

scenario in autonomous systems, which is the loss of a data modality and present a method

to hallucinate data from the existing modality by capturing a non-linear mapping between

the data spaces. We experimented with different state of the art methods for predicting the

higher dimensional pixel from the lower dimensional pixels. A novel architecture is also

presented that incorporates the information from its neighborhood to make the prediction. A

qualitative, as well as quantitative comparison of the experimented methods, were presented

and analyzed

We further present evidence that hallucinated data captures the said abstraction, and that

it can be used alongside the lower dimensional modality to reduce the adverse effects of

the system because of the loss of modality. Moreover, an added advantage of the recovered

modality that is observed is also presented with evidence which is, the hallucinated modality

can help improve systems gains due to the ensemble effect of including it in the system

pipeline. The evidence was provided on two fundamental vision tasks: classification and

semantic segmentation on two publicly available and widely adopted benchmarking datasets.

We show that our work could be potentially applicable in the fields of assured autonomy,

and in improving the reliability of the autonomous and robotics systems with data from

multiple modalities. This work finds significance in robotics and autonomous system that

require multiple layers of redundancy to ensure reliability in critical situations due to the

consequences directed at the system and the environment surrounding it. Although methods
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can be devised to use the depth modality to perform better in such adverse scenarios they

are limited by the modality-specific constraints. In this work, done by (Luan et al. 2016) the

authors deal with the depth modality and its effects on the decision system as a function of

the distance of the object in focus. The authors claim that a decision system operating on

the near field object does much better and with the same objects in the far field does much

worse. That is a classifier is able to easily classify an object near field but struggles when it

is at a distance. This introduces further uncertainty into the system that is already trying to

overcome that uncertainty. Thus, adopting hallucination schemes can beat those constraints

as well, ensuring a safer system and consequently safer environment.
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