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ABSTRACT

Distributed energy resources have experienced dramatic growth and are beginning
to support a significant amount of customer loads. Power electronic converters are the
primary interface between the grid and the distributed energy resources/storage and offer
several advantages including fast control, flexibility and high efficiency. The efficiency
and the power density by volume are important performance metrics of a power converter.
Compact and high efficiency power converter is beneficial to the cost-effectiveness of the
converter interfaced generations. In this thesis, a soft-switching technique is proposed to
reduce the size of passive components in a grid-connected converter while maintaining a
high power conversion efficiency. The dynamic impact of the grid-connected converters
on the power system is causing concerns as the penetration level of the converter interfaced
generation increases, necessitating a detailed dynamic analysis. The unbalanced nature of
distribution systems makes the conventional transient stability simulation based on positive
sequence components unsuitable for this purpose. Methods suitable for the dynamic
simulation of grid-connected converters in large scale unbalanced and single-phase
systems are presented in this thesis to provide an effective way to study the dynamic
interactions between the grid and the converters. Dynamic-link library (DLL) of converter
dynamic models are developed by which converter dynamic simulations can be easily
conducted in OpenDSS. To extend the converter controls testing beyond pure simulation,
real-time simulation can be utilized where partial realistic scenarios can be created by
including realistic components in the simulation loop. In this work, a multi-platform, real-
time simulation testbed including actual digital controller platforms, communication

networks and inverters has been developed for validating the microgrid concepts and
i



implementations. A hierarchical converted based microgrid control scheme is proposed
which enables the islanded microgrid operation with 100% penetration level of converter
interfaced generation. Impact of the load side dynamic modeling on the converter response

is also discussed in this thesis.
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CHAPTER 1 INTRODUCTION

1.1 Grid-connected converters in distribution systems

Technology advances, environmental concerns and ambitious renewable energy
standards (RES) have led to an increasing interest in distributed energy resources (DERS).
Among all DERs, converter interfaced generations (CIGs) utilizing renewable energy
(wind and solar) or micro-sources (fuel cells and micro-turbines) are experiencing a rapid
development in distribution systems [1]-[4]. Converters are also used as the interface of
energy storage, capable of providing some of the grid support features as discussed in [5]-
[8]. Fast evolution of the power electronic converters, mainly from two perspectives -
semiconductor power devices and real-time controllers, has led to the development of cost-
effective and grid-friendly converters [8]. The power loss of the power electronic
converters is mainly introduced by the semiconductor power devices. The development of
wide bandgap semiconductors such as SiC and GaN has resulted in power devices capable
of operating at higher voltage, higher temperature and higher switching speed than the
conventional Si based devices [10]. These improved power device properties can lead to
higher efficiency and higher switching frequency converters where the size and cost of the
cooling system and passive filter components can be drastically reduced [18]-[20]. The use
of fast digital controllers makes it possible to implement high bandwidth and complex
controls for the converters. Several converter control schemes have been proposed and
successfully implemented in hardware for various control objectives in power system
applications [10]-[17]. The most common control is in the grid-synchronized mode [10]

where converter output current is regulated, and the phase is synchronized with the terminal
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voltage through a PLL. Droop control [11] can be added as an upper level control above
the grid current control in the grid-synchronized mode when the converter participates in
grid frequency regulation or provides grid voltage support. Another type of control
involves the autonomous control of converter based microgrid or UPS systems where large
generators providing stable frequency and voltage reference are absent [12]-[17]. Instead
of PLL, P-Q droops are essential components which generate the voltage and frequency

reference for the converter in this type of controls.

1.2 Dynamic simulation of grid-connected converters in large scale distribution

systems

Many electric utilities have active advanced inverter pilot programs to understand
the capabilities and technical performance of PV and energy storage converters, and their
implications to distribution system management, and to determine the most suitable
methods to control these DERs with manageable and cost-effective communications. As
the penetration levels of CIGs constantly increase, concerns arise on their dynamic impact,
such as fault current contribution and voltage violations. Also, as the CIGs assume an
increasingly significant role in distribution system management with advanced
autonomous control, the dynamic interactions among the CIGs and between CIGs and
legacy control and protection devices need to be fully understood and considered in the
system design. The extreme number of CIGs to be modeled in a large distribution system
with several thousands of nodes, and the wide range of time scales involved in the different

dynamic events make the dynamic analysis challenging.

New methods and high performance, electromagnetic transient (EMT) level

analysis and simulation tools are therefore needed. Electromagnetic transient programs
2



(EMTP) (PLECS [42], PSCAD [43], MATLAB/Simulink) are capable of modeling a
power system in detail, and conducting time domain simulations using small time-steps.
However, a detailed time-domain simulation for a typical distribution system which
contains hundreds or thousands of laterals and sub-laterals is impractical since it requires
substantial computational resources. A practical way to simulate such large systems is the
reduced order simulation where the major part of the system (mainly the network part
including lines and loads) is simplified while using the detailed model for one or several
components or areas of interest. This concept can be found in the traditional transient
stability (TS) simulations [45]-[47] as well as the hybrid of TS and EMT simulations [48]-
[54]. To simplify the network model, the steady state representations (algebraic equations)
similar to those used in power flow are used. The network is considered to be directly
passing from one steady state to another and the transient is neglected. The dynamic
properties of the selected components or areas are retained by using detailed model
represented by differential equations. This type of simulation is referred to as dynamic

simulation in the rest of this thesis.

Dynamic models of various types of devices used in dynamic simulations such as
synchronous generator, induction machine and more recently CIG are available in the
literature [55]-[60]. In transmission system level simulations, positive-sequence model is
used for both the network and detailed component models such as synchronous generator,
induction machine and CIG. However, models corresponding to unbalanced operation and
single-phase systems are needed while analyzing distribution systems. This is found to be
necessary because distribution systems are naturally unbalanced with untransposed lines,

single-phase laterals and unbalanced loads. An example of such models can be found in

3



[61] where an unbalanced model is derived for synchronous generators to study microgrid
operation in the distribution system analysis tool GridLAB-D. When the dynamic model
contains fast changing components, and natural waveform is used instead of phasor, the
simulation becomes more like a TS-EMT hybrid simulation [48]-[54]. In this type of
simulation, the main issues are at the interface between the dynamic model and the network
model, including choosing the equivalent representation of the detailed system and the
external system, conversion between phasor and natural waveform data, and the interaction
protocol between the quasi-static simulation (network) and full order dynamic simulation
(detailed system). Several analytical tools are now available with the capability to analyze
unbalanced distribution systems such as OpenDSS [44], CYMDIST [62], and GridLab-D
[63]. Among them, OpenDSS is an open source program which can be used to run various
types of simulations including steady state, quasi-static, and with suitable dynamic model,
dynamic simulations [47], [64] and [65]. The dynamic model can be written in dynamic-
link library (DLL) and used by OpenDSS for dynamic simulations. One of the merits of
using DLL is that it can help protect the proprietary information for the device vendors
who want to provide the dynamic model of their products. Using DLL also has the
advantage of scalability, for example, only one DLL is needed when multiple instanced of

the same devices are in the system.
1.3 Real-time simulation of power system and power electronics

A digital real-time simulator, as the name suggests, generates real time accurate
waveforms at its output that represent the behavior of the system being modeled in the
simulator. To achieve real-time simulation, the simulator needs to solve the system model

for one step within the same time length in real world. Thus, the real-time simulation can
4



easily become a computationally intensive task, which requires large amount of
computational resources and special techniques of implementing parallel processing. Some

advantages of using real-time simulation in system design and testing are

e Reduces development costs by identifying design issues in early stage of the
process

e Effective way for controller development

e Testing costs are reduced and testing results are more repeatable

e An easier way to conduct tests that are very expensive and risky in real world

The real-time simulation can be categorized into two different types depending on
whether external hardware is involved in the simulation setup. The pure software
simulation doesn’t involve any external hardware, thus the entire system is modeled and
simulated in the real-time simulator. While in hardware-in-loop (HIL) simulations, external
hardware is connected to the real-time simulator through its 10s and communication ports.
The full system is then split into hardware under test (HUT) and rest of the system (ROS)
in HIL simulation [100]. ROS is simulated in the real-time simulator and produce the real-
time data/waveform for testing the external hardware connected in the loop. HIL simulation
can be categorized into controller-hardware-in-loop (CHIL) and power-hardware-in-loop
(PHIL) depending on the type of hardware which is being connected to the real-time
simulator [78]. In CHIL, real-time controller hardware is connected to the simulator
through the 10s. Analog or digital signals are transferred between the hardware and
simulator, and no real power transfer is involved. In PHIL, a system with real power
involved is simulated while part of the system is simulated in the real-time simulator. A

power amplifier is needed in the simulation as the interface between the real-time simulator
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and external power hardware. The high voltage side of the power amplifier needs to sink
and supply power as it is connected to external power hardware. The low voltage side is
connected to the real-time simulator to receive the reference signal which changes based
on the simulated system responds. PHIL is used in the test of power converters, machines

and other electrical devices.

Commercial real-time simulators relevant to power systems and power electronics
study include RTDS [79], Opal-RT [80] and dSPACE [81]. There are also customized real-
time simulators which are built in labs for in house research [82]-[84]. Applications of real-
time simulators in power system design, analysis and test can be found in the literature
[78]-[99]. The real-time simulator has been used to test the controller for medium/high
voltage motor drives in [84]-[87]. Hybrid simulation systems based on real-time simulator
for studying the performance of wind turbines both electrically and mechanically have been
proposed in [88]-[90]. Hardware-in-loop testing of protection and fault isolation devices
has been a main application of real-time simulators as described in [92]-[95]. Microgrids
have been modeled and simulated in real-time simulators for testing physical microgrid

controllers in [96]-[99].
1.4 Thesis organization

The rest of this thesis is organized as three chapters. In Chapter 2, a high frequency,
high efficiency grid-connected converter based on full-bridge topology is proposed. The
operating principle, control and design of the proposed circuit have been introduced. The
hardware prototype and experimental results are also demonstrated. In Chapter 3, methods
for dynamic simulation of grid-connected converters in large scale distribution systems and

their performance are presented. Dynamic phasor model of the grid-connected converter is
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derived for use in hybrid simulations where the large-scale network model is solved by
power-flow. Several methods for phasor extraction in the hybrid simulation are introduced
and compared. The dynamic simulation by using OpenDSS and DLL is presented. In
Chapter 4, a real-time simulation testbed for validating the operation and controls of a
converter based microgrid is presented. A multi-platform simulation testbed including
realistic controller platforms and communication network is proposed based on the Opal-

RT real-time simulator.



CHAPTER 2 High efficiency grid-connected converter

A dc/ac converter which can operate in all four quadrants such as full-bridge
converter [17] is needed at the grid side of a bidirectional power conversion system. Figure
2.1 shows the circuit diagram of the full-bridge converter which consists of four
semiconductor switches, dc side filter and grid side filter. The grid side filter which is
placed between the power pole and grid mitigates the high frequency ripple in the grid
current so that it can comply with the standard IEC 61000-3-2 and IEEE 1547. The
switching frequency of the converter affects the overall performance of the converter from
multiple aspects including efficiency, power density and control bandwidth. Higher
switching frequency is preferred when the power density is a major concern of the
converter design since the requirement on the grid current filter is reduced [19]-[21].
However, as the switching frequency increases, the switching loss associated with turn-on
and turn-off transition of the switches increases so that the converter efficiency is reduced.
Moreover, the overall size of the converter might not get reduced by using a very high
switching frequency because a large heat sink is needed to handle the excessive heat
generated in the switches. Zero-voltage-transition (ZVT) is a type of soft-switching
techniques which reduces the power loss associated with the turn-on transition of the
switches [22]-[33]. The converter efficiency can be improved by applying ZVT technique
especially under cases where a high switching frequency is used. The electromagnetic
interference (EMI) generated by the converter can also be reduced by applying such soft-

switching techniques [33] [34].
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Figure 2.1 Grid-connected converter based on full-bridge topology
Z\VT schemes have been introduced for the full-bridge converter without any

additional circuit in [22] and [23]. The drawback of this scheme is the required large filter
inductor current ripple which makes it difficult to design the inductor. ZVT schemes with
auxiliary circuits have also been introduced for full-bridge converter. The auxiliary
resonant commuted pole (ARCP) ZVT schemes in [24] and [25] add two separate auxiliary
circuits to the system to realize zero-voltage-switching (ZVS) turn-on of the main switches.
The use of split dc-link capacitor causes the voltage balancing issue in this scheme. The
resonant ac-link converters proposed in [31]-[33] have less components in the auxiliary
circuit than ARCP converters, however, is only suitable for bipolar PWM modulation
which adds more requirement on the grid-side filter. There are other types of ZVT auxiliary
circuit for full-bridge converter including triangular resonant snubber based circuit [26]
[27], and coupled inductor based circuits [28]-[30]. Although the mechanism of these ZVT
auxiliary circuits are similar, the exact configuration in terms of where the auxiliary circuit
is connected to the main circuit are different, which results different overall performance

of the converter.

In this chapter, a ZVT scheme is proposed for the full-bridge grid-connected

converter. A simple auxiliary circuit is added to the main circuit to realize the ZVS turn-
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on of the main switches in the high frequency leg with hybrid PWM modulation scheme.
In section 2.2, the circuit topology and basic operating principle are introduced. The timing
control of the auxiliary switches is discussed in section 2.3. The system design of a 3.3 kW
prototype for the proposed circuit is described in section 2.4. The hardware implementation

of the prototype and the experimental results are presented in section 2.5.
2.1 Proposed circuit operating principle

The circuit diagram of the proposed ZVT full-bridge converter is shown in Figure
2.2. A LCL filter (L, Csand Lg) is used as the grid current filter. An auxiliary branch which
consists of two auxiliary switches (S1: and Sz) and an auxiliary inductor (Laux) i connected
across the converter side current filter L. The drain to source capacitor Cgs between drain
and source of the main switches is shown in the figure since it is needed to explain the
transient during switching transitions in detail. g1~g4 and gs1, gs2 are the gate signals given

to the corresponding switches.

_ Us1 Os2
" Q1 Q3 I—aux laux T_ _T

o

__Cdc
Vdc T

4

Figure 2.2 Proposed ZVT full-bridge grid-connected converter
2.1.1 Hybrid PWM modulation
One of the main advantages of the proposed circuit is that the hybrid PWM
modulation scheme can be used. In hybrid PWM modulation, one leg of the full-bridge
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converter (Q1 and Qz) switches at high frequency while the other leg (Qs and Q4) switches
at the line frequency. The gate signals and the corresponding duties in hybrid PWM

modulation are shown in Figure 2.3. The resulting pole voltage vag is shown in Figure 2.4.
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Figure 2.3 Gate signals of the full-bridge converter in hybrid PWM modulation scheme
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Figure 2.4 Converter power pole voltage in hybrid PWM modulation scheme
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2.1.2 ZVS turn-on realization for the high frequency switches
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Figure 2.5 Timing diagram of the ZVT converter in ideal case

The operating principle of the auxiliary circuit is illustrated by the timing diagram
shown in Figure 2.5 where the gate signals including those for the auxiliary switches are
shown for one switching cycle of Q1 and Q.. The commutation states corresponding to
each of time periods in Figure 2.5 are illustrated in Figure 2.6. Note that the grid voltage is
positive and the grid current is flowing into point A in the illustration. The filter inductor
current i is assumed to be constant in the analysis. The description of each commutation

state is given as following:

[to~t1]: Q1 is on and Q2 is off. Before the ZVS branch is turned on, the main inductor current

is flowing through the channel of Q1 and Qa.

[ti~t2]: The auxiliary branch is activated by turning on S,. The auxiliary inductor is charged
by the voltage Vac—Vct. By the end of this period, the auxiliary branch current becomes

higher than the main inductor current so that the current at point A is reversed.
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[t2~t3]: This state and the following state happen during the deadtime where g; and g2 are
both set as low. After gz is set low, the auxiliary inductor starts to resonate with the drain-
to-source capacitance of Qi and Q2 until Vas,q2 reaches zero. The change of the filter

inductor current can be neglected due to the relatively large inductance.

[ta~t4]: The current starts to flow through the body diode of Q2 since Vgsq2 has reached
zero. The auxiliary inductor starts to be discharged by —Vcr. Q2 can be ZVS turned on before

the auxiliary inductor current drops lower than i..

[ta~ts]: Q2 is ZVS turned on and the current flows through the channel of Q2. iaux continues
to decrease until it reaches zero and is blocked by the body diode of S1. Sz is turned off at

the end of this period.
[ts~ts]: During the rest of the duty cycle of Q2, Q2 is on and Q is off.

[ts~t7]: Q2 is turned off. The filter inductor current starts to discharge and charge the drain-

to-source capacitance of Q1 and Q2 respectively until Vgs,q1 reaches zero.

[t7~ts]: The filter inductor current flows through the body diode of Q1 so that it can be ZVS

turned on at the end of deadtime.
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Figure 2.6 Commutation states of the proposed ZVT converter

As can be seen from the circuit operation, the ZVS turn-on is achieved for the main
switch Q2 by changing the current direction at point A before Q2 is turned on. The other
auxiliary switch S; is needed when the grid current is flowing out of point A to realize the
ZV/S turn-on for Q1. The switching loss in the auxiliary switch is low since both turn-on
and turn-off of the switch are zero-current-switching (ZCS). However, due to the other
losses generated by the ZVT scheme, the circuit might need to operate at partial ZVS
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condition where the drain to source capacitance of the main switch is not fully discharged
in [t~t3]. The auxiliary switch timing plays an important role in determining the waveforms
in the turn-on transition, thus affects the overall loss saving of the ZVT scheme. The impact
of the auxiliary switch timing on the energy loss in the turn-on transition is analyzed in the

following section.

2.2 Timing control of the auxiliary switch for optimized loss saving

2.2.1 Cases when grid voltage is low

As shown in Figure 2.7-Figure 2.10, the turn-on transition has different patterns as
the turn-on timing of the auxiliary switch changes. The grid side voltage is assumed to be
less than half of the dc side voltage in these cases. It can be shown that there will be no
more loss saving for Q2 as the ahead time Ta become larger than that in Figure 2.9. The
turn-on loss of Q., turn-off loss of Q1 and conduction loss in the auxiliary branch are
evaluated for case a, b and d to find the relationship between the overall loss saving and
the auxiliary switch turn-on timing. Case ¢ can be considered as a special case of case b
where the drain to source voltage of Q2 just drops to zero when its gate signal is turned
high. The switching loss of the auxiliary switch is not considered since it is not affected by

varying the turn-on timing of the auxiliary switch.
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Figure 2.7 Case a of the Q2 turn-on transition when vg<0.5Vqc

Figure 2.7 shows the first case where the charging time for the auxiliary inductor is
low so that iaux cannot reach the magnitude of the main inductor current before Q2 is turned
on. The deadtime between g: and g2 is assumed to be half cycle of the resonant period of

the resonance between Cas,o1, Cds,g2 and Laux. The resonant frequency can be calculated as:

Wr = m (2.1)

In the period [ti~t2]:
Vas.o2 = Vac 2.2)
e = 2 (¢ 1) 23

L aux

The RMS value of the auxiliary current of this period can be calculated as:

1 oty . Taux
lrms1 = Eftlz lauxzdt = Tl (2-4)

where
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Vd — D
e uTa (2-5)

L aux

The resistive conduction loss in the auxiliary branch during this period can be calculated

by:
E, = IrmslzRauxTa (26)

where Raux IS the total resistance in the loop of iaux, including the resistance of the auxiliary
inductor, on-resistance of the auxiliary switch, ESR of the filter capacitor and damping
resistor for the LCL filter. Another type of the conduction loss in the auxiliary branch is
the diode loss of the anti-paralleled diode of S;. With the diode forward voltage Vr, the

diode loss can be calculated as:

Iaux
EDl = VF > L Ta (27)

In the period [t>~t3]:

t—t,
tr

Vas,gz = Vac — Vac (2.8)

Vdc - vg Vdc
——=(t—ty) — (t —t;)?
Laux 2 2t Layx 2

(2.9)

lgux = laux1 +

The rise time t; is the time needed to turn on Q2 by hard-switching. The auxiliary branch

resistive conduction loss in this period is:
E, = IrmsZZRauxtr (2.10)

where
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1 (8 2
Lrms2 = _f lqux”dt (2.11)
t

tr Jg,

The diode loss of Sy in this period is:

i3

. Vac — v, Va
Ep, =V ftz lquxdt = VF( ZCLauxg trz - 6trl:1ux tr3 + Iauxltr) (2.12)
In the period [tz~t4]:
Vgs,g2 = 0 (2.13)
. v 2.14
lgux = lauxz — L_g (t— t3) ( )
aux
where
Vac — Vg Vac
I =1 t, — t,2 2.1
aux2 auxl + Laux T ZtrLaux T ( 5)
The auxiliary branch resistive conduction loss in this period is
ty
E; = IrmsSZRaux(t4 - t3) = f— ¢t f iauxzdt Raux(t4 - t3)
4 — U3 Jg,
(2.16)
— Iaux23LauxRaux
3y
The diode loss of Sy in this period is:
IauxZZLaux
Eps =Vp—— 2.17
D3 F ng ( )

The total loss in the auxiliary branch in the entire turn-on transition is the sum of losses in

each period:
18



Eaux ES El + EZ + E3 + EDl + EDZ + ED3 (218)

The pole current and drain-to-source voltage at the instant when g2 becomes high
(Ipote, Vas) have major impact on the turn-on energy loss of Q.. Ignoring the impact from
other aspects, the turn-on energy loss of Q2 can be expressed as Eon(lpole, Vas). Thus, the
turn-on loss of Q2 in the conventional full-bridge converter is Eon(iL, Vac) (hard-switching),

while the turn-on loss in this case is reduced to:
Eon,Qz = Eon(iL — layx1) Vdc) (2-19)

since the pole current is reduced at instant when g2 becomes high be the auxiliary circuit.

Case b and case ¢

I 1
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f, i, t, L ts

Figure 2.8 Case b of the Q2 turn-on transition when v4<0.5Vqc
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Figure 2.9 Case c of the Q2 turn-on transition when v4<0.5Vqc

As shown in Figure 2.8 and Figure 2.9, the auxiliary inductor current is charged to
the value of i with larger T, and starts to resonate with the drain to source capacitor of the

main switches until g2 becomes high. The minimum value of T, in this case is:

(L
Tamin = v, (iu; (2.20)
c Vg

Since the grid voltage is lower than half of the dc side voltage, vas,g2 can be fully discharged
by the resonance. Figure 2.9 shows the special case where vgs g2 just get fully discharged

when g2 becomes high. The value of T, in this case can be calculated as:

. cos™? (v—g)
v e | Vg ~ Vac 2.21)
amax Vdc — v, W,
Thus, Figure 2.8 shows the scenario where
Tamin < Ta < Tamax (2-22)

Like what has been done for case a, the auxiliary branch conduction losses in each of the

periods in case b are calculated as follows.
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[ti~t2]:

Vas,02 = Vac

_ae Ty

L aux

laux

lLLaux

t, —t; =
2~ U Vae — v,

lL
Irms1 = ﬁ

. 3
lr LauxRaux

1 rmsi aux( 2 1) 3(Vdc _ vg)

1 i, 2Vl
Ep, = EVFIL(tZ —-t) = —
2(Vae — vy)

[to~t3]:
Vas,g2 = Vg + (Vdc - vg) COS(a)r(t - tz))
Vas1 = vy + (Vdc — vg) cos(wr(t3 — tz))

VdC — vg

lgux = i + Sin(a)r(t — tz))

L aux wT

VdC - Vg

lyyzr = 1 + Sin(wr(t3 - tz))

aux w‘)"

LLLaux

t3_t2=Ta—Vd 5
¢ 9
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(2.23)

(2.24)

(2.25)

(2.26)

(2.27)

(2.28)

(2.29)

(2.30)

(2.31)

(2.32)

(2.33)



1 t3 2
Lrms2 = t—t f lqux”dt
3~ laJg,

E; = IrmsZZRaux(tS - tz)

. Vd -7V
= VF (lL(t3 - tz) - C—(ﬂCOS(wr(t3 - tz)) +

Layx @y
[ta~ta]:

_ Vdc
Vas,02 = Vas1 — I (t —t3)

r

Vas1 — vy Vac
lgux = lguer + ———— (t —t3) — (t — t3)?
aux aux Laux 3 2Lauxtr 3

Vas1 — v Va
aux2 aux1 Laux ( 4 3) 2 Laux tr

1 ta 2
lrmss = t— ¢t f lqux dt
4 — U3 g,

E; = IrmsSZRaux(t4 - t3)

(ty — t3)?

Ly

Eps = VFf Lquxdt
t

3

[ta~ts]:

22

Vdc -

2
Layxwr

(2.34)

(2.35)

(2.36)

(2.37)

(2.38)

(2.39)

(2.40)

(2.41)

(2.42)

(2.43)



Vas,02 = 0 (2.44)

. Vg
lgux = lquxz —5—— (t - t4) (2-45)
Laux
_ Iauxz
Lrmsa = W (2.46)
2 Iaux23LauxRaux
Ey = Lnsa Raux(ts - t4) = (2-47)
3y
Vel gz Vil gy °L
oy =5 (15 — 1) = TR (248)
Eaux = El +E2+E3 +E4+ED1 +ED2 +ED3 +ED4- (249)

The turn-on loss of Q2 in this case only contains the capacitive loss since pole current is
flowing out of point A when gate signal g. becomes high. The corresponding turn-on loss

can be expressed as:
Eon,QZ = Eon(of Vdsl) (2-50)

where Vgs1 is calculated in (2.30) which is the drain to source voltage of Q2 when g2
becomes high. Note that the turn-on loss is fully eliminated in the case shown in Figure 2.9

where Vgs1 equals to zero.
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Figure 2.10 Case d of the Q2 turn-on transition when vg<0.5Vqc

Figure 2.10 shows the scenario when Ta is larger than the value given in (2.21). The
time instant t2 when the auxiliary inductor current reaches i. stays within the deadtime in
this scenario. The auxiliary current will be higher than i_ at the end of the deadtime when
g2 becomes high. It can be noticed that the waveform of iaux and vas,q2 in the figure are just
the shifted waveform of Figure 2.9. Thus, the losses in this case are identical to that of case
c. However, as Ta keeps increasing, the auxiliary current can be charged to a higher value
than i when it surpasses i. before Q1 is turned off. The auxiliary branch conduction loss
will become higher in this case, however, the turn-on loss of Q> stays the same. Moreover,
it will induce turn-off loss in Q1 which does not exist previously since the pole current
hasn’t been reversed when Qq is turned off. Based on the analysis, the optimized auxiliary

switch turn-on timing should be searched in the range given by (2.22).
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Figure 2.11 Turn-on energy loss of C2M0025120D SiC MOSFET

The data of the turn-on loss is commonly available in the datasheet of a switch for
multiple voltage and current conditions. A lookup table can be created from the available
data based on curve fitting. The turn-on loss curve of the C2M0025120D SiC MOSFET
extracted from its datasheet is shown in Figure 2.11. Another important type of loss in the
auxiliary circuit is the core loss in the auxiliary inductor. Knowing a specific inductor
which is used as the auxiliary inductor, the flux density variation 4B can be determined
based on the peak value of the auxiliary branch current during the transition. The

corresponding core loss can be calculated by
E; = K;oAB%f,, " (2.51)

where Kr, a, f can be determined based on the characteristic curve provided for the
magnetic core. Considering the main switch turn-on loss, auxiliary inductor copper loss,
core loss and the diode conduction loss, the combined turn-on transition loss plot with
respect to the auxiliary switch timing can be generated. Figure 2.12 shows the plot

generated based on the parameters given in Table 2.1. Note that the turn-on loss of the
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auxiliary switch is excluded in the analysis since it doesn’t depend on the auxiliary switch

turn-on timing.

Table 2.1 Parameters for loss calculations in Figure 2.12

Auxiliary inductor Laux 440 nH
. S 13mmx3mmx9mm
Magnetic core of the auxiliary inductor 3E36 ferrite core
Main switch drain-to-source capacitance Cgs 220 pF
Auxiliary branch resistance Raux 100 mQ
S1 diode forward voltage Ve 1.5V
Main switch rise time t; 16 ns
Dc side voltage Vqc 400 V
Grid voltage vg 150 V
Main inductor current i_ 7.7 A
0.2 ;
—Eon
—Eaux
0.15| Efe
~ —Etotal
5
E
@ 0.1
/7]
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Figure 2.12 Losses in the turn-on transition as Ta increases when vg<0.5Vqc
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2.2.2 Cases when grid voltage is high
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Figure 2.13 Turn-on transitions when vg>0.5Vqc

The scenarios become different when grid voltage is higher than half of the dc side
voltage. This is because Vvgs,q2 cannot get fully discharged by the self-resonance as what
happens in the low grid voltage cases. The scenarios corresponding to different value of Ta
for the high grid voltages are illustrated in Figure 2.13. The boundaries between cases in

the figure is:
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The losses in each of the scenarios are calculated in the same way as what have been
presented for the low grid voltage cases. The analytical derivation of each segment of the
waveforms is given in the Appendix. The turn-on transition loss plot is shown in Figure

2.14. The boundary points of case c are indicated on the plot. The parameters used for the

plot are given in Table 2.2.
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Figure 2.14 Losses in the turn-on transition as Ta increases when vg>0.5Vqc

Table 2.2 Parameters for loss calculations in Figure 2.14

Auxiliary inductor Layx 440 uH
. e 13mmx3mmx9mm
Magnetic core of the auxiliary inductor 3E36 ferrite core

Main switch drain to source capacitance Cgs 220 pF
Auxiliary branch resistance Raux 100 mQ

S: diode forward voltage Ve 15V

Main switch rise time t; 16 ns

Dc side voltage Vqc 400 V

Grid voltage vg 300 V

Main inductor current i, 154 A
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Figure 2.15 shows the combined loss value for multiple grid voltages. It can be
found that the optimized cases always stay around the boundary between the cases b and c.
As shown in Figure 2.14, the turn-on loss of Q2 has been reduced by the self-resonance
while the auxiliary branch conduction loss is relatively low at this point. It also shows that
even though the turn-on loss can be further reduced in cases d and f, the total loss becomes
more because of higher auxiliary branch loss and turn-off loss of Q1. Based on the analysis,
the value of Ta should be adapting in the line period and expression for the case when the
converter absorbs power from grid at unity power factor can be written as:

k, cos(6)

T,=—1t—"
®7 1 —mcos(d)  *

(2.52)

where @ is the angle of grid voltage. A good guess of the parameters can be evaluated by:

I cos(8) Loy s
Vi = Vgprcos(8)  w,

(2.53)

by which the circuit operates at the boundary between case b and case ¢ in Figure 2.13 and

the early stage in Figure 2.10.
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Figure 2.15 Loss in the turn-on transition as Ta increases for different grid voltages
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2.3 System design of a 3.3 KW prototype of the proposed circuit

The system design of a prototype of the proposed circuit is introduced in this section
including the grid current filter design, the auxiliary inductor design and the control system
design. The grid voltage and the dc side voltage of the prototype are 240 Vms and 400 V
respectively. The target power rating of the prototype is 3.3 kW. The target switching

frequency of the main switches in the high frequency leg is 400 kHz.
2.3.1 LCL filter design

A LCL filter is used to attenuate the harmonic components in the grid current so
that the current THD can meet the requirement in standard IEC 61000-3-2 and IEEE 1547.

The filter parameters are designed by flowing the step-by-step procedure as below:
1. Decide the value of converter side filter L

The inductance of the converter side filter can be decided based on the desired
ripple amplitude in the inductor. Given 30% current ripple tolerance in the first stage of the

LCL filter, L can be determined by:

Vdc
fswl

m sin(wt) (1 — msin(wt)) < 0.31;,y (2.54)

The resulting inductance is 50 uH for the converter side inductor based on the prototype

specifications.
2. Designing the resonant frequency of the LCL filter

The resonant frequency of the LCL filter given as (2.55) should be included in a range

between ten times the line frequency and half of the switching frequency [35]. Based on
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the prototype switching frequency, the resonant frequency of the LCL filter is picked as

130 kHz.

1/1 1
= |=(Z24+= 2.55
Drer Cr (L * Lg> (2:55)

3. Determine the current attenuation by the second stage of the LCL filter

According to [35], the second stage current ripple reduction for the switching

frequency component by the LCL filter can be evaluated by:

ig(hsw) 1
iL(hsw) Lngl(’-)sw2 - wLCLZI

(2.56)

The ratio is designed to be 10% in this case so that the ripple in the grid side current can
be reduced to approximately 3%. With the constraints given in (2.55) and (2.56), the value

of Lg and Cs can be finalized, which is 6.8 uH and 0.22 uF.
2.3.2 Determine the auxiliary inductance value

As given in (2.1), the inductance of the auxiliary inductor determines the resonant
speed of the main switch voltage and auxiliary current during the turn-on transition. The
analysis given in the previous section implies that the loss saving from the ZVT circuit will

be less if the deadtime of the main switches is too small as compared to this resonant time.

A

A special value is 5 which is the shortest time to fully discharge the drain to source

wr
capacitance of the main switch without excessive auxiliary current among all the cases. It
can be shown that the losses will always be larger if the deadtime is smaller than this value

since higher auxiliary current is needed since the main switch needs to get discharged in a
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shorter time. Thus, the following constraint should be complied to ensure the benefit of the

ZV/T circuit:

T < 0.05
20‘)7" f:S'W

(2.57)

where the deadtime is assumed to be no larger than 5% of the switching period. The higher
bound of the auxiliary inductance can be calculated as 14 uH based on (2.57) if the switch
C2M0025120D is used for the main switches. The higher bound of the auxiliary inductance
can also be determined based on the requirement of continuous conduction mode (CCM)
operation of the inverter. As the inductance value increases, the duration of the auxiliary
circuit current becomes a larger portion of the switching period. The current waveform

becomes equivalent to discontinuous conduction mode (DCM) operation when

m(l—-m)V,
Loux_crm = I.f : (2.58)
gJs
However, the desired auxiliary circuit operation should limit the impact to the normal CCM
operation as low as possible, thus Laux should be much less than (2.58) so that switch node
current is only manipulated in a very short duration at the switching transitions. Thus, the

upper boundary of Laux can be determined by

1 m(1l —m)Vy,
Laux < gLaux_CRM = T (2-59)

The resulting higher bound of Layu is 1.8 uH. The lower boundary of Lau is determined
from a perspective of the actual control implementation. Given a processor frequency of

the digital controller fgsp, the lower limit of Laux can be determined by
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5(1-m)V4c

Laux > (2.60)

Igfdsp

That is, the variation range of the first term of (2.53) in a line cycle is at least five clock
cycles of the digital controller. Otherwise it is nearly impossible to effectively implement
the variable turn-on timing by the controller. The lower bound value corresponding to a

150 MHz DSP frequency is 140 nH.

o
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Figure 2.16 Turn-on loss plot with respect to Laux

By using the axillary switch timing given in (2.53), the combined turn-on power
loss (excluding the switching loss of the auxiliary switch) can be evaluated along the
changing grid side voltage. The flux density variation, winding resistance of the auxiliary
inductor will change as the inductance value changes. The core loss and conduction loss
will change accordingly. Given the magnetic core, the maximum auxiliary inductor current
in the line cycle and the maximum allowable flux density, the number of turns of the

auxiliary inductor can be determined by

L i L Vic(l-m
n= aux'max __ aux (Ig+ de( ))

BmaxAc BmaxAc

(2.61)

Layxwr

The flux density elsewhere then can be calculated by
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Bmax . Bmax = 14 C(l_ | i (Q)D
OB =285 i = 222 (1 |sin(9)] + D nOD) (2.62)
The winding resistance can be calculated by
pMLTN?
Rigux = o (2.63)

which is part of the auxiliary branch resistance Raux. The combined turn-on transition loss
then can be calculated as what has been done in the previous section for the entire
fundamental cycle and integrated to get the total value. As shown in Figure 2.16, the

optimized Laux is found to be around 400 nH for the given specification.
2.3.3 Device stress of Sy and S»

As long as small Laux is used, the current stress of the auxiliary switches can be
extremely low. The RMS value of the auxiliary branch current can be calculated based on
the current waveform. Considering the resonance between Lawx and the parasitic
capacitance of S1 and Sz when the corresponding main switch turns off (e.g. when Q- turns
off in the positive half cycle), the undamped resonance peak of the auxiliary switch voltage

can be calculated as

Vasma = Vae = 2] + | (Vac = [y )7 + v, (269

The worst case happens at the zero-crossing of the input voltage in which the auxiliary
switch voltage can become as high as twice the output voltage. The actual voltage stress is

lower considering the damping effect and limited turn-off speed of the main switch.
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2.3.4 Control system of the converter

The control system structure of the proposed circuit is shown in Figure 2.17. The

system is synchronized with the grid voltage through a PLL. The grid current is regulated

through a current controller. The gate signal for the main switches are generated based on

the controller output and hybrid PWM modulation. The gate signal for the auxiliary

switches are generated based on the duty and the timing control described in section 2.3.

The generation of the auxiliary switch gate pulses based on the calculated timing values is

illustrated in Figure 2.18.
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Figure 2.17 Control system of the proposed converter
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Figure 2.18 Implementation of the auxiliary switch timing
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The bandwidth of the PLL is designed as 3 Hz with a PI controller and a low-pass

filter. The transfer function of the controller is:

0.018 275
=|—- . 2.65
Gpu ( s +0 057) (s + 2715) (2.65)

The open loop transfer function of the PLL is

= ﬂ(0.018 )( 2m5 ) (2.66)

e .057
S S +0.05 s+ 275

and the corresponding bode plot is shown in Figure 2.19.
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Figure 2.19 Bode plot of the PLL

The current controller includes a PI controller, an active damping feedback and the
grid voltage feedforward. The active damping technique [36] damps out the resonant peak
in the current loop which is introduced by LCL filter. The passive damping scheme by

adding resistance in the real circuit is not used in the design because it will add extra loss
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to the converter. With the active damping and the grid voltage feedforward, the plant model

of the current loop becomes:

K 1

B A
L 1 l _
l:g =| 0 0 g ig |+ ol|YP1 (2.67)
Ucr 1 1 VUcr 0

5 g °

The bandwidth of the current loop is designed as 1000 Hz. A gain of 0.8 is used for the
active damping term. The transfer function of the PI controller is:
5530
Pl = s (2.68)

The bode plot of the current loop is shown in Figure 2.20.
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Figure 2.20 Bode plot of the current control loop
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2.4 Hardware implementation and experimental results

2.4.1 Hardware prototype development

Table 2.3 Prototype specifications

Grid voltage (vg) 240 Vrms
Dc side voltage (Vdc) 400 V
Converter power rating 3.3 kw
DC-link capacitor 2000 uF
Filter inductor (L) 54.8 uH
Filter inductor (Lg) 6.8 uH
Filter capacitor (Cy) 220 nF
Auxiliary inductor (Laux) 440 nF
Switching frequency 400 kHz

The proposed circuit has been validated through hardware experiment. A 3.3 kW
prototype has been built with the specifications given in Table 2.3. The Cree SiC MOSFET
C2M0025120D is used for both the main switches and auxiliary switches. A SiC schottky
diode is placed in parallel with each of the switches in order to reduce the diode reverse
recovery loss. 3F36 ferrite core and litz wire are used to make the main filter inductor. The
digital controller TI TMS320F28335 is used for implementing the real-time control of the
circuit. The actual hardware built based on the design is shown in Figure 2.21-Figure 2.23.

The circuit schematic and PCB layout of the circuit board are given in the Appendix.

Figure 2.21 Dimensions of the ZVT full-bridge converter prototype
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Figure 2.23 Dimensions of the main filter inductor

2.4.2 Experiment results

The line frequency waveforms of the converter operating in the inverter and PFC
modes are shown in Figure 2.24 and Figure 2.25 respectively. The experimental result
shows that the grid current is well regulated. The THD of the grid current is less than 5%
in both cases. Note that the patterns of the auxiliary current are different since the auxiliary
circuit takes care of the ZVS turn-on for different switches in each case. The gate voltage
of all the switches in PFC mode are shown in Figure 2.26. As defined by the hybrid PWM
modulation, Q1 and Q2 switch at 400 kHz while Qs and Qs switch at line frequency. The
auxiliary switch Sy only switches in the negative half cycle for realizing the ZVS of Q:.

The auxiliary switch S, only switches in the positive half cycle for realizing the ZVS of Q.

39



QP TELEDYNE LECROY
Evoryvhereyouloo

Ve, Vg (200V/div) iy (L0A/div)
iL, laux (20A/div)  Time (5ms/div)

Figure 2.24 Fundamental waveforms in inverter mode
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Figure 2.25 Fundamental waveforms in PFC mode
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Figure 2.26 Gate signals for the main switches and auxiliary switches in PFC mode
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The switching cycle waveforms are shown in Figure 2.27 and Figure 2.28. Figure
2.27 shows the ZVS turn-on transition which is very similar to Figure 2.9 in the analysis.
The drain to source capacitance of the main switch is fully discharged before its gate
voltage is turned high. Thus, the turn-on loss of the main switch is fully eliminated. Figure
2.28 shows the same waveforms in several switching cycles. It shows that both turn-on and
turn-off of the auxiliary switch are ZCS. Thus, the switching loss of the auxiliary switches
is very low even with the same switching frequency as the main switches. The auxiliary
switches drain-to-source voltage are shown in Figure 2.29. Due to damping effect in the
circuit, the maximum resonant peak voltage is less than 600 V for the auxiliary switches

which happens near the peak of the grid voltage.
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Figure 2.27 ZVS turn-on transition waveforms
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Figure 2.28 Switching cycle waveforms
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Figure 2.29 Auxiliary switch voltage stress

As shown in Figure 2.30, the converter efficiency has been measured through the
YOKOGAWA WT3000 power analyzer. The efficiency curve of the proposed circuit and
the conventional full-bridge converter are shown in Figure 2.31. The results show that the
proposed circuit has higher efficiency than the conventional full-bridge converter over a
wide range of operating powers. The peak efficiency of the proposed circuit is obtained at
2 KW. The circuit efficiency is 98.53% while the conventional full-bridge converter
efficiency is 96.57%. The total loss is reduced from 68.6 W to 32.88 W which corresponds
to a 52% loss reduction. A loss breakdown shown in Figure 2.32 and Figure 2.33 illustrates
the estimated losses for each part of the converter. The total value of the estimated losses

is close to the measured value in the experiment.
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Figure 2.30 Circuit efficiency measurement at 2.4 kW
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Figure 2.33 Detailed loss breakdown of the proposed circuit

The auxiliary switch timing analysis is also validated through experiments. Low

and high grid side voltage scenarios are emulated by connecting the grid terminal to a dc
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voltage source. The circuit operates as dc-dc converter in the experiment and the
efficiencies are measured for different auxiliary switching timings. The efficiency curve
for low grid side voltage is shown in Figure 2.34. The turn-on transition waveforms
corresponding to three points on the curve are shown in Figure 2.35 — Figure 2.37. The

experiment results match with the analysis given in Figure 2.7, Figure 2.9 and Figure 2.10.
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Figure 2.35 Turn-on transition corresponding to point a in Figure 2.34

44



wm&nms.mnv
Everyahroyoulcok

iL'iaux
Visiq2
Vgs,82—> \ ngS,Q? g o |
Vds,Q2(200V/div)

Vgs,S2, Vgs,Q2 (10V/div)
i, laux (L0A/div)
Time (100ns/div)

Figure 2.36 Turn-on transition corresponding to point b in Figure 2.34
’P ‘Y(vl( ljl'NiyLnilstfiiv
iL'iaux

Vis,q2

Vgsis2 -+ V.02
 Vds,Q2(200V/div)
Vgs,S2, Vgs,Q2 (10V/div)
iL, iaux (LOA/div)
Time (100ns/div)

Figure 2.37 Turn-on transition corresponding to point ¢ in Figure 2.34

The efficiency curve for high grid side voltage is shown in Figure 2.38. The turn-
on transition waveforms corresponding to three points on the curve are shown in Figure

2.39 — Figure 2.41. The experiment results match with the analysis given in Figure 2.13.
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Figure 2.38 Efficiency vs Ta when Vgc =400V vg =300V ig=7.7 A
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Figure 2.39 Turn-on transition corresponding to point a in Figure 2.38

B L
iL'iaux
el Vds,QZV
V93182 - <—Vgs,Q2
Vds,Q2(200V/div)

Vgs,S2, Vgs,Q2 (10V/div)
i|_, iaux (10A/d IV)
Time (100ns/div)

Figure 2.40 Turn-on transition corresponding to point b in Figure 2.38
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Figure 2.41 Turn-on transition corresponding to point ¢ in Figure 2.38

A comparison with the recent full-bridge based inverter/PFC at similar power levels

is given in Table 2.4. It is hard to find any full-bridge based inverter/PFC which operates
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at switching frequency higher than 200 kHz except for critical mode operation (CRM)
converters. The grid side filter of the CRM converters is larger than the continuous
conduction mode (CCM) converters such as the proposed scheme with the same switching
frequency since the converter side current is required to touch zero in every switching cycle.
Compare with the CCM circuits in Table 2.4, the proposed circuit has pushed the switching

frequency four times higher, while obtaining comparable circuit efficiency.

Table 2.4 Comparison with recent full-bridge based inverter/PFC

. Number of
_ Power dev_lce Power Switching Peak components
Circuit for the main . . . L
switches rating frequency efficiency in auxiliary
circuit
Proposed circuit | SIC MOSFET | 2.4kW | 400 kHz 98.35% 3
CRM totem-pole 450 kHz ~ 1 0
PEC [38] (2018) GaN 1.6 kW MHz 98.7% 0
CCM totem-pole . 0
PEC [39] (2018) SiC MOSFET | 6.6 kW | 100 kHz 98.46% 0
ZVT HERIC
Inverter [40] SJ Si MOSFET | 3 kW 100 kHz 97.8 8
(2017)
ZVS full-bridge | gyperFeT
inverter [41] i 3 kw 100 kHz 98.8 3
(2016) SJ Si MOSFET
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CHAPTER 3 DYNAMIC SIMULATION OF GRID-CONNECTED
CONVERTERS IN LARGE-SCALE DISTRIBUTION

SYSTEMS

In this chapter, the dynamic simulation used to study the performance and stability
of the grid-connected converters and dynamic impact of CIGs in large scale distribution
systems is discussed. The phasor extraction methods used in the interface between
converter dynamic model and phasor network are introduced and compared. Dynamic
simulations are conducted in OpenDSS for grid-connected converters with IEEE test feeder
models as well as a detailed model of a real feeder. DLLs which can be used to conduct
both static and dynamic simulations in OpenDSS are developed for dynamic models of
grid-connected converter. The functions of DLLs are written based on the derived dynamic

phasor model of the converter power stage circuit and controller.

3.1 Dynamic simulation of grid-connected converter by EMT-TS hybrid simulation

and phasor extraction techniques

EMT simulation Phasor extraction ) )
Phasor simulation

(natural (Phasor )
waveform) Waveform recovery

Figure 3.1 Data type conversion between EMT and phasor simulations

Phasors can be used to represent the magnitude and phase angle of fundamental
frequency components in power system simulations where the fast transients are neglected.
Power-flow can be solved to get the network solution in a phasor domain simulation which
saves significant computational resources compared to pure EMT simulation. The

conventional TS simulation is an example of such type of simulation in which the dynamics
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of generators can be studied with network model solved by power-flow program. This can
be done because the dynamic model of synchronous generators is also derived with phasors.
However, the dynamic model of grid-connected converters is usually created with real
valued signals, which means results will be generated as natural waveform rather than
complex phasors. As shown in Figure 3.1, like most of the TS-EMT hybrid simulations,
the data is required to be translated between phasor and instantaneous values if the
converter model is interfaced to a phasor network model. As given in [48], the
instantaneous value can be easily recreated based on the phasors when the reference
frequency is known. However, the conversion in the opposite direction is more difficult
where the phasor namely the magnitude and phase angle need to be extracted from the

instantaneous value.

Common ways of implementing the phasor extraction are FFT based method [48]
[49] and curve fitting based method [50]-[52]. They both require data of the instantaneous
values over a time window (typically one fundamental cycle). Calculating FFT and curve
fitting also add significant computation burden to the simulation, e.g, the curve fitting
method in [50] is based on solving least square problem. There are other phasor extraction
methods such as the rotating frame projection method [50] and instantaneous power based
method [53] [54]. These methods do not require any historical data of the instantaneous
values and the calculation involved is simpler compared with FFT and curve fitting
methods. However, they can only be easily implemented in three-phase systems and cannot
be used in unbalanced systems. This can be a main drawback in distribution system studies
since the single-phase converters can be found in distribution system and the system is

normally unbalanced. An alternative way of solving the data type mismatch is to model the
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converter dynamics in phasor domain as described in [66]-[71]. The dynamic phasor
modeling method [69]-[71] represents the system response with time-varying Fourier
coefficients. The frequency adaptive network modeling method [66]-[68] uses complex
analytic signal formed by Hilbert transform and frequency shifting to switch the simulation
type between natural waveform and envelop waveform. Although the theoretical basis
claimed in these two modeling methods are different, their mathematical implementations
when modeling some systems are actually the same, including grid-connected converters.
These modeling methods can be applied for systems with any number of phases. Thus, it
can be used to model three-phase converters in unbalanced systems, as well as single-phase
converter which are common in distribution systems. The phasor extraction techniques
which are mentioned above will be briefly in introduced in this section and a comparison

will be given in the following section.
3.1.1 Phasor extraction based on sampled data over a sliding window

Since the phasor is equivalent to the first order Fourier series coefficient of the
natural waveform, the phasor can be generated by calculating the fast Fourier transform
(FFT) on the natural waveform data over a sliding window. With the sliding window length
of the line frequency cycle and the sampling frequency of Ts, the formula of calculating the

phasor can be given as

N-1
2
Ix +jl; = Nz i cos(w,(t — (N —1—K)Ty))
k=0 (3.1)

— Jjix sin(wo t—-—(N-1- k)TS))
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where N is the total number of samples in the sliding window. Since the phasor is written
in rectangular form in the formula, it needs to be converted into polar form which consists

of the magnitude and phase angle for most of the phasor domain simulations.

Similar to the FFT method, the magnitude and phase angle can be extracted by
curve fitting. With N samples of the natural waveform over the line frequency cycle, the

phasor can be evaluated by

N-1

Ip I}léfl z (\/Elcos(wot(k) +6,) — ik)z (3.2

k=0

where the error between the approximated and original waveform is minimized in the least

square sense.
3.1.2 Phasor extraction based on direct-quadrature transformation

In conventional TS simulation, the abc to dqg transformation is used to link the
generator variables to the positive-sequence phasors of the external circuit. The same
method can be used in EMT-TS hybrid simulations for balanced three-phase systems or

when the unbalance can be neglected. The corresponding calculation is given as

i
IR] 1 Id] .a
7 B 1) B (3.3)
Cc
where
2 2
2 | cos(wet)  cos|wot—zm cos|wot +=m
( 3 ) ( 3 ) (3.4)

T, =
Y732

2 2
—sin(w,t) —sin (a)ot — §n) —sin (wot + §n)
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When a single-phase system needs to be simulated or all of phases in a three-phase system

need to be modeled, the o/ to dq transformation can be used:
[IR] _ 1 Id] _7 [ia] _ i[ cos(w,t) sin(wot)] [ia] 35
1= 2l = 2 lipl = sin(wot)  cos(wot)] lis (3:3)
where the o axis value is the original value in the EMT simulation, the f axis value is a

virtual parameter which is generated by delaying the original time-domain result in EMT

simulation by a quarter cycle of the line frequency.
3.1.3 Complex analytical signal model/dynamic phasor model

Similar to the dq frame generator model in conventional TS simulations, the single-
phase dynamic model can be represented in phasor domain by using the complex analytical
signal model/dynamic phasor model. To derive the dynamic phasor model, the original real
valued variables needs to be replaced by complex phasors. The relationship between the
phasor and its real valued counterpart is given as (3.6) where H(x(t)) is the Hilbert

transform of the original variable.

X(t) = (x(t) + jH(x(t)))e ' (3.6)

The transform from real valued variable to complex phasor in frequency domain can be
illustrated as Figure 3.2 [68]. The frequency spectrum of the signal becomes single-sided
by adding an imaginary part of its own Hilbert transform. By a following frequency shift,
the signal’s frequency spectrum is centered at 0 Hz. It means dc components are dominant
in the phasor model rather than fundamental frequency components unlike the case in the

original real valued model. It has been reported that larger simulation time-step size can be

52



used to simulate the phasor model compared with the original model [68], which can be

proved by Shannon’s sampling theorem. The derivative formula of the phasors is given as

B o+ 1 (6 % ) o

where

_ 9%

= 38
i (3.8)

f (X[, X, Upyeee,U )

x and u are system states and inputs respectively. X and U represent the corresponding

complex phasor.

IFIXON  [FIx@)+HXO)]  FX®]]

AT

~Wo Wo ~Wo Wo ~Wo Wo
Figure 3.2 Application of Hilbert transform and frequency shifting

3.2 Comparison of the stability of the simulation using different phasor extraction

techniques

A comparison will be made among the FFT, af to dq transformation and dynamic
phasor model based methods for single-phase systems. Note that the abc to dq
transformation based method for three-phase systems can be considered equivalent to using
dynamic phasor for single-phase systems. A simple system shown in Figure 3.3 is used for
the discussion in this section. The EMT simulation contains a voltage source inverter
followed by a grid side filter. The phasor simulation contains a simple two bus system.

Infinite bus is not included in the network to emulate a standalone system.
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_____________________________________________

Figure 3.3 A simple system in EMT-TS hybrid simulation
3.2.1 Derivation of the analytical model of simulation

Analytical model of the phasor simulation

Figure 3.4 The simple system based on pi-section line model
As seen in Figure 3.4, the load at bus 2 is modeled as constant impedance and the

distribution line is represented by the pi-section model. By written the real and imaginary

part of the phasor separately, the phasor simulation can be represented by the algebraic

equations:
ViR Z11  Z12
VlI 221 Zzz
Var 231  Z32
V2[ _ Ii‘an _ Za1 Zyp IileR
I = Zex2 L. |2 z L. . 3.9)
1R injl 51 52 injl
I1; Ze1 Ze2
L Z71 Z72
Iy LZg1  Zg2-
where
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0 w, 0 0 -z 0 0 0
1
—w, 0 0 0 0 —-= 0 0
C P
0 0 ! L L ¢ °
cR, “° ¢ C 1
0 o O S il [0 =
_w — — — — —

Ty = TR ¢ 0 01 (3.10)
B R ! 0 R o o] (90 |
L L L @ 0 0

1 1 R 0 0
0 - 0 - om0, =7 0 0| [g ¢
1 L0 ol
0 0 - 0 0 0 0 w,
L
1
0 0 0 — 0 0 -w O
Ly

The relationship between the current injection and bus voltage at bus 1 in phasor domain

then can be written as

V1R] Z11 le ij] Z m]R] ij]
= = Zox 3.11
Vi Z21 222 Iln]l [_ Iln]I Iln]I ( )

Analytical model of the EMT-TS simulation based on FFT phasor extraction

—>
I—f Rf FFT 5 szz
Y Vir
recover
Va

Figure 3.5 Equivalent representation of the EMT-TS simulation based on FFT phasor
extraction

Figure 3.6 Representation of the network and dynamic model in the hybrid simulation
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With FFT based phasor extraction at the interface, the EMT-TS simulation of the
simple system can be represented by the block diagram in Figure 3.5. This arrangement
complies with the hybrid simulation illustrated in Figure 3.6 in which the network is
represented as a variable voltage source in the converter model and the converter is
represented as a current injection in the network model. The network model is represented
by the 2 by 2 matrix given in (3.11). The recovery of the instantaneous voltage from the

phasor is calculated as
v(t) = V2Vzcos(w,t) — V2V, sin(w,t) (3.12)
The EMT system can be simply represented by the grid side filter dynamics:

Cdip 1., 1 Ry 13
lf—dt—Lfv Lfvl Lflf ( )

By assuming the number of samples used in the FFT calculation (3.1) is infinite, the FFT

calculation can be written in s domain:

1
60 (1 - e‘605)

S

(3.14)

linjr(s) = 2L(if cos(wopt))

_1
60 (1 —e 605>

S

(3.15)

Iind(S) = ZL(—lf Sin(a)ot))

where L(+) is the Laplace transformation. To illustrate the effect of FFT, the EMT system
is represented in dq frame by including a fictitious g axis EMT system in which all the

parameters are the same as the original system. The hybrid simulation then can be
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illustrated as the block diagram shown in Figure 3.7. The dqg frame equations of the EMT

system can be written as

R 1 1 .
. ——lfd+(l)olfq——v1d +_vd
l L L L
[fd] _| f f (3.16)
lf'q l ) Rf ] 1 N 1 . '
“Wolfa =7 lrq T V1g T 7V g
Ly Ly Ly
Vo recover < Zoxo <
Vig g it
> og/T dgframe [>d
dgl | EMT system || op
R ifq
V i ”
L recover ; Zoxo ;

Figure 3.7 EMT-TS simulation based on FFT phasor extraction represented in dg frame

By writing the equations (3.14) and (3.15) with respect to dq frame variables, the equations
become:

_1
60 (1 —e 6os>

. . . 3.17
Iinjr(S) = L(ifq + ipq c0s(2wgt) — ifq sin(2wot)) (3.17)

1
o o 60 (1 —e e ) (3.18)
Iinji1(s) = L(ifq — Ipq c0s(2wot) +irg sin(2wgt))

60(1—e~1/605) . .
The term ———— = can be considered as taking the cycle-by-cycle average of the terms

in the Laplace transformation. Thus, the equation can be simplified by neglecting the

double line frequency terms:
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_1
60(1—e 605)

Iinjr(s) = ifq(s) (3.19)

S

1
60(1— e_@s>

Iinjl(s) X ifq(S) (3.20)

Then the simulation can be represented as Figure 3.8. The equations combining the phasor

network model and FFT phasor extraction can be written as

1 1
60 (1 - e_ﬁs) 60(1 = e—@s)
1a(9) = 15—+ g () —— 2
60 (1 _61_05 60 (1 —%s)
—e e
[ i 3.22
Ulq(s) = —Zzlfd(S) + lefq(s) ( )
Vid g
> dgframe [ > -

Cycle-by-cycle ZZXZ
»| EMT system || &°%¢ |1

Vig Itq

Figure 3.8 Equivalent representation of the EMT-TS simulation based on FFT phasor
extraction

Analytical model of the EMT-TS simulation based on e to dg transformation

The EMT-TS simulation based on af to dg transformation can be represented as

Figure 3.9. The quarter cycle delay can be represented as

irp(s) = if(s)e‘%s (3.23)

The transfer function from is to vi1 can be derived:
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B . z1  Zp1[ cos(w,t)  sin(w,t) ][ if
vy = [cos(wot) sin(wot)] [_Zz 21] [—sin(a)ot) cos(wot)] [if/;]
(3.24)

1
= Zlif + Zzifﬁ = lf(S) (Zl + Zze_ms>

As seen in Figure 3.9, the bus voltage vi can be considered as a feedback to the EMT

system. Combing (3.13) and (3.24), the closed loop transfer function of the EMT-TS

simulation can be written as:

—v*(s) (3.25)

\A 4

TZ ZZXZ

recover <

Figure 3.9 Simplified representation of the EMT-TS simulation based on af to dq
transformation

Analytical model of the EMT-TS simulation based on dynamic phasor
As shown in Figure 3.9, the dynamic phasor model of the EMT system is identical
to the dq frame model given in (3.16). By combining the network matrix, the complete

analytical model of the EMT-TS simulation based on dynamic phasor is

R, + 1
I[_f_21 wo—Z—z}. [_ 0] *
ra] _ Ly Ly ([ira] | {Lr Vg 3.26
= e+ Al (3.26)
Yaq w2 B TA q A
o
Ly Ly Ly
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Figure 3.10 Equivalent representation of the EMT-TS simulation based dynamic phasor

3.2.2 Stability of EMT-TS simulation based on different phasor extraction methods

The stability of the EMT-TS simulation based on different phasor extraction
methods is discussed based on the derived analytical models. Note that the system simply
consists of a voltage source followed by a pass circuit which is stable. However, the EMT-
TS hybrid simulation might generate unstable result as what will be illustrated in this

section.

As shown in the derived analytical models, the dynamic phasor based simulation is

the only one which doesn’t introduce any phase delay to the system. Based on (3.26), the

Rf+21 . Zy
T tjlw, — |

closed loop poles of the dynamic phasor based simulation are — )
f

It can be shown that z; is positive when the P load at bus 2 is positive. Thus, the system is

always stable since the closed loop poles only have negative real part.
As seen in (3.25), the quarter cycle delay is introduced in the closed loop transfer
function of the EMT-TS simulation based on a4 to dq transformation by a factor of z_z By
f

using the second order Pade approximation, the delay can be represented as

1 s%2 —1440s + 691200

e_ms =
s2 + 1440s + 691200

(3.27)

Then the transfer function (3.25) can be written as
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g;(sz4—144054—691200)v*(s) (3.28)

Ry +
(s + fo Zl) (s2 + 1440s + 691200) + Z—; (s — 1440s + 691200)

The root locus shown in Figure 3.11 is plotted by varying the value of z_z It shows one of
f

the closed loop poles can move to the right half plane as

Z2
L

increases. This is the scenario
f

when Q load at bus 2 is increased as the value of L is fixed.
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1500 } Mﬁm
1000 gsgﬁf;y
_ 500f %
£ —>
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1]
E
500} %@
-1000 | ﬁé;;a
1500 gﬁwwﬁnu
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800  -600  -400  -200 0 200 400
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Figure 3.11 Root locus of EMT-TS simulation based on o/ to dq transformation

In the analytical model of the EMT-TS simulation based on FFT phasor extraction,
phase delay is introduced by the cycle-by-cycle averaging in both d and q axis loops. By
representing the pure time delay by second order Pade approximation, the state-space

equations of Figure 3.8 can be written as
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R; —~10.55z, —10.552,

-—— W, 0
lfd Lf Lf Lf lfd
g Y Ry 10.55z, . ~10.55z, || ifq
= 7 Ly Ly Ly ||% (3.29)
X2 16 0 —360 —168.4 0 0 X2
X3 0 0 256 0 0 0 X3
L Xy ] 0 16 0 0 -360 —168.4 |-*4-

0 0 0 0 256 0

where X1, X2, X3, X4 are the internal states from the Pade approximation of the time
delay. To investigate the impact of network parameters to the system stability, the highest
real part value among the system eigenvalues is plotted by varying the value of Ry, Ly, z1
and z. As shown in Figure 3.12, lower damping of the EMT system will make the system
unstable. While as shown in Figure 3.13, smaller values of L will make the system unstable.
Both figures show that large values of z; and z, will make the system unstable. This is the

scenario when both P and Q load at bus 2 are low.
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Figure 3.12 The highest real part of the closed loop poles of the EMT-TS simulation
based FFT phasor extraction: L= 200 mH
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Figure 3.13 The highest real part of the closed loop poles of the EMT-TS simulation
based FFT phasor extraction: Ri/Ls= 25

The closed loop poles of the system in FFT and of to dq transformation based
simulations are calculated based on the derived analytical models for several cases where
the load at bus 2 is different. The common system parameters used in the calculation is
given in Table 3.1.The calculated closed loop poles are plotted in Figure 3.14-Figure 3.17.
As seen in the figures, the FFT based simulation is unstable in case 1 and case 4; the of to
dg transformation based simulation is unstable in case 3 and case 4; both methods are stable

in case 2.

Table 3.1 Other system parameters used in the closed loop pole calculation

Nominal voltage 7.2 kV
pi-section line R=0.173QL=1.08mHC =4.47nF
Inverter grid side filter Li=200 MHR=5Q
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Closed loop poles
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Figure 3.14 Case 1: P = 300 kW, Q = 100 kVAr (z1 = 155.72, 72 = -52.17)

Closed loop poles
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Figure 3.15 Case 2: P = 2500 kW, Q = 100 kVAr (z1 = 20.87, 2o = -1.23)

64



Closed loop poles
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Figure 3.16 Case 3: P = 2.5 KW, Q = 2500 kKVAr (z1 = 0.19, 7, = -21.14)
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Figure 3.17 Case 4: P = 300 kW, Q =400 kVAr (z1 = 62.4, z, = -83.35)

To validate the result, EMT-TS simulations are conducted through MATLAB and

OpenDSS. The EMT simulation is emulated by MATLAB script where the integration loop

is written based on equation (3.13) or (3.16). The phasor extraction methods are also

implemented in the script to calculate the phasor of the filter current. The network model
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is created in OpenDSS to provide the phasor solution of the network. In each integration
step, OpenDSS is called by the MATLAB script to solve the power-flow to provide the
newest voltage at bus 1. The filter current calculated in the previous step is used in the
power-flow. With newest bus voltage, the filter current is updated for the current step based
on the integration. The communication between MATLAB and OpenDSS is through the
OpenDSS COM interface. The initial value of the filter current which is a state in the EMT
model, is set to zero in the simulations. The simulation results corresponding to the cases
of Figure 3.14-Figure 3.17 are shown in Figure 3.18. It shows that the stability of the
simulation results match with prediction of the derived analytical models. Based on this
comparison, the dynamic phasor model based EMT-TS simulation has the advantage in the

simulation stability perspective as compared with the other two methods.
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Figure 3.18 EMT-TS simulation results based on MATLAB and OpenDSS using three
different phasor extraction methods
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3.3 Dynamic phasor model of a single-phase grid-connected converter

The dynamic phasor model of the grid-connected converter has been derived in this
work to study the dynamics of the converter in large-scale distribution systems. The EMT
simulation model of a single-phase grid-connected converter is shown in Figure 3.19. The

dynamic phasor model of the converter is derived based on (3.6) and (3.7).

| PLL

I u d Ly 5!
@ Lo e S H>t w2

I X3, Xg X1, X2 %

I CoSs

e = __

Figure 3.19 A single-phase grid-connected converter model [72]:
(a) power stage circuit (b) controller structure

Based on (3.7), the phasor equations of the LCL filter in the figure can be derived

as:
di . R.+R. R, 1_ 1_
_— = I, — L, +—I,——V. +—¢ .
et L0 L otL Lt (3.30)
I, - R.+R,- R.-
di, _ A T L, +—0, +—1 Ve ——1 A (3.31)
dt L, L LS L
dv, . 1. 1-
_d;_: :—JCI)OVC +E|1 —Elz (332)



The converter terminal voltage V, is considered as the input of the phasor state-space model.
The converter output current i, is considered as both the state and output of the phasor
model.

A proportional-resonant (PR) controller is modeled for the current controller to
eliminate the steady state error of tracking the sinusoidal reference. The transfer function

of the PR controller can be written as

B Kg$s e
4= (KP 54065+ (2760 j(' ") (3.33)

where Kp and KRr are the proportional gain and resonant gain respectively. Based on (3.7)
and the corresponding state-space representation of the transfer function, the phasor

equations of the current controller can be derived as

% — jw,% —0.6% —277.6%, +i" —i, (3.34)
W o5, +512%, (3.35)

dt
d = (K% + Ko (i =1, 1V, (3.36)

where X; and X, are the phasors corresponding to the internal states of the PR controller.

The voltage at the switching pole can be expressed as the following equation by using the

average model of the PWM converter.

&=V, d =K% + Ko (i" =1, (3.37)
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States x3 and x4 in the PLL shown in Figure 3.19 come from a loop filter for filtering
out the double frequency component from the input and an integrator for compensating the
steady state error between the PLL output and the terminal voltage phase angle. The

transfer function of such a second order loop filter can be given as

_ 4.7(s+3.37)

" s(s+46.9) (3.38)

where the bandwidth of the filter is set as 2Hz. Together with state xs in the figure, the

state-space equations are given as

Xy -469 0 0} x 2U .
% |=| 1 0 0fx |+ 0 (3.39)
% | |2.357 7.938 0fx | | 0O

To simplify the model and the model dc component dominant, the double frequency

component can be neglected from the loop filter input as the following expression

U =V, CoS(X; + a,t)
= (Re(V, ) cos(m,t) — Im(V, ) sin( ,t))cos(x, + a,t)
_Im(V;) cos(x5) — Re(V, ) sin( X5 )

2 (3.40)
_Im(V, ) cos(xs + 2a,t) + Re(V, ) sin( X + 2e,t)

2

_ Im(v, ) cos(x;) — Re(V, ) sin( Xs)

2

The equations of PLL are derived with the original real valued variables. However, the

PLL output will be used to calculate the phasor of the current reference, as follows.

i =1, cos(p) 1, sin(¢) (3.41)
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= (i jHG) (3.42)
=1, cos(x,) — 1, sin( %) + (1, sin(x;) + 1, cos(x;))

3.4 Dynamic simulation of grid-connected converters in large unbalanced distribution

systems using OpenDSS

3.4.1 Dynamic simulation in OpenDSS by using DLLs

__________

Network
(modeled in OpenDSS)

________

__________

________

________

Figure 3.20 Dynamic simulation using DLL in OpenDSS

As shown in Figure 3.20, the dynamic model can be written in dynamic-link library
(DLL) and used by OpenDSS for dynamic simulations. One of the merits of using DLL is
that it can help protect the proprietary information for the device vendors who want to
provide the dynamic model of their products. Using DLL also has the advantage of
scalability, for example, only one DLL is needed when multiple instanced of the same

devices are in the system.

In OpenDSS, current carrying circuit elements including lines, reactors, capacitors
and transformers are represented by primitive Y matrix. The power conversion elements
such as CIGs are represented as compensation currents at the corresponding node. Figure
3.21 shows the system equivalent circuit of dynamic simulation in OpenDSS. In the
network model, a CIG is represented as current injection or impedance at the corresponding

node depending on whether the terminal current is modeled as a state in the CIG model. In
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the CIG model, the external network is represented as variable voltage source at the output

terminal.

The DLL structure including the interface with OpenDSS has been defined by the
OpenDSS developers and can be found on the OpenDSS website [44]. As shown in Figure
3.22, Init (initialization), Calc (algebraic equations) and Integrate are the major functions
where the device model is contained. Function Calc calculates the current injection to the
network; it also calculates other internal variables of the CIG that are related to the terminal
voltage with just algebraic equations. If the CIG terminal current is modeled as a state, the
value updated in function Integrate will be used. If the relationship between terminal
voltage and current is governed by just algebraic equations, the corresponding equations
are written in function Calc to be used in the iterations for solving the node voltage. The
integration of state variables happens in the function Integrate. The predefined integration
method in OpenDSS is the two- step predictor-corrector method. The calculation of the
state incremental value at each integration step is based on the differential equations (state
space equations) derived from the CIG model. Function Init is used for the model

initialization at the beginning of the dynamic simulation.

@)

INO
®)

Figure 3.21 Representation of the network and dynamic model in OpenDSS:
(a) CIG represented as current source (b) CIG represented as impedance
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Figure 3.22 Interaction between OpenDSS and the main functions in DLL
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(DLL) —» ofnode voltages
(OpenDSS)
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Iteration loop
Figure 3.23 Solving power-flow by using the steady state model in DLL

At each time-step, the updated state values are sent to function Calc as shown by
Step 1 and are kept as constants during the iteration in Step 2. After the network solution
converges, in Step 3, the variables calculated in function Calc are sent back to function
Integrate as the input of the state space equations. Function Init is called at the beginning
of the dynamic simulation to determine the initial values of all of the states based on the
terminal voltage. The terminal voltage at the start of each time-step comes from the latest
power-flow result, which means that in order to get the terminal voltage value for the very
first time-step, the system has to be solved in power-flow mode before the simulation goes
into dynamic mode. As shown in Figure 3.23, a steady state model of the device is also

stored in the DLL so that it can also be used in steady state and quasi-static simulations.

DLLs have been developed for CIG based on the dynamic phasor model derived in
Section 3.4. The derived equations are used to write the Integrate. The equations for the
steady state model and function Init are derived by setting the derivative of the state
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variables to zero. Simulations have been conducted with small and large distribution
system models. No calculation is needed in function Cal in this case since the terminal
current is modeled as a state. A comparison is given between the result of OpenDSS and

PLECS [42] for a small test system to validate the accuracy of the developed DLL.
3.4.2 Validation in IEEE 13-node test system

To validate the developed DLL of CIG model, a dynamic simulation is conducted
in OpenDSS for the IEEE 13-node test system model which can be found in the OpenDSS
website. The single-phase CIG is installed at phase A of bus 675 through a step-down
transformer. The CIG is let controlled to generate both active and reactive power. The
voltage and current at the CIG terminal and one of the remote lines in the system are
monitored. Time domain results are generated to show the dynamic changes in currents
and voltages as a step change is given to the CIG current command. The same system is
also modeled in PLECS to conduct the full detailed EMT simulation. In PLECS, pi-section
model is used for modeling the lines. The constant current and constant PQ loads in the
system are modeled by variable current source synchronized with the bus voltage through
a high bandwidth PLL. The instantaneous value of the currents and voltages from the EMT

simulation are compared with the phasor results of the dynamic simulation in OpenDSS.

In the simulation, the current reference Iq4” is changed from 0 to 1021 A at 1s, which
corresponds to 200 kKW at the rated voltage of 277 V. The current reference Iq” is kept as -
510 A which corresponds to 100 kVAr of reactive power delivery. The voltage and current
waveforms of the CIG terminal are shown in Figure 3.24 and Figure 3.25. The phasor
results from OpenDSS can also be converted into instantaneous values by assuming the

phase angle of the rotating reference frame. Figure 3.26 shows the instantaneous values
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corresponding to Figure 3.24. Again, it shows a good agreement between the OpenDSS
and PLECS results. The phase A voltage and current of the sending end of line 632-671

(bus 632) are shown in Figure 3.27 and Figure 3.28. Since OpenDSS does calculation in

RMS values, the magnitude values from OpenDSS are multiplied by v/2 before generating
the plots in order to match the phasor results with the envelope of the sinusoidal waveforms.
As shown in the figures, the dynamic simulation result shows a good match with the EMT
simulation result. The simulation times of these two software are given in Table 3.2. The
simulation time is 60% smaller than in PLECS even for the simple system considered. The
advantages will be more striking for the larger systems where it may not be practical to

simulate using PLECS.
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Figure 3.24 Comparison of proposed method and PLECS time domain simulation: CIG
current during a step change in lg”
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Figure 3.25 Comparison of proposed method and PLECS time domain simulation: CIG
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Figure 3.26 Instantaneous value of CIG current: OpenDSS vs PLECS
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Table 3.2 Simulation time comparison
CPU model: Intel Core i7-6700 @ 3.4 GHz
Length of the simulation: 2 s
Simulation time-step size: 5 us
Simulation time
Dynamic simulation by OpenDSS EMT simulation by PLECS
28's 67s

Three phase CIG models have also been developed based on the derived equations.

A commonly seen three-phase PLL as shown in Figure 3.29 is modeled instead of the
single-phase scheme. Figure 3.30 shows the CIG current waveform when a single-phase to
ground fault is applied to the primary side of the transformer. The OpenDSS phasor result
is converted to instantaneous value to compare with the result obtained in a detailed time
domain simulation in PLECS. Both simulations show the same result where the inverter
regulates the current at the maximum allowable value. The current distortion is caused by
the double frequency noise at the PLL output when the three-phase voltage is unbalanced.
Figure 3.30 also shows the waveform obtained by using conventional positive-sequence

inverter model in OpenDSS. It shows that the developed CIG model is able to be used in
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unbalanced cases while the conventional positive-sequence inverter model can only

generate balanced result.
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Figure 3.29 Three-phase SRF-PLL
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Figure 3.30 Comparison with PLECS time domain simulation and positive sequence
model: three-phase CIG response to single-phase fault
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As stated in [75], the CIG behavior when connected to a weak grid is greatly
affected by the PLL dynamics. Moreover, under islanded condition, which is the extreme
case of weak grid, the PLL frequency will start to drift away from the nominal value for
most of the load conditions. This mechanism has been used in many of the islanding
detection schemes in the grid-connected converters [76]. To show that the PLL dynamics
have been properly included in the CIG model, a test case is conducted by opening the
switch between bus 671 and 692. Figure 3.31 shows the simulation results of the PLL
frequency from OpenDSS and PLECS. The switch is opened at 1 s which makes the branch
with CIG under islanded condition. Both OpenDSS and PLECS show similar result in
which the PLL frequency starts to decrease after the switch is opened. The results of

OpenDSS and PLECS are slightly different when PLL frequency becomes significantly
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lower than the nominal value since the OpenDSS does not take the change of load and line

impedance with respect to frequency into account.
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Figure 3.31 PLL frequency after disconnecting the feeder from the grid

3.4.3 Volt-VAr control implementation in a large, real feeder

As shown in Figure 3.32, the network model of the distribution system located in
Flagstaff, AZ is modeled in OpenDSS based on the provided GIS data [73]. In this test
case, two 700 kW PV systems as well as over 100 residential PV system with small power
ratings are modeled in the system by using the developed CIG DLL. The three-phase PVs
are represented by three single-phase CIG DLLs installed on three phases. The volt-VAr
control [74] is added to the CIG model to adjust the reactive current reference based on the

terminal voltage magnitude.

A snap shot simulation is initially conducted to obtain the steady state voltage
profile along the feeder as shown in Figure 3.33. As seen, without the volt-VAr control,
over-voltage happens on certain lines under the impact of PV contribution. Figure 3.34

shows the dynamic simulation result where the volt-VAr function are enabled for all of the
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PVs modeled in the system at 2 ms. As seen, the feeder voltages gradually dip after the

volt-VAr function is enabled, and no over-voltage is seen after 2.4 ms.

Figure 3.32 OpenDSS model of the distribution feeder in Flagstaff, AZ
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Figure 3.33 Voltage profile along the feeder in snapshot simulation
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Figure 3.34 Voltage profile changing with time in dynamic simulation

3.4.4 CIG based microgrid control in IEEE 123-node test feeder

In CIG based microgrid operation, a feeder is energized by both the substation and
the installed CIGs. Dynamic simulations are needed to evaluate the performance of the
controllers during grid-connected and grid-islanded modes. Hence, DLL based on the CIG
control structure shown in Figure 3.35 is developed based on the corresponding dynamic
phasor model. The IEEE 123-bus test feeder model available in OpenDSS is used in this

test case. Three CIGs are added to the system at bus 1, bus 7, and bus 47 respectively.

With microgrid mode controller, the frequency and magnitude of the CIG output
voltage are constantly adjusted by the CIG controller based on a set of P-f and Q-V droop
characteristics. The breaker near the substation is opened at 1s. The simulation results are
shown in Figure 3.36-Figure 3.38. As shown in Figure 3.36, before the breaker opens, the
CIGs supply active power based on their ratings. After the breaker opens, the lost
generation due to the lack of the main grid is picked up by the CIGs based on the P-f droop
characteristics. With the same droop coefficients and power ratings, the total loads are

shared equally among three of the CIGs. As shown in Figure 3.37, the reactive power
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outputs are different among the CIGs. This is expected since the CIGs are installed at
different locations in the system causing the impedance seen by each CIG at its terminal as
well as the voltage to be different. Figure 3.38 shows the reference frequency of one of the
CIGs, which droops as the active power output increases with a transient lasting

approximately 0.5 s.
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Figure 3.35 Droop based microgrid control of single-phase CIG

1400
1200

—~ 1000

=
53
2 goo
600 —CiG1
cic2
200 ‘ —cIG3
0 0.5 1 15 2 25 3

Time (s)

Figure 3.36 Active power outputs from the CIGs in the 123-bus test feeder by
disconnecting the gridat 1 s
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Figure 3.38 CIG frequency change after islanding
3.4.5 Discussion

As described in the literature [48]-[54], the dynamic mode simulation in OpenDSS
has two issues in simulating the CIG. The first issue is that the same time-step size is used
for solving the network and detailed model. However, it is reasonable to use a larger time-
step size to solve the network when the time-step size needed by the detailed model is very
small (e.g. 5 us used in the IEEE 13-node test system simulation). Unfortunately, OpenDSS
doesn’t support different time-step sizes in the simulation. The second issue is the less
accurate equivalent circuit of external network used in the dynamic model. Equivalent
impedance other than the ideal source has been recommended to be included in the
representation of the external network to increase the model accuracy. The multi-port
impedance network in [77] can be used when there are more than one CIGs in the system.
This requires some information to be shared among several CIG models, which is not
supported by using DLL. A possible solution to implement multi time-step sizes simulation
and the equivalent multi-port impedance network is by using the COM interface with

MATLAB provided in OpenDSS.
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CHAPTER 4 REAL-TIME SIMULATION OF A MICROGRID

POWERED BY CONVERTER-INTERFACED GENERATORS

In this chapter, a real-time simulation of an inverter based microgrid is
demonstrated. The proposed microgrid is powered by energy cells consisting of renewable
energy resource, energy storage and inverter interface. A hierarchical control including a
microgrid central controller and inverter level local controllers is proposed for the
microgrid. The proposed controls including the communication between the central
controller and local controllers are simulated in a multi-platform, real-time simulation
testbed based on Opal-RT, EZDSP F28335 and Modbus communication protocol. The
concept of EMT-TS hybrid simulation in Chapter 3 is used to build a large-scale system
for real-time simulation in Opal-RT. Other than the dynamic modeling of the inverters,
load side dynamic modeling is also included by modeling the air conditioner compressor

single-phase induction motor.

4.1 Hierarchical control of CIG based microgrids

Utility Grid

Microgrid
Controller

Microgrid Network

Communication
Network
vee Energy
Smart Inverter Cell n
Energy Cell 1 Energy Cell n
PV Storage Local Controller Local Controller

Energy Cell 1
Figure 4.1 The physical layer and control structure of a microgrid
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Figure 4.1 shows the structure of a microgrid which is powered by energy cells
consisting of PV generator and energy storage system. The energy cells are connected to
the microgrid network through a smart inverter which controls the active and reactive
power injected to the microgrid. The microgrid is connected to the utility grid at one point
and can become an islanded grid by breaking the connection. Each energy cell contains a
local controller which communicates with the microgrid central controller through a
communication network. For better system reliability, a hierarchical control structure can
be used in which the commands from the upper level controls don’t significantly impact
the stability of the control loops in the lower level. For example, the energy cell local
controllers should be able to operate under temperate loss of the communication with the
central controller. Literature [104] and [105] have suggested a standard hierarchical control
structure for the converter based microgrid. By modifying the suggested control structure,
a three-level control scheme is proposed for the real-time simulation of the CIG based
microgrid. Level 1 control establishes the AC voltage with multiple inverters in the
network, without confliction. Level 2 control provides the voltage and frequency regulation
which compensates the voltage/frequency variations with respect to different load
conditions in the level 1 control. Level 2 control also provides the power sharing
adjustment among the energy cells. Level 3 control is used for grid-connected operation

when the system is connected to the utility grid.
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4.1.1 Level 1 control
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Figure 4.2 Virtual synchronous generator control

The level 1 control is proposed based on the virtual synchronous generator (VSG)
control in [101]. The block diagram of the VSG control is given in Figure 4.2. The smart
inverter controls its terminal voltage such that the dynamic response of a synchronous
generator is emulated. In such a way, multiple inverters can coexist in an islanded network
without an infinite bus; droop method can also be used to control the load sharing among

the VSGs as how a synchronous generator is controlled.

In the VSG control scheme, the motion of the synchronous machine is emulated to
provide the inverter a virtual inertia. The angular speed of the virtual rotor namely the

frequency of the inverter side voltage is determined by the swing equation:

dw
Jwn, dtm = Pin — Pout (4-1)

where J is the virtual inertia, Pin is virtual shaft power given by the governor, Pout is the
inverter active power output. The inverter output power can be calculated with the

corresponding phasors:
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Poyr = Z Vpalpa T Vpqlpq (4.2)
p=ab,c

where vg, Vq, ig, iq are the phasors of inverter terminal voltage and current in direct and
quadrature axes. The virtual governor is a droop controller which determines the virtual

shaft power based on the frequency wm:
P, =P+ (0" — a)m)/mp (4.3)

where P is the reference value of the energy cell power output, m, is the droop coefficient,
o’ is the system reference frequency. The inverter reactive power output is regulated by a

voltage droop:
E=V"+me(Q" — Qour) (4.4)

where V" is the voltage reference of the inverter, Q" is reactive power reference of the
energy cell, mq is the droop coefficient. The inverter reactive power output Qout can be

calculated by

Qout = Z Vaplap ~ Vaplap (4.5)
p=a,b,c

The instantaneous inverter side voltage is
eq = E cos(w,,t)
e, = E cos(w,,t —2m/3) (4.6)

e. = E cos(w,t + 21 /3)
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Assuming the rotating angle of a common network reference frame is wot, the inverter side

voltage in the common reference frame can be derived as

[ead] _ [E cos(60)

eaql ~ | E sin(6)

[ s (\/§sin(9) B cos(@)) ]
=] ey o
€bq s (_ V3cos(8) B sin(@)) @)
2 2 '
[ V3sin(8) cos(0)\]
[ecd] _ i <_ 2 E )
€cql — E <\/§cos(9) B sin(@))
2 2
where
o= j (0 — wg)dt (4.8)

The relationship between the inverter output current, terminal voltage and inverter side

voltage is governed by the grid filter dynamics:
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The level 1 controls are implemented in the energy cell local controller, while the reference

values " and V" are generated in the level 2 control in the central controller.

4.1.2 Level 2 control

EceII P*

Pl |—

Ecell_avg
Figure 4.3 Dynamic power sharing control

The active and reactive power sharing among the VSGs can be adapted by changing
the value of power references and droop coefficients. The active power sharing scheme
based on battery charging level is proposed in [105] by changing the active power droop
coefficient. However, changing the droop coefficient might cause stability problem [106]
which makes it difficult to find a feasible range for the droop coefficient to adapt. In this
work, a dynamic power sharing scheme is proposed based on adapting the power references

P*. Assuming the energy level of the cell which is determined by

Eceny = J(PPV - Pout)dt (4-10)

is measured by the local controller, the active power shared by the energy cell can be
adapted based on its stored energy level. As shown in Figure 4.3, the cell stored energy
level is compared with the average energy level in the system, the error is passed to a Pl

controller to generate the active power reference for the VSG control. With the proposed
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control, the active power sharing among the energy cells is dynamically adapted with
respect to the PV generations. The energy level of all the energy cells will be balanced and
be charged/discharged under identical rate of energy (power) in steady-state. To adapt the

reactive power sharing among the inverters, the VV-Q droop coefficient is scaled by a factor

based on
m
my = ];"’ (4.11)
where
Srated2 - P*Z (4.12)

k =

Srated

Consequently, the energy cell which provides less active power will produce more reactive
power considering it has higher margin to generate reactive power. The controller will be

running in the local controllers while Ecei_avg is received from the central controller.
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Figure 4.4 Voltage/frequency regulation control

The system voltage and frequency will deviate from the nominal value along with
the system load change with the VSG control. Smaller droop coefficients help to reduce
the steady state error, however, cause less power sharing accuracy. A low bandwidth

control loop is introduced in the level 2 control to regulate the system voltage and
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frequency for all the load conditions by adjusting the reference values ", V" in the level 1
control. The block diagram of the proposed control is given in Figure 4.4. One of the VSGs
is picked to provide the measurement values w and V (magnitude of the terminal voltage),

while the generated reference values o, V" are used in all the VSGs.

4.1.2 Level 3 control

", 90”@" Pl " 9{9 - PI o
Vg epcc

(a) (b)

Figure 4.5 Grid synchronization loop

The level 3 control is included to deal with the swapping between islanded and
grid-connected operation. Under grid-connected operation, the active and reactive power
of the energy cells are directly controlled by the central controller for the power trading
between the utility. In this case, the level 2 control need to be bypassed to avoid confliction
of the controls. The active power command from central controller is directly assigned to
P* in Figure 4.2 and o" is set to the nominal value. As shown in Figure 4.6, a P1 controller
is used to adjust the voltage reference V™ in Figure 4.2 for tracking the reactive power
command from the central controller. The value of Q" in Figure 4.2 is set to zero in this

case.

Vo .

Q" from central vV
controller Pl
QOUt

Figure 4.6 Reactive power controller under grid-connected operation

As shown in Figure 4.5 (a), a grid synchronization loop [105] is used to synchronize

the voltage with the grid at the coupling point before establishing the grid connection. A
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simplified representation of the synchronization loop is given as Figure 4.5 (b) which will
be used in the real-time simulation. The central controller needs to send a signal to the local
controllers indicating the current operating mode. Figure 4.7 shows all the information in
the communication between the central controller and energy cell local controllers. Note
that the main part of the grid synchronization control runs in a local controller which has
the access to the voltages at the grid coupling point (before and after the breaker). The
generated frequency perturbation action wsyn iS Sent to the central controller through

communication.
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mode
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Figure 4.7 Communication between the central and local controller

4.2 Multi-platform microgrid real-time simulation testbed
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Figure 4.8 Multi-platform microgrid real-time simulation testbed
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In this work, a multi-platform real-time simulation testbed is developed to validate
and demonstrate the microgrid operation based on the VSGs. The overall structure of the
real-time simulation testbed is shown in Figure 4.8. The testbed is developed based on a
commercial power systems/power electronics real-time simulator — Opal-RT. The
microgrid circuit including the network, loads and energy cells is simulated in Opal-RT
while interacting with external devices such as inverter controllers and microgrid central
controller. The multi-platform real-time simulation allows better validation of the proposed
microgrid controls with realistic controller implementations as compared to pure software-
in-loop simulation where both the controller and control target are simulated in the
simulator. It is also possible to include real power hardware in the simulation loop such as

a commercial smart inverter.

4.2.1 EMT-TS hybrid dynamic simulation in Opal-RT

A B C D E F G H I J K
1 |BusA Bus B Bus C 1D P_a(kw) Q_a(kvAr) P_b(kw) Q_b(kvAr)P_c (kW) Q_c(kVAr)V(kv)
2 |6.a 6_b 6. c Load_1 12.5 3.1325 12.5 3.1325 12.5 3.1325 7.2
3 21 a 21 b 21 ¢ Load_2 1.5333333 0.3842533 1.5333333 0.3842533 1.5333333 0.3842533 7.2
4 122 a 22 b 22 ¢ Load_3 32.266667 8.0860267 32.260067 8.0860267 32.2606067 B8.0860267 7.2
5 54 a 54_b 54 ¢ Load_4 14.533333 3.6420533 14.533333 3.6420533 14.533333 3.6420533 7.2
6 |50_a 50_b 50 c Load_5 1.4666667 0.3675467 1.4666067 0.3675467 1.4666667 0.3675467 7.2
7 24 a 24 b 24 ¢ Load_6 10.1 2.53106 101 2.53106 10.1 2.53106 7.2
8 6l_a 61_b 61 _c Load_7 1.1333333 0.2840133 1.1333333 0.2840133 1.1333333 0.2840133 7.2
9 63_a 63_b 63_c Load_8 14.2 3.35852 14.2 3.35852 14.2 3.55852 7.2
10 |30_a 30_b 30 c Load_9 33.996667 8.5195647 33.996667 8.5195647 33.996667 8.5195647 7.2
11 |67 _a 67_b 67 c Load_10 2.3566667 0.5905807 2.35666067 0.5905807 2.3560667 0.5905807 7.2
12 |B3_a 83 b 83 c Load_11 5.0660067 1.2697067 5.0666067 1.2697067 5.0666667 1.2697067 7.2
13 |35_a 35 b 35 c Load_12 6.7333333 1.6873733 6.7333333 1.6873733 6.7333333 1.6873733 7.2
14|31 a 31 b 3l c Load_13 9.3 2.33058 9.3 2.33058 9.3 2.33058 7.2
15 |44 a 44 b a4 c Load_14 39.466667 9.8903467 39.4666067 9.8903467 39.466667 9.8903467 7.2
16 |48_a 48 b 43 ¢ Load_15 23.966667 6.0060467 23.966667 6.0060467 23.966667 6.0060467 7.2
17|45 a 45 b 45 ¢ Load_16 34.833333 B8.7292333 34.833333 8.7292333 34.833333 B8.7292333 7.2

Figure 4.9 Microgrid network parameters in excel sheet to be imported to ePHASORsIim
model

Opal-RT offers TS simulation for balanced and unbalanced power systems by the
ePHASORsim software suite. As shown in Figure 4.9, the circuit parameters are prepared

in Excel spreadsheet and can be automatically loaded to the simulation model. Similar to
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the proposed OpenDSS simulation in Chapter 3, EMT-TS hybrid dynamic simulation
illustrated in Figure 4.10 is implemented in Opal-RT to simulate the microgrid circuit.
eMEGAsIm is used to simulate the dynamic model of the energy cells. The dynamics
related to AC quantities in the energy cells are modeled as dynamic phasors such as (4.9)
for ease of interfacing with the network model. Opal-RT allows multi step size simulation
in which ePHASORsim model can be solved in a larger step size than eMEGAsim model.
In this work, a step size of 25 us is used for eMAGAsim model and 200 us is used for
ePHASORsim model. The hybrid simulation saves tremendous computing power needed
compared to the pure EMT simulation so that the system scale which can be simulate in

real-time is increased.

eMEGASsIm
Vd Vq Energy cells lg 1g
(dynamic pahsor model)
Polar to Rectangle
rectangle . to polar
ePHASORsIm
| Microgrid
—
V Oy network | 6,

Figure 4.10 EMT-TS hybrid dynamic simulation in Opal-RT

4.2.2 Controller-hardware-in-loop (CHIL) simulation

L
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Figure 4.11 CHIL simulation of the energy cell
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As shown in Figure 4.11, the proposed energy cell controls are implemented in an
external real-time digital controller to control the smart inverter being simulated in Opal-
RT. The simulation setup based on the real-time digital controller board EZDSP F28335 is
shown in Figure 4.12. The simulated circuit voltage and current values are scaled and
generated at the Opal-RT analog output to be sent to the controller board. The control
signals, namely the gate signals for the smart inverter, are generated at the controller board
PWM outputs to be sent back to the Opal-RT through the Opal-RT digital input ports. A

customized interface board is built for signal conditioning between Opal-RT and the

EZDSP F28335 controller board.

-

Figure 4.12 CHIL simulation setup for validating the inverter local controls
4.2.3 Simulation with remote microgrid central controller

A communication network is needed between the microgrid controller and the
smart inverters at different locations in the microgrid. To simulate the realistic scenario, a
realistic communication network based on Modbus [103] is established in the real-time
simulation testbed. With the communication network, the microgrid controller running on

a remote system can communicate with the smart inverters being simulated in Opal-RT.
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Moreover, real smart inverters which support the same communication protocol can be

included in the testbed through the communication network.

C Modbus Master )
7 .

( Modbus Slave 1 )---1 Modbus Slave n )

Figure 4.13 Modbus based communication network

Modbus is an open source communication protocol which is widely used to connect
electronic devices in many industries. Modbus is supported by many of the commercial PV
inverters from manufacturers such as ABB, SMA and Fronius. It is being used for system
communication in PV power plants. As shown in Figure 4.13, a master-slave
communication structure is proposed where the Modbus master is implemented for the
microgrid central controller and the Modbus slaves are implemented for the local
controllers. The Ethernet based Modbus (Modbus TCP) is used where the master can find
the slaves through IP address. There can be up to 247 slaves in a Modbus communication
network. The master can request data from the slave units and write data to the registers of
slave units. The Modbus slaves are implemented in Opal-RT by using OpModbus and
combined with the energy cell model by connecting the OpModbus block with the
corresponding measurements and control signals. As shown in Table 4.1, a register
mapping is used for both the Modbus master and slaves to identify the data in
corresponding registers. The block diagrams of the implemented Opal-RT models are

given in the Appendix.
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Table 4.1 Energy cell Modbus mapping

Holding - Input - Input i
Registers Description Registers Description Registers Description
Control mode (1: islanded mode, . .
! 0: grid-connected mode) ! ILain A 8 Ppvin kW
R . Ecen in

2 Po in KW 2 214 in degree 9 KWh

3 Qo in KVAr 3 [V4linV

4 o in 0.01 rad/s 4 2V, in degree

5 VoinV 5 Pout in KW

6 Eavg in KWh 6 Qo in KVAr

7 wm in 0.01 rad/s

4.3 A microgrid test case based on IEEE 123 node test feeder

4.3.1 Microgrid configuration

30

L 251
Energy cell 2 49

1 195

Figure 4.14 IEEE 123 node test feeder based microgrid

A microgrid based on IEEE 123 node test feeder has been modeled to demonstrate
the proposed microgrid controls in the real-time simulation testbed. As shown in Figure
4.14, energy cells are put at buses near the locations of voltage regulators in the original

feeder. For simplicity, the voltage regulators are not modeled in the simulation. A Modbus
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slave is modeled for each of the local controllers in the energy cells and the grid
synchronization controller at the grid connection. The connection to the utility grid is

controlled by a switch modeled between bus 150 and 149.
4.3.2 Energy cell specifications

The energy cell specifications are given in Table 4.2. The MV A and voltage ratings
are picked from typical values of commercial grid-connected inverters. The virtual inertia
is calculated based on an inertia constant of 2.5 [107]. The impact of the droop coefficients
and inverter output impedance on system stability has been discussed in [101], however,
the systematic design method of the actual values has not been reported in the literature. In
this work, these values are tuned in simulations to ensure the system stability. Large and
inductive inverter output impedance is preferred to ensure system stability and power
sharing accuracy of the droop controls in low voltage distribution network. The output
impedance of the inverter can be modified without changing the actual grid filter value,
such as the control-based method in which the different inverter output impedance is
achieved by emulating a virtual impedance in the control scheme [108]. For simplicity, the
inverter output impedance is modified by changing the passive grid filter value in the
simulation. To match the system load level in the simulation, the output current of the

inverters is scaled by 10 to represent MW level energy cells at bus 8, 25, 67.

Table 4.2 Energy cell specifications

Power rating Srate 300 kVA
Nominal voltage 480 Vi-L
Droop coefficient mp 5e-3 rad/s/kW
Droop coefficient mgo 5e-2 VIKVAr
Output impedance zo 0.1+j0.8Q
Virtual inertia J 5*Srate/ (2160)?
Nominal storage level Eo Srate * 10 mins
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4.3.3 Controller design

The voltage regulation controller in level 2 control compensates the steady state
error of the system voltage under different load conditions. A step change is applied to the
voltage reference V™ and the response of the system voltage is shown in Figure 4.15. Based
on the step response, the small signal transfer function from the voltage reference to the

system voltage is estimated by

c 415
VoV T s+ 750

(4.13)

1960

1950 |-

1940 -
S 1930
£19020;

1910 -

1900 F

1890 1 L L L 1 L
0.98 0.985 0.99 0.995 1 1.005 1.01 1.015 1.02
Time (s)

Figure 4.15 Step response of system voltage by changing the voltage reference

Considering a transfer function Gc: as the voltage regulation controller, the voltage
regulation loop gain is G., Gy+_,y . By designing the loop bandwidth as 2 rad/s and 90° phase

margin, Gc1 can be calculated as

0.0047s + 3.6
G = — (4.14)

The closed-loop stability needs to be checked considering the impact of communication

delay in the control loop. Assuming the communication delay is 250 ms, the induced phase
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delay at the crossover frequency is less than 30°. The closed-loop system is stable since the

designed phase margin is 90°.

The frequency regulation controller is used to compensate the steady state error of
the system frequency under different load conditions. To design the controller, the transfer
function from the frequency reference to the system frequency is estimated based on the

step response shown in Figure 4.16:

60
oy = 4.15
Go'w s+ 60 (4.15)

378}
377.8+
w
S53776¢
o
= 3774

377.2 1

377 ¢

376.8 ‘ ‘ ‘
0.8 0.9 1 1.1 1.2

Time (s)
Figure 4.16 Step response of system frequency by changing the frequency reference

Assuming the desired loop bandwidth is 2 rad/s and the phase margin is 90°, the calculated

controller transfer function of the frequency regulation controller is

_0.034s +2

c2 —

(4.16)
S

To design the dynamic power sharing controller, the small-signal transfer function
from the power reference P to the inverter power output is estimated based on the step

response shown in Figure 4.17. The estimated transfer function is
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(4.17)

%10°

10 " 12 13

Time (s)

Figure 4.17 Step response of inverter power output by changing the power reference
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Figure 4.18 Small-signal model of the dynamic power sharing loop

As shown in Figure 4.18, the loop tranfer function of the dynamic power sharing loop is
%Gchpup. The loop bandwidth is designed as 0.02 rad/s. The following controller transfer

function corresponds to a phase margin of 60°:

_0.039s + 0.00044

c3 —

(4.18)
S

Gc4

\ 4

Gc3

Ga) *—>w

@

a)syn;

;

qub

Figure 4.19 Small-signal model of the grid synchronization loop

The small-signal model of the grid synchronization loop is shown in Figure 4.19. The

bandwidth of the outter loop is designed as one fifth of the inner loop bandwidth, which is

100



0.2 rad/s. To achieve a 60° phase margin, the grid synchronization controller is designed

as

0.176s + 0.016
Ges = - (4.19)

4.4 Simulation results of IEEE 123 node test feeder configured as microgrid

4.4.1 Grid-connected operation

The grid-connected operation of the microgrid is simulated with the switch between
bus 149 and 150 closed. The total number of the active power load and reactive power load
in the network are 3.4 MW and 1.2 MVAr respectively. In Figure 4.20, a step change of
the active power command from {1000 kW, 800 kW, 500 kwW} to {1200 kw, 800 kW, 500
kW?} is given to the energy cell controllers. In Figure 4.21, a step change of the reactive
power command from {0 kVAr, 0 kVAr, 0 kVAr} to {100 kVAr, 0 kVAr, 0 kVAr} is
given to the energy cell controllers. The simulation result shows a perfect tracking of the

power commands for the energy cells under grid-connected operation mode.

1400 1
—Pgrid
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= —Pcell3
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2
o
o
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=
©
<
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Time (s)

Figure 4.20 Step change of inverter active power output under grid-connected operation
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Figure 4.21 Step change of inverter reactive power output under grid-connected operation

4.4.2 Islanded microgrid operation

System voltage and frequency regulation

The islanded microgrid operation is simulated with the switch between bus 149 and
150 open. In the simulation, the angular frequency and terminal voltage of the inverter in
energy cell 1 (at bus 8) are taken as the measurement for system frequency and voltage
regulation. The load at bus 47, 48, 49, 65 and 76 are firstly switched off and then switched
on in the simulation. The total number of the switching load is 840 kW + 600 kVAr. The
frequency and voltage response of the load step change are shown in Figure 4.22 and Figure
4.23. The corresponding inverter power outputs are shown in Figure 4.24 and Figure 4.25.
As shown in the simulation results, both the system voltage and frequency are well

regulated by the proposed controls.
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Figure 4.22 Inverter angular frequency under system load step change
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Figure 4.23 Inverter terminal voltage under system load step change
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Figure 4.24 Inverter active power output under system load step change
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Figure 4.25 Inverter reactive power output under system load step change

Dynamic power sharing among the energy cells

As shown in Figure 4.26, three different PV generation profiles are used for the
energy cells to demonstrate the dynamic power sharing control. The PV generation profiles
are created based on one-day historical data of three real power plants [102]. The power
values are scaled up to match the system load level. The time scale of the generation data
is compressed 100 times faster (24 hours into 14 minutes) for simulation. The simulation
result of inverter active power output and the energy storage level of the energy cells are
given in Figure 4.27 and Figure 4.28. As seen in the result, the active power sharing among
the energy cells is constantly adapted by the power sharing controller to achieve a balanced
charging/discharging of the energy cells. In the meantime, the reactive power sharing is
adapted based on (4.11) and (4.12). Figure 4.29 shows the waveform of the inverter

reactive power outputs in the simulation.
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Figure 4.27 Inverter active power output varying with PV generation
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Figure 4.28 Cell energy level varying with PV generation
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Figure 4.29 Inverter reactive power output varying with PV generation
Grid synchronization control
The simulation result of the grid synchronization control is shown in Figure 4.30.
In the beginning of the simulation, a 60° phase difference is created between the voltage at
bus 149 and 150 and the grid synchronization loop is deactivated until 60 s. The simulation
result shows that the voltage angle at bus 149 becomes synchronized with the grid in about

1 minute after the grid synchronization loop is activated.

T T
0 ——Vangle-bus 149
——Vangle-bus 150

Bus voltage angle (degree)

-60 \/

_80 | | | | | | | | | |

20 30 40 50 60 70 80 90 100 110 120 130
Time (s)

Figure 4.30 Simulation result of grid synchronization control
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4.5 Dynamic load modeling

The common load models used in system level simulation includes constant
impedance load, constant current load and constant power load. However, these models are
not always suitable in dynamic studies especially when the dynamic interaction of a
specific load type has significant impact on the system response. A famous example is the
stalling effect of air conditioner compressor motors under system faults. The impact of the
air conditioner loads on the proposed inverter based microgrid is explored by including the

dynamic model of air conditioner compressor motors in the simulation.

4.5.1 Modeling of AC compressor motor

Stator Main
Winding (as)
Vbs

Gl
JY 88
Supply _{ }7
Voltage Stator Auxiliary

Run Capacitor Winding (bs)

TKI r

Rotor Main |
Winding (ar)

Figure 4.31 Structure of air-conditioner compressor single-phase induction motor [109]

The structure of air-conditioner compressor single-phase induction motor is shown
in Figure 4.31. It is a permanent-split capacitor motor where a second phase (stator
auxiliary winding) is added to the motor in which a run capacitor is connected in series
with the coil. The auxiliary stator winding current leads the main winding current by 90°.
The equations of the winding voltages with respect to flux linkage and winding currents

can be given as
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rd Ay
dt

Vas dlbs [rS 0 0 0 ] ias
Ups| 1 dt [0 7 0 0 |)ips
Vgr = d/lar +[O 0 Teage 0 J iar (420)
Vbr dt 0 0 0 Tcage Ipr

dlbr

L dt

where rs is the stator winding resistance and reage is the rotor resistance. The flux linkage

vector in (4.20) can be written as

Aas Ly + Ly 0 L, cos @ Ly, Sin@ iy

Aps | _ 0 N?L,, + N’L; —NL,,sin@ NL,,cos@||ips (4.21)
Aar L,cos® —NL,,sin0 Ly+L, 0 lar '
Abr L,sin@  NL,, cosf 0 Ly + L, 1Ly

where L, is the mutual inductance between the stator main winding and the rotor winding,
Ls is the leakage inductance of the stator winding; N is the turns ratio from the stator
auxiliary winding to the stator main winding, 6 is the rotor position relative to the stator

structure. Substitute the flux linkage in (4.20) by (4.21), the voltage equations become

[digs]
dt
Vgs Ly, + L 0 L,,cos8 L, sin@ %
Vps| _ 0 N2L,, + N2L; —NL,,sinf NL, cosf|| at
Var| ™ |Lpmcos® —NLp,sinf Ly +L, 0 dig,
Ubr L, sin@ NL,, cosf 0 L,+L, dt
diy,
L dt |
0 0 —wL,, sin@ WLy, €050 [igs (422)
+ 0 0 —wNL,,cos8 —wNL,,sin0||i,s
—wlL,,sinf —wNL,, cosb 0 0 lar
| wL,,cos8 —wNL,,sinf 0 0 Ipr

O las
Ts lbs
+ 0 0 rmge

cuge
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The stator auxiliary winding voltage can be expressed by the voltage difference between

the stator main winding and the run capacitor:
Vps = VUgs — Vg (4.23)
The equation between the run capacitor voltage and the stator auxiliary winding current is

dvc 1 .

e _ 2 4.24
dt _C's (4.24)

Combining (4.22)-(4.24) and rearrange the equation, the dynamic equation of the

permanent split-capacitor motor is written as

_dias_
dt
dlbs i v
dt [.as-l [ s'l
di,, | Lbs | [Vs |
It = [Asxs] liar|+ [Bsxsl| O | (4.25)
di im} lOJ
br Ve 0
dt
dvc
L dt |
where
[Asxs]
L + Lg 0 Ly cos @ Lysing 07" -7 0 ®Lysin  —wLycosf 0
0 N2(Lp+L;) —NLpsin@ NLpcos6 0 0 -1 WNL,, cos6 @NLpsind —1 (4.26)
=|Lpcos® —NLpsin® Ly +L, 0 0 wlpsing  wNLycos®  —Teage 0 0
Lysin@  NL,, cos6 0 Lp+L, 0 —wLy cos@  wNL,,sinf 0 —Teage 0
L™ 0 0 0 ¢l 0 1 0 0 0
[Lm + Ls 0 L, cosf L, sin@ 0]_1 (4.27)
0 N%(L, + L) —NL,sinf NL,cosf 0
[Bsxsl =|L,,cos6 —NLysin@ Ly +L, 0 0
le sin@ NL,cos@ 0 L+ L, OJ
0 0 0 0 C
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The corresponding dynamic phasor model can be derived based on (3.7) (3.8) and (4.25).
The rotor resistance reage is function of the rotor angular velocity (w):
rr W = W,
Teage = { (4.28)

)
rr(kl—kz—) w < w,

o

where rr is the static rotor winding resistance, ki and k. are the characteristic constants.

The saturation effect of the mutual inductance L is modeled by

Lunsat
_f(a(A—=b)% A>b (4.30)
SQ)_{ 0 A<bh

where a and b are the characteristic constants which can be determined based on the

saturation curve, 1 is calculated by

2 2
PO i (4.31)

Abase

The electro-magnetic torque is calculated by

T, = (Ags — Lgigs)(—igr sin B + iy, cos 6)

(4.32)
— (Aps — N?Lgipg) (igr cOS 0 + ip,- sin B)
The rotor motion equations are given by
dow T,—T,
_ ‘e mech (4-33)

dt H,
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de (4.34)
d_t =w

where Hr is the rotor moment of inertia and Tmech IS the mechanical load torque. As shown
Figure 4.32, the mechanical load torque varies with the rotor position when rotor is

spinning at constant speed. The MATLAB function of the air conditioner compressor

motor dynamic phasor model is given in the Appendix.

+ Mechanical load torque

2Tav

>
»

Time
Figure 4.32 Mechanical load torque at constant speed [109]

4.5.2 Inverter current limiting scheme under fault condition

The air conditioner compressor motor can stall when the terminal voltage drops
below 60% of the nominal voltage, which can be caused by system fault [110]. Once the
motor goes into stall mode, it won’t restart even after the terminal voltage is recovered.
The stalled motor draws a higher current than the normal operation. This phenomenon
could stop the system from recovering after fault is cleared in a network with high
penetration of air conditioner loads. To show the impact of the air conditioner loads on the
inverter based microgrid, a current limiting scheme for the smart inverter to ride through
faults is modeled. Without the current limiting scheme, the inverter is likely to be tripped

off during the fault due to the limited capability of operating under overcurrent condition.
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The current limiting is realized by increasing the output impedance of the inverter
during fault condition. The variable impedance can be realized by external hardware [111]
[112] or the inverter itself [113]. Figure 4.33 shows a fault current limiting scheme added
to the VSG control based on the virtual impedance scheme in [113]. To emulate an

inductive impedance in series with the inverter, a voltage-drop term ey; calculated by

S
ey = Ly; P

vi ml (4.35)

is subtracted from the original voltage reference. p in (4.35) is a high frequency pole which
is included in the real implement of derivative calculation. Expressed with phasors, (4.35)

is written in two-dimension state space form:
x’l _ _p (Uo xl id
[x.z] = o, —p)le)* [l.q] (4.36)

[evid] _ [—Lm-p2 0 ] [xl] N [Lm-p 0 ] [L:d] (4.37)
€yiq 0 —Lvipz X2 0 Lyiplliq
The virtual impedance Lyi is given by

(I = Inax)
kviﬂl'base 1>Imax

Imax
0 1< Ine

L, = (4.38)

where | is the magnitude of the inverter output current and Imax is the threshold value. Lpase
is inductance value by which the inverter short circuit current equals to Imax. ki Is large gain
which limits the inverter output current close to Imax under fault or overloading conditions.
In the end, the maximum L.i value is limited to Lnase. TO avoid confliction between the

controls, the voltage regulation in the level 2 control needs to be disabled.
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Figure 4.33 Fault current limiting based on virtual impedance control

4.5.3 Simulation results

Machine model validation

The parameters in [109] is used to create a dynamic phasor model of the air
conditioner compressor motor, the main parameters are given in Table 4.3. A comparison
with the simulation result obtained from the original machine model [109] is carried out to
validate the accuracy of the developed model. Figure 4.34 shows the simulation results of
the stator main winding current. Figure 4.35 shows the rotor angular speed. In the
simulation, a voltage dip to 40% of the rated voltage is applied to the machine terminal at
10 s. The machine stalls in a very short time after the voltage drop is applied. The machine
terminal voltage is recovered at 10.2 s, however, the machine stays in stall mode and draws
even higher current than that during the voltage dip. As seen in the simulation results, the

developed dynamic phasor model generates very similar results as the original model.
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Table 4.3 Air conditioner compressor induction machine parameters

Rated voltage

Vyated = 230 V

Unsaturated mutual
inductance between stator
main winding and rotor
winding

Lm unsat — 79 58 mH

Rated current

lraed = 23 A

Saturation function
coefficients

a=0511b=0.758

Stator winding leakage

Rated speed Wrated = 377 rad/s inductance Ls=1.33mH
Prated = 5.3 kKW ..
Load power (Tspeed = 6 NM, Tay = Rotor winding leakage Lr=0.53mH
inductance
8 Nm)
Stator windin Turns ratio of stator auxiliary
. g rs = 0.3 ohms winding to stator main N=14
resistance oo
winding
Sta.tlc rotor winding rr = 0.3 ohms Run capacitor C=40uF
resistance
R°t°'f cage resistance ki=5pu k=4 Rotor moment of inertia =0.00273 kgm2
coefficients p.u.

Stator main winding current
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Figure 4.34 Simulation result comparison: stator main winding current under terminal

voltage drop
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Figure 4.35 Simulation result comparison: rotor angular speed under terminal voltage

drop
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Fault response in inverter based microgrid

A single-phase to ground fault on phase A of bus 149 is applied on the IEEE 123
node test feeder microgrid which includes three inverters as shown in Figure 4.14. In the
first case, the original feeder model is used where the loads are modeled by static load
models including constant I, constant Z and constant P loads. The simulation results are
shown in Figure 4.36 and Figure 4.37. The fault is applied at around 3.7 s and is cleared
after 0.2 s. Figure 4.36 shows the phase A output current magnitude of the inverters. The
inverter output current is well limited to the threshold value during the fault which is 277.5
A for all the inverters. Figure 4.37 shows the inverter terminal voltages of phase A. As
shown in figure, the inverter terminal voltages drop to less than 15% of the nominal value
during the fault. The virtual impedance is set to zero after the fault is cleared and both the

current and voltage come back to the values before the fault.
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Figure 4.36 Inverter output current under system fault with constant impedance, constant
current and constant power load
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Figure 4.37 Inverter terminal voltage under system fault with constant impedance,
constant current and constant power load

In the second case, 220 kW load on bus 76 is modeled as the air conditioner load
by using the developed dynamic phasor model. The machine terminal current is scaled to
match the power level. The machine electro-magnetic torque, mechanical torque and the
rotor angular speed following the same fault as the first case are shown in Figure 4.38 and
Figure 4.39. The machine stalls during the fault and stay in the stall mode after the fault is
cleared. The machine terminal voltage and current are shown in Figure 4.40. It shows that
the machine draws four times higher current after the fault is cleared than the normal
condition due to stalling. As shown in Figure 4.41 and Figure 4.42, the inverters continue
to operate under current limiting mode after the fault is cleared to prevent inverter
overloading. As seen in the simulation results, the inverter behaves distinctly different from
the first case where the load on bus 76 is represented by traditional load model. To limit
the inverter output current, the inverter terminal voltage stays lower than 80% of the
nominal value. This undervoltage cannot be recovered unless the air conditioner load on

bus 76 is tripped off.
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In this chapter, the converter based microgrid concept and implementation are
demonstrated with IEEE 123 test feeder in a multi-platform real-time simulation testbed.
The feeder and converter interfaced generators are simulated in Opal-RT by EMT-TS
hybrid simulation method proposed in Chapter 3. A communication network based on
Modbus protocol is developed for the communication between the converter local
controllers being simulated in Opal-RT and a microgrid central controller running as an
independent application software in a remote computer. EZDSP F28335 which can be used
as the actual digital controller platform in converter hardware is included in the simulation

loop by CHIL simulation to control the converter being simulated in Opal-RT. A
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hierarchical converter based microgrid control scheme is proposed to enable the islanded
microgrid operation with voltage/frequency regulation, dynamic power sharing and grid
synchronization functions. The load side dynamic modeling is demonstrated with modeling
the air conditioner compressor single-phase induction machine. The converter response
during system fault is studied with the developed air conditioner load model. The
simulation shows that the air conditioner loads can prevent converter from recovering to
the normal operating mode after the fault is cleared while the static load model does not

cause the same issue.
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CHAPTER 5 Conclusions and future work
5.1 Conclusions

This thesis has covered the design, dynamic modeling and control of power
converters for renewable interface and microgrids. In Chapter 2, a design of high efficiency
high frequency grid-connected inverter is illustrated, with a simple soft-switching
technique. The switching node current of the full-bridge inverter is manipulated at
switching transitions to eliminate or reduce the turn-on loss of the main switches. The
timing control of the auxiliary circuit is studied based on the detailed transient waveforms
and the transition loss calculation. The circuit parameter and controller design of the
proposed circuit is carried out for a 2.4 kW hardware prototype. The prototype circuit is
assembled and tested in hardware experiments. The result shows approximately 2%
efficiency improvement compared to the conventional full-bridge inverter at 400 kHz
switching frequency by adopting the proposed soft-switching technique. The switching
frequency is four times higher than most of the recent full-bridge inverters/PFCs at similar

power level.

In Chapter 3, dynamic simulation of grid-connected converters in large-scale
distribution systems is illustrated. Several phasor extraction methods in EMT-TS hybrid
simulation are introduced and compared. The analysis shows that the dynamic phasor
model based method has the advantage of better simulation numerical stability. Dynamic
simulation of grid-connected converters in large scale distribution systems is implemented
in an open source distribution analysis tool by using DLLs containing the converter

dynamic model. DLLs corresponding to converter model with different control
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configurations are developed based on the derived dynamic phasor models. Various
simulation test cases including unbalanced fault, volt-VVAr control and microgrid operation
have been carried out. The simulations have shown the usefulness of the proposed method

on studying converter dynamics in large distribution systems.

In Chapter 4, the EMT-TS hybrid simulation is extended to real-time simulation of
a converter based microgrid. A hierarchical microgrid control scheme is proposed which
enables the automated control of islanded microgrid with 100% penetration level of
converter interfaced generations. A multi-platform real-time simulation testbed including
Opal-RT, external digital controller board and a remote controller hosting computer is
developed to simulate the microgrid, microgrid controllers and the communication network.
The microgrid operation has been simulated for the IEEE 123 node test feeder with various
test cases including voltage and frequency regulation, dynamic load sharing and grid
synchronization. The load side dynamic modeling has also been carried out by modeling
air conditioner compressor single-phase induction machines. The impact of the air
conditioner loads on the voltage recovery after system fault has been simulated with the
developed load model. The developed microgrid real-time simulation can be used as a
testbed for system level controls of converter based microgrid, as well as converter

response to other types of system contingency.
5.2 Future work

Possible topics for future work in the area of ZVS full-bridge inverter are listed

below:
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Optimization of the filter inductor design considering size and efficiency,
exploring other magnetic materials

Shrinking the converter size by conducting a better thermal design
Building a hardware prototype based on GaN device to further shrink the
converter size and improve the efficiency

Exploring solution for the voltage ringing across the auxiliary switches

Possible topics for future work in the area of large scale real-time simulation of

converter based microgrids are listed below:

Better representation of the network model in EMT system which reflects
the high frequency interactions between the inverter, network and other
inverters

Complete the development of the remote microgrid central controller
Power-hardware-in-loop (PHIL) simulation for including power stage
circuit hardware in the simulation loop such as a commercial inverter

Large scale real-time simulation of converter based microgrids

Possible topics for future work in the area of inverter controls for microgrid

automation are listed below:

Exploring systematic design method to determine the inverter output
impedance and droop coefficients
Robust controller design method considering uncertainty of the network

parameter
Involving system level controls under grid-connected operating mode
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ANALYSIS OF THE TURN-ON TRANSITION WHEN vg>0.5Vyc
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Figure B1 ZVT full-bridge inverter hardware prototype schemat
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Figure B6 ZVT full-bridge inverter hardware prototype circuit board PCB layout: critical
loops
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APPENDIX C

BLOCK DIAGRAMS OF THE MICROGRID OPAL-RT MODEL
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Figure C8 Inverter power stage circuit in CHIL simulation
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APPENDIX D

MATLAB FUNCTION FOR THE DYNAMIC PHASOR MODEL OF SINGLE-

PHASE PERMANENT-SPLIT CAPACITOR MOTOR
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function

[d ias R,d ibs R,d iar R,d ibr R,d vc R,d ias I,d ibs I,d iar I,d ibr I
;d vc I,d w,S next] =

fecn(ias R,ibs R,iar R,ibr R,vc R,ias I,ibs I,iar I,ibr I,vc I,vs R,vs I
,theta,w,wt, S, Load)

wo = 2*pi*60;

Lm unsat = 79.58e-3;
Ls unsat = 1.3e-3;
Lr unsat = 0.53e-3;

rr = 0.3;
Rs = 0.3;
C = 40e-6;
N =1.4;

Tload = 6*Load;

Tav = 8*Load;

Hr = 0.00273;

Vbase = 230;

linkage base = 1.414*Vbase/wo;

Lm = Lm unsat/ (1+S);

Ls = Ls_unsat/ (1+S);

Lr = Lr_unsat/ (1+S);

ias = cos(wt)*ias R-sin(wt)*ias I;

ibs = cos(wt)*ibs R-sin(wt) *ibs I;

iar = cos(wt)*iar R-sin(wt)*iar I;

ibr = cos(wt)*ibr R-sin(wt) *ibr I;

linkage = [Lm + Ls, 0 , Lm*cos(theta), Lm*sin (theta);

0, N*N*Lm + Ls, -N*Lm*sin(theta), N*Lm*cos (theta);
Lm*cos (theta), -N*Lm*sin(theta), Lm + Lr, O0;
Lm*sin (theta), N*Lm*cos(theta), 0, Lm + Lr;]*[ias;ibs;iar;ibr];

linkage am linkage (1) - Ls*(ias);
linkage bm = linkage(2) - N*N*Ls* (ibs);
linkage m = sqrt(linkage (1) *linkage (1) +
linkage (2) *linkage (2))/linkage base;

if (linkage m>0.758)
S next = 0.511*(linkage m-0.758)"2;

else
S _next = 0;
end
Te = linkage am* (-iar*sin(theta)+ibr*cos (theta)) -

linkage bm* (iar*cos (theta)+ibr*sin(theta));

AAA = mod (theta+pi,pi/2);
if (mod(theta+pi,pi)<pi/2)

AAAA = Tav + Tav* (AAA-pi/4)*2/(pi/2);
else

AAAA = -Tav+Tav* (3*pi/4-AAA)*2/ (pi/2);
end
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TLA = (w/wo)* (w/wo)*Tload + AAAA;
T = Te - TLA;
d w = T/Hr;

al = Lm + Ls;
a3 = Lm*cos (theta);
a4 = Lm*sin(theta);

all = Lm + Lr;

if (w<wo)

Rcage = rr* (5-4*w/wo) ;
else
Rcage = rr;
end
inv A = [ -all/(a3"2 + a4"2 - al*all),
0, a3/ (a3”"2 + a4"2 - al*all), ad/ (a3"2 + a4"2 - al*all),

0, -all/(N* (N*a3"2 + N*a4”2 - N*al*all)), -
a4/ (N*a3"2 + N*ad4"2 - N*al*all), a3/ (N*a372 + N*a4"2 - N*al*all), 0;

a3/ (a3"2 + a4”2 - al*all), -ad4/ (N*a3”2 + N*ad4”2 - N*al=*all),
-al/ (a3"2 + a4”2 - al*all), 0, 0;
a4/ (a3”2 + a4”2 - al*all), a3/ (N*a3"2 + N*a4"2 - N*al*all),
0, -al/ (a3"2 + a4"2 - al*all), 0;
0, 0,
0, 0, 1/Cl;
Al = inv_A*[-Rs,0,w*Lm*sin (theta), -w*Lm*cos (theta),0;

0,-Rs,w*N*Lm*cos (theta) ,w*N*Lm*sin (theta), -1;
w*Lm*sin (theta) ,w*N*Lm*cos (theta), -Rcage, 0,0;
-w*Lm*cos (theta) ,w*N*Lm*sin (theta), 0, -Rcage, 0;
0,1,0,0,01;

A2 wo*eye (5) ;

A3 = [Al,A2;-A2,Al];

A4 [inv_A, zeros (5);zeros (5),inv_A];

derivative =
A3*[ias R;ibs R;iar R;ibr R;vc Ryias I;ibs I;iar I;ibr I;vc I] +

d ias R = derivative(l);
d ibs R = derivative (2
d iar R = derivative (3
d ibr R 4
d vc_R = derivative (5)
d ias I = derivative (6
7
8
9
0

)
)7
)
)

Il
Q.
[0)
[
-
<
()]
part
-
<
o

d ibs I = derivative(7);
d iar I = derivative(
d ibr I = derivative(9);

)
)
);
)
)

divcif = derivative (1
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