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ABSTRACT 

Distributed energy resources have experienced dramatic growth and are beginning 

to support a significant amount of customer loads. Power electronic converters are the 

primary interface between the grid and the distributed energy resources/storage and offer 

several advantages including fast control, flexibility and high efficiency. The efficiency 

and the power density by volume are important performance metrics of a power converter. 

Compact and high efficiency power converter is beneficial to the cost-effectiveness of the 

converter interfaced generations. In this thesis, a soft-switching technique is proposed to 

reduce the size of passive components in a grid-connected converter while maintaining a 

high power conversion efficiency. The dynamic impact of the grid-connected converters 

on the power system is causing concerns as the penetration level of the converter interfaced 

generation increases, necessitating a detailed dynamic analysis. The unbalanced nature of 

distribution systems makes the conventional transient stability simulation based on positive 

sequence components unsuitable for this purpose. Methods suitable for the dynamic 

simulation of grid-connected converters in large scale unbalanced and single-phase 

systems are presented in this thesis to provide an effective way to study the dynamic 

interactions between the grid and the converters. Dynamic-link library (DLL) of converter 

dynamic models are developed by which converter dynamic simulations can be easily 

conducted in OpenDSS. To extend the converter controls testing beyond pure simulation, 

real-time simulation can be utilized where partial realistic scenarios can be created by 

including realistic components in the simulation loop. In this work, a multi-platform, real-

time simulation testbed including actual digital controller platforms, communication 

networks and inverters has been developed for validating the microgrid concepts and 
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implementations. A hierarchical converted based microgrid control scheme is proposed 

which enables the islanded microgrid operation with 100% penetration level of converter 

interfaced generation. Impact of the load side dynamic modeling on the converter response 

is also discussed in this thesis.
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CHAPTER 1 INTRODUCTION 

1.1 Grid-connected converters in distribution systems 

Technology advances, environmental concerns and ambitious renewable energy 

standards (RES) have led to an increasing interest in distributed energy resources (DERs). 

Among all DERs, converter interfaced generations (CIGs) utilizing renewable energy 

(wind and solar) or micro-sources (fuel cells and micro-turbines) are experiencing a rapid 

development in distribution systems [1]-[4]. Converters are also used as the interface of 

energy storage, capable of providing some of the grid support features as discussed in [5]-

[8]. Fast evolution of the power electronic converters, mainly from two perspectives - 

semiconductor power devices and real-time controllers, has led to the development of cost-

effective and grid-friendly converters [8]. The power loss of the power electronic 

converters is mainly introduced by the semiconductor power devices. The development of 

wide bandgap semiconductors such as SiC and GaN has resulted in power devices capable 

of operating at higher voltage, higher temperature and higher switching speed than the 

conventional Si based devices [10]. These improved power device properties can lead to 

higher efficiency and higher switching frequency converters where the size and cost of the 

cooling system and passive filter components can be drastically reduced [18]-[20]. The use 

of fast digital controllers makes it possible to implement high bandwidth and complex 

controls for the converters. Several converter control schemes have been proposed and 

successfully implemented in hardware for various control objectives in power system 

applications [10]-[17]. The most common control is in the grid-synchronized mode [10] 

where converter output current is regulated, and the phase is synchronized with the terminal 
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voltage through a PLL. Droop control [11] can be added as an upper level control above 

the grid current control in the grid-synchronized mode when the converter participates in 

grid frequency regulation or provides grid voltage support. Another type of control 

involves the autonomous control of converter based microgrid or UPS systems where large 

generators providing stable frequency and voltage reference are absent [12]-[17]. Instead 

of PLL, P-Q droops are essential components which generate the voltage and frequency 

reference for the converter in this type of controls. 

1.2 Dynamic simulation of grid-connected converters in large scale distribution 

systems 

Many electric utilities have active advanced inverter pilot programs to understand 

the capabilities and technical performance of PV and energy storage converters, and their 

implications to distribution system management, and to determine the most suitable 

methods to control these DERs with manageable and cost-effective communications. As 

the penetration levels of CIGs constantly increase, concerns arise on their dynamic impact, 

such as fault current contribution and voltage violations. Also, as the CIGs assume an 

increasingly significant role in distribution system management with advanced 

autonomous control, the dynamic interactions among the CIGs and between CIGs and 

legacy control and protection devices need to be fully understood and considered in the 

system design. The extreme number of CIGs to be modeled in a large distribution system 

with several thousands of nodes, and the wide range of time scales involved in the different 

dynamic events make the dynamic analysis challenging. 

New methods and high performance, electromagnetic transient (EMT) level 

analysis and simulation tools are therefore needed. Electromagnetic transient programs 
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(EMTP) (PLECS [42], PSCAD [43], MATLAB/Simulink) are capable of modeling a 

power system in detail, and conducting time domain simulations using small time-steps. 

However, a detailed time-domain simulation for a typical distribution system which 

contains hundreds or thousands of laterals and sub-laterals is impractical since it requires 

substantial computational resources. A practical way to simulate such large systems is the 

reduced order simulation where the major part of the system (mainly the network part 

including lines and loads) is simplified while using the detailed model for one or several 

components or areas of interest. This concept can be found in the traditional transient 

stability (TS) simulations [45]-[47] as well as the hybrid of TS and EMT simulations [48]-

[54]. To simplify the network model, the steady state representations (algebraic equations) 

similar to those used in power flow are used. The network is considered to be directly 

passing from one steady state to another and the transient is neglected. The dynamic 

properties of the selected components or areas are retained by using detailed model 

represented by differential equations. This type of simulation is referred to as dynamic 

simulation in the rest of this thesis.  

Dynamic models of various types of devices used in dynamic simulations such as 

synchronous generator, induction machine and more recently CIG are available in the 

literature [55]-[60]. In transmission system level simulations, positive-sequence model is 

used for both the network and detailed component models such as synchronous generator, 

induction machine and CIG. However, models corresponding to unbalanced operation and 

single-phase systems are needed while analyzing distribution systems. This is found to be 

necessary because distribution systems are naturally unbalanced with untransposed lines, 

single-phase laterals and unbalanced loads. An example of such models can be found in 
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[61] where an unbalanced model is derived for synchronous generators to study microgrid 

operation in the distribution system analysis tool GridLAB-D. When the dynamic model 

contains fast changing components, and natural waveform is used instead of phasor, the 

simulation becomes more like a TS-EMT hybrid simulation [48]-[54]. In this type of 

simulation, the main issues are at the interface between the dynamic model and the network 

model, including choosing the equivalent representation of the detailed system and the 

external system, conversion between phasor and natural waveform data, and the interaction 

protocol between the quasi-static simulation (network) and full order dynamic simulation 

(detailed system). Several analytical tools are now available with the capability to analyze 

unbalanced distribution systems such as OpenDSS [44], CYMDIST [62], and GridLab-D 

[63]. Among them, OpenDSS is an open source program which can be used to run various 

types of simulations including steady state, quasi-static, and with suitable dynamic model, 

dynamic simulations [47], [64] and [65]. The dynamic model can be written in dynamic-

link library (DLL) and used by OpenDSS for dynamic simulations. One of the merits of 

using DLL is that it can help protect the proprietary information for the device vendors 

who want to provide the dynamic model of their products. Using DLL also has the 

advantage of scalability, for example, only one DLL is needed when multiple instanced of 

the same devices are in the system. 

1.3 Real-time simulation of power system and power electronics 

A digital real-time simulator, as the name suggests, generates real time accurate 

waveforms at its output that represent the behavior of the system being modeled in the 

simulator. To achieve real-time simulation, the simulator needs to solve the system model 

for one step within the same time length in real world. Thus, the real-time simulation can 



 

5 

easily become a computationally intensive task, which requires large amount of 

computational resources and special techniques of implementing parallel processing. Some 

advantages of using real-time simulation in system design and testing are 

• Reduces development costs by identifying design issues in early stage of the 

process 

• Effective way for controller development 

• Testing costs are reduced and testing results are more repeatable 

• An easier way to conduct tests that are very expensive and risky in real world 

The real-time simulation can be categorized into two different types depending on 

whether external hardware is involved in the simulation setup. The pure software 

simulation doesn’t involve any external hardware, thus the entire system is modeled and 

simulated in the real-time simulator. While in hardware-in-loop (HIL) simulations, external 

hardware is connected to the real-time simulator through its IOs and communication ports. 

The full system is then split into hardware under test (HUT) and rest of the system (ROS) 

in HIL simulation [100]. ROS is simulated in the real-time simulator and produce the real-

time data/waveform for testing the external hardware connected in the loop. HIL simulation 

can be categorized into controller-hardware-in-loop (CHIL) and power-hardware-in-loop 

(PHIL) depending on the type of hardware which is being connected to the real-time 

simulator [78]. In CHIL, real-time controller hardware is connected to the simulator 

through the IOs. Analog or digital signals are transferred between the hardware and 

simulator, and no real power transfer is involved. In PHIL, a system with real power 

involved is simulated while part of the system is simulated in the real-time simulator. A 

power amplifier is needed in the simulation as the interface between the real-time simulator 
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and external power hardware. The high voltage side of the power amplifier needs to sink 

and supply power as it is connected to external power hardware. The low voltage side is 

connected to the real-time simulator to receive the reference signal which changes based 

on the simulated system responds. PHIL is used in the test of power converters, machines 

and other electrical devices. 

Commercial real-time simulators relevant to power systems and power electronics 

study include RTDS [79], Opal-RT [80] and dSPACE [81]. There are also customized real-

time simulators which are built in labs for in house research [82]-[84]. Applications of real-

time simulators in power system design, analysis and test can be found in the literature 

[78]-[99]. The real-time simulator has been used to test the controller for medium/high 

voltage motor drives in [84]-[87]. Hybrid simulation systems based on real-time simulator 

for studying the performance of wind turbines both electrically and mechanically have been 

proposed in [88]-[90]. Hardware-in-loop testing of protection and fault isolation devices 

has been a main application of real-time simulators as described in [92]-[95]. Microgrids 

have been modeled and simulated in real-time simulators for testing physical microgrid 

controllers in [96]-[99]. 

1.4 Thesis organization 

The rest of this thesis is organized as three chapters. In Chapter 2, a high frequency, 

high efficiency grid-connected converter based on full-bridge topology is proposed. The 

operating principle, control and design of the proposed circuit have been introduced. The 

hardware prototype and experimental results are also demonstrated. In Chapter 3, methods 

for dynamic simulation of grid-connected converters in large scale distribution systems and 

their performance are presented. Dynamic phasor model of the grid-connected converter is 
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derived for use in hybrid simulations where the large-scale network model is solved by 

power-flow. Several methods for phasor extraction in the hybrid simulation are introduced 

and compared. The dynamic simulation by using OpenDSS and DLL is presented. In 

Chapter 4, a real-time simulation testbed for validating the operation and controls of a 

converter based microgrid is presented. A multi-platform simulation testbed including 

realistic controller platforms and communication network is proposed based on the Opal-

RT real-time simulator.  



 

8 

CHAPTER 2 High efficiency grid-connected converter 

A dc/ac converter which can operate in all four quadrants such as full-bridge 

converter [17] is needed at the grid side of a bidirectional power conversion system. Figure 

2.1 shows the circuit diagram of the full-bridge converter which consists of four 

semiconductor switches, dc side filter and grid side filter. The grid side filter which is 

placed between the power pole and grid mitigates the high frequency ripple in the grid 

current so that it can comply with the standard IEC 61000-3-2 and IEEE 1547. The 

switching frequency of the converter affects the overall performance of the converter from 

multiple aspects including efficiency, power density and control bandwidth. Higher 

switching frequency is preferred when the power density is a major concern of the 

converter design since the requirement on the grid current filter is reduced [19]-[21]. 

However, as the switching frequency increases, the switching loss associated with turn-on 

and turn-off transition of the switches increases so that the converter efficiency is reduced. 

Moreover, the overall size of the converter might not get reduced by using a very high 

switching frequency because a large heat sink is needed to handle the excessive heat 

generated in the switches. Zero-voltage-transition (ZVT) is a type of soft-switching 

techniques which reduces the power loss associated with the turn-on transition of the 

switches [22]-[33]. The converter efficiency can be improved by applying ZVT technique 

especially under cases where a high switching frequency is used. The electromagnetic 

interference (EMI) generated by the converter can also be reduced by applying such soft-

switching techniques [33] [34]. 
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Lg vg

Q1

Q2

Q3

Q4
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g3

g4

Cdc A

B
Vdc

 
Figure 2.1 Grid-connected converter based on full-bridge topology 

ZVT schemes have been introduced for the full-bridge converter without any 

additional circuit in [22] and [23]. The drawback of this scheme is the required large filter 

inductor current ripple which makes it difficult to design the inductor. ZVT schemes with 

auxiliary circuits have also been introduced for full-bridge converter. The auxiliary 

resonant commuted pole (ARCP) ZVT schemes in [24] and [25] add two separate auxiliary 

circuits to the system to realize zero-voltage-switching (ZVS) turn-on of the main switches. 

The use of split dc-link capacitor causes the voltage balancing issue in this scheme. The 

resonant ac-link converters proposed in [31]-[33] have less components in the auxiliary 

circuit than ARCP converters, however, is only suitable for bipolar PWM modulation 

which adds more requirement on the grid-side filter. There are other types of ZVT auxiliary 

circuit for full-bridge converter including triangular resonant snubber based circuit [26] 

[27], and coupled inductor based circuits [28]-[30]. Although the mechanism of these ZVT 

auxiliary circuits are similar, the exact configuration in terms of where the auxiliary circuit 

is connected to the main circuit are different, which results different overall performance 

of the converter. 

In this chapter, a ZVT scheme is proposed for the full-bridge grid-connected 

converter. A simple auxiliary circuit is added to the main circuit to realize the ZVS turn-
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on of the main switches in the high frequency leg with hybrid PWM modulation scheme. 

In section 2.2, the circuit topology and basic operating principle are introduced. The timing 

control of the auxiliary switches is discussed in section 2.3. The system design of a 3.3 kW 

prototype for the proposed circuit is described in section 2.4. The hardware implementation 

of the prototype and the experimental results are presented in section 2.5. 

2.1 Proposed circuit operating principle 

The circuit diagram of the proposed ZVT full-bridge converter is shown in Figure 

2.2. A LCL filter (L, Cf and Lg) is used as the grid current filter. An auxiliary branch which 

consists of two auxiliary switches (S1 and S2) and an auxiliary inductor (Laux) is connected 

across the converter side current filter L. The drain to source capacitor Cds between drain 

and source of the main switches is shown in the figure since it is needed to explain the 

transient during switching transitions in detail. g1~g4 and gs1, gs2 are the gate signals given 

to the corresponding switches. 

Cf

Lg

L vg

Laux

S1 S2

gS1 gS2

Q1

Q2

Q3

Q4

g1

g2

g3

g4

Cdc A

B

iL

iaux

vcfVdc

 

Figure 2.2 Proposed ZVT full-bridge grid-connected converter 

2.1.1 Hybrid PWM modulation 

One of the main advantages of the proposed circuit is that the hybrid PWM 

modulation scheme can be used. In hybrid PWM modulation, one leg of the full-bridge 
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converter (Q1 and Q2) switches at high frequency while the other leg (Q3 and Q4) switches 

at the line frequency. The gate signals and the corresponding duties in hybrid PWM 

modulation are shown in Figure 2.3. The resulting pole voltage vAB is shown in Figure 2.4. 

 

Figure 2.3 Gate signals of the full-bridge converter in hybrid PWM modulation scheme 

 

Figure 2.4 Converter power pole voltage in hybrid PWM modulation scheme 
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2.1.2 ZVS turn-on realization for the high frequency switches 

1

0

1

0

1

0

1

0

1

0

1

0

iaux

iL

Vds,Q2

g1

g2

g3

g4

gs1

gs2

t0 t1 t2t3 t4 t5 t6 t7 t8  

Figure 2.5 Timing diagram of the ZVT converter in ideal case 

The operating principle of the auxiliary circuit is illustrated by the timing diagram 

shown in Figure 2.5 where the gate signals including those for the auxiliary switches are 

shown for one switching cycle of Q1 and Q2. The commutation states corresponding to 

each of time periods in Figure 2.5 are illustrated in Figure 2.6. Note that the grid voltage is 

positive and the grid current is flowing into point A in the illustration. The filter inductor 

current iL is assumed to be constant in the analysis. The description of each commutation 

state is given as following: 

[t0~t1]: Q1 is on and Q2 is off. Before the ZVS branch is turned on, the main inductor current 

is flowing through the channel of Q1 and Q4. 

[t1~t2]: The auxiliary branch is activated by turning on S2. The auxiliary inductor is charged 

by the voltage Vdc–VCf. By the end of this period, the auxiliary branch current becomes 

higher than the main inductor current so that the current at point A is reversed. 
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[t2~t3]: This state and the following state happen during the deadtime where g1 and g2 are 

both set as low. After g1 is set low, the auxiliary inductor starts to resonate with the drain-

to-source capacitance of Q1 and Q2 until Vds,Q2 reaches zero. The change of the filter 

inductor current can be neglected due to the relatively large inductance. 

[t3~t4]: The current starts to flow through the body diode of Q2 since Vds,Q2 has reached 

zero. The auxiliary inductor starts to be discharged by –VCf. Q2 can be ZVS turned on before 

the auxiliary inductor current drops lower than iL. 

[t4~t5]: Q2 is ZVS turned on and the current flows through the channel of Q2. iaux continues 

to decrease until it reaches zero and is blocked by the body diode of S1. S2 is turned off at 

the end of this period. 

[t5~t6]: During the rest of the duty cycle of Q2, Q2 is on and Q1 is off. 

[t6~t7]: Q2 is turned off. The filter inductor current starts to discharge and charge the drain-

to-source capacitance of Q1 and Q2 respectively until Vds,Q1 reaches zero. 

[t7~t8]: The filter inductor current flows through the body diode of Q1 so that it can be ZVS 

turned on at the end of deadtime. 
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Figure 2.6 Commutation states of the proposed ZVT converter 

As can be seen from the circuit operation, the ZVS turn-on is achieved for the main 

switch Q2 by changing the current direction at point A before Q2 is turned on. The other 

auxiliary switch S1 is needed when the grid current is flowing out of point A to realize the 

ZVS turn-on for Q1. The switching loss in the auxiliary switch is low since both turn-on 

and turn-off of the switch are zero-current-switching (ZCS). However, due to the other 

losses generated by the ZVT scheme, the circuit might need to operate at partial ZVS 
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condition where the drain to source capacitance of the main switch is not fully discharged 

in [t2~t3]. The auxiliary switch timing plays an important role in determining the waveforms 

in the turn-on transition, thus affects the overall loss saving of the ZVT scheme. The impact 

of the auxiliary switch timing on the energy loss in the turn-on transition is analyzed in the 

following section. 

2.2 Timing control of the auxiliary switch for optimized loss saving 

2.2.1 Cases when grid voltage is low 

As shown in Figure 2.7-Figure 2.10, the turn-on transition has different patterns as 

the turn-on timing of the auxiliary switch changes. The grid side voltage is assumed to be 

less than half of the dc side voltage in these cases. It can be shown that there will be no 

more loss saving for Q2 as the ahead time Ta become larger than that in Figure 2.9. The 

turn-on loss of Q2, turn-off loss of Q1 and conduction loss in the auxiliary branch are 

evaluated for case a, b and d to find the relationship between the overall loss saving and 

the auxiliary switch turn-on timing. Case c can be considered as a special case of case b 

where the drain to source voltage of Q2 just drops to zero when its gate signal is turned 

high. The switching loss of the auxiliary switch is not considered since it is not affected by 

varying the turn-on timing of the auxiliary switch. 
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Figure 2.7 Case a of the Q2 turn-on transition when vg<0.5Vdc 

Figure 2.7 shows the first case where the charging time for the auxiliary inductor is 

low so that iaux cannot reach the magnitude of the main inductor current before Q2 is turned 

on. The deadtime between g1 and g2 is assumed to be half cycle of the resonant period of 

the resonance between Cds,Q1, Cds,Q2 and Laux. The resonant frequency can be calculated as: 

𝜔𝑟 = √
1

2𝐿𝑎𝑢𝑥𝐶𝑑𝑠
 (2.1) 

In the period [t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐 (2.2) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) 
(2.3) 

The RMS value of the auxiliary current of this period can be calculated as: 

𝐼𝑟𝑚𝑠1 = √
1

𝑇𝑎
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡2

𝑡1
=

𝐼𝑎𝑢𝑥1

√3
  (2.4) 

where 
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𝐼𝑎𝑢𝑥1 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥
𝑇𝑎 (2.5) 

The resistive conduction loss in the auxiliary branch during this period can be calculated 

by: 

𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥𝑇𝑎 (2.6) 

where Raux is the total resistance in the loop of iaux, including the resistance of the auxiliary 

inductor, on-resistance of the auxiliary switch, ESR of the filter capacitor and damping 

resistor for the LCL filter. Another type of the conduction loss in the auxiliary branch is 

the diode loss of the anti-paralleled diode of S1. With the diode forward voltage VF, the 

diode loss can be calculated as: 

𝐸𝐷1 = 𝑉𝐹
𝐼𝑎𝑢𝑥1

2
𝑇𝑎  (2.7) 

In the period [t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐 − 𝑉𝑑𝑐
𝑡−𝑡2

𝑡𝑟
  (2.8) 

𝑖𝑎𝑢𝑥 = 𝐼𝑎𝑢𝑥1 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡2) −
𝑉𝑑𝑐

2𝑡𝑟𝐿𝑎𝑢𝑥

(𝑡 − 𝑡2)
2 

(2.9) 

The rise time tr is the time needed to turn on Q2 by hard-switching. The auxiliary branch 

resistive conduction loss in this period is: 

𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥𝑡𝑟  (2.10) 

where 



 

18 

𝐼𝑟𝑚𝑠2 = √
1

𝑡𝑟
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡3

𝑡2

 (2.11) 

The diode loss of S1 in this period is: 

𝐸𝐷2 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡3

𝑡2

= 𝑉𝐹 (
𝑉𝑑𝑐 − 𝑣𝑔

2𝐿𝑎𝑢𝑥
𝑡𝑟

2 −
𝑉𝑑𝑐

6𝑡𝑟𝐿𝑎𝑢𝑥
𝑡𝑟

3 + 𝐼𝑎𝑢𝑥1𝑡𝑟) (2.12) 

In the period [t3~t4]: 

𝑣𝑑𝑠,𝑄2 = 0  (2.13) 

𝑖𝑎𝑢𝑥 = 𝐼𝑎𝑢𝑥2 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡3) 
(2.14) 

where 

𝐼𝑎𝑢𝑥2 = 𝐼𝑎𝑢𝑥1 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥
𝑡𝑟 −

𝑉𝑑𝑐

2𝑡𝑟𝐿𝑎𝑢𝑥
𝑡𝑟

2 (2.15) 

The auxiliary branch resistive conduction loss in this period is 

𝐸3 = 𝐼𝑟𝑚𝑠3
2𝑅𝑎𝑢𝑥(𝑡4 − 𝑡3) =

1

𝑡4 − 𝑡3
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡4

𝑡3

𝑅𝑎𝑢𝑥(𝑡4 − 𝑡3)

=
𝐼𝑎𝑢𝑥2

3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔
 

(2.16) 

The diode loss of S1 in this period is: 

𝐸𝐷3 = 𝑉𝐹

𝐼𝑎𝑢𝑥2
2𝐿𝑎𝑢𝑥

2𝑣𝑔
 (2.17) 

The total loss in the auxiliary branch in the entire turn-on transition is the sum of losses in 

each period: 
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𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸𝐷1 + 𝐸𝐷2 + 𝐸𝐷3 (2.18) 

The pole current and drain-to-source voltage at the instant when g2 becomes high 

(Ipole, Vds) have major impact on the turn-on energy loss of Q2. Ignoring the impact from 

other aspects, the turn-on energy loss of Q2 can be expressed as Eon(Ipole, Vds). Thus, the 

turn-on loss of Q2 in the conventional full-bridge converter is Eon(iL, Vdc) (hard-switching), 

while the turn-on loss in this case is reduced to: 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(𝑖𝐿 − 𝐼𝑎𝑢𝑥1, 𝑉𝑑𝑐) (2.19) 

since the pole current is reduced at instant when g2 becomes high be the auxiliary circuit. 

Case b and case c 
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1
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Figure 2.8 Case b of the Q2 turn-on transition when vg<0.5Vdc 
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Figure 2.9 Case c of the Q2 turn-on transition when vg<0.5Vdc 

As shown in Figure 2.8 and Figure 2.9, the auxiliary inductor current is charged to 

the value of iL with larger Ta and starts to resonate with the drain to source capacitor of the 

main switches until g2 becomes high. The minimum value of Ta in this case is: 

𝑇𝑎𝑚𝑖𝑛 =
𝑖𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑣𝑔
 (2.20) 

Since the grid voltage is lower than half of the dc side voltage, vds,Q2 can be fully discharged 

by the resonance. Figure 2.9 shows the special case where vds,Q2 just get fully discharged 

when g2 becomes high. The value of Ta in this case can be calculated as: 

𝑇𝑎𝑚𝑎𝑥 =
𝑖𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑣𝑔
+

cos−1 (
𝑣𝑔

𝑣𝑔 − 𝑉𝑑𝑐
)

𝜔𝑟
 

(2.21) 

Thus, Figure 2.8 shows the scenario where 

𝑇𝑎𝑚𝑖𝑛 < 𝑇𝑎 < 𝑇𝑎𝑚𝑎𝑥 (2.22) 

Like what has been done for case a, the auxiliary branch conduction losses in each of the 

periods in case b are calculated as follows. 
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[t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐 (2.23) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) (2.24) 

𝑡2 − 𝑡1 =
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑣𝑔
 (2.25) 

𝐼𝑟𝑚𝑠1 =
𝑖𝐿

√3
 (2.26) 

𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥(𝑡2 − 𝑡1) =

𝑖𝐿
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3(𝑉𝑑𝑐 − 𝑣𝑔)
 (2.27) 

𝐸𝐷1 =
1

2
𝑉𝐹𝐼𝐿(𝑡2 − 𝑡1) =

𝑖𝐿
2𝑉𝐹𝐿𝑎𝑢𝑥

2(𝑉𝑑𝑐 − 𝑣𝑔)
 (2.28) 

[t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡 − 𝑡2)) (2.29) 

𝑉𝑑𝑠1 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡3 − 𝑡2)) (2.30) 

𝑖𝑎𝑢𝑥 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟
sin(𝜔𝑟(𝑡 − 𝑡2)) (2.31) 

𝐼𝑎𝑢𝑥1 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟
sin(𝜔𝑟(𝑡3 − 𝑡2)) (2.32) 

𝑡3 − 𝑡2 = 𝑇𝑎 −
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑣𝑔
 (2.33) 
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𝐼𝑟𝑚𝑠2 = √
1

𝑡3 − 𝑡2
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡3

𝑡2

 (2.34) 

𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥(𝑡3 − 𝑡2) (2.35) 

𝐸𝐷2 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡3

𝑡2

= 𝑉𝐹 (𝑖𝐿(𝑡3 − 𝑡2) −
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟
2
cos(𝜔𝑟(𝑡3 − 𝑡2)) +

𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟
2
) 

(2.36) 

[t3~t4]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑠1 −
𝑉𝑑𝑐

𝑡𝑟
(𝑡 − 𝑡3) (2.37) 

𝑖𝑎𝑢𝑥 = 𝐼𝑎𝑢𝑥1 +
𝑉𝑑𝑠1 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡3) −
𝑉𝑑𝑐

2𝐿𝑎𝑢𝑥𝑡𝑟
(𝑡 − 𝑡3)

2 (2.38) 

𝑡4 − 𝑡3 =
𝑉𝑑𝑠1

𝑉𝑑𝑐
𝑡𝑟 (2.39) 

𝐼𝑎𝑢𝑥2 = 𝐼𝑎𝑢𝑥1 +
𝑉𝑑𝑠1 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡4 − 𝑡3) −
𝑉𝑑𝑐

2𝐿𝑎𝑢𝑥𝑡𝑟
(𝑡4 − 𝑡3)

2 (2.40) 

𝐼𝑟𝑚𝑠3 = √
1

𝑡4 − 𝑡3
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡4

𝑡3

 (2.41) 

𝐸3 = 𝐼𝑟𝑚𝑠3
2𝑅𝑎𝑢𝑥(𝑡4 − 𝑡3) (2.42) 

𝐸𝐷3 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡4

𝑡3

 (2.43) 

[t4~t5]: 
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𝑣𝑑𝑠,𝑄2 = 0 (2.44) 

𝑖𝑎𝑢𝑥 = 𝐼𝑎𝑢𝑥2 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡4) (2.45) 

𝐼𝑟𝑚𝑠4 =
𝐼𝑎𝑢𝑥2

√3
 (2.46) 

𝐸4 = 𝐼𝑟𝑚𝑠4
2𝑅𝑎𝑢𝑥(𝑡5 − 𝑡4) =

𝐼𝑎𝑢𝑥2
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔
 (2.47) 

𝐸𝐷4 =
𝑉𝐹𝐼𝑎𝑢𝑥2

2
(𝑡5 − 𝑡4) =

𝑉𝐹𝐼𝑎𝑢𝑥2
2𝐿𝑎𝑢𝑥

2𝑣𝑔
 (2.48) 

𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸4 + 𝐸𝐷1 + 𝐸𝐷2 + 𝐸𝐷3 + 𝐸𝐷4 (2.49) 

The turn-on loss of Q2 in this case only contains the capacitive loss since pole current is 

flowing out of point A when gate signal g2 becomes high. The corresponding turn-on loss 

can be expressed as: 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(0, 𝑉𝑑𝑠1) (2.50) 

where Vds1 is calculated in (2.30) which is the drain to source voltage of Q2 when g2 

becomes high. Note that the turn-on loss is fully eliminated in the case shown in Figure 2.9 

where Vds1 equals to zero. 
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Case d 
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Figure 2.10 Case d of the Q2 turn-on transition when vg<0.5Vdc 

Figure 2.10 shows the scenario when Ta is larger than the value given in (2.21). The 

time instant t2 when the auxiliary inductor current reaches iL stays within the deadtime in 

this scenario. The auxiliary current will be higher than iL at the end of the deadtime when 

g2 becomes high. It can be noticed that the waveform of iaux and vds,Q2 in the figure are just 

the shifted waveform of Figure 2.9. Thus, the losses in this case are identical to that of case 

c. However, as Ta keeps increasing, the auxiliary current can be charged to a higher value 

than iL when it surpasses iL before Q1 is turned off. The auxiliary branch conduction loss 

will become higher in this case, however, the turn-on loss of Q2 stays the same. Moreover, 

it will induce turn-off loss in Q1 which does not exist previously since the pole current 

hasn’t been reversed when Q1 is turned off. Based on the analysis, the optimized auxiliary 

switch turn-on timing should be searched in the range given by (2.22). 
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Figure 2.11 Turn-on energy loss of C2M0025120D SiC MOSFET 

The data of the turn-on loss is commonly available in the datasheet of a switch for 

multiple voltage and current conditions. A lookup table can be created from the available 

data based on curve fitting. The turn-on loss curve of the C2M0025120D SiC MOSFET 

extracted from its datasheet is shown in Figure 2.11. Another important type of loss in the 

auxiliary circuit is the core loss in the auxiliary inductor. Knowing a specific inductor 

which is used as the auxiliary inductor, the flux density variation ∆B can be determined 

based on the peak value of the auxiliary branch current during the transition. The 

corresponding core loss can be calculated by 

𝐸3 = 𝐾𝑓𝑒∆𝐵𝛼𝑓𝑠𝑤
𝛽

 (2.51) 

where Kfe, α, β can be determined based on the characteristic curve provided for the 

magnetic core. Considering the main switch turn-on loss, auxiliary inductor copper loss, 

core loss and the diode conduction loss, the combined turn-on transition loss plot with 

respect to the auxiliary switch timing can be generated. Figure 2.12 shows the plot 

generated based on the parameters given in Table 2.1. Note that the turn-on loss of the 
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auxiliary switch is excluded in the analysis since it doesn’t depend on the auxiliary switch 

turn-on timing. 

Table 2.1 Parameters for loss calculations in Figure 2.12 

Auxiliary inductor Laux 440 nH 

Magnetic core of the auxiliary inductor 
13mm×3mm×9mm 

3F36 ferrite core 

Main switch drain-to-source capacitance Cds 220 pF 

Auxiliary branch resistance Raux 100 mΩ 

S1 diode forward voltage VF 1.5 V 

Main switch rise time tr 16 ns 

Dc side voltage Vdc 400 V 

Grid voltage vg 150 V 

Main inductor current iL 7.7 A 

Tamin

Tamax

 

Figure 2.12 Losses in the turn-on transition as Ta increases when vg<0.5Vdc 
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2.2.2 Cases when grid voltage is high 
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Figure 2.13 Turn-on transitions when vg>0.5Vdc 

The scenarios become different when grid voltage is higher than half of the dc side 

voltage. This is because vds,Q2 cannot get fully discharged by the self-resonance as what 

happens in the low grid voltage cases. The scenarios corresponding to different value of Ta 

for the high grid voltages are illustrated in Figure 2.13. The boundaries between cases in 

the figure is: 
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case a: 𝑇𝑎 <
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐−𝑣𝑔
     case b: 

𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐−𝑣𝑔
< 𝑇𝑎 <

𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐−𝑣𝑔
+

𝜋

𝜔𝑟
 

case c: 
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐−𝑣𝑔
+

𝜋

𝜔𝑟
< 𝑇𝑎 <

𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐−𝑣𝑔
+

𝜋

𝜔𝑟
+ √

𝑉𝑑𝑐(2𝑣𝑔−𝑉𝑑𝑐)

(𝑉𝑑𝑐−𝑣𝑔)
2
𝜔𝑟

2
  

case d and e: 𝑇𝑎 >
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐−𝑣𝑔
+

𝜋

𝜔𝑟
+ √

𝑉𝑑𝑐(2𝑣𝑔−𝑉𝑑𝑐)

(𝑉𝑑𝑐−𝑣𝑔)
2
𝜔𝑟

2
 

The losses in each of the scenarios are calculated in the same way as what have been 

presented for the low grid voltage cases. The analytical derivation of each segment of the 

waveforms is given in the Appendix. The turn-on transition loss plot is shown in Figure 

2.14. The boundary points of case c are indicated on the plot. The parameters used for the 

plot are given in Table 2.2. 

 

Figure 2.14 Losses in the turn-on transition as Ta increases when vg>0.5Vdc 

Table 2.2 Parameters for loss calculations in Figure 2.14 

Auxiliary inductor Laux 440 uH 

Magnetic core of the auxiliary inductor 
13mm×3mm×9mm 

3F36 ferrite core 

Main switch drain to source capacitance Cds 220 pF 

Auxiliary branch resistance Raux 100 mΩ 

S1 diode forward voltage VF 1.5 V 

Main switch rise time tr 16 ns 

Dc side voltage Vdc 400 V 

Grid voltage vg 300 V 

Main inductor current iL 15.4 A 
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Figure 2.15 shows the combined loss value for multiple grid voltages. It can be 

found that the optimized cases always stay around the boundary between the cases b and c. 

As shown in Figure 2.14, the turn-on loss of Q2 has been reduced by the self-resonance 

while the auxiliary branch conduction loss is relatively low at this point. It also shows that 

even though the turn-on loss can be further reduced in cases d and f, the total loss becomes 

more because of higher auxiliary branch loss and turn-off loss of Q1. Based on the analysis, 

the value of Ta should be adapting in the line period and expression for the case when the 

converter absorbs power from grid at unity power factor can be written as: 

𝑇𝑎 =
𝑘1 cos(𝜃)

1 − 𝑚 cos(𝜃)
+ 𝑘2 (2.52) 

where θ is the angle of grid voltage. A good guess of the parameters can be evaluated by: 

𝑇𝑎 =
𝐼𝐿 cos(𝜃) 𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑉𝑔𝑝𝑘 cos(𝜃)
+

𝜋

𝜔𝑟
 (2.53) 

by which the circuit operates at the boundary between case b and case c in Figure 2.13 and 

the early stage in Figure 2.10. 

 

Figure 2.15 Loss in the turn-on transition as Ta increases for different grid voltages 
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2.3 System design of a 3.3 kW prototype of the proposed circuit 

The system design of a prototype of the proposed circuit is introduced in this section 

including the grid current filter design, the auxiliary inductor design and the control system 

design. The grid voltage and the dc side voltage of the prototype are 240 Vrms and 400 V 

respectively. The target power rating of the prototype is 3.3 kW. The target switching 

frequency of the main switches in the high frequency leg is 400 kHz. 

2.3.1 LCL filter design 

A LCL filter is used to attenuate the harmonic components in the grid current so 

that the current THD can meet the requirement in standard IEC 61000-3-2 and IEEE 1547. 

The filter parameters are designed by flowing the step-by-step procedure as below: 

1. Decide the value of converter side filter L 

The inductance of the converter side filter can be decided based on the desired 

ripple amplitude in the inductor. Given 30% current ripple tolerance in the first stage of the 

LCL filter, L can be determined by: 

𝑉𝑑𝑐

𝑓𝑠𝑤𝐿
𝑚 sin(𝜔𝑡) (1 − 𝑚 sin(𝜔𝑡)) ≤ 0.3𝐼𝑔𝑝𝑘 (2.54) 

The resulting inductance is 50 uH for the converter side inductor based on the prototype 

specifications. 

2. Designing the resonant frequency of the LCL filter 

The resonant frequency of the LCL filter given as (2.55) should be included in a range 

between ten times the line frequency and half of the switching frequency [35]. Based on 
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the prototype switching frequency, the resonant frequency of the LCL filter is picked as 

130 kHz. 

𝜔𝐿𝐶𝐿 = √
1

𝐶𝑓
(
1

𝐿
+

1

𝐿𝑔
) (2.55) 

3. Determine the current attenuation by the second stage of the LCL filter 

According to [35], the second stage current ripple reduction for the switching 

frequency component by the LCL filter can be evaluated by: 

𝑖𝑔(ℎ𝑠𝑤)

𝑖𝐿(ℎ𝑠𝑤)
≈

1

𝐿𝑔𝐶𝑓|𝜔𝑠𝑤
2 − 𝜔𝐿𝐶𝐿

2|
 (2.56) 

The ratio is designed to be 10% in this case so that the ripple in the grid side current can 

be reduced to approximately 3%. With the constraints given in (2.55) and (2.56), the value 

of Lg and Cf can be finalized, which is 6.8 uH and 0.22 uF. 

2.3.2 Determine the auxiliary inductance value 

As given in (2.1), the inductance of the auxiliary inductor determines the resonant 

speed of the main switch voltage and auxiliary current during the turn-on transition. The 

analysis given in the previous section implies that the loss saving from the ZVT circuit will 

be less if the deadtime of the main switches is too small as compared to this resonant time. 

A special value is 
𝜋

2𝜔𝑟
 which is the shortest time to fully discharge the drain to source 

capacitance of the main switch without excessive auxiliary current among all the cases. It 

can be shown that the losses will always be larger if the deadtime is smaller than this value 

since higher auxiliary current is needed since the main switch needs to get discharged in a 
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shorter time. Thus, the following constraint should be complied to ensure the benefit of the 

ZVT circuit: 

𝜋

2𝜔𝑟
<

0.05

𝑓𝑠𝑤
 (2.57) 

where the deadtime is assumed to be no larger than 5% of the switching period. The higher 

bound of the auxiliary inductance can be calculated as 14 uH based on (2.57) if the switch 

C2M0025120D is used for the main switches. The higher bound of the auxiliary inductance 

can also be determined based on the requirement of continuous conduction mode (CCM) 

operation of the inverter. As the inductance value increases, the duration of the auxiliary 

circuit current becomes a larger portion of the switching period. The current waveform 

becomes equivalent to discontinuous conduction mode (DCM) operation when 

𝐿𝑎𝑢𝑥_𝐶𝑅𝑀 =
𝑚(1 − 𝑚)𝑉𝑑𝑐

𝐼𝑔𝑓𝑠
 (2.58) 

However, the desired auxiliary circuit operation should limit the impact to the normal CCM 

operation as low as possible, thus Laux should be much less than (2.58) so that switch node 

current is only manipulated in a very short duration at the switching transitions. Thus, the 

upper boundary of Laux can be determined by 

𝐿𝑎𝑢𝑥 <
1

5
𝐿𝑎𝑢𝑥_𝐶𝑅𝑀 =

𝑚(1 − 𝑚)𝑉𝑑𝑐

5𝐼𝑔𝑓𝑠
 (2.59) 

The resulting higher bound of Laux is 1.8 uH. The lower boundary of Laux is determined 

from a perspective of the actual control implementation. Given a processor frequency of 

the digital controller fdsp, the lower limit of Laux can be determined by 
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 𝐿𝑎𝑢𝑥 >
5(1−𝑚)𝑉𝑑𝑐

𝐼𝑔𝑓𝑑𝑠𝑝
 (2.60) 

That is, the variation range of the first term of (2.53) in a line cycle is at least five clock 

cycles of the digital controller. Otherwise it is nearly impossible to effectively implement 

the variable turn-on timing by the controller. The lower bound value corresponding to a 

150 MHz DSP frequency is 140 nH. 

 

Figure 2.16 Turn-on loss plot with respect to Laux 

By using the axillary switch timing given in (2.53), the combined turn-on power 

loss (excluding the switching loss of the auxiliary switch) can be evaluated along the 

changing grid side voltage. The flux density variation, winding resistance of the auxiliary 

inductor will change as the inductance value changes. The core loss and conduction loss 

will change accordingly. Given the magnetic core, the maximum auxiliary inductor current 

in the line cycle and the maximum allowable flux density, the number of turns of the 

auxiliary inductor can be determined by 

 𝑛 =
𝐿𝑎𝑢𝑥𝑖𝑚𝑎𝑥

𝐵𝑚𝑎𝑥𝐴𝐶
=

𝐿𝑎𝑢𝑥

𝐵𝑚𝑎𝑥𝐴𝐶
(𝐼𝑔 +

𝑉𝑑𝑐(1−𝑚)

𝐿𝑎𝑢𝑥𝜔𝑟
) (2.61) 

The flux density elsewhere then can be calculated by 
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 ∆𝐵 =
𝐵𝑚𝑎𝑥

𝑖𝑚𝑎𝑥
𝑖𝑎𝑢𝑥_𝑝𝑘 =

𝐵𝑚𝑎𝑥

𝑖𝑚𝑎𝑥
(𝐼𝑔|sin(𝜃)| +

𝑉𝑑𝑐(1−𝑚|sin(𝜃)|)

𝐿𝑎𝑢𝑥𝜔𝑟
) (2.62) 

The winding resistance can be calculated by 

 𝑅𝐿𝑎𝑢𝑥 =
ρ𝑀𝐿𝑇𝑛2

𝑊𝐴𝑘
 (2.63) 

which is part of the auxiliary branch resistance Raux. The combined turn-on transition loss 

then can be calculated as what has been done in the previous section for the entire 

fundamental cycle and integrated to get the total value. As shown in Figure 2.16, the 

optimized Laux is found to be around 400 nH for the given specification. 

2.3.3 Device stress of S1 and S2 

As long as small Laux is used, the current stress of the auxiliary switches can be 

extremely low. The RMS value of the auxiliary branch current can be calculated based on 

the current waveform. Considering the resonance between Laux and the parasitic 

capacitance of S1 and S2 when the corresponding main switch turns off (e.g. when Q2 turns 

off in the positive half cycle), the undamped resonance peak of the auxiliary switch voltage 

can be calculated as 

 𝑉ds,max = 𝑉𝑑𝑐 − |𝑣𝑔| + √(𝑉𝑑𝑐 − |𝑣𝑔|)
2
+ 𝑣𝑔

2 (2.64) 

The worst case happens at the zero-crossing of the input voltage in which the auxiliary 

switch voltage can become as high as twice the output voltage. The actual voltage stress is 

lower considering the damping effect and limited turn-off speed of the main switch. 
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2.3.4 Control system of the converter 

The control system structure of the proposed circuit is shown in Figure 2.17. The 

system is synchronized with the grid voltage through a PLL. The grid current is regulated 

through a current controller. The gate signal for the main switches are generated based on 

the controller output and hybrid PWM modulation. The gate signal for the auxiliary 

switches are generated based on the duty and the timing control described in section 2.3. 

The generation of the auxiliary switch gate pulses based on the calculated timing values is 

illustrated in Figure 2.18. 
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Figure 2.17 Control system of the proposed converter 
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Figure 2.18 Implementation of the auxiliary switch timing 
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The bandwidth of the PLL is designed as 3 Hz with a PI controller and a low-pass 

filter. The transfer function of the controller is: 

𝐺𝑝𝑙𝑙 = (
0.018

𝑠
+ 0.057) (

2𝜋5

𝑠 + 2𝜋5
) (2.65) 

The open loop transfer function of the PLL is 

𝐺𝑜𝑝 =
340

𝑠
(
0.018

𝑠
+ 0.057) (

2𝜋5

𝑠 + 2𝜋5
) (2.66) 

and the corresponding bode plot is shown in Figure 2.19. 

 

Figure 2.19 Bode plot of the PLL 

The current controller includes a PI controller, an active damping feedback and the 

grid voltage feedforward. The active damping technique [36] damps out the resonant peak 

in the current loop which is introduced by LCL filter. The passive damping scheme by 

adding resistance in the real circuit is not used in the design because it will add extra loss 
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to the converter. With the active damping and the grid voltage feedforward, the plant model 

of the current loop becomes: 

[

𝑖𝐿̇
𝑖𝑔̇
𝑣𝐶𝑓̇

] =

[
 
 
 
 
 
 −

𝐾

𝐿
0 −

1

𝐿

0 0
1

𝐿𝑔

1

𝐶𝑓
−

1

𝐶𝑓
0

]
 
 
 
 
 
 

[

𝑖𝐿
𝑖𝑔
𝑣𝐶𝑓

] + [

1

𝐿
0
0

] 𝑦𝑃𝐼 (2.67) 

The bandwidth of the current loop is designed as 1000 Hz. A gain of 0.8 is used for the 

active damping term. The transfer function of the PI controller is: 

𝐺𝑃𝐼 =
5530

𝑠
 (2.68) 

The bode plot of the current loop is shown in Figure 2.20. 

 

Figure 2.20 Bode plot of the current control loop 
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2.4 Hardware implementation and experimental results 

2.4.1 Hardware prototype development 

Table 2.3 Prototype specifications 

Grid voltage (vg) 240 Vrms 

Dc side voltage (Vdc) 400 V 

Converter power rating 3.3 kW 

DC-link capacitor 2000 uF 

Filter inductor (L) 54.8 uH 

Filter inductor (Lg) 6.8 uH 

Filter capacitor (Cf) 220 nF 

Auxiliary inductor (Laux) 440 nF 

Switching frequency 400 kHz 

The proposed circuit has been validated through hardware experiment. A 3.3 kW 

prototype has been built with the specifications given in Table 2.3. The Cree SiC MOSFET 

C2M0025120D is used for both the main switches and auxiliary switches. A SiC schottky 

diode is placed in parallel with each of the switches in order to reduce the diode reverse 

recovery loss. 3F36 ferrite core and litz wire are used to make the main filter inductor. The 

digital controller TI TMS320F28335 is used for implementing the real-time control of the 

circuit. The actual hardware built based on the design is shown in Figure 2.21-Figure 2.23. 

The circuit schematic and PCB layout of the circuit board are given in the Appendix. 

45 mm

 

Figure 2.21 Dimensions of the ZVT full-bridge converter prototype 
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Figure 2.22 Photograph of the ZVT full-bridge converter prototype 

21 mm

 

Figure 2.23 Dimensions of the main filter inductor 

2.4.2 Experiment results 

The line frequency waveforms of the converter operating in the inverter and PFC 

modes are shown in Figure 2.24 and Figure 2.25 respectively. The experimental result 

shows that the grid current is well regulated. The THD of the grid current is less than 5% 

in both cases. Note that the patterns of the auxiliary current are different since the auxiliary 

circuit takes care of the ZVS turn-on for different switches in each case. The gate voltage 

of all the switches in PFC mode are shown in Figure 2.26. As defined by the hybrid PWM 

modulation, Q1 and Q2 switch at 400 kHz while Q3 and Q4 switch at line frequency. The 

auxiliary switch S1 only switches in the negative half cycle for realizing the ZVS of Q1. 

The auxiliary switch S2 only switches in the positive half cycle for realizing the ZVS of Q2. 
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Figure 2.24 Fundamental waveforms in inverter mode 
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Figure 2.25 Fundamental waveforms in PFC mode 
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Figure 2.26 Gate signals for the main switches and auxiliary switches in PFC mode 
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The switching cycle waveforms are shown in Figure 2.27 and Figure 2.28. Figure 

2.27 shows the ZVS turn-on transition which is very similar to Figure 2.9 in the analysis. 

The drain to source capacitance of the main switch is fully discharged before its gate 

voltage is turned high. Thus, the turn-on loss of the main switch is fully eliminated. Figure 

2.28 shows the same waveforms in several switching cycles. It shows that both turn-on and 

turn-off of the auxiliary switch are ZCS. Thus, the switching loss of the auxiliary switches 

is very low even with the same switching frequency as the main switches. The auxiliary 

switches drain-to-source voltage are shown in Figure 2.29. Due to damping effect in the 

circuit, the maximum resonant peak voltage is less than 600 V for the auxiliary switches 

which happens near the peak of the grid voltage. 

Vds,Q2

Vgs,Q2

Vgs,S2

iaux

iL

Vds,Q2(200V/div)

Vgs,S2, Vgs,Q2 (10V/div)
iL, iaux (10A/div)

Time (100ns/div)
 

Figure 2.27 ZVS turn-on transition waveforms 
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Figure 2.28 Switching cycle waveforms 
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Figure 2.29 Auxiliary switch voltage stress 

As shown in Figure 2.30, the converter efficiency has been measured through the 

YOKOGAWA WT3000 power analyzer. The efficiency curve of the proposed circuit and 

the conventional full-bridge converter are shown in Figure 2.31. The results show that the 

proposed circuit has higher efficiency than the conventional full-bridge converter over a 

wide range of operating powers. The peak efficiency of the proposed circuit is obtained at 

2 kW. The circuit efficiency is 98.53% while the conventional full-bridge converter 

efficiency is 96.57%. The total loss is reduced from 68.6 W to 32.88 W which corresponds 

to a 52% loss reduction. A loss breakdown shown in Figure 2.32 and Figure 2.33 illustrates 

the estimated losses for each part of the converter. The total value of the estimated losses 

is close to the measured value in the experiment. 

 

Figure 2.30 Circuit efficiency measurement at 2.4 kW 
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Figure 2.31 Efficiency curve with and without the proposed ZVT technique 

 

Figure 2.32 Loss breakdown of the proposed the circuit and conventional full-bridge 

converter 

 

Figure 2.33 Detailed loss breakdown of the proposed circuit 

The auxiliary switch timing analysis is also validated through experiments. Low 

and high grid side voltage scenarios are emulated by connecting the grid terminal to a dc 
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voltage source. The circuit operates as dc-dc converter in the experiment and the 

efficiencies are measured for different auxiliary switching timings. The efficiency curve 

for low grid side voltage is shown in Figure 2.34. The turn-on transition waveforms 

corresponding to three points on the curve are shown in Figure 2.35 – Figure 2.37. The 

experiment results match with the analysis given in Figure 2.7, Figure 2.9 and Figure 2.10. 

a

b c

 

Figure 2.34 Efficiency vs Ta when Vdc = 400 V vg = 100 V ig = 7.7 A 
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Figure 2.35 Turn-on transition corresponding to point a in Figure 2.34 
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Figure 2.36 Turn-on transition corresponding to point b in Figure 2.34 
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Figure 2.37 Turn-on transition corresponding to point c in Figure 2.34 

The efficiency curve for high grid side voltage is shown in Figure 2.38. The turn-

on transition waveforms corresponding to three points on the curve are shown in Figure 

2.39 – Figure 2.41. The experiment results match with the analysis given in Figure 2.13. 

a

b
c

 

Figure 2.38 Efficiency vs Ta when Vdc = 400 V vg = 300 V ig = 7.7 A 
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Figure 2.39 Turn-on transition corresponding to point a in Figure 2.38 
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Figure 2.40 Turn-on transition corresponding to point b in Figure 2.38 
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Figure 2.41 Turn-on transition corresponding to point c in Figure 2.38 

A comparison with the recent full-bridge based inverter/PFC at similar power levels 

is given in Table 2.4. It is hard to find any full-bridge based inverter/PFC which operates 
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at switching frequency higher than 200 kHz except for critical mode operation (CRM) 

converters. The grid side filter of the CRM converters is larger than the continuous 

conduction mode (CCM) converters such as the proposed scheme with the same switching 

frequency since the converter side current is required to touch zero in every switching cycle. 

Compare with the CCM circuits in Table 2.4, the proposed circuit has pushed the switching 

frequency four times higher, while obtaining comparable circuit efficiency. 

 

Table 2.4 Comparison with recent full-bridge based inverter/PFC 

Circuit 

Power device 

for the main 

switches 

Power 

rating 

Switching 

frequency 

Peak 

efficiency 

Number of 

components 

in auxiliary 

circuit 

Proposed circuit SiC MOSFET 2.4 kW 400 kHz 98.35% 3 

CRM totem-pole 

PFC [38] (2018) 
GaN 1.6 kW 

450 kHz ~ 1 

MHz 
98.7% 0 

CCM totem-pole 

PFC [39] (2018) 
SiC MOSFET 6.6 kW 100 kHz 98.46% 0 

ZVT HERIC 

Inverter [40] 

(2017) 

SJ Si MOSFET 3 kW 100 kHz 97.8 8 

ZVS full-bridge 

inverter [41] 

(2016) 

SuperFET 

SJ Si MOSFET 
3 kw 100 kHz 98.8 3 
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CHAPTER 3 DYNAMIC SIMULATION OF GRID-CONNECTED 

CONVERTERS IN LARGE-SCALE DISTRIBUTION 

SYSTEMS 

In this chapter, the dynamic simulation used to study the performance and stability 

of the grid-connected converters and dynamic impact of CIGs in large scale distribution 

systems is discussed. The phasor extraction methods used in the interface between 

converter dynamic model and phasor network are introduced and compared. Dynamic 

simulations are conducted in OpenDSS for grid-connected converters with IEEE test feeder 

models as well as a detailed model of a real feeder. DLLs which can be used to conduct 

both static and dynamic simulations in OpenDSS are developed for dynamic models of 

grid-connected converter. The functions of DLLs are written based on the derived dynamic 

phasor model of the converter power stage circuit and controller. 

3.1 Dynamic simulation of grid-connected converter by EMT-TS hybrid simulation 

and phasor extraction techniques 

EMT simulation
(natural 

waveform)

Phasor simulation
(Phasor )

Phasor extraction

Waveform recovery

 

Figure 3.1 Data type conversion between EMT and phasor simulations 

Phasors can be used to represent the magnitude and phase angle of fundamental 

frequency components in power system simulations where the fast transients are neglected. 

Power-flow can be solved to get the network solution in a phasor domain simulation which 

saves significant computational resources compared to pure EMT simulation. The 

conventional TS simulation is an example of such type of simulation in which the dynamics 
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of generators can be studied with network model solved by power-flow program. This can 

be done because the dynamic model of synchronous generators is also derived with phasors. 

However, the dynamic model of grid-connected converters is usually created with real 

valued signals, which means results will be generated as natural waveform rather than 

complex phasors. As shown in Figure 3.1, like most of the TS-EMT hybrid simulations, 

the data is required to be translated between phasor and instantaneous values if the 

converter model is interfaced to a phasor network model. As given in [48], the 

instantaneous value can be easily recreated based on the phasors when the reference 

frequency is known. However, the conversion in the opposite direction is more difficult 

where the phasor namely the magnitude and phase angle need to be extracted from the 

instantaneous value. 

Common ways of implementing the phasor extraction are FFT based method [48] 

[49] and curve fitting based method [50]-[52]. They both require data of the instantaneous 

values over a time window (typically one fundamental cycle). Calculating FFT and curve 

fitting also add significant computation burden to the simulation, e.g, the curve fitting 

method in [50] is based on solving least square problem. There are other phasor extraction 

methods such as the rotating frame projection method [50] and instantaneous power based 

method [53] [54]. These methods do not require any historical data of the instantaneous 

values and the calculation involved is simpler compared with FFT and curve fitting 

methods. However, they can only be easily implemented in three-phase systems and cannot 

be used in unbalanced systems. This can be a main drawback in distribution system studies 

since the single-phase converters can be found in distribution system and the system is 

normally unbalanced. An alternative way of solving the data type mismatch is to model the 
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converter dynamics in phasor domain as described in [66]-[71]. The dynamic phasor 

modeling method [69]-[71] represents the system response with time-varying Fourier 

coefficients. The frequency adaptive network modeling method [66]-[68] uses complex 

analytic signal formed by Hilbert transform and frequency shifting to switch the simulation 

type between natural waveform and envelop waveform. Although the theoretical basis 

claimed in these two modeling methods are different, their mathematical implementations 

when modeling some systems are actually the same, including grid-connected converters. 

These modeling methods can be applied for systems with any number of phases. Thus, it 

can be used to model three-phase converters in unbalanced systems, as well as single-phase 

converter which are common in distribution systems. The phasor extraction techniques 

which are mentioned above will be briefly in introduced in this section and a comparison 

will be given in the following section. 

3.1.1 Phasor extraction based on sampled data over a sliding window 

Since the phasor is equivalent to the first order Fourier series coefficient of the 

natural waveform, the phasor can be generated by calculating the fast Fourier transform 

(FFT) on the natural waveform data over a sliding window. With the sliding window length 

of the line frequency cycle and the sampling frequency of Ts, the formula of calculating the 

phasor can be given as 

𝐼𝑅 + 𝑗𝐼𝐼 =
2

𝑁
∑ 𝑖𝑘 cos(𝜔𝑜(𝑡 − (𝑁 − 1 − 𝑘)𝑇𝑠))

𝑁−1

𝑘=0

− 𝑗𝑖𝑘 sin(𝜔𝑜(𝑡 − (𝑁 − 1 − 𝑘)𝑇𝑠)) 

(3.1) 
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where N is the total number of samples in the sliding window. Since the phasor is written 

in rectangular form in the formula, it needs to be converted into polar form which consists 

of the magnitude and phase angle for most of the phasor domain simulations. 

Similar to the FFT method, the magnitude and phase angle can be extracted by 

curve fitting. With N samples of the natural waveform over the line frequency cycle, the 

phasor can be evaluated by 

𝐼𝑅 min
𝐼,𝜃𝐼

∑(√2𝐼𝑐𝑜𝑠(𝜔0𝑡(𝑘) + 𝜃𝐼) − 𝑖𝑘)
2

𝑁−1

𝑘=0

 (3.2) 

where the error between the approximated and original waveform is minimized in the least 

square sense. 

3.1.2 Phasor extraction based on direct-quadrature transformation 

In conventional TS simulation, the abc to dq transformation is used to link the 

generator variables to the positive-sequence phasors of the external circuit. The same 

method can be used in EMT-TS hybrid simulations for balanced three-phase systems or 

when the unbalance can be neglected. The corresponding calculation is given as 

[
𝐼𝑅
𝐼𝐼

] =
1

√2
[
𝐼𝑑
𝐼𝑞

] = 𝑇1 [

𝑖𝑎
𝑖𝑏
𝑖𝑐

] (3.3) 

where  

𝑇1 =
2

3√2
[

cos(𝜔𝑜𝑡) cos (𝜔𝑜𝑡 −
2

3
𝜋) cos (𝜔𝑜𝑡 +

2

3
𝜋)

−sin(𝜔𝑜𝑡) − sin (𝜔𝑜𝑡 −
2

3
𝜋) − sin (𝜔𝑜𝑡 +

2

3
𝜋)

] (3.4) 



 

52 

When a single-phase system needs to be simulated or all of phases in a three-phase system 

need to be modeled, the αβ to dq transformation can be used: 

[
𝐼𝑅
𝐼𝐼

] =
1

√2
[
𝐼𝑑
𝐼𝑞

] = 𝑇2 [
𝑖𝛼
𝑖𝛽

] =
1

√2
[
cos(𝜔𝑜𝑡) sin(𝜔𝑜𝑡)

−sin(𝜔𝑜𝑡) cos(𝜔𝑜𝑡)
] [

𝑖𝛼
𝑖𝛽

] (3.5) 

where the α axis value is the original value in the EMT simulation, the β axis value is a 

virtual parameter which is generated by delaying the original time-domain result in EMT 

simulation by a quarter cycle of the line frequency. 

3.1.3 Complex analytical signal model/dynamic phasor model 

Similar to the dq frame generator model in conventional TS simulations, the single-

phase dynamic model can be represented in phasor domain by using the complex analytical 

signal model/dynamic phasor model. To derive the dynamic phasor model, the original real 

valued variables needs to be replaced by complex phasors. The relationship between the 

phasor and its real valued counterpart is given as (3.6) where Η(x(t)) is the Hilbert 

transform of the original variable. 

( )( ) tj oetxjtxtx
−

+= )()()(  (3.6) 

The transform from real valued variable to complex phasor in frequency domain can be 

illustrated as Figure 3.2 [68]. The frequency spectrum of the signal becomes single-sided 

by adding an imaginary part of its own Hilbert transform. By a following frequency shift, 

the signal’s frequency spectrum is centered at 0 Hz. It means dc components are dominant 

in the phasor model rather than fundamental frequency components unlike the case in the 

original real valued model. It has been reported that larger simulation time-step size can be 
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used to simulate the phasor model compared with the original model [68], which can be 

proved by Shannon’s sampling theorem. The derivative formula of the phasors is given as 

),...,,,...( 11 mnko
k uuxxfxj

dt

xd
+−=   (3.7) 

where  

dt

dx
uuxxf k

mn =),...,,,...( 11  
(3.8) 

x and u are system states and inputs respectively. x  and u  represent the corresponding 

complex phasor. 

|F[x(t)]| |F[x(t)+jH(x(t))]| |F[x(t)]|

 o- o  o- o  o- o  
Figure 3.2 Application of Hilbert transform and frequency shifting 

 

3.2 Comparison of the stability of the simulation using different phasor extraction 

techniques 

A comparison will be made among the FFT, αβ to dq transformation and dynamic 

phasor model based methods for single-phase systems. Note that the abc to dq 

transformation based method for three-phase systems can be considered equivalent to using 

dynamic phasor for single-phase systems. A simple system shown in Figure 3.3 is used for 

the discussion in this section. The EMT simulation contains a voltage source inverter 

followed by a grid side filter. The phasor simulation contains a simple two bus system. 

Infinite bus is not included in the network to emulate a standalone system. 
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Line Load

1 2
EMT simulation Phasor simulation

 
Figure 3.3 A simple system in EMT-TS hybrid simulation 

3.2.1 Derivation of the analytical model of simulation 

Analytical model of the phasor simulation 

1 2L R

C C RL
+ +

LL

 
Figure 3.4 The simple system based on pi-section line model 

As seen in Figure 3.4, the load at bus 2 is modeled as constant impedance and the 

distribution line is represented by the pi-section model. By written the real and imaginary 

part of the phasor separately, the phasor simulation can be represented by the algebraic 

equations: 

[
 
 
 
 
 
 
 
𝑉1𝑅

𝑉1𝐼

𝑉2𝑅

𝑉2𝐼

𝐼1𝑅

𝐼1𝐼

𝐼2𝑅

𝐼2𝐼 ]
 
 
 
 
 
 
 

= 𝑍6×2 [
𝐼𝑖𝑛𝑗𝑅

𝐼𝑖𝑛𝑗𝐼
] =

[
 
 
 
 
 
 
𝑧11

𝑧21
𝑧31

𝑧41
𝑧51

𝑧61
𝑧71

𝑧81

𝑧12

𝑧22
𝑧32

𝑧42
𝑧52

𝑧62
𝑧72

𝑧82]
 
 
 
 
 
 

[
𝐼𝑖𝑛𝑗𝑅

𝐼𝑖𝑛𝑗𝐼
] (3.9) 

where 



 

55 

𝑍6×2 =

[
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 0 𝜔𝑜 0 0 −

1

𝐶
0 0 0

−𝜔𝑜 0 0 0 0 −
1

𝐶
0 0

0 0 −
1

𝐶𝑅𝐿
𝜔𝑜

1

𝐶
0 −

1

𝐶
0

0 0 −𝜔𝑜 −
1

𝐶𝑅𝐿
0

1

𝐶
0 −

1

𝐶
1

𝐿
0 −

1

𝐿
0 −

𝑅

𝐿
𝜔𝑜 0 0

0
1

𝐿
0 −

1

𝐿
−𝜔𝑜 −

𝑅

𝐿
0 0

0 0
1

𝐿𝐿
0 0 0 0 𝜔𝑜

0 0 0
1

𝐿𝐿
0 0 −𝜔𝑜 0

]
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
−1

[
 
 
 
 
 
 
 
 
 
1

𝐶
0

0
1

𝐶
0 0
0 0
0 0
0 0
0 0
0 0]

 
 
 
 
 
 
 
 
 

 (3.10) 

The relationship between the current injection and bus voltage at bus 1 in phasor domain 

then can be written as 

[
𝑉1𝑅

𝑉1𝐼
] = [

𝑧11 𝑧12

𝑧21 𝑧22
] [

𝐼𝑖𝑛𝑗𝑅

𝐼𝑖𝑛𝑗𝐼
] = [

𝑧1 𝑧2

−𝑧2 𝑧1
] [

𝐼𝑖𝑛𝑗𝑅

𝐼𝑖𝑛𝑗𝐼
] = 𝑍2×2 [

𝐼𝑖𝑛𝑗𝑅

𝐼𝑖𝑛𝑗𝐼
] (3.11) 

Analytical model of the EMT-TS simulation based on FFT phasor extraction 

Lf Rf

v*

v
+

FFT Z2X2

recover

V1R

V1I

v1

 
Figure 3.5 Equivalent representation of the EMT-TS simulation based on FFT phasor 

extraction 

 

ConverterNetwork

V

 
Figure 3.6 Representation of the network and dynamic model in the hybrid simulation 
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With FFT based phasor extraction at the interface, the EMT-TS simulation of the 

simple system can be represented by the block diagram in Figure 3.5. This arrangement 

complies with the hybrid simulation illustrated in Figure 3.6 in which the network is 

represented as a variable voltage source in the converter model and the converter is 

represented as a current injection in the network model. The network model is represented 

by the 2 by 2 matrix given in (3.11). The recovery of the instantaneous voltage from the 

phasor is calculated as 

𝑣(𝑡) = √2V𝑅cos(𝜔𝑜𝑡) − √2V𝐼 sin(𝜔𝑜𝑡) (3.12) 

The EMT system can be simply represented by the grid side filter dynamics: 

𝑖𝑓̇ =
𝑑𝑖𝑓

𝑑𝑡
=

1

𝐿𝑓
𝑣∗ −

1

𝐿𝑓
𝑣1 −

𝑅𝑓

𝐿𝑓
𝑖𝑓 (3.13) 

By assuming the number of samples used in the FFT calculation (3.1) is infinite, the FFT 

calculation can be written in s domain: 

𝐼𝑖𝑛𝑗𝑅(𝑠) = 2ℒ(𝑖𝑓 cos(𝜔0𝑡))
60 (1 − 𝑒−

1
60

𝑠)

𝑠
 

(3.14) 

𝐼𝑖𝑛𝑗𝐼(𝑠) = 2ℒ(−𝑖𝑓 sin(𝜔0𝑡))
60 (1 − 𝑒−

1
60

𝑠)

𝑠
 

(3.15) 

where ℒ(∙) is the Laplace transformation. To illustrate the effect of FFT, the EMT system 

is represented in dq frame by including a fictitious β axis EMT system in which all the 

parameters are the same as the original system. The hybrid simulation then can be 
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illustrated as the block diagram shown in Figure 3.7. The dq frame equations of the EMT 

system can be written as 

[
𝑖𝑓𝑑̇

𝑖𝑓𝑞̇
] =

[
 
 
 
 −

𝑅𝑓

𝐿𝑓
𝑖𝑓𝑑 + 𝜔𝑜𝑖𝑓𝑞 −

1

𝐿𝑓
𝑣1𝑑 +

1

𝐿𝑓
𝑣∗

𝑑

−𝜔𝑜𝑖𝑓𝑑 −
𝑅𝑓

𝐿𝑓
𝑖𝑓𝑞 −

1

𝐿𝑓
𝑣1𝑞 +

1

𝐿𝑓
𝑣∗

𝑞
]
 
 
 
 

 (3.16) 

dq frame 

EMT system 
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Figure 3.7 EMT-TS simulation based on FFT phasor extraction represented in dq frame 

 

By writing the equations (3.14) and (3.15) with respect to dq frame variables, the equations 

become: 

𝐼𝑖𝑛𝑗𝑅(𝑠) = ℒ(𝑖𝑓𝑑 + 𝑖𝑓𝑑 cos(2𝜔0𝑡) − 𝑖𝑓𝑞 sin(2𝜔0𝑡))
60 (1 − 𝑒−

1
60

𝑠)

𝑠
 

(3.17) 

𝐼𝑖𝑛𝑗𝐼(𝑠) = ℒ(𝑖𝑓𝑞 − 𝑖𝑓𝑞 cos(2𝜔0𝑡) + 𝑖𝑓𝑑 sin(2𝜔0𝑡))
60 (1 − 𝑒−

1
60

𝑠)

𝑠
 

(3.18) 

The term 
60(1−𝑒−1/60𝑠)

𝑠
 can be considered as taking the cycle-by-cycle average of the terms 

in the Laplace transformation. Thus, the equation can be simplified by neglecting the 

double line frequency terms: 
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𝐼𝑖𝑛𝑗𝑅(𝑠) ≈ 𝑖𝑓𝑑(𝑠)
60 (1 − 𝑒−

1
60

𝑠)

𝑠
 

(3.19) 

𝐼𝑖𝑛𝑗𝐼(𝑠) ≈ 𝑖𝑓𝑞(𝑠)
60 (1 − 𝑒−

1
60

𝑠)

𝑠
 

(3.20) 

Then the simulation can be represented as Figure 3.8. The equations combining the phasor 

network model and FFT phasor extraction can be written as 

𝑣1𝑑(𝑠) = 𝑧1𝑖𝑓𝑑(𝑠)
60 (1 − 𝑒−

1
60

𝑠)

𝑠
+ 𝑧2𝑖𝑓𝑞(𝑠)

60 (1 − 𝑒−
1
60

𝑠)

𝑠
 

(3.21) 

𝑣1𝑞(𝑠) = −𝑧2𝑖𝑓𝑑(𝑠)
60 (1 − 𝑒−

1
60

𝑠)

𝑠
+ 𝑧1𝑖𝑓𝑞(𝑠)

60 (1 − 𝑒−
1
60

𝑠)

𝑠
 

(3.22) 

dq frame 

EMT system 
Z2X2

ifd

ifq

v1d 

v1q 

Cycle-by-cycle 

average

 
Figure 3.8 Equivalent representation of the EMT-TS simulation based on FFT phasor 

extraction 

  

Analytical model of the EMT-TS simulation based on αβ to dq transformation  

The EMT-TS simulation based on αβ to dq transformation can be represented as 

Figure 3.9. The quarter cycle delay can be represented as 

𝑖𝑓𝛽(𝑠) = 𝑖𝑓(𝑠)𝑒
−

1
240

𝑠
 (3.23) 

The transfer function from if to v1 can be derived: 
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𝑣1 = [cos(𝜔𝑜𝑡) − sin(𝜔𝑜𝑡)] [
𝑧1 𝑧2

−𝑧2 𝑧1
] [

cos(𝜔𝑜𝑡) sin(𝜔𝑜𝑡)

−sin(𝜔𝑜𝑡) cos(𝜔𝑜𝑡)
] [

𝑖𝑓
𝑖𝑓𝛽

]

= 𝑧1𝑖𝑓 + 𝑧2𝑖𝑓𝛽 = 𝑖𝑓(𝑠) (𝑧1 + 𝑧2𝑒
−

1
240

𝑠) 

(3.24) 

As seen in Figure 3.9, the bus voltage v1 can be considered as a feedback to the EMT 

system. Combing (3.13) and (3.24), the closed loop transfer function of the EMT-TS 

simulation can be written as: 

𝑖𝑓(𝑠) =

1
𝐿𝑓

𝑠 +
𝑅𝑓 + 𝑧1

𝐿𝑓
+

𝑧2

𝐿𝑓
𝑒−

1
240

𝑠
𝑣∗(𝑠) (3.25) 

Lf Rf

v
*

v
+

delay
Z2X2

recover

V1R

V1I

v1

T2

ifβ  

ifα if 

 
Figure 3.9 Simplified representation of the EMT-TS simulation based on αβ to dq 

transformation 

 

Analytical model of the EMT-TS simulation based on dynamic phasor 

As shown in Figure 3.9, the dynamic phasor model of the EMT system is identical 

to the dq frame model given in (3.16). By combining the network matrix, the complete 

analytical model of the EMT-TS simulation based on dynamic phasor is 

[
𝑖𝑓𝑑̇

𝑖𝑓𝑞̇
] =

[
 
 
 
 −

𝑅𝑓 + 𝑧1

𝐿𝑓
𝜔𝑜 −

𝑧2

𝐿𝑓

−𝜔𝑜 +
𝑧2

𝐿𝑓
−

𝑅𝑓 + 𝑧1

𝐿𝑓 ]
 
 
 
 

[
𝑖𝑓𝑑

𝑖𝑓𝑞
] +

[
 
 
 
 
1

𝐿𝑓
0

0
1

𝐿𝑓]
 
 
 
 

[
𝑣∗

𝑑

𝑣∗
𝑞
] (3.26) 
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dq frame 

EMT system 
Z2X2

ifd

ifq

v1d 

v1q 
 

Figure 3.10 Equivalent representation of the EMT-TS simulation based dynamic phasor 

 

3.2.2 Stability of EMT-TS simulation based on different phasor extraction methods 

The stability of the EMT-TS simulation based on different phasor extraction 

methods is discussed based on the derived analytical models. Note that the system simply 

consists of a voltage source followed by a pass circuit which is stable. However, the EMT-

TS hybrid simulation might generate unstable result as what will be illustrated in this 

section. 

As shown in the derived analytical models, the dynamic phasor based simulation is 

the only one which doesn’t introduce any phase delay to the system. Based on (3.26), the 

closed loop poles of the dynamic phasor based simulation are −
𝑅𝑓+𝑧1

𝐿𝑓
± 𝑗 |𝜔𝑜 −

𝑧2

𝐿𝑓
|. 

It can be shown that z1 is positive when the P load at bus 2 is positive. Thus, the system is 

always stable since the closed loop poles only have negative real part. 

As seen in (3.25), the quarter cycle delay is introduced in the closed loop transfer 

function of the EMT-TS simulation based on αβ to dq transformation by a factor of 
𝑧2

𝐿𝑓
. By 

using the second order Pade approximation, the delay can be represented as 

𝑒−
1

240
𝑠 =

𝑠2 − 1440𝑠 + 691200

𝑠2 + 1440𝑠 + 691200
 (3.27) 

Then the transfer function (3.25) can be written as 
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𝑖𝑓(𝑠)

=

1
𝐿𝑓

(𝑠2 + 1440𝑠 + 691200)𝑣∗(𝑠)

(𝑠 +
𝑅𝑓 + 𝑧1

𝐿𝑓
) (𝑠2 + 1440𝑠 + 691200) +

𝑧2

𝐿𝑓
(𝑠2 − 1440𝑠 + 691200)

 

(3.28) 

The root locus shown in Figure 3.11 is plotted by varying the value of 
𝑧2

𝐿𝑓
. It shows one of 

the closed loop poles can move to the right half plane as |
𝑧2

𝐿𝑓
| increases. This is the scenario 

when Q load at bus 2 is increased as the value of Lf is fixed. 

 
Figure 3.11 Root locus of EMT-TS simulation based on αβ to dq transformation 

 

In the analytical model of the EMT-TS simulation based on FFT phasor extraction, 

phase delay is introduced by the cycle-by-cycle averaging in both d and q axis loops. By 

representing the pure time delay by second order Pade approximation, the state-space 

equations of Figure 3.8 can be written as 
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[
 
 
 
 
 
𝑖𝑓𝑑̇

𝑖𝑓𝑞̇

𝑥1̇

𝑥2̇

𝑥3̇

𝑥4̇ ]
 
 
 
 
 

=

[
 
 
 
 
 
 
 
 −

𝑅𝑓

𝐿𝑓
𝜔𝑜 0

−10.55𝑧1

𝐿𝑓
0

−10.55𝑧2

𝐿𝑓

−𝜔𝑜 −
𝑅𝑓

𝐿𝑓
0

10.55𝑧2

𝐿𝑓
0

−10.55𝑧1

𝐿𝑓

16 0 −360 −168.4 0 0
0 0 256 0 0 0
0 16 0 0 −360 −168.4
0 0 0 0 256 0 ]

 
 
 
 
 
 
 
 

[
 
 
 
 
 
𝑖𝑓𝑑

𝑖𝑓𝑞

𝑥1

𝑥2

𝑥3

𝑥4 ]
 
 
 
 
 

 (3.29) 

where x1, x2, x3, x4 are the internal states from the Pade approximation of the time 

delay. To investigate the impact of network parameters to the system stability, the highest 

real part value among the system eigenvalues is plotted by varying the value of Rf, Lf, z1 

and z2. As shown in Figure 3.12, lower damping of the EMT system will make the system 

unstable. While as shown in Figure 3.13, smaller values of Lf will make the system unstable. 

Both figures show that large values of z1 and z2 will make the system unstable. This is the 

scenario when both P and Q load at bus 2 are low. 

Rf/Lf=25

Rf/Lf=250

Rf/Lf=2500

zero plane

 
Figure 3.12 The highest real part of the closed loop poles of the EMT-TS simulation 

based FFT phasor extraction: Lf = 200 mH 
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zero plane

Lf=800mH

Lf=20mH

Lf=200mH

 
Figure 3.13 The highest real part of the closed loop poles of the EMT-TS simulation 

based FFT phasor extraction: Rf/Lf = 25 

 

The closed loop poles of the system in FFT and αβ to dq transformation based 

simulations are calculated based on the derived analytical models for several cases where 

the load at bus 2 is different. The common system parameters used in the calculation is 

given in Table 3.1.The calculated closed loop poles are plotted in Figure 3.14-Figure 3.17. 

As seen in the figures, the FFT based simulation is unstable in case 1 and case 4; the αβ to 

dq transformation based simulation is unstable in case 3 and case 4; both methods are stable 

in case 2. 

Table 3.1 Other system parameters used in the closed loop pole calculation 

Nominal voltage  7.2 kV 

pi-section line  R = 0.173 Ω L = 1.08 mH C = 4.47 nF 

Inverter grid side filter Lf = 200 mH Rf = 5 Ω 
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Figure 3.14 Case 1: P = 300 kW, Q = 100 kVAr (z1 = 155.72, z2 = -52.17) 

 
Figure 3.15 Case 2: P = 2500 kW, Q = 100 kVAr (z1 = 20.87, z2 = -1.23) 
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Figure 3.16 Case 3: P = 2.5 kW, Q = 2500 kVAr (z1 = 0.19, z2 = -21.14) 

 

 
Figure 3.17 Case 4: P = 300 kW, Q = 400 kVAr (z1 = 62.4, z2 = -83.35) 

 

To validate the result, EMT-TS simulations are conducted through MATLAB and 

OpenDSS. The EMT simulation is emulated by MATLAB script where the integration loop 

is written based on equation (3.13) or (3.16). The phasor extraction methods are also 

implemented in the script to calculate the phasor of the filter current. The network model 



 

66 

is created in OpenDSS to provide the phasor solution of the network. In each integration 

step, OpenDSS is called by the MATLAB script to solve the power-flow to provide the 

newest voltage at bus 1. The filter current calculated in the previous step is used in the 

power-flow. With newest bus voltage, the filter current is updated for the current step based 

on the integration. The communication between MATLAB and OpenDSS is through the 

OpenDSS COM interface. The initial value of the filter current which is a state in the EMT 

model, is set to zero in the simulations. The simulation results corresponding to the cases 

of Figure 3.14-Figure 3.17 are shown in Figure 3.18. It shows that the stability of the 

simulation results match with prediction of the derived analytical models. Based on this 

comparison, the dynamic phasor model based EMT-TS simulation has the advantage in the 

simulation stability perspective as compared with the other two methods. 

Case 1: P=300kW 

Q=100kVAr

Case 2: P=2500kW 

Q=100kVAr

Case 3: P=2.5kW 

Q=2500kVAr

Case 4: P=300kW 

Q=400kVAr  
Figure 3.18 EMT-TS simulation results based on MATLAB and OpenDSS using three 

different phasor extraction methods 
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3.3 Dynamic phasor model of a single-phase grid-connected converter 

The dynamic phasor model of the grid-connected converter has been derived in this 

work to study the dynamics of the converter in large-scale distribution systems. The EMT 

simulation model of a single-phase grid-connected converter is shown in Figure 3.19. The 

dynamic phasor model of the converter is derived based on (3.6) and (3.7). 

g1

g2

g3

g4

i1 i2

vC C

L1 R1 L2 R2

RC
vtVVdc

  

cos

Loop filter
uLF

x3, x4

x5

 ot π/2
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sin

Current 

controller
1/Vdc PWM
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*

Iq
*

i*
d

g1
g2
g3
g4

vt

i2

  

PLL

x1, x2

(a)

(b)  

Figure 3.19 A single-phase grid-connected converter model [72]:  

(a) power stage circuit (b) controller structure 

Based on (3.7), the phasor equations of the LCL filter in the figure can be derived 

as: 
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The converter terminal voltage tv  is considered as the input of the phasor state-space model. 

The converter output current 2i  is considered as both the state and output of the phasor 

model. 

A proportional-resonant (PR) controller is modeled for the current controller to 

eliminate the steady state error of tracking the sinusoidal reference. The transfer function 

of the PR controller can be written as 

( )
( )2

*

2
6026.0

ii
ss

sK
Kd R

P −










++
+=


 (3.33) 

where KP and KR are the proportional gain and resonant gain respectively. Based on (3.7) 

and the corresponding state-space representation of the transfer function, the phasor 

equations of the current controller can be derived as 

2

*

211
1 6.2776.0 iixxxj

dt

xd
o −+−−−=   (3.34) 

12
2 512 xxj

dt

xd
o +−=   (3.35) 

( )( ) dcPR ViiKxKd /2

*

1 −+=  (3.36) 

where 1x  and 2x  are the phasors corresponding to the internal states of the PR controller. 

The voltage at the switching pole can be expressed as the following equation by using the 

average model of the PWM converter. 

( )2

*

1 iiKxKdVe PRdc −+==  (3.37) 
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States x3 and x4 in the PLL shown in Figure 3.19 come from a loop filter for filtering 

out the double frequency component from the input and an integrator for compensating the 

steady state error between the PLL output and the terminal voltage phase angle. The 

transfer function of such a second order loop filter can be given as 

( )
( )9.46

37.37.4

+

+
=

ss

s
GLF

 (3.38) 

where the bandwidth of the filter is set as 2Hz. Together with state x5 in the figure, the 

state-space equations are given as 
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(3.39) 

To simplify the model and the model dc component dominant, the double frequency 

component can be neglected from the loop filter input as the following expression 
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 (3.40) 

The equations of PLL are derived with the original real valued variables. However, the 

PLL output will be used to calculate the phasor of the current reference, as follows. 

)sin()cos(
***  qd IIi −=  

(3.41) 
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3.4 Dynamic simulation of grid-connected converters in large unbalanced distribution 

systems using OpenDSS 

3.4.1 Dynamic simulation in OpenDSS by using DLLs 

Network

(modeled in OpenDSS)

1-ph CIG3-ph CIG DLL

DLL

DLLEnergy 

Storage

DLL

D-STATCOM

 
Figure 3.20 Dynamic simulation using DLL in OpenDSS 

 

As shown in Figure 3.20, the dynamic model can be written in dynamic-link library 

(DLL) and used by OpenDSS for dynamic simulations. One of the merits of using DLL is 

that it can help protect the proprietary information for the device vendors who want to 

provide the dynamic model of their products. Using DLL also has the advantage of 

scalability, for example, only one DLL is needed when multiple instanced of the same 

devices are in the system. 

In OpenDSS, current carrying circuit elements including lines, reactors, capacitors 

and transformers are represented by primitive Y matrix. The power conversion elements 

such as CIGs are represented as compensation currents at the corresponding node. Figure 

3.21 shows the system equivalent circuit of dynamic simulation in OpenDSS. In the 

network model, a CIG is represented as current injection or impedance at the corresponding 

node depending on whether the terminal current is modeled as a state in the CIG model. In 
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the CIG model, the external network is represented as variable voltage source at the output 

terminal. 

The DLL structure including the interface with OpenDSS has been defined by the 

OpenDSS developers and can be found on the OpenDSS website [44]. As shown in Figure 

3.22, Init (initialization), Calc (algebraic equations) and Integrate are the major functions 

where the device model is contained. Function Calc calculates the current injection to the 

network; it also calculates other internal variables of the CIG that are related to the terminal 

voltage with just algebraic equations. If the CIG terminal current is modeled as a state, the 

value updated in function Integrate will be used. If the relationship between terminal 

voltage and current is governed by just algebraic equations, the corresponding equations 

are written in function Calc to be used in the iterations for solving the node voltage. The 

integration of state variables happens in the function Integrate. The predefined integration 

method in OpenDSS is the two- step predictor-corrector method. The calculation of the 

state incremental value at each integration step is based on the differential equations (state 

space equations) derived from the CIG model. Function Init is used for the model 

initialization at the beginning of the dynamic simulation. 

CIGNetwork

V

CIGNetwork

V

(a)

(b)
 

Figure 3.21 Representation of the network and dynamic model in OpenDSS: 

(a) CIG represented as current source (b) CIG represented as impedance 
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Figure 3.22 Interaction between OpenDSS and the main functions in DLL 

Steady state model

(DLL)

Calculate new guess 

of node voltages
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I
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Figure 3.23 Solving power-flow by using the steady state model in DLL 

 

At each time-step, the updated state values are sent to function Calc as shown by 

Step 1 and are kept as constants during the iteration in Step 2. After the network solution 

converges, in Step 3, the variables calculated in function Calc are sent back to function 

Integrate as the input of the state space equations. Function Init is called at the beginning 

of the dynamic simulation to determine the initial values of all of the states based on the 

terminal voltage. The terminal voltage at the start of each time-step comes from the latest 

power-flow result, which means that in order to get the terminal voltage value for the very 

first time-step, the system has to be solved in power-flow mode before the simulation goes 

into dynamic mode. As shown in Figure 3.23, a steady state model of the device is also 

stored in the DLL so that it can also be used in steady state and quasi-static simulations. 

DLLs have been developed for CIG based on the dynamic phasor model derived in 

Section 3.4. The derived equations are used to write the Integrate. The equations for the 

steady state model and function Init are derived by setting the derivative of the state 
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variables to zero. Simulations have been conducted with small and large distribution 

system models. No calculation is needed in function Cal in this case since the terminal 

current is modeled as a state. A comparison is given between the result of OpenDSS and 

PLECS [42] for a small test system to validate the accuracy of the developed DLL. 

3.4.2 Validation in IEEE 13-node test system 

To validate the developed DLL of CIG model, a dynamic simulation is conducted 

in OpenDSS for the IEEE 13-node test system model which can be found in the OpenDSS 

website. The single-phase CIG is installed at phase A of bus 675 through a step-down 

transformer. The CIG is let controlled to generate both active and reactive power. The 

voltage and current at the CIG terminal and one of the remote lines in the system are 

monitored. Time domain results are generated to show the dynamic changes in currents 

and voltages as a step change is given to the CIG current command. The same system is 

also modeled in PLECS to conduct the full detailed EMT simulation. In PLECS, pi-section 

model is used for modeling the lines. The constant current and constant PQ loads in the 

system are modeled by variable current source synchronized with the bus voltage through 

a high bandwidth PLL. The instantaneous value of the currents and voltages from the EMT 

simulation are compared with the phasor results of the dynamic simulation in OpenDSS. 

In the simulation, the current reference Id
* is changed from 0 to 1021 A at 1s, which 

corresponds to 200 kW at the rated voltage of 277 V. The current reference Iq
* is kept as -

510 A which corresponds to 100 kVAr of reactive power delivery. The voltage and current 

waveforms of the CIG terminal are shown in Figure 3.24 and Figure 3.25. The phasor 

results from OpenDSS can also be converted into instantaneous values by assuming the 

phase angle of the rotating reference frame. Figure 3.26 shows the instantaneous values 
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corresponding to Figure 3.24. Again, it shows a good agreement between the OpenDSS 

and PLECS results. The phase A voltage and current of the sending end of line 632-671 

(bus 632) are shown in Figure 3.27 and Figure 3.28. Since OpenDSS does calculation in 

RMS values, the magnitude values from OpenDSS are multiplied by √2 before generating 

the plots in order to match the phasor results with the envelope of the sinusoidal waveforms. 

As shown in the figures, the dynamic simulation result shows a good match with the EMT 

simulation result. The simulation times of these two software are given in Table 3.2. The 

simulation time is 60% smaller than in PLECS even for the simple system considered. The 

advantages will be more striking for the larger systems where it may not be practical to 

simulate using PLECS. 

 
Figure 3.24 Comparison of proposed method and PLECS time domain simulation: CIG 

current during a step change in Id
* 

 



 

75 

 
Figure 3.25 Comparison of proposed method and PLECS time domain simulation: CIG 

terminal voltage during a step change in Id
* 

 
Figure 3.26 Instantaneous value of CIG current: OpenDSS vs PLECS 

 

 
Figure 3.27 Comparison of proposed method and PLECS time domain simulation: line 

current during step change in Id
* 
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Figure 3.28 Comparison of proposed method and PLECS time domain simulation: bus 

voltage during step change in Id
* 

 

Table 3.2 Simulation time comparison 

CPU model: Intel Core i7-6700 @ 3.4 GHz 

Length of the simulation: 2 s  

Simulation time-step size: 5 us 

Simulation time 

Dynamic simulation by OpenDSS EMT simulation by PLECS 

28 s 67 s 

Three phase CIG models have also been developed based on the derived equations. 

A commonly seen three-phase PLL as shown in Figure 3.29 is modeled instead of the 

single-phase scheme. Figure 3.30 shows the CIG current waveform when a single-phase to 

ground fault is applied to the primary side of the transformer. The OpenDSS phasor result 

is converted to instantaneous value to compare with the result obtained in a detailed time 

domain simulation in PLECS. Both simulations show the same result where the inverter 

regulates the current at the maximum allowable value. The current distortion is caused by 

the double frequency noise at the PLL output when the three-phase voltage is unbalanced. 

Figure 3.30 also shows the waveform obtained by using conventional positive-sequence 

inverter model in OpenDSS. It shows that the developed CIG model is able to be used in 
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unbalanced cases while the conventional positive-sequence inverter model can only 

generate balanced result. 

abc
dq

Vt

Loop 

Filter

ωo

 
v(a,b,c)

uLF

 
Figure 3.29 Three-phase SRF-PLL 

 
Figure 3.30 Comparison with PLECS time domain simulation and positive sequence 

model: three-phase CIG response to single-phase fault 
 

As stated in [75], the CIG behavior when connected to a weak grid is greatly 

affected by the PLL dynamics. Moreover, under islanded condition, which is the extreme 

case of weak grid, the PLL frequency will start to drift away from the nominal value for 

most of the load conditions. This mechanism has been used in many of the islanding 

detection schemes in the grid-connected converters [76]. To show that the PLL dynamics 

have been properly included in the CIG model, a test case is conducted by opening the 

switch between bus 671 and 692. Figure 3.31 shows the simulation results of the PLL 

frequency from OpenDSS and PLECS. The switch is opened at 1 s which makes the branch 

with CIG under islanded condition. Both OpenDSS and PLECS show similar result in 

which the PLL frequency starts to decrease after the switch is opened. The results of 

OpenDSS and PLECS are slightly different when PLL frequency becomes significantly 
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lower than the nominal value since the OpenDSS does not take the change of load and line 

impedance with respect to frequency into account. 

 
Figure 3.31 PLL frequency after disconnecting the feeder from the grid 

 

3.4.3 Volt-VAr control implementation in a large, real feeder 

As shown in Figure 3.32, the network model of the distribution system located in 

Flagstaff, AZ is modeled in OpenDSS based on the provided GIS data [73]. In this test 

case, two 700 kW PV systems as well as over 100 residential PV system with small power 

ratings are modeled in the system by using the developed CIG DLL. The three-phase PVs 

are represented by three single-phase CIG DLLs installed on three phases. The volt-VAr 

control [74] is added to the CIG model to adjust the reactive current reference based on the 

terminal voltage magnitude. 

A snap shot simulation is initially conducted to obtain the steady state voltage 

profile along the feeder as shown in Figure 3.33. As seen, without the volt-VAr control, 

over-voltage happens on certain lines under the impact of PV contribution. Figure 3.34 

shows the dynamic simulation result where the volt-VAr function are enabled for all of the 
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PVs modeled in the system at 2 ms. As seen, the feeder voltages gradually dip after the 

volt-VAr function is enabled, and no over-voltage is seen after 2.4 ms. 

 
Figure 3.32 OpenDSS model of the distribution feeder in Flagstaff, AZ 

 

 
Figure 3.33 Voltage profile along the feeder in snapshot simulation 
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Figure 3.34 Voltage profile changing with time in dynamic simulation 

 

3.4.4 CIG based microgrid control in IEEE 123-node test feeder 

In CIG based microgrid operation, a feeder is energized by both the substation and 

the installed CIGs. Dynamic simulations are needed to evaluate the performance of the 

controllers during grid-connected and grid-islanded modes. Hence, DLL based on the CIG 

control structure shown in Figure 3.35 is developed based on the corresponding dynamic 

phasor model. The IEEE 123-bus test feeder model available in OpenDSS is used in this 

test case. Three CIGs are added to the system at bus 1, bus 7, and bus 47 respectively. 

With microgrid mode controller, the frequency and magnitude of the CIG output 

voltage are constantly adjusted by the CIG controller based on a set of P-f and Q-V droop 

characteristics. The breaker near the substation is opened at 1s. The simulation results are 

shown in Figure 3.36-Figure 3.38. As shown in Figure 3.36, before the breaker opens, the 

CIGs supply active power based on their ratings. After the breaker opens, the lost 

generation due to the lack of the main grid is picked up by the CIGs based on the P-f droop 

characteristics. With the same droop coefficients and power ratings, the total loads are 

shared equally among three of the CIGs. As shown in Figure 3.37, the reactive power 
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outputs are different among the CIGs. This is expected since the CIGs are installed at 

different locations in the system causing the impedance seen by each CIG at its terminal as 

well as the voltage to be different. Figure 3.38 shows the reference frequency of one of the 

CIGs, which droops as the active power output increases with a transient lasting 

approximately 0.5 s. 
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Figure 3.35 Droop based microgrid control of single-phase CIG 

 

 
Figure 3.36 Active power outputs from the CIGs in the 123-bus test feeder by 

disconnecting the grid at 1 s 

 
Figure 3.37 Reactive power outputs from the CIGs in the 123-bus test feeder by 

disconnecting the grid at 1s 
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Figure 3.38 CIG frequency change after islanding 

3.4.5 Discussion 

As described in the literature [48]-[54], the dynamic mode simulation in OpenDSS 

has two issues in simulating the CIG. The first issue is that the same time-step size is used 

for solving the network and detailed model. However, it is reasonable to use a larger time-

step size to solve the network when the time-step size needed by the detailed model is very 

small (e.g. 5 us used in the IEEE 13-node test system simulation). Unfortunately, OpenDSS 

doesn’t support different time-step sizes in the simulation. The second issue is the less 

accurate equivalent circuit of external network used in the dynamic model. Equivalent 

impedance other than the ideal source has been recommended to be included in the 

representation of the external network to increase the model accuracy. The multi-port 

impedance network in [77] can be used when there are more than one CIGs in the system. 

This requires some information to be shared among several CIG models, which is not 

supported by using DLL. A possible solution to implement multi time-step sizes simulation 

and the equivalent multi-port impedance network is by using the COM interface with 

MATLAB provided in OpenDSS. 
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CHAPTER 4 REAL-TIME SIMULATION OF A MICROGRID 

POWERED BY CONVERTER-INTERFACED GENERATORS  

In this chapter, a real-time simulation of an inverter based microgrid is 

demonstrated. The proposed microgrid is powered by energy cells consisting of renewable 

energy resource, energy storage and inverter interface. A hierarchical control including a 

microgrid central controller and inverter level local controllers is proposed for the 

microgrid. The proposed controls including the communication between the central 

controller and local controllers are simulated in a multi-platform, real-time simulation 

testbed based on Opal-RT, EZDSP F28335 and Modbus communication protocol. The 

concept of EMT-TS hybrid simulation in Chapter 3 is used to build a large-scale system 

for real-time simulation in Opal-RT. Other than the dynamic modeling of the inverters, 

load side dynamic modeling is also included by modeling the air conditioner compressor 

single-phase induction motor. 

4.1 Hierarchical control of CIG based microgrids 
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Figure 4.1 The physical layer and control structure of a microgrid 
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Figure 4.1 shows the structure of a microgrid which is powered by energy cells 

consisting of PV generator and energy storage system. The energy cells are connected to 

the microgrid network through a smart inverter which controls the active and reactive 

power injected to the microgrid. The microgrid is connected to the utility grid at one point 

and can become an islanded grid by breaking the connection. Each energy cell contains a 

local controller which communicates with the microgrid central controller through a 

communication network. For better system reliability, a hierarchical control structure can 

be used in which the commands from the upper level controls don’t significantly impact 

the stability of the control loops in the lower level. For example, the energy cell local 

controllers should be able to operate under temperate loss of the communication with the 

central controller. Literature [104] and [105] have suggested a standard hierarchical control 

structure for the converter based microgrid. By modifying the suggested control structure, 

a three-level control scheme is proposed for the real-time simulation of the CIG based 

microgrid. Level 1 control establishes the AC voltage with multiple inverters in the 

network, without confliction. Level 2 control provides the voltage and frequency regulation 

which compensates the voltage/frequency variations with respect to different load 

conditions in the level 1 control. Level 2 control also provides the power sharing 

adjustment among the energy cells. Level 3 control is used for grid-connected operation 

when the system is connected to the utility grid. 
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4.1.1 Level 1 control 
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Figure 4.2 Virtual synchronous generator control 

The level 1 control is proposed based on the virtual synchronous generator (VSG) 

control in [101]. The block diagram of the VSG control is given in Figure 4.2. The smart 

inverter controls its terminal voltage such that the dynamic response of a synchronous 

generator is emulated. In such a way, multiple inverters can coexist in an islanded network 

without an infinite bus; droop method can also be used to control the load sharing among 

the VSGs as how a synchronous generator is controlled. 

In the VSG control scheme, the motion of the synchronous machine is emulated to 

provide the inverter a virtual inertia. The angular speed of the virtual rotor namely the 

frequency of the inverter side voltage is determined by the swing equation: 

𝐽𝜔𝑚

𝑑𝜔𝑚

𝑑𝑡
= 𝑃𝑖𝑛 − 𝑃𝑜𝑢𝑡 (4.1) 

where J is the virtual inertia, Pin is virtual shaft power given by the governor, Pout is the 

inverter active power output. The inverter output power can be calculated with the 

corresponding phasors: 
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𝑃𝑜𝑢𝑡 = ∑ 𝑣𝑝𝑑𝑖𝑝𝑑 + 𝑣𝑝𝑞𝑖𝑝𝑞

𝑝=𝑎,𝑏,𝑐

 (4.2) 

where vd, vq, id, iq are the phasors of inverter terminal voltage and current in direct and 

quadrature axes. The virtual governor is a droop controller which determines the virtual 

shaft power based on the frequency ωm: 

𝑃𝑖𝑛 = 𝑃∗ + (𝜔∗ − 𝜔𝑚) 𝑚𝑝⁄  (4.3) 

where P* is the reference value of the energy cell power output, mp is the droop coefficient, 

ω* is the system reference frequency. The inverter reactive power output is regulated by a 

voltage droop: 

𝐸 =  𝑉∗ + 𝑚𝑞(𝑄
∗ − 𝑄𝑜𝑢𝑡) (4.4) 

where V* is the voltage reference of the inverter, Q* is reactive power reference of the 

energy cell, mq is the droop coefficient. The inverter reactive power output Qout can be 

calculated by 

𝑄𝑜𝑢𝑡 = ∑ 𝑣𝑞𝑝𝑖𝑑𝑝 − 𝑣𝑑𝑝𝑖𝑞𝑝

𝑝=𝑎,𝑏,𝑐

 (4.5) 

The instantaneous inverter side voltage is 

𝑒𝑎 = 𝐸 cos(𝜔𝑚𝑡) 

𝑒𝑏 = 𝐸 cos(𝜔𝑚𝑡 − 2𝜋 3⁄ ) 

𝑒𝑐 = 𝐸 cos(𝜔𝑚𝑡 + 2𝜋 3⁄ ) 

(4.6) 
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Assuming the rotating angle of a common network reference frame is ωot, the inverter side 

voltage in the common reference frame can be derived as 

[
𝑒𝑎𝑑

𝑒𝑎𝑞
] = [

𝐸 cos(𝜃)

𝐸 sin(𝜃)
] 

[
𝑒𝑏𝑑

𝑒𝑏𝑞
] =

[
 
 
 
 𝐸 (

√3sin(𝜃)

2
−

cos(𝜃)

2
)

𝐸 (−
√3cos(𝜃)

2
−

sin(𝜃)

2
)
]
 
 
 
 

 

[
𝑒𝑐𝑑

𝑒𝑐𝑞
] =

[
 
 
 
 𝐸 (−

√3sin(𝜃)

2
−

cos(𝜃)

2
)

𝐸 (
√3cos(𝜃)

2
−

sin(𝜃)

2
)

]
 
 
 
 

 

(4.7) 

where  

𝜃 = ∫(𝜔𝑚 − 𝜔𝑜)𝑑𝑡 (4.8) 

The relationship between the inverter output current, terminal voltage and inverter side 

voltage is governed by the grid filter dynamics: 

[
𝑖𝑎𝑑̇

𝑖𝑎𝑞̇
] =

[
 
 
 
 −

𝑅𝑓

𝐿𝑓
𝜔𝑜

−𝜔𝑜 −
𝑅𝑓

𝐿𝑓 ]
 
 
 
 

[
𝑖𝑎𝑑

𝑖𝑎𝑞
] +

[
 
 
 
 
1

𝐿𝑓
0

0
1

𝐿𝑓]
 
 
 
 

[
𝑒𝑎𝑑 − 𝑣𝑎𝑑

𝑒𝑎𝑞 − 𝑣𝑎𝑞
] 

[
𝑖𝑏𝑑̇

𝑖𝑏𝑞̇
] =

[
 
 
 
 −

𝑅𝑓

𝐿𝑓
𝜔𝑜

−𝜔𝑜 −
𝑅𝑓

𝐿𝑓]
 
 
 
 

[
𝑖𝑏𝑑

𝑖𝑏𝑞
] +

[
 
 
 
 
1

𝐿𝑓
0

0
1

𝐿𝑓]
 
 
 
 

[
𝑒𝑏𝑑 − 𝑣𝑏𝑑

𝑒𝑏𝑞 − 𝑣𝑏𝑞
] 

(4.9) 
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[
𝑖𝑐𝑑̇
𝑖𝑐𝑞̇

] =

[
 
 
 
 −

𝑅𝑓

𝐿𝑓
𝜔𝑜

−𝜔𝑜 −
𝑅𝑓

𝐿𝑓]
 
 
 
 

[
𝑖𝑐𝑑
𝑖𝑐𝑞

] +

[
 
 
 
 
1

𝐿𝑓
0

0
1

𝐿𝑓]
 
 
 
 

[
𝑒𝑐𝑑 − 𝑣𝑐𝑑

𝑒𝑐𝑞 − 𝑣𝑐𝑞
] 

The level 1 controls are implemented in the energy cell local controller, while the reference 

values ω* and V* are generated in the level 2 control in the central controller. 

4.1.2 Level 2 control 

PI
Ecell

Ecell_avg
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Figure 4.3 Dynamic power sharing control 

The active and reactive power sharing among the VSGs can be adapted by changing 

the value of power references and droop coefficients. The active power sharing scheme 

based on battery charging level is proposed in [105] by changing the active power droop 

coefficient. However, changing the droop coefficient might cause stability problem [106] 

which makes it difficult to find a feasible range for the droop coefficient to adapt. In this 

work, a dynamic power sharing scheme is proposed based on adapting the power references 

P*. Assuming the energy level of the cell which is determined by 

𝐸𝑐𝑒𝑙𝑙 = ∫(𝑃𝑃𝑉 − 𝑃𝑜𝑢𝑡)𝑑𝑡 (4.10) 

is measured by the local controller, the active power shared by the energy cell can be 

adapted based on its stored energy level. As shown in Figure 4.3, the cell stored energy 

level is compared with the average energy level in the system, the error is passed to a PI 

controller to generate the active power reference for the VSG control. With the proposed 
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control, the active power sharing among the energy cells is dynamically adapted with 

respect to the PV generations. The energy level of all the energy cells will be balanced and 

be charged/discharged under identical rate of energy (power) in steady-state. To adapt the 

reactive power sharing among the inverters, the V-Q droop coefficient is scaled by a factor 

based on 

𝑚𝑞 =
𝑚𝑞𝑜

𝑘
 (4.11) 

where  

𝑘 =

√𝑆𝑟𝑎𝑡𝑒𝑑
2 − 𝑃∗2

𝑆𝑟𝑎𝑡𝑒𝑑
 

(4.12) 

Consequently, the energy cell which provides less active power will produce more reactive 

power considering it has higher margin to generate reactive power. The controller will be 

running in the local controllers while Ecell_avg is received from the central controller. 
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Figure 4.4 Voltage/frequency regulation control 

The system voltage and frequency will deviate from the nominal value along with 

the system load change with the VSG control. Smaller droop coefficients help to reduce 

the steady state error, however, cause less power sharing accuracy. A low bandwidth 

control loop is introduced in the level 2 control to regulate the system voltage and 
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frequency for all the load conditions by adjusting the reference values ω*, V* in the level 1 

control. The block diagram of the proposed control is given in Figure 4.4. One of the VSGs 

is picked to provide the measurement values ω and V (magnitude of the terminal voltage), 

while the generated reference values ω*, V* are used in all the VSGs. 

4.1.2 Level 3 control 

90° PI
ωsyn

vg

vsub
PI

θpcc

θg ωsyn

(a) (b)  

Figure 4.5 Grid synchronization loop 

The level 3 control is included to deal with the swapping between islanded and 

grid-connected operation. Under grid-connected operation, the active and reactive power 

of the energy cells are directly controlled by the central controller for the power trading 

between the utility. In this case, the level 2 control need to be bypassed to avoid confliction 

of the controls. The active power command from central controller is directly assigned to 

P* in Figure 4.2 and ω* is set to the nominal value. As shown in Figure 4.6, a PI controller 

is used to adjust the voltage reference V* in Figure 4.2 for tracking the reactive power 

command from the central controller. The value of Q* in Figure 4.2 is set to zero in this 

case. 

Q* from central 

controller PI
V*

Vo

Qout
 

Figure 4.6 Reactive power controller under grid-connected operation 

As shown in Figure 4.5 (a), a grid synchronization loop [105] is used to synchronize 

the voltage with the grid at the coupling point before establishing the grid connection. A 
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simplified representation of the synchronization loop is given as Figure 4.5 (b) which will 

be used in the real-time simulation. The central controller needs to send a signal to the local 

controllers indicating the current operating mode. Figure 4.7 shows all the information in 

the communication between the central controller and energy cell local controllers. Note 

that the main part of the grid synchronization control runs in a local controller which has 

the access to the voltages at the grid coupling point (before and after the breaker). The 

generated frequency perturbation action ωsyn is sent to the central controller through 

communication. 
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Figure 4.7 Communication between the central and local controller 

4.2 Multi-platform microgrid real-time simulation testbed 
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Figure 4.8 Multi-platform microgrid real-time simulation testbed 
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In this work, a multi-platform real-time simulation testbed is developed to validate 

and demonstrate the microgrid operation based on the VSGs. The overall structure of the 

real-time simulation testbed is shown in Figure 4.8. The testbed is developed based on a 

commercial power systems/power electronics real-time simulator ― Opal-RT. The 

microgrid circuit including the network, loads and energy cells is simulated in Opal-RT 

while interacting with external devices such as inverter controllers and microgrid central 

controller. The multi-platform real-time simulation allows better validation of the proposed 

microgrid controls with realistic controller implementations as compared to pure software-

in-loop simulation where both the controller and control target are simulated in the 

simulator. It is also possible to include real power hardware in the simulation loop such as 

a commercial smart inverter. 

4.2.1 EMT-TS hybrid dynamic simulation in Opal-RT 

 

Figure 4.9 Microgrid network parameters in excel sheet to be imported to ePHASORsim 

model 

Opal-RT offers TS simulation for balanced and unbalanced power systems by the 

ePHASORsim software suite. As shown in Figure 4.9, the circuit parameters are prepared 

in Excel spreadsheet and can be automatically loaded to the simulation model. Similar to 
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the proposed OpenDSS simulation in Chapter 3, EMT-TS hybrid dynamic simulation 

illustrated in Figure 4.10 is implemented in Opal-RT to simulate the microgrid circuit. 

eMEGAsim is used to simulate the dynamic model of the energy cells. The dynamics 

related to AC quantities in the energy cells are modeled as dynamic phasors such as (4.9) 

for ease of interfacing with the network model. Opal-RT allows multi step size simulation 

in which ePHASORsim model can be solved in a larger step size than eMEGAsim model. 

In this work, a step size of 25 us is used for eMAGAsim model and 200 us is used for 

ePHASORsim model. The hybrid simulation saves tremendous computing power needed 

compared to the pure EMT simulation so that the system scale which can be simulate in 

real-time is increased. 
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Figure 4.10 EMT-TS hybrid dynamic simulation in Opal-RT 

4.2.2 Controller-hardware-in-loop (CHIL) simulation 
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Figure 4.11 CHIL simulation of the energy cell 
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As shown in Figure 4.11, the proposed energy cell controls are implemented in an 

external real-time digital controller to control the smart inverter being simulated in Opal-

RT. The simulation setup based on the real-time digital controller board EZDSP F28335 is 

shown in Figure 4.12. The simulated circuit voltage and current values are scaled and 

generated at the Opal-RT analog output to be sent to the controller board. The control 

signals, namely the gate signals for the smart inverter, are generated at the controller board 

PWM outputs to be sent back to the Opal-RT through the Opal-RT digital input ports. A 

customized interface board is built for signal conditioning between Opal-RT and the 

EZDSP F28335 controller board.  

 

Figure 4.12 CHIL simulation setup for validating the inverter local controls 

4.2.3 Simulation with remote microgrid central controller 

A communication network is needed between the microgrid controller and the 

smart inverters at different locations in the microgrid. To simulate the realistic scenario, a 

realistic communication network based on Modbus [103] is established in the real-time 

simulation testbed. With the communication network, the microgrid controller running on 

a remote system can communicate with the smart inverters being simulated in Opal-RT. 
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Moreover, real smart inverters which support the same communication protocol can be 

included in the testbed through the communication network. 

Modbus Master

Modbus Slave 1 Modbus Slave n
 

Figure 4.13 Modbus based communication network 

Modbus is an open source communication protocol which is widely used to connect 

electronic devices in many industries. Modbus is supported by many of the commercial PV 

inverters from manufacturers such as ABB, SMA and Fronius. It is being used for system 

communication in PV power plants. As shown in Figure 4.13, a master-slave 

communication structure is proposed where the Modbus master is implemented for the 

microgrid central controller and the Modbus slaves are implemented for the local 

controllers. The Ethernet based Modbus (Modbus TCP) is used where the master can find 

the slaves through IP address. There can be up to 247 slaves in a Modbus communication 

network. The master can request data from the slave units and write data to the registers of 

slave units. The Modbus slaves are implemented in Opal-RT by using OpModbus and 

combined with the energy cell model by connecting the OpModbus block with the 

corresponding measurements and control signals. As shown in Table 4.1, a register 

mapping is used for both the Modbus master and slaves to identify the data in 

corresponding registers. The block diagrams of the implemented Opal-RT models are 

given in the Appendix. 
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Table 4.1 Energy cell Modbus mapping 

Holding 

Registers 
Description 

Input 

Registers 
Description 

Input 

Registers 
Description 

1 
Control mode (1: islanded mode, 

0: grid-connected mode) 
1 |𝐼𝐴| in A 8 Ppv in kW 

2 Po in kW 2 ∠𝐼𝐴 in degree 9 
Ecell in 

kWh 

3 Qo in kVAr 3 |𝑉𝐴| in V   

4 ωo in 0.01 rad/s 4 ∠𝑉𝐴 in degree   

5 Vo in V 5 Pout in kW   

6 Eavg in kWh 6 Qo in kVAr   

  7 ωm in 0.01 rad/s    

 

4.3 A microgrid test case based on IEEE 123 node test feeder 

4.3.1 Microgrid configuration 
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Figure 4.14 IEEE 123 node test feeder based microgrid 

A microgrid based on IEEE 123 node test feeder has been modeled to demonstrate 

the proposed microgrid controls in the real-time simulation testbed. As shown in Figure 

4.14, energy cells are put at buses near the locations of voltage regulators in the original 

feeder. For simplicity, the voltage regulators are not modeled in the simulation. A Modbus 
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slave is modeled for each of the local controllers in the energy cells and the grid 

synchronization controller at the grid connection. The connection to the utility grid is 

controlled by a switch modeled between bus 150 and 149. 

4.3.2 Energy cell specifications 

The energy cell specifications are given in Table 4.2. The MVA and voltage ratings 

are picked from typical values of commercial grid-connected inverters. The virtual inertia 

is calculated based on an inertia constant of 2.5 [107]. The impact of the droop coefficients 

and inverter output impedance on system stability has been discussed in [101], however, 

the systematic design method of the actual values has not been reported in the literature. In 

this work, these values are tuned in simulations to ensure the system stability. Large and 

inductive inverter output impedance is preferred to ensure system stability and power 

sharing accuracy of the droop controls in low voltage distribution network. The output 

impedance of the inverter can be modified without changing the actual grid filter value, 

such as the control-based method in which the different inverter output impedance is 

achieved by emulating a virtual impedance in the control scheme [108]. For simplicity, the 

inverter output impedance is modified by changing the passive grid filter value in the 

simulation. To match the system load level in the simulation, the output current of the 

inverters is scaled by 10 to represent MW level energy cells at bus 8, 25, 67. 

Table 4.2 Energy cell specifications 
Power rating Srate 300 kVA 

Nominal voltage 480 VL-L 

Droop coefficient mp 5e-3 rad/s/kW 

Droop coefficient mqo 5e-2 V/kVAr 

Output impedance zo 0.1 + j0.8 Ω 

Virtual inertia J 5*Srate/(2π60)2 

Nominal storage level Eo Srate * 10 mins 
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4.3.3 Controller design 

The voltage regulation controller in level 2 control compensates the steady state 

error of the system voltage under different load conditions. A step change is applied to the 

voltage reference V* and the response of the system voltage is shown in Figure 4.15. Based 

on the step response, the small signal transfer function from the voltage reference to the 

system voltage is estimated by 

𝐺𝑉∗→𝑉 =
415

𝑠 + 750
 (4.13) 

 

Figure 4.15 Step response of system voltage by changing the voltage reference 

Considering a transfer function Gc1 as the voltage regulation controller, the voltage 

regulation loop gain is 𝐺𝑐1𝐺𝑉∗→𝑉. By designing the loop bandwidth as 2 rad/s and 90° phase 

margin, Gc1 can be calculated as 

𝐺𝑐1 =
0.0047𝑠 + 3.6

𝑠
 (4.14) 

The closed-loop stability needs to be checked considering the impact of communication 

delay in the control loop. Assuming the communication delay is 250 ms, the induced phase 
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delay at the crossover frequency is less than 30°. The closed-loop system is stable since the 

designed phase margin is 90°. 

The frequency regulation controller is used to compensate the steady state error of 

the system frequency under different load conditions. To design the controller, the transfer 

function from the frequency reference to the system frequency is estimated based on the 

step response shown in Figure 4.16: 

𝐺𝜔∗→𝜔 =
60

𝑠 + 60
 (4.15) 

 

Figure 4.16 Step response of system frequency by changing the frequency reference 

Assuming the desired loop bandwidth is 2 rad/s and the phase margin is 90°, the calculated 

controller transfer function of the frequency regulation controller is 

𝐺𝑐2 =
0.034𝑠 + 2

𝑠
 (4.16) 

To design the dynamic power sharing controller, the small-signal transfer function 

from the power reference P* to the inverter power output is estimated based on the step 

response shown in Figure 4.17. The estimated transfer function is 
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𝐺𝑃∗→𝑃 =
1

𝑠 + 1.5
 (4.17) 

 

Figure 4.17 Step response of inverter power output by changing the power reference 

Gc3 GP* P   

1/3

P* Pout

Ecell

Ecell_avg

 

Figure 4.18 Small-signal model of the dynamic power sharing loop 

As shown in Figure 4.18, the loop tranfer function of the dynamic power sharing loop is 

2

3
𝐺𝑐3𝐺𝑃∗→𝑃. The loop bandwidth is designed as 0.02 rad/s. The following controller transfer 

function corresponds to a phase margin of 60°: 

𝐺𝑐3 =
0.039𝑠 + 0.00044

𝑠
 (4.18) 

ω
Gc4 Gc3 Gω   ω   

ωsynθg θsub

 

Figure 4.19 Small-signal model of the grid synchronization loop 

The small-signal model of the grid synchronization loop is shown in Figure 4.19. The 

bandwidth of the outter loop is designed as one fifth of the inner loop bandwidth, which is 
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0.2 rad/s. To achieve a 60° phase margin, the grid synchronization controller is designed 

as 

𝐺𝑐4 =
0.176𝑠 + 0.016

𝑠
 (4.19) 

4.4 Simulation results of IEEE 123 node test feeder configured as microgrid 

4.4.1 Grid-connected operation 

The grid-connected operation of the microgrid is simulated with the switch between 

bus 149 and 150 closed. The total number of the active power load and reactive power load 

in the network are 3.4 MW and 1.2 MVAr respectively. In Figure 4.20, a step change of 

the active power command from {1000 kW, 800 kW, 500 kW} to {1200 kW, 800 kW, 500 

kW} is given to the energy cell controllers. In Figure 4.21, a step change of the reactive 

power command from {0 kVAr, 0 kVAr, 0 kVAr} to {100 kVAr, 0 kVAr, 0 kVAr} is 

given to the energy cell controllers. The simulation result shows a perfect tracking of the 

power commands for the energy cells under grid-connected operation mode. 

 

Figure 4.20 Step change of inverter active power output under grid-connected operation 
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Figure 4.21 Step change of inverter reactive power output under grid-connected operation 

4.4.2 Islanded microgrid operation 

System voltage and frequency regulation 

The islanded microgrid operation is simulated with the switch between bus 149 and 

150 open. In the simulation, the angular frequency and terminal voltage of the inverter in 

energy cell 1 (at bus 8) are taken as the measurement for system frequency and voltage 

regulation. The load at bus 47, 48, 49, 65 and 76 are firstly switched off and then switched 

on in the simulation. The total number of the switching load is 840 kW + 600 kVAr. The 

frequency and voltage response of the load step change are shown in Figure 4.22 and Figure 

4.23. The corresponding inverter power outputs are shown in Figure 4.24 and Figure 4.25. 

As shown in the simulation results, both the system voltage and frequency are well 

regulated by the proposed controls. 
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Figure 4.22 Inverter angular frequency under system load step change 

 

Figure 4.23 Inverter terminal voltage under system load step change 

 

Figure 4.24 Inverter active power output under system load step change 
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Figure 4.25 Inverter reactive power output under system load step change 

Dynamic power sharing among the energy cells 

As shown in Figure 4.26, three different PV generation profiles are used for the 

energy cells to demonstrate the dynamic power sharing control. The PV generation profiles 

are created based on one-day historical data of three real power plants [102]. The power 

values are scaled up to match the system load level. The time scale of the generation data 

is compressed 100 times faster (24 hours into 14 minutes) for simulation. The simulation 

result of inverter active power output and the energy storage level of the energy cells are 

given in Figure 4.27 and Figure 4.28. As seen in the result, the active power sharing among 

the energy cells is constantly adapted by the power sharing controller to achieve a balanced 

charging/discharging of the energy cells. In the meantime, the reactive power sharing is 

adapted based on (4.11) and (4.12). Figure 4.29 shows the waveform of the inverter 

reactive power outputs in the simulation. 
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Figure 4.26 PV generation profile 

 

Figure 4.27 Inverter active power output varying with PV generation 

 

Figure 4.28 Cell energy level varying with PV generation 
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Figure 4.29 Inverter reactive power output varying with PV generation 

Grid synchronization control 

The simulation result of the grid synchronization control is shown in Figure 4.30. 

In the beginning of the simulation, a 60° phase difference is created between the voltage at 

bus 149 and 150 and the grid synchronization loop is deactivated until 60 s. The simulation 

result shows that the voltage angle at bus 149 becomes synchronized with the grid in about 

1 minute after the grid synchronization loop is activated. 

 

Figure 4.30 Simulation result of grid synchronization control 
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4.5 Dynamic load modeling 

The common load models used in system level simulation includes constant 

impedance load, constant current load and constant power load. However, these models are 

not always suitable in dynamic studies especially when the dynamic interaction of a 

specific load type has significant impact on the system response. A famous example is the 

stalling effect of air conditioner compressor motors under system faults. The impact of the 

air conditioner loads on the proposed inverter based microgrid is explored by including the 

dynamic model of air conditioner compressor motors in the simulation. 

4.5.1 Modeling of AC compressor motor 

 

Figure 4.31 Structure of air-conditioner compressor single-phase induction motor [109] 

The structure of air-conditioner compressor single-phase induction motor is shown 

in Figure 4.31. It is a permanent-split capacitor motor where a second phase (stator 

auxiliary winding) is added to the motor in which a run capacitor is connected in series 

with the coil. The auxiliary stator winding current leads the main winding current by 90°. 

The equations of the winding voltages with respect to flux linkage and winding currents 

can be given as 
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[

𝑣𝑎𝑠

𝑣𝑏𝑠

𝑣𝑎𝑟

𝑣𝑏𝑟

] =

[
 
 
 
 
 
 
 
 
𝑑𝜆𝑎𝑠

𝑑𝑡
𝑑𝜆𝑏𝑠

𝑑𝑡
𝑑𝜆𝑎𝑟

𝑑𝑡
𝑑𝜆𝑏𝑟

𝑑𝑡 ]
 
 
 
 
 
 
 
 

+

[
 
 
 
𝑟𝑠 0 0 0
0 𝑟𝑠 0 0
0 0 𝑟𝑐𝑎𝑔𝑒 0

0 0 0 𝑟𝑐𝑎𝑔𝑒]
 
 
 
[

𝑖𝑎𝑠

𝑖𝑏𝑠

𝑖𝑎𝑟

𝑖𝑏𝑟

] (4.20) 

where rs is the stator winding resistance and rcage is the rotor resistance. The flux linkage 

vector in (4.20) can be written as 

[

𝜆𝑎𝑠

𝜆𝑏𝑠

𝜆𝑎𝑟

𝜆𝑏𝑟

] = [

𝐿𝑚 + 𝐿𝑠 0 𝐿𝑚 cos 𝜃 𝐿𝑚 sin 𝜃

0 𝑁2𝐿𝑚 + 𝑁2𝐿𝑠 −𝑁𝐿𝑚 sin 𝜃 𝑁𝐿𝑚 cos 𝜃
𝐿𝑚 cos 𝜃 −𝑁𝐿𝑚 sin 𝜃 𝐿𝑚 + 𝐿𝑟 0
𝐿𝑚 sin 𝜃 𝑁𝐿𝑚 cos 𝜃 0 𝐿𝑚 + 𝐿𝑟

] [

𝑖𝑎𝑠

𝑖𝑏𝑠

𝑖𝑎𝑟

𝑖𝑏𝑟

] (4.21) 

where Lm is the mutual inductance between the stator main winding and the rotor winding, 

Ls is the leakage inductance of the stator winding; N is the turns ratio from the stator 

auxiliary winding to the stator main winding, θ is the rotor position relative to the stator 

structure. Substitute the flux linkage in (4.20) by (4.21), the voltage equations become 

[

𝑣𝑎𝑠

𝑣𝑏𝑠

𝑣𝑎𝑟

𝑣𝑏𝑟

] = [

𝐿𝑚 + 𝐿𝑠 0 𝐿𝑚 cos𝜃 𝐿𝑚 sin 𝜃

0 𝑁2𝐿𝑚 + 𝑁2𝐿𝑠 −𝑁𝐿𝑚 sin𝜃 𝑁𝐿𝑚 cos𝜃
𝐿𝑚 cos𝜃 −𝑁𝐿𝑚 sin𝜃 𝐿𝑚 + 𝐿𝑟 0
𝐿𝑚 sin𝜃 𝑁𝐿𝑚 cos 𝜃 0 𝐿𝑚 + 𝐿𝑟

]

[
 
 
 
 
 
 
 
 
𝑑𝑖𝑎𝑠

𝑑𝑡
𝑑𝑖𝑏𝑠

𝑑𝑡
𝑑𝑖𝑎𝑟

𝑑𝑡
𝑑𝑖𝑏𝑟

𝑑𝑡 ]
 
 
 
 
 
 
 
 

+ [

0 0 −𝜔𝐿𝑚 sin 𝜃 𝜔𝐿𝑚 cos 𝜃
0 0 −𝜔𝑁𝐿𝑚 cos𝜃 −𝜔𝑁𝐿𝑚 sin𝜃

−𝜔𝐿𝑚 sin𝜃 −𝜔𝑁𝐿𝑚 cos𝜃 0 0
𝜔𝐿𝑚 cos𝜃 −𝜔𝑁𝐿𝑚 sin𝜃 0 0

] [

𝑖𝑎𝑠

𝑖𝑏𝑠

𝑖𝑎𝑟

𝑖𝑏𝑟

]

+

[
 
 
 
𝑟𝑠 0 0 0
0 𝑟𝑠 0 0
0 0 𝑟𝑐𝑎𝑔𝑒 0

0 0 0 𝑟𝑐𝑎𝑔𝑒]
 
 
 
[

𝑖𝑎𝑠

𝑖𝑏𝑠

𝑖𝑎𝑟

𝑖𝑏𝑟

] 

(4.22) 
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The stator auxiliary winding voltage can be expressed by the voltage difference between 

the stator main winding and the run capacitor: 

𝑣𝑏𝑠 = 𝑣𝑎𝑠 − 𝑣𝐶  (4.23) 

The equation between the run capacitor voltage and the stator auxiliary winding current is 

𝑑𝑣𝐶

𝑑𝑡
=

1

𝐶
𝑖𝑏𝑠 (4.24) 

Combining (4.22)-(4.24) and rearrange the equation, the dynamic equation of the 

permanent split-capacitor motor is written as 

[
 
 
 
 
 
 
 
 
 
 
𝑑𝑖𝑎𝑠

𝑑𝑡
𝑑𝑖𝑏𝑠

𝑑𝑡
𝑑𝑖𝑎𝑟

𝑑𝑡
𝑑𝑖𝑏𝑟

𝑑𝑡
𝑑𝑣𝐶

𝑑𝑡 ]
 
 
 
 
 
 
 
 
 
 

= [𝐴5×5]

[
 
 
 
 
𝑖𝑎𝑠

𝑖𝑏𝑠

𝑖𝑎𝑟

𝑖𝑏𝑟

𝑣𝐶 ]
 
 
 
 

+ [𝐵5×5]

[
 
 
 
 
𝑣𝑠

𝑣𝑠

0
0
0 ]

 
 
 
 

 (4.25) 

where 

[𝐴5×5]

=

[
 
 
 
 
𝐿𝑚 + 𝐿𝑠 0 𝐿𝑚 cos 𝜃 𝐿𝑚 sin 𝜃 0

0 𝑁2(𝐿𝑚 + 𝐿𝑠) −𝑁𝐿𝑚 sin 𝜃 𝑁𝐿𝑚 cos 𝜃 0
𝐿𝑚 cos 𝜃 −𝑁𝐿𝑚 sin 𝜃 𝐿𝑚 + 𝐿𝑟 0 0
𝐿𝑚 sin 𝜃 𝑁𝐿𝑚 cos 𝜃 0 𝐿𝑚 + 𝐿𝑟 0

0 0 0 0 𝐶]
 
 
 
 
−1

[
 
 
 
 

−𝑟𝑠 0 𝜔𝐿𝑚 sin 𝜃 −𝜔𝐿𝑚 cos 𝜃 0
0 −𝑟𝑠 𝜔𝑁𝐿𝑚 cos 𝜃 𝜔𝑁𝐿𝑚 sin 𝜃 −1

𝜔𝐿𝑚 sin 𝜃 𝜔𝑁𝐿𝑚 cos 𝜃 −𝑟𝑐𝑎𝑔𝑒 0 0

−𝜔𝐿𝑚 cos 𝜃 𝜔𝑁𝐿𝑚 sin 𝜃 0 −𝑟𝑐𝑎𝑔𝑒 0

0 1 0 0 0 ]
 
 
 
 

 

(4.26) 

[𝐵5×5] =

[
 
 
 
 
𝐿𝑚 + 𝐿𝑠 0 𝐿𝑚 cos 𝜃 𝐿𝑚 sin 𝜃 0

0 𝑁2(𝐿𝑚 + 𝐿𝑠) −𝑁𝐿𝑚 sin 𝜃 𝑁𝐿𝑚 cos 𝜃 0
𝐿𝑚 cos 𝜃 −𝑁𝐿𝑚 sin 𝜃 𝐿𝑚 + 𝐿𝑟 0 0
𝐿𝑚 sin 𝜃 𝑁𝐿𝑚 cos 𝜃 0 𝐿𝑚 + 𝐿𝑟 0

0 0 0 0 𝐶]
 
 
 
 
−1

 

(4.27) 
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The corresponding dynamic phasor model can be derived based on (3.7) (3.8) and (4.25). 

The rotor resistance rcage is function of the rotor angular velocity (ω): 

𝑟𝑐𝑎𝑔𝑒 = {

𝑟𝑟    𝜔 ≥ 𝜔𝑜

𝑟𝑟 (𝑘1 − 𝑘2

𝜔

𝜔𝑜
)      𝜔 < 𝜔𝑜

 (4.28) 

where rr is the static rotor winding resistance, k1 and k2 are the characteristic constants. 

The saturation effect of the mutual inductance Lm is modeled by 

𝐿𝑚 =
𝐿𝑢𝑛𝑠𝑎𝑡

1 + 𝑆(𝜆)
 (4.29) 

𝑆(𝜆) = {𝑎
(𝜆 − 𝑏)2    𝜆 > 𝑏

0     𝜆 ≤ 𝑏
 

(4.30) 

where a and b are the characteristic constants which can be determined based on the 

saturation curve, λ is calculated by 

𝜆 =
√𝜆𝑎𝑠

2 + 𝜆𝑏𝑠
2

𝜆𝑏𝑎𝑠𝑒
 

(4.31) 

The electro-magnetic torque is calculated by 

𝑇𝑒 = (𝜆𝑎𝑠 − 𝐿𝑠𝑖𝑎𝑠)(−𝑖𝑎𝑟 sin 𝜃 + 𝑖𝑏𝑟 cos 𝜃)

− (𝜆𝑏𝑠 − 𝑁2𝐿𝑠𝑖𝑏𝑠)(𝑖𝑎𝑟 cos 𝜃 + 𝑖𝑏𝑟 sin 𝜃) 

(4.32) 

The rotor motion equations are given by 

𝑑𝜔

𝑑𝑡
=

𝑇𝑒 − 𝑇𝑚𝑒𝑐ℎ

𝐻𝑟
 (4.33) 
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𝑑𝜃

𝑑𝑡
= 𝜔 

(4.34) 

where Hr is the rotor moment of inertia and Tmech is the mechanical load torque. As shown 

Figure 4.32, the mechanical load torque varies with the rotor position when rotor is 

spinning at constant speed. The MATLAB function of the air conditioner compressor 

motor dynamic phasor model is given in the Appendix. 

 

Figure 4.32 Mechanical load torque at constant speed [109] 

4.5.2 Inverter current limiting scheme under fault condition 

The air conditioner compressor motor can stall when the terminal voltage drops 

below 60% of the nominal voltage, which can be caused by system fault [110]. Once the 

motor goes into stall mode, it won’t restart even after the terminal voltage is recovered. 

The stalled motor draws a higher current than the normal operation. This phenomenon 

could stop the system from recovering after fault is cleared in a network with high 

penetration of air conditioner loads. To show the impact of the air conditioner loads on the 

inverter based microgrid, a current limiting scheme for the smart inverter to ride through 

faults is modeled. Without the current limiting scheme, the inverter is likely to be tripped 

off during the fault due to the limited capability of operating under overcurrent condition. 
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The current limiting is realized by increasing the output impedance of the inverter 

during fault condition. The variable impedance can be realized by external hardware [111] 

[112] or the inverter itself [113]. Figure 4.33 shows a fault current limiting scheme added 

to the VSG control based on the virtual impedance scheme in [113]. To emulate an 

inductive impedance in series with the inverter, a voltage-drop term evi calculated by 

𝑒𝑣𝑖 = 𝐿𝑣𝑖

𝑠𝑝

𝑠 + 𝑝
𝑖 (4.35) 

is subtracted from the original voltage reference. p in (4.35) is a high frequency pole which 

is included in the real implement of derivative calculation. Expressed with phasors, (4.35) 

is written in two-dimension state space form: 

[
𝑥1̇

𝑥2̇
] = [

−𝑝 𝜔𝑜

−𝜔𝑜 −𝑝] [
𝑥1

𝑥2
] + [

𝑖𝑑
𝑖𝑞

] (4.36) 

[
𝑒𝑣𝑖𝑑

𝑒𝑣𝑖𝑞
] = [

−𝐿𝑣𝑖𝑝
2 0

0 −𝐿𝑣𝑖𝑝
2] [

𝑥1

𝑥2
] + [

𝐿𝑣𝑖𝑝 0
0 𝐿𝑣𝑖𝑝

] [
𝑖𝑑
𝑖𝑞

] 
(4.37) 

The virtual impedance Lvi is given by 

𝐿𝑣𝑖 = {
𝑘𝑣𝑖

(𝐼 − 𝐼𝑚𝑎𝑥)

𝐼𝑚𝑎𝑥
𝐿𝑏𝑎𝑠𝑒     𝐼 > 𝐼𝑚𝑎𝑥

0     𝐼 ≤ 𝐼𝑚𝑎𝑥

 (4.38) 

where I is the magnitude of the inverter output current and Imax is the threshold value. Lbase 

is inductance value by which the inverter short circuit current equals to Imax. kvi is large gain 

which limits the inverter output current close to Imax under fault or overloading conditions. 

In the end, the maximum Lvi value is limited to Lbase. To avoid confliction between the 

controls, the voltage regulation in the level 2 control needs to be disabled. 
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Figure 4.33 Fault current limiting based on virtual impedance control 

4.5.3 Simulation results 

Machine model validation 

The parameters in [109] is used to create a dynamic phasor model of the air 

conditioner compressor motor, the main parameters are given in Table 4.3. A comparison 

with the simulation result obtained from the original machine model [109] is carried out to 

validate the accuracy of the developed model. Figure 4.34 shows the simulation results of 

the stator main winding current. Figure 4.35 shows the rotor angular speed. In the 

simulation, a voltage dip to 40% of the rated voltage is applied to the machine terminal at 

10 s. The machine stalls in a very short time after the voltage drop is applied. The machine 

terminal voltage is recovered at 10.2 s, however, the machine stays in stall mode and draws 

even higher current than that during the voltage dip. As seen in the simulation results, the 

developed dynamic phasor model generates very similar results as the original model. 
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Table 4.3 Air conditioner compressor induction machine parameters 

Rated voltage Vrated = 230 V 

Unsaturated mutual 

inductance between stator 

main winding and rotor 

winding 

Lm_unsat = 79.58 mH 

Rated current Irated = 23 A 
Saturation function 

coefficients 
a = 0.511 b = 0.758 

Rated speed ωrated = 377 rad/s 
Stator winding leakage 

inductance 
Ls = 1.33 mH 

Load power 

Prated = 5.3 kW 

(Tspeed = 6 Nm, Tav = 

8 Nm) 

Rotor winding leakage 

inductance 
Lr = 0.53 mH 

Stator winding 

resistance 
rs = 0.3 ohms 

Turns ratio of stator auxiliary 

winding to stator main 

winding 

N = 1.4 

Static rotor winding 

resistance 
rr = 0.3 ohms Run capacitor C = 40 uF 

Rotor cage resistance 

coefficients 

k1 = 5 p.u. k2 = 4 

p.u. 
Rotor moment of inertia Hr = 0.00273 kgm2 

 

Figure 4.34 Simulation result comparison: stator main winding current under terminal 

voltage drop 

 

Figure 4.35 Simulation result comparison: rotor angular speed under terminal voltage 

drop 
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Fault response in inverter based microgrid  

A single-phase to ground fault on phase A of bus 149 is applied on the IEEE 123 

node test feeder microgrid which includes three inverters as shown in Figure 4.14. In the 

first case, the original feeder model is used where the loads are modeled by static load 

models including constant I, constant Z and constant P loads. The simulation results are 

shown in Figure 4.36 and Figure 4.37. The fault is applied at around 3.7 s and is cleared 

after 0.2 s. Figure 4.36 shows the phase A output current magnitude of the inverters. The 

inverter output current is well limited to the threshold value during the fault which is 277.5 

A for all the inverters. Figure 4.37 shows the inverter terminal voltages of phase A. As 

shown in figure, the inverter terminal voltages drop to less than 15% of the nominal value 

during the fault. The virtual impedance is set to zero after the fault is cleared and both the 

current and voltage come back to the values before the fault. 

 

Figure 4.36 Inverter output current under system fault with constant impedance, constant 

current and constant power load 
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Figure 4.37 Inverter terminal voltage under system fault with constant impedance, 

constant current and constant power load 

In the second case, 220 kW load on bus 76 is modeled as the air conditioner load 

by using the developed dynamic phasor model. The machine terminal current is scaled to 

match the power level. The machine electro-magnetic torque, mechanical torque and the 

rotor angular speed following the same fault as the first case are shown in Figure 4.38 and 

Figure 4.39. The machine stalls during the fault and stay in the stall mode after the fault is 

cleared. The machine terminal voltage and current are shown in Figure 4.40. It shows that 

the machine draws four times higher current after the fault is cleared than the normal 

condition due to stalling. As shown in Figure 4.41 and Figure 4.42, the inverters continue 

to operate under current limiting mode after the fault is cleared to prevent inverter 

overloading. As seen in the simulation results, the inverter behaves distinctly different from 

the first case where the load on bus 76 is represented by traditional load model. To limit 

the inverter output current, the inverter terminal voltage stays lower than 80% of the 

nominal value. This undervoltage cannot be recovered unless the air conditioner load on 

bus 76 is tripped off. 
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Figure 4.38 Electromagnetic torque and mechanical load torque under system fault 

 

Figure 4.39 Air conditioner compressor motor rotor speed under system fault 

 

Figure 4.40 Air conditioner compressor motor terminal voltage and current under system 

fault 
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Figure 4.41 Inverter terminal current under system fault with air conditioner load 

 

Figure 4.42 Inverter terminal voltage under system fault with air conditioner load 

In this chapter, the converter based microgrid concept and implementation are 

demonstrated with IEEE 123 test feeder in a multi-platform real-time simulation testbed. 

The feeder and converter interfaced generators are simulated in Opal-RT by EMT-TS 

hybrid simulation method proposed in Chapter 3. A communication network based on 

Modbus protocol is developed for the communication between the converter local 

controllers being simulated in Opal-RT and a microgrid central controller running as an 

independent application software in a remote computer. EZDSP F28335 which can be used 

as the actual digital controller platform in converter hardware is included in the simulation 

loop by CHIL simulation to control the converter being simulated in Opal-RT. A 
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hierarchical converter based microgrid control scheme is proposed to enable the islanded 

microgrid operation with voltage/frequency regulation, dynamic power sharing and grid 

synchronization functions. The load side dynamic modeling is demonstrated with modeling 

the air conditioner compressor single-phase induction machine. The converter response 

during system fault is studied with the developed air conditioner load model. The 

simulation shows that the air conditioner loads can prevent converter from recovering to 

the normal operating mode after the fault is cleared while the static load model does not 

cause the same issue. 
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CHAPTER 5 Conclusions and future work 

5.1 Conclusions 

This thesis has covered the design, dynamic modeling and control of power 

converters for renewable interface and microgrids. In Chapter 2, a design of high efficiency 

high frequency grid-connected inverter is illustrated, with a simple soft-switching 

technique. The switching node current of the full-bridge inverter is manipulated at 

switching transitions to eliminate or reduce the turn-on loss of the main switches. The 

timing control of the auxiliary circuit is studied based on the detailed transient waveforms 

and the transition loss calculation. The circuit parameter and controller design of the 

proposed circuit is carried out for a 2.4 kW hardware prototype. The prototype circuit is 

assembled and tested in hardware experiments. The result shows approximately 2% 

efficiency improvement compared to the conventional full-bridge inverter at 400 kHz 

switching frequency by adopting the proposed soft-switching technique. The switching 

frequency is four times higher than most of the recent full-bridge inverters/PFCs at similar 

power level. 

In Chapter 3, dynamic simulation of grid-connected converters in large-scale 

distribution systems is illustrated. Several phasor extraction methods in EMT-TS hybrid 

simulation are introduced and compared. The analysis shows that the dynamic phasor 

model based method has the advantage of better simulation numerical stability. Dynamic 

simulation of grid-connected converters in large scale distribution systems is implemented 

in an open source distribution analysis tool by using DLLs containing the converter 

dynamic model. DLLs corresponding to converter model with different control 
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configurations are developed based on the derived dynamic phasor models. Various 

simulation test cases including unbalanced fault, volt-VAr control and microgrid operation 

have been carried out. The simulations have shown the usefulness of the proposed method 

on studying converter dynamics in large distribution systems. 

In Chapter 4, the EMT-TS hybrid simulation is extended to real-time simulation of 

a converter based microgrid. A hierarchical microgrid control scheme is proposed which 

enables the automated control of islanded microgrid with 100% penetration level of 

converter interfaced generations. A multi-platform real-time simulation testbed including 

Opal-RT, external digital controller board and a remote controller hosting computer is 

developed to simulate the microgrid, microgrid controllers and the communication network. 

The microgrid operation has been simulated for the IEEE 123 node test feeder with various 

test cases including voltage and frequency regulation, dynamic load sharing and grid 

synchronization. The load side dynamic modeling has also been carried out by modeling 

air conditioner compressor single-phase induction machines. The impact of the air 

conditioner loads on the voltage recovery after system fault has been simulated with the 

developed load model. The developed microgrid real-time simulation can be used as a 

testbed for system level controls of converter based microgrid, as well as converter 

response to other types of system contingency. 

5.2 Future work 

Possible topics for future work in the area of ZVS full-bridge inverter are listed 

below: 
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• Optimization of the filter inductor design considering size and efficiency, 

exploring other magnetic materials 

• Shrinking the converter size by conducting a better thermal design 

• Building a hardware prototype based on GaN device to further shrink the 

converter size and improve the efficiency 

• Exploring solution for the voltage ringing across the auxiliary switches 

Possible topics for future work in the area of large scale real-time simulation of 

converter based microgrids are listed below: 

• Better representation of the network model in EMT system which reflects 

the high frequency interactions between the inverter, network and other 

inverters 

• Complete the development of the remote microgrid central controller 

• Power-hardware-in-loop (PHIL) simulation for including power stage 

circuit hardware in the simulation loop such as a commercial inverter 

• Large scale real-time simulation of converter based microgrids 

Possible topics for future work in the area of inverter controls for microgrid 

automation are listed below: 

• Exploring systematic design method to determine the inverter output 

impedance and droop coefficients 

• Robust controller design method considering uncertainty of the network 

parameter 

• Involving system level controls under grid-connected operating mode 
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Case a 
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0
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t1 t2 t3  

Figure A1 Case a of the Q2 turn-on transition when vg>0.5Vdc 

[t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐  (A.1) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) (A.2) 

𝑖𝑎𝑢𝑥1 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

𝑇𝑎 (A.3) 

𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥𝑇𝑎 =

𝑖𝑎𝑢𝑥1
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3(𝑉𝑑𝑐 − 𝑣𝑔)
 (A.4) 

𝐸𝐷1 =
1

2
𝑉𝐹𝑖𝑎𝑢𝑥1𝑇𝑎 (A.5) 

[t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 0 

 

(A.6) 

𝑖𝑎𝑢𝑥 =
−𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡2) (A.7) 
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𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥(𝑡3 − 𝑡2) =

𝑖𝑎𝑢𝑥1
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔

 
(A.8) 

𝐸𝐷2 =
1

2
𝑉𝐹𝑖𝑎𝑢𝑥1(𝑡3 − 𝑡2) =

1

2
𝑉𝐹𝑖𝑎𝑢𝑥1

𝐿𝑎𝑢𝑥𝑖𝑎𝑢𝑥1

𝑣𝑔

 
(A.9) 

𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸𝐷1 + 𝐸𝐷2 (A.10) 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(𝑖𝑎𝑢𝑥1, 𝑉𝑑𝑠1) (A.11) 
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Figure A2 Case b of the Q2 turn-on transition when vg>0.5Vdc 

[t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐  (A.12) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) (A.13) 

𝑡2 − 𝑡1 =
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑣𝑔

 (A.14) 

𝐼𝑟𝑚𝑠1 =
𝑖𝐿

√3
 (A.15) 
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𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥(𝑡2 − 𝑡1) =

𝑖𝐿
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3(𝑉𝑑𝑐 − 𝑣𝑔)
 (A.16) 

𝐸𝐷1 =
1

2
𝑉𝐹𝐼𝐿(𝑡2 − 𝑡1) =

𝑖𝐿
2𝑉𝐹𝐿𝑎𝑢𝑥

2(𝑉𝑑𝑐 − 𝑣𝑔)
 (A.17) 

[t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡 − 𝑡2)) (A.18) 

𝑉𝑑𝑠1 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡3 − 𝑡2)) (A.19) 

𝑖𝑎𝑢𝑥 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟(𝑡 − 𝑡2)) (A.20) 

𝐼𝑎𝑢𝑥1 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟(𝑡3 − 𝑡2)) (A.21) 

𝑡3 − 𝑡2 = 𝑇𝑎 −
𝑖𝐿𝐿𝑎𝑢𝑥

𝑉𝑑𝑐 − 𝑣𝑔

 (A.22) 

𝐼𝑟𝑚𝑠2 = √
1

𝑡3 − 𝑡2
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡3

𝑡2

 (A.23) 

𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥(𝑡3 − 𝑡2) (A.24) 

𝐸𝐷2 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡3

𝑡2

= 𝑉𝐹 (𝑖𝐿(𝑡3 − 𝑡2) −
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟
2
cos(𝜔𝑟(𝑡3 − 𝑡2)) +

𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟
2
) (A.25) 

[t3~t4]: 

𝑣𝑑𝑠,𝑄2 = 0 (A.26) 

𝑖𝑎𝑢𝑥 = 𝑖𝑎𝑢𝑥1 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡3) (A.27) 
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𝐼𝑟𝑚𝑠3 =
𝐼𝑎𝑢𝑥1

√3
 (A.28) 

𝐸3 = 𝐼𝑟𝑚𝑠3
2𝑅𝑎𝑢𝑥(𝑡4 − 𝑡3) =

𝑖𝑎𝑢𝑥1
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔

 (A.29) 

𝐸𝐷3 =
𝑉𝐹𝑖𝑎𝑢𝑥1

2
(𝑡4 − 𝑡3) =

𝑉𝐹𝑖𝑎𝑢𝑥1
2𝐿𝑎𝑢𝑥

2𝑣𝑔

 (A.30) 

𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸𝐷1 + 𝐸𝐷2 + 𝐸𝐷3 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(0, 𝑉𝑑𝑠1) 

(A.31) 
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Figure A3 Case c of the Q2 turn-on transition when vg>0.5Vdc 

[t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐  (A.32) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) (A.33) 

𝑡2 − 𝑡1 = 𝑇𝑎 −
𝜋

𝜔𝑟

 (A.34) 

𝑖𝑎𝑢𝑥1 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡2 − 𝑡1) (A.35) 
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∆𝑖 = 𝑖𝑎𝑢𝑥1 − 𝑖𝐿 (A.36) 

𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥(𝑡2 − 𝑡1) =

𝑖𝑎𝑢𝑥1
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3(𝑉𝑑𝑐 − 𝑣𝑔)
 (A.37) 

𝐸𝐷1 =
1

2
𝑉𝐹𝑖𝑎𝑢𝑥1(𝑡2 − 𝑡1) (A.38) 

[t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡 − 𝑡2)) − √
𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖 sin(𝜔𝑟(𝑡 − 𝑡2)) (A.39) 

𝑉𝑑𝑠1 = 2𝑣𝑔 − 𝑉𝑑𝑐 (A.40) 

𝑖𝑎𝑢𝑥 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟(𝑡 − 𝑡2)) + ∆𝑖 cos(𝜔𝑟(𝑡 − 𝑡2)) (A.41) 

𝑖𝑎𝑢𝑥2 = 𝑖𝐿 − ∆𝑖 (A.42) 

𝑡3 − 𝑡2 =
𝜋

𝜔𝑟

 (A.43) 

𝐼𝑟𝑚𝑠2 = √
1

𝑡3 − 𝑡2
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡3

𝑡2

 (A.44) 

𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥(𝑡3 − 𝑡2) (A.45) 

𝐸𝐷2 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡3

𝑡2

 (A.46) 

[t3~t4]: 

𝑣𝑑𝑠,𝑄2 = 0 (A.47) 

𝑖𝑎𝑢𝑥 = 𝑖𝑎𝑢𝑥2 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡3) (A.48) 
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𝐸3 = 𝐼𝑟𝑚𝑠3
2𝑅𝑎𝑢𝑥(𝑡4 − 𝑡3) =

𝑖𝑎𝑢𝑥2
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔

 (A.49) 

𝐸𝐷3 =
𝑉𝐹𝑖𝑎𝑢𝑥2

2
(𝑡4 − 𝑡3) =

𝑉𝐹𝑖𝑎𝑢𝑥2
2𝐿𝑎𝑢𝑥

2𝑣𝑔

 (A.50) 

𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸𝐷1 + 𝐸𝐷2 + 𝐸𝐷3 (A.51) 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(𝑖𝐿 − 𝑖𝑎𝑢𝑥2, 𝑉𝑑𝑠1) (A.52) 

𝐸𝑜𝑓𝑓,𝑄1 = 𝐸𝑜𝑛(∆𝑖, 𝑉𝑑𝑐) (A.53) 

Case d 
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Figure A4 Case d of the Q2 turn-on transition when vg>0.5Vdc 

 [t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐  (A.54) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) (A.55) 

𝑡2 − 𝑡1 = 𝑇𝑎 −
𝜋

𝜔𝑟

 (A.56) 
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𝑖𝑎𝑢𝑥1 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡2 − 𝑡1) (A.57) 

∆𝑖 = 𝑖𝑎𝑢𝑥1 − 𝑖𝐿 (A.58) 

𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥(𝑡2 − 𝑡1) =

𝑖𝑎𝑢𝑥1
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3(𝑉𝑑𝑐 − 𝑣𝑔)
 (A.59) 

𝐸𝐷1 =
1

2
𝑉𝐹𝑖𝑎𝑢𝑥1(𝑡2 − 𝑡1) (A.60) 

[t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡 − 𝑡2)) − √
𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖 sin(𝜔𝑟(𝑡 − 𝑡2)) 

= 𝑘 cos(𝜔𝑟(𝑡 − 𝑡2) + 𝜃) + 𝑣𝑔 

(A.61) 

𝑘 = √(𝑉𝑑𝑐 − 𝑣𝑔)
2
+

𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖2 (A.62) 

𝜃 = tan−1 (√
𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖 (𝑉𝑑𝑐 − 𝑣𝑔)⁄ ) (A.63) 

𝑖𝑎𝑢𝑥 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟(𝑡 − 𝑡2)) + ∆𝑖 cos(𝜔𝑟(𝑡 − 𝑡2)) (A.64) 

𝑡3 − 𝑡2 =
cos−1(−𝑣𝑔 𝑘⁄ ) − 𝜃

𝜔𝑟

= 𝑇1 (A.65) 

𝑖𝑎𝑢𝑥2 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟𝑇1) + ∆𝑖 cos(𝜔𝑟𝑇1) (A.66) 

𝐼𝑟𝑚𝑠2 = √
1

𝑡3 − 𝑡2
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡3

𝑡2

 (A.67) 

𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥(𝑡3 − 𝑡2) (A.68) 



 

143 

𝐸𝐷2 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡3

𝑡2

 (A.69) 

[t3~t4]: 

𝑣𝑑𝑠,𝑄2 = 0 (A.70) 

𝑖𝑎𝑢𝑥 = 𝑖𝑎𝑢𝑥2 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡3) (A.71) 

𝑡4 − 𝑡3 =
(𝑖𝑎𝑢𝑥2 − 𝑖𝐿)𝐿𝑎𝑢𝑥

𝑣𝑔

= 𝑇2 (A.72) 

𝐼𝑟𝑚𝑠3 = √
1

𝑡4 − 𝑡3
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡4

𝑡3

 (A.73) 

𝐸3 = 𝐼𝑟𝑚𝑠3
2𝑅𝑎𝑢𝑥(𝑡4 − 𝑡3) (A.74) 

𝐸𝐷3 =
𝑉𝐹𝑖𝑎𝑢𝑥2

2
(𝑡4 − 𝑡3) (A.75) 

[t4~t5]: 

𝑣𝑑𝑠,𝑄2 = 𝑣𝑔 − 𝑣𝑔 cos(𝜔𝑟(𝑡 − 𝑡4)) 

𝑖𝑎𝑢𝑥 = 𝑖𝐿 +
−𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟(𝑡 − 𝑡4)) 

(A.76) 

𝑡5 − 𝑡4 =
𝜋

𝜔𝑟

− 𝑇1 − 𝑇2 = 𝑇3 (A.77) 

𝑉𝑑𝑠1 = 𝑣𝑔 − 𝑣𝑔 cos(𝜔𝑟𝑇3) (A.78) 

𝑖𝑎𝑢𝑥3 = 𝑖𝐿 +
−𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟𝑇3) (A.79) 

𝐼𝑟𝑚𝑠4 = √
1

𝑡5 − 𝑡4
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡5

𝑡4

 
(A.80) 
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𝐸4 = 𝐼𝑟𝑚𝑠4
2𝑅𝑎𝑢𝑥(𝑡5 − 𝑡4) (A.81) 

𝐸𝐷3 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡5

𝑡4

 
(A.82) 

[t5~t6]: 

𝑣𝑑𝑠,𝑄2 = 0 (A.83) 

𝑖𝑎𝑢𝑥 = 𝑖𝑎𝑢𝑥3 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡5) (A.84) 

𝐸5 = 𝐼𝑟𝑚𝑠5
2𝑅𝑎𝑢𝑥(𝑡5 − 𝑡6) =

𝑖𝑎𝑢𝑥3
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔

 (A.85) 

𝐸𝐷5 =
𝑉𝐹𝑖𝑎𝑢𝑥3

2
(𝑡5 − 𝑡6) =

𝑉𝐹𝑖𝑎𝑢𝑥3
2𝐿𝑎𝑢𝑥

2𝑣𝑔

 (A.86) 

𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸4 + 𝐸5 + 𝐸𝐷1 + 𝐸𝐷2 + 𝐸𝐷3 + 𝐸𝐷4 + 𝐸𝐷5 (A.87) 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(𝑖𝐿 − 𝑖𝑎𝑢𝑥3, 𝑉𝑑𝑠1) (A.89) 

𝐸𝑜𝑓𝑓,𝑄1 = 𝐸𝑜𝑛(∆𝑖, 𝑉𝑑𝑐) (A.90) 
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Figure A5 Case e of the Q2 turn-on transition when vg>0.5Vdc 

[t1~t2]: 

𝑣𝑑𝑠,𝑄2 = 𝑉𝑑𝑐  (A.91) 

𝑖𝑎𝑢𝑥 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡1) (A.92) 

𝑡2 − 𝑡1 = 𝑇𝑎 −
𝜋

𝜔𝑟

 (A.93) 

𝑖𝑎𝑢𝑥1 =
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡2 − 𝑡1) (A.94) 

∆𝑖 = 𝑖𝑎𝑢𝑥1 − 𝑖𝐿 (A.95) 

𝐸1 = 𝐼𝑟𝑚𝑠1
2𝑅𝑎𝑢𝑥(𝑡2 − 𝑡1) =

𝑖𝑎𝑢𝑥1
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3(𝑉𝑑𝑐 − 𝑣𝑔)
 (A.96) 

𝐸𝐷1 =
1

2
𝑉𝐹𝑖𝑎𝑢𝑥1(𝑡2 − 𝑡1) (A.97) 

[t2~t3]: 

𝑣𝑑𝑠,𝑄2 = 𝑣𝑔 + (𝑉𝑑𝑐 − 𝑣𝑔) cos(𝜔𝑟(𝑡 − 𝑡2)) − √
𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖 sin(𝜔𝑟(𝑡 − 𝑡2)) 

= 𝑘 cos(𝜔𝑟(𝑡 − 𝑡2) + 𝜃) + 𝑣𝑔 

(A.98) 

𝑘 = √(𝑉𝑑𝑐 − 𝑣𝑔)
2
+

𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖2 (A.99) 

𝜃 = tan−1 (√
𝐿𝑎𝑢𝑥

2𝐶2

∆𝑖 (𝑉𝑑𝑐 − 𝑣𝑔)⁄ ) (A.100) 

𝑖𝑎𝑢𝑥 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟(𝑡 − 𝑡2)) + ∆𝑖 cos(𝜔𝑟(𝑡 − 𝑡2)) (A.101) 

𝑡3 − 𝑡2 =
cos−1(−𝑣𝑔 𝑘⁄ ) − 𝜃

𝜔𝑟

= 𝑇1 (A.102) 
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𝑖𝑎𝑢𝑥2 = 𝑖𝐿 +
𝑉𝑑𝑐 − 𝑣𝑔

𝐿𝑎𝑢𝑥𝜔𝑟

sin(𝜔𝑟𝑇1) + ∆𝑖 cos(𝜔𝑟𝑇1) (A.103) 

𝐼𝑟𝑚𝑠2 = √
1

𝑡3 − 𝑡2
∫ 𝑖𝑎𝑢𝑥

2𝑑𝑡
𝑡3

𝑡2

 (A.104) 

𝐸2 = 𝐼𝑟𝑚𝑠2
2𝑅𝑎𝑢𝑥(𝑡3 − 𝑡2) (A.105) 

𝐸𝐷2 = 𝑉𝐹 ∫ 𝑖𝑎𝑢𝑥𝑑𝑡
𝑡3

𝑡2

 (A.106) 

[t3~t4]: 

𝑣𝑑𝑠,𝑄2 = 0 (A.107) 

𝑖𝑎𝑢𝑥 = 𝑖𝑎𝑢𝑥2 −
𝑣𝑔

𝐿𝑎𝑢𝑥

(𝑡 − 𝑡3) (A.108) 

𝐸3 = 𝐼𝑟𝑚𝑠3
2𝑅𝑎𝑢𝑥(𝑡4 − 𝑡5) =

𝑖𝑎𝑢𝑥2
3𝐿𝑎𝑢𝑥𝑅𝑎𝑢𝑥

3𝑣𝑔

 (A.109) 

𝐸𝐷3 =
𝑉𝐹𝑖𝑎𝑢𝑥2

2
(𝑡4 − 𝑡5) =

𝑉𝐹𝑖𝑎𝑢𝑥2
2𝐿𝑎𝑢𝑥

2𝑣𝑔

 (A.110) 

𝐸𝑎𝑢𝑥 = 𝐸1 + 𝐸2 + 𝐸3 + 𝐸𝐷1 + 𝐸𝐷2 + 𝐸𝐷3 (A.111) 

𝐸𝑜𝑛,𝑄2 = 𝐸𝑜𝑛(0,0) (A.112) 

𝐸𝑜𝑓𝑓,𝑄1 = 𝐸𝑜𝑛(∆𝑖, 𝑉𝑑𝑐) (A.113) 
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APPENDIX B 

CIRCUIT SCHEMATIC AND PCB LAYOUT OF THE HARDWARE 

PROTOTYPE  
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Figure B1 ZVT full-bridge inverter hardware prototype schematic: signal conditioning 
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Figure B2 ZVT full-bridge inverter hardware prototype schematic: power stage 
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Figure B3 ZVT full-bridge inverter hardware prototype schematic: connectors 
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Figure B4 ZVT full-bridge inverter hardware prototype schematic: auxiliary DC power 

supply 
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Main switches

Auxiliary switches

Gate drivers

DC-link cap

Laux

Cf

Lg

To DSP 

 

Figure B5 ZVT full-bridge inverter hardware prototype circuit board PCB layout 

High frequency 

power loop 

Gate loop (turn-off path)

Gate loop (turn-on path)

 

Figure B6 ZVT full-bridge inverter hardware prototype circuit board PCB layout: critical 

loops 
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APPENDIX C 

BLOCK DIAGRAMS OF THE MICROGRID OPAL-RT MODEL  
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Figure C1 ePHASORsim model of IEEE 123 node test feeder 

 

Figure C2 Grid filter dynamics 
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Figure C3 VSG control 

 

Figure C4 Virtual impedance current-limiting control 

 

Figure C5 Modbus communication 
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Figure C6 Control signal selection for different operating modes 
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Figure C7 CHIL blocks 

 

Figure C8 Inverter power stage circuit in CHIL simulation 
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APPENDIX D 

MATLAB FUNCTION FOR THE DYNAMIC PHASOR MODEL OF SINGLE-

PHASE PERMANENT-SPLIT CAPACITOR MOTOR  
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function 

[d_ias_R,d_ibs_R,d_iar_R,d_ibr_R,d_vc_R,d_ias_I,d_ibs_I,d_iar_I,d_ibr_I

,d_vc_I,d_w,S_next] = 

fcn(ias_R,ibs_R,iar_R,ibr_R,vc_R,ias_I,ibs_I,iar_I,ibr_I,vc_I,vs_R,vs_I

,theta,w,wt,S,Load) 

 

wo = 2*pi*60; 

Lm_unsat = 79.58e-3; 

Ls_unsat = 1.3e-3; 

Lr_unsat = 0.53e-3; 

rr = 0.3; 

Rs = 0.3; 

C = 40e-6; 

N = 1.4; 

Tload = 6*Load; 

Tav = 8*Load; 

Hr = 0.00273; 

Vbase = 230; 

linkage_base = 1.414*Vbase/wo; 

  

Lm = Lm_unsat/(1+S); 

Ls = Ls_unsat/(1+S); 

Lr = Lr_unsat/(1+S); 

  

ias = cos(wt)*ias_R-sin(wt)*ias_I; 

ibs = cos(wt)*ibs_R-sin(wt)*ibs_I; 

iar = cos(wt)*iar_R-sin(wt)*iar_I; 

ibr = cos(wt)*ibr_R-sin(wt)*ibr_I; 

  

linkage = [Lm + Ls, 0 , Lm*cos(theta), Lm*sin(theta); 

    0, N*N*Lm + Ls, -N*Lm*sin(theta), N*Lm*cos(theta); 

    Lm*cos(theta), -N*Lm*sin(theta), Lm + Lr, 0; 

    Lm*sin(theta), N*Lm*cos(theta), 0, Lm + Lr;]*[ias;ibs;iar;ibr]; 

  

linkage_am = linkage(1) - Ls*(ias); 

linkage_bm = linkage(2) - N*N*Ls*(ibs); 

linkage_m = sqrt(linkage(1)*linkage(1) + 

linkage(2)*linkage(2))/linkage_base; 

  

if (linkage_m>0.758) 

    S_next = 0.511*(linkage_m-0.758)^2; 

else 

    S_next = 0; 

end 

  

Te = linkage_am*(-iar*sin(theta)+ibr*cos(theta)) - 

linkage_bm*(iar*cos(theta)+ibr*sin(theta)); 

  

AAA = mod(theta+pi,pi/2); 

if (mod(theta+pi,pi)<pi/2) 

    AAAA = Tav + Tav*(AAA-pi/4)*2/(pi/2); 

else 

    AAAA = -Tav+Tav*(3*pi/4-AAA)*2/(pi/2); 

end 
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TLA = (w/wo)*(w/wo)*Tload + AAAA; 

T = Te - TLA; 

d_w = T/Hr; 

a1 = Lm + Ls; 

a3 = Lm*cos(theta); 

a4 = Lm*sin(theta); 

a11 = Lm + Lr; 

  

if (w<wo) 

    Rcage = rr*(5-4*w/wo); 

else 

    Rcage = rr; 

end 

 

inv_A = [ -a11/(a3^2 + a4^2 - a1*a11),                                     

0,        a3/(a3^2 + a4^2 - a1*a11),       a4/(a3^2 + a4^2 - a1*a11),   

0; 

                           0, -a11/(N*(N*a3^2 + N*a4^2 - N*a1*a11)), -

a4/(N*a3^2 + N*a4^2 - N*a1*a11), a3/(N*a3^2 + N*a4^2 - N*a1*a11),   0; 

   a3/(a3^2 + a4^2 - a1*a11),      -a4/(N*a3^2 + N*a4^2 - N*a1*a11),       

-a1/(a3^2 + a4^2 - a1*a11),                               0,   0; 

   a4/(a3^2 + a4^2 - a1*a11),       a3/(N*a3^2 + N*a4^2 - N*a1*a11),                                

0,      -a1/(a3^2 + a4^2 - a1*a11),   0; 

                           0,                                     0,                                

0,                               0, 1/C]; 

A1 = inv_A*[-Rs,0,w*Lm*sin(theta),-w*Lm*cos(theta),0; 

    0,-Rs,w*N*Lm*cos(theta),w*N*Lm*sin(theta),-1; 

    w*Lm*sin(theta),w*N*Lm*cos(theta),-Rcage,0,0; 

    -w*Lm*cos(theta),w*N*Lm*sin(theta),0,-Rcage,0; 

    0,1,0,0,0];  

A2 = wo*eye(5); 

A3 = [A1,A2;-A2,A1]; 

A4 = [inv_A,zeros(5);zeros(5),inv_A]; 

 

derivative  = 

A3*[ias_R;ibs_R;iar_R;ibr_R;vc_R;ias_I;ibs_I;iar_I;ibr_I;vc_I] + 

A4*[vs_R;vs_R;0;0;0;vs_I;vs_I;0;0;0]; 

d_ias_R = derivative(1); 

d_ibs_R = derivative(2); 

d_iar_R = derivative(3); 

d_ibr_R = derivative(4); 

d_vc_R = derivative(5); 

d_ias_I = derivative(6); 

d_ibs_I = derivative(7); 

d_iar_I = derivative(8); 

d_ibr_I = derivative(9); 

d_vc_I = derivative(10); 

 


