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ABSTRACT 

With the natural resources of earth depleting very fast, the natural resources of other 

celestial bodies are considered a potential replacement. Thus, there has been rise of space 

missions constantly and with it the need of more sophisticated spectrometer devices has 

increased. The most important requirement in such an application is low area and power 

consumption.  

To save area, some scintillators have been developed that can resolve both neutrons and 

gamma events rather than traditional scintillators which can do only one of these and thus, 

the spacecraft needs two such devices. But with this development, the requirements out of 

the readout electronics has also increased which now need to discriminate between neutron 

and gamma events. 

This work presents a novel architecture for discriminating such events and compares the 

results with another approach developed by a partner company. The results show excellent 

potential in this approach for the neutron-gamma discrimination and the team at ASU is 

going to expand on this design and build up a working prototype for the complete 

spectrometer device.  
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CHAPTER 1 

Introduction 

1.1 Purpose of this work 

Even though man has explored the Moon and Mars, it remains a mystery whether we are 

alone in the Universe. This curiosity has led to the large number of space missions (for 

even more reasons check [1]). In these missions, scientists and engineers have employed 

key strategies to see what cannot be seen by the eye, which is analyzing the material 

composition of the surface of a planetary object.  

Since water is essential for life, its existence on a planetary object would suggest a certain 

probability of life there [2]. Thus, to support the search for life, a way to accurately 

determine the presence of water is almost essential. 

Other than searching for water, a space mission is also useful in exploring the natural 

resources of a planetary body, and especially those which are very scarce on Earth and 

hence expensive. This is for the future possibility of missions that conduct mineral 

excavations. The natural resources found on a body are determined by the first estimating 

abundance of various elements and then doing empirical analysis to find the chemical 

composition of the surface [3], [4], [5], [6]. 

The objective of this thesis is to describe the development of a single scintillator neutron 

gamma ray spectrometer device(SINGR) that can be used for water and other material 

identification on remote space missions. Neutrons are interatomic particles unlike gamma 

rays which are electromagnetic waves. Due to their de Broglie wavelength, neutrons are 
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also a source of radiative energy and can be used as electromagnetic waves for 

spectroscopy. As discussed in section 1.2, we need both gamma ray spectroscopy and 

neutron spectroscopy for extracting the elemental composition and Hydrogen content. 

Detecting gamma rays and neutrons typically require two separate detection devices which 

takes a big portion out of the limited space on a CUBESAT. With a single detector crystal, 

there are challenges related with the discrimination of gamma rays and neutrons because 

both of these provide different information about the composition of a surface and as such 

it is imperative to know whether a pulse is gamma- ray or neutron. So, in addition to 

measuring the energy of a signal, we have an additional challenge of discriminating 

gamma- rays and neutrons.  

We need to identify three important characteristics about incident pulses to determine 

whether it is a neutron or a gamma ray. We must detect the pulse width, energy to the best 

resolution (which is the most important measurement in a spectrometer) and also the event 

rate such that we can construct a probability distribution function with time. The need of 

monitoring the event rate with time has been established in Section 1.2. [7] gives a brief 

overview of the instruments on Curiosity rover.    

 

1.2 Overview of application 

Now that it is established that we need both abundances of various elements and water for 

the characterization of a surface in a space mission. This section deals with how this 

information is acquired using a neutron and gamma ray detector. 



3 
 

The absorption of neutrons might result in the atoms going to unstable state and resulting 

in gammas emitted on nuclear fission. Or the neutron may collide with lighter nucleus (low 

atomic number) and lose energy. Thus, we get a large number of neutrons and gamma-rays 

distributed over a period of time. These particles or electromagnetic waves, in the case of 

gamma-rays, have a varied range of energies and different probability distribution that are 

representative of the material under consideration.  

 

Figure 1.1: A schematic diagram of the surface exposed to neutron source 

1.2.1 Gamma-ray spectroscopy 

When we stimulate the material with pulsed neutron generator, gamma -rays are emitted 

during the decay of the excited atom or nucleus. The energy of these gamma-rays is a 

function of the material that was illuminated by the neutron source. This is a basic principle 

of nuclear spectroscopy. [8] discusses the basic principles while [9] lists a variety of 

Surface of the body 
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methods for gamma spectroscopy. If we measure the energy of these gamma-rays, we can 

determine the material’s constituent elements. In addition to the presence of an element, 

we also need to measure the abundance of the element so that we can do stoichiometric 

analysis [10] and to subsequently constrain the composition of the materials near the 

detector. For this we need to monitor how many of these events happen. So, we need to 

measure the energy of the gamma-rays and the rate of the events. 

 

1.2.2 Neutron spectroscopy 

Neutrons are neutral particles. They cannot interact with the electrons in an atom and go 

straight to the bulk of the atom or the nucleus. When a neutron collides a nucleus, it 

transfers a significant part of its energy to the colliding nucleus with the energy transferred 

being a function of the atomic number [11],[12]. So, if the material under test is composed 

of lighter elements, the energy transferred will be considerably higher than heavier 

elements. Thus, hydrogen shows the highest amount of neutron scattering [13]. Oxygen 

and carbon are also visible in neutron scattering spectrum. Thus, neutron spectroscopy is a 

very good measure of water (as water is H2O). 

We illuminate the surface with fast neutrons and then detect the energy of the neutrons 

received from the surface. A large decrease in the energy of the neutrons indicates the 

presence of hydrogen.  

The expected distribution of neutrons in time observed by a spectrometer for a surface rich 

in hydrogen when excited by the pulsed neutron source is like follows. 
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Figure 1.2: Relative neutron count rate   

Initially the number of observed neutrons increases exponentially. This corresponds to the 

neutron source turned on. As it is turned off, the neutrons start to disperse away and thus 

the number of neutrons observed decreases gradually. The second curve represents the fast 

neutrons which follows the first curve for some time and then start decreasing faster. This 

is because a lot of neutrons lose energy because of neutron scattering. These neutrons then 

show in the slow neutron curve marked in red. Notice the straight line on either side that 

depicts the background neutrons. 

We want to measure the energy of the neutrons so that we can classify them in slow 

neutrons and fast neutrons. Further, we want to monitor the rate of such events. 
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Finally, as already discussed, there is the need of discrimination of the neutron and gamma-

ray which arises because the innovative crystal used in this project. 

1.3 Outline 

Chapter-2 in this document expands on the various components of the system we are 

developing which includes the detector in addition to the electronics. The basic of the 

physics of operation has also been expanded in this chapter.  

Chapter-3 presents the design and the results are summarized in Chapter-4. Finally the 

work is concluded in Chapter-5.  
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CHAPTER 2 

System Description 

 

The basic structure of the spectrometer system is as shown below. 

Scintillator PMT Readout 
electonics

Pulsed neutron source

Gammas 
and 

neutrons

Photons Electrons

 

Figure 2.1: Schematic diagram of the spectrometer device 

This chapter will discuss the three basic components in detail, i.e., the scintillator, the 

photomultiplier tube (PMT), and, most importantly, the readout electronics. 

 

2.1 Scintillator 

The scintillator or detector is the part of the receiver closest to the return radiation signal, 

as shown in Fig. 2.1. Scintillator is a material which creates photons when excited by 

radiation. [14] discusses the major classes of scintillators and current trends. This definition 

makes sense for a neutron but a gamma-ray is already an electromagnetic wave and as such 

it is already a photon.  Then why do we even need to convert the gamma-ray to a photon? 

This is because gamma-rays are on the extreme end of EM wave spectrum and as such they 

have a very high frequency. Most of the photosensitive materials are not sensitive to 

gamma-rays directly. In fact, gamma-ray interactions with matter are very limited due to 
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their high energy. For spectroscopy, we still need to detect radiation over a wide range of 

energies. So, we first need to consider how photon interaction with matter depends on 

energy. 

 

  2.1.1 Interactions of gamma-ray with matter 

Of all the ways photons interact with matter [15], only the following three are important 

in relevance to spectroscopy: 

A) Photoelectric effect: 

The photoelectric effect is the emission of electrons from a material in response to 

light. Photons of low energy show photoelectric effect. 

The photoelectric effect is the cleanest way to detect a photon because it is 

completely lost in this process and transfers its energy to an electron less the work 

function of the electron (the energy that binds the electron to its atom)   

Mathematically, KE = hʋ + E0 where hʋ is the energy of the incident photon, ʋ 

being the frequency of this photon, h is Planck’s constant and E0 is the work 

function of the material. This is the classical definition of photoelectrical effect ,for 

a more accurate treatment, refer to [16]. 

 

Figure 2.2: Representation of photoelectric effect 
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This electron might lead to secondary emissions but then it will emit new electrons 

such that the sum of kinetic energies of all these electrons is still equal to the energy 

of the incident photon minus the work function. 

 

B) Compton scattering: 

Compton scattering is similar to diffraction but on a microscopic scale. The 

compton effect is shown by mid to higher energy photons like gamma-rays when 

they have higher energies than that required for photoelectric effect. 

When this photon collides with a material, it is scattered, meaning that changes the 

direction of the photon by an angle ɵ as it absorbs energy. It also results in the 

emission of the electron with a kinetic energy equal to the difference of energy of 

the incident, and scattered photon minus the binding energy of the electron. The 

electron again follows a path with an angle of ɵ to the original direction of the 

radiation but on the other side. This is as shown below: 

h

KE

'h





 

Figure 2.3: Representation of Compton scattering 
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The energy of these two emitted particles is dependent on this grazing angle ɵ and 

in normal circumstances a wide distribution of these energies is observed. [17]  and 

[18] present a more detailed mathematical treatment of Compton Effect. 

The resulting photons might generate further photoelectrons or lead to another 

instance of Compton scattering. So, this higher energy radiation will lead to a higher 

number of photoelectrons.  

 

C) Pair production 

In pair production, the highest energy photon (it may also be a gamma ray) interacts 

with the nucleus of the atom and generates a positron and electron pair. Thus, the 

incident photon must have energy greater than the binding energy of two electrons 

(positron also has the same charge and mass). This total binding energy is equal to 

1.02MeV[19]. Any excess energy of the photon is shared equally between the 

electron and the positron.  The positron is not a stable particle and it finally 

combines with an electron and generates two gamma-rays each with half the 

binding energy. Then these can lead to further photoelectric or Compton effects. 

[20] discusses the mathematics of pair production while [21] discusses pair 

production in a different light, to measure structural properties of a material by 

using high energy gammas to generate positrons and then observing their lifetime. 

Thus, high energy gamma-rays can interact with the scintillator to generate 

photoelectrons or other photon with reduced energies. The low energy photons can 
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then go to the photomultiplier tube (PMT), see Figure 2.1, and then generate 

photoelectrons and the photoelectrons already generated in the scintillator are 

multiplied even further. The PMT multiplies the number of photoelectrons by 

secondary emissions. Photoelectrons with higher kinetic energies have a higher 

yield, but there is an upper bound since the very high energy secondary electrons 

not being able to escape the PMT. 

Thus, the scintillator converts the gamma rays into photoelectrons and lower energy 

photons. 

  

  2.1.2 Detection of neutrons 

Neutrons are detected by absorptive reactions. Typically, in a scintillator, Li and Cs3+ are 

used to detect the neutrons. Li can absorb a neutron and will generate an alpha particle and 

a triton, both having kinetic energies depending on the energy of the incident neutron. 

These particles transfer energy to Cs3+ and emit photons. A single neutron can generate a 

burst of photons. [22] discusses various classes of neutron spectroscopy and their principles. 

The reaction used in the scintillator(CLYC) used in this particular thesis releases fixed 

energy photon (3.2MeV) independent of the energy of the incident neutron[23]. 

Thus, it is not possible to detect neutron energy. In order to separate the slow neutrons 

events from fast neutron events, the detector will use two scintillator tubes. One of these 

tubes will be physically shielded from the environment such that only neutrons with energy 

higher than a threshold can reach the detector. Thus, we will get two different probability 
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functions from the two tubes, one with only fast neutrons, the other with both fast and slow 

neutrons. Thus, we can estimate the rate of slow neutrons events from this as well. 

 

  2.1.3 Scintillator properties 

The material used for scintillator in this work is Cs2YLiCl6:Ce or CLYC. CLYC was 

developed by Radiation Monitoring Devices (RMD) Inc. RMD has been closely working 

with the team at ASU in developing this spectrometer device. The scintillation properties 

of CLYC, the scintillator used in this work has been widely studied for its properties and 

pulse shape discrimination as discussed in [24], [25], [26], [27], [28], [29], [30] and [31]. 

 Of all the elements present in CLYC, Li and Ce are used to detect the neutrons while the 

rest of the elements are sensitive to the gamma-rays. So, the most important feature of this 

material is that it can detect both the neutron counts and the gamma ray spectrum.  

CLYC has a different pulse shape for gamma-rays than neutrons. This can be distinguished 

by looking at the decay of the pulses detected for gamma-ray and neutrons. 

A sample neutron pulse as compared to gamma is shown below: 
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Figure 2.4: Neutron pulse V/S Gamma pulse as detected by CLYC 

 

CLYC also has a high detection efficiency (meaning that number of neutrons actually 

detected is very high) for neutron and very good energy resolution for gamma ray 

spectroscopy (3.9% FWHM at 662KeV).  Energy resolution is a measure of the 

monochromaticity of the detector. No detector is perfect. So, if we were to use a detector 

on a perfectly monochromatic source, it will still produce a spectrum with variation equal 

to the energy resolution. Energy resolution is measured as a width of the spectrum (FWHM) 

as a percentage of the energy.  
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2.2 Photomultiplier tube 

As the name suggests the photomultiplier tube is used to multiply the number of photons 

received. These tubes can multiply the detected current a million times. A conventional 

photomultiplier tube is shown below: 

 

Figure 2.5: Schematic diagram of a PMT [32] 

Figure 2.5 shows a conventional PMT used in gamma ray spectroscopy. As shown in the 

figure, the PMT has a photocathode on one end and then a series of dynodes to multiply 

the current. These dynodes are progressively connected to a higher voltage. 

The photocathode converts photons to photoelectrons.  The primary photoelectrons or the 

photoelectrons at the photocathode are attracted to the positive dynode and get accelerated. 

This accelerated electron hit the dynode and lead to secondary emission. The number of 

electrons emitted from this secondary emission is a function of the energy of the primary 

photoelectrons. Thus, photon with higher energies which produce photoelectrons with 

higher kinetic energy get multiplied to a larger number of photoelectrons. These 

photoelectrons are converted to photocurrent and sent onto the subsequent circuit. 
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Photocurrent is the charge of electron multiplied by the number of electrons crossing an 

imaginary cross section along the conductor. Thus, the energy of incident gamma ray (on 

the scintillator) is equal to the total energy of the current pulse generated. Note that even 

though it is a single gamma ray particle it will lead to a current pulse because of the way 

the detection and photo-multiplication works. There will be a large number of 

photoelectrons getting multiplied eventually and they will have different sources (one 

might be generated from an electron generate one dynode away while the other might be 

an electron generated several dynodes before). Thus, it will generate a complete pulse 

instead of an abrupt Dirac-function like distribution. 

 

For this project, we are using Hamamatsu R11265 for the photomultiplier tube with a 

power supply of 800V. R11265 is a 12-stage, head-on type photomultiplier tube [33], [34]. 

For a supply of 800V, it offers a gain of 3*105. For the power supply we are using Ortec-

555H which generates 800V from a different 5V supply. For more details about operation 

and properties of Photomultiplier Tube, refer to [35] 

 

2.3 Readout Electronics 

After the PMT, we have the readout electronics. All of the system used before this stage 

has been developed or recommended by RMD Inc. In fact, RMD has already developed a 

complete system including the readout as well. The problem with their approach is that 

they are using FPGAs for data processing which have a very high power consumption. So, 

main challenge is to bring the power consumption down. The plan is to do the signal 
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processing with basic analog and digital components such that there is no need to use power 

hungry FPGAs. This is not conducive for low power satellites, like CUBESATS.  

The purpose of the readout is to perform analog and digital processing of the information 

available and convert it into a more useful form. Ideally we want to convert this information 

into digital bits that can be directly loaded into the satellites main computer. This flow of 

information in the full system is summarized in the following figure. 

 

Scintillator 

Gammas
Transformation to a 

number of photoelectrons 

depending on incident 

energy

Neutrons
Chemical absorption with 

a release of 3.2 MeV 

photon

PMT
A number of photoelectrons with a 

bunch of different energies

The number and energies 

determined by the incident gamma 

energy while fixed in case of 

neutrons

Converts the incident 

photons to photocurrent 

which is dependent on the 

number of incident 

photons and their energies

Readout

A photocurrent with energy 

information in the integral and 

discrimination information in 

decay
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decay

 

Figure 2.6: Energy transformation in the system 

Up to the readout, the system has created a photocurrent with a decay time signifying 

whether it is a neutron or gamma and a total charge (i.e., the integral of the current pulse) 

which determines the energy of the incident particle. A voltage and a current source are 

interchangeable by the principles of Thevenin’s theorem and Norton’s theorem so the 

photocurrent can be modelled using a voltage source with a series resister for the next 

section. This is because using a voltage source makes the analysis much more intuitive 

rather than a current source.  Developing the readout electronics is the main focus of the 

work done on this thesis. Chapter-3 covers the design of the readout electronics in detail.  
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CHAPTER 3 

Design 

 

3.1 Interfacing with PMT 

We need to discriminate gamma and neutrons but first we need to correctly interface with 

the signal to consider loading and match properly. Without this, we will not be able observe 

any signal in the rest of the circuit. 

We modelled the input signal with a voltage source and a series resistance. After thorough 

testing, it was determined that the Thevenin resistance out of the PMT was 300KΩ. We 

therefore modelled the PMT output as a piecewise linear voltage source with a series 

resistance of 300kΩ. This piecewise linear signal is reconstructed from real data collected 

from the CLYC.  

In order to match the output resistance, a “buffer” stage was designed as shown in Fig. 3.1  

 

Figure 3.1: Interface with PMT 
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3.2 Extracting timing information from variable decay 

The following figure shows an average neutron pulse against an average gamma ray pulse. 

Neutron pulse

Gamma ray 
pulse

0 t1 t  

Figure 3.2: A neutron pulse compared to a gamma ray pulse  

As the figure shows, the neutron dies way slower than the gamma ray pulse. So, we can 

use the slower decay of the neutron as its defining characteristic.  

The principle of this design is that the time at which the pulse falls to A/2 respective to the 

time of start of this pulse is directly proportional to the rate of decay of the pulse and 

independent of the amplitude.  

This is proved as follows: 
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0 t1 t t2

A

 

Figure 3.3: A sample pulse representing the dimensions 

As shown in Figure 3.3, the pulse can be broken in two parts: from 0 to t1 and t1 to t2.  

Note that the time at which the pulse starts is considered 0 as we are calculating all times 

with reference to the start of the pulse. 

From 0 to t1, the pulse can be approximately represented as an exponential function of the 

form 𝐴(1 − 𝑒
−𝑡

𝜏 ) 

Now it will peak at t1 with the value 𝐴(1 − 𝑒
−𝑡1

𝜏 ) we denote as p0. 

From t1 to t2, the pulse can be represented as another exponential function of the form 

[𝐴(1 − 𝑒
−𝑡1

𝜏 )] ( 𝑒
−𝑡

𝜏1) 

So, pulse p(t) = {
 𝐴(1 − 𝑒

−𝑡

𝜏 )                  ,     0 ≤  𝑡 ≤ 𝑡1

[𝐴(1 − 𝑒
−𝑡1

𝜏 )] ( 𝑒
−(𝑡−𝑡1)

𝜏1 ),   𝑡1 ≤ 𝑡 ≤ 𝑡2
 

Now a gamma is different than a neutron in the rate of decay which is represented by the 

variable τ1. For a fixed t, t-t1 is fixed and the exponent of e is dependent on τ1. If τ1 is 
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higher, the exponent will be smaller and the rate of decay will be lower. If τ1 is lower, rate 

of decay will be higher.  

Thus, a neutron will have a higher τ1 than a gamma ray. 

Now, we want to find time t when p(t)=p0/2 

Thus, p0( 𝑒
−(𝑡−𝑡1)

𝜏1 ) = 
𝑝0

2
 

Or 𝑒
−(𝑡−𝑡1)

𝜏1 ) =  
1

2
 

Taking natural log on both sides: 

Thus, 
(t−t1)

𝜏1
 = Ln 2  

Or t = t1+ 𝜏1 Ln2 

As we can see, t is dependent on only the time of peak t1 and decay constant t1, not on the 

pulse amplitude, which is what we want. 

 

 

Dependence on t1: 

As we discussed in the last section, the time at which the pulse become half is dependent 

on the time of occurrence of peak. However, this peak is a function of the incident energy. 

So, for an equal incident energy, the time t1 is the same both for neutron and gamma ray. 

It is also assumed to be small so we can say 
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Thus, t ≈ 𝜏1 Ln2 

The architecture proposed follows a basic model shown below: 

  

Comparator 1

Vth

Trigger

Peak detector
Peak

Peak/2

Comparator 2

Decay 
threshold

 

Figure 3.4: A basic model of the architecture 

 

The schematic diagram for the full analog front end for pulse width and energy 

discrimination is shown below: 
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Figure 3.5: Schematic diagram of the circuit 

Here the “buffer” stage is used to provide some gain as well. It is followed by another 

amplifier gain stage to increase the gain and make it non- inverting before the comparator. 

These opamps need to have a gain bandwidth of the order of 2GHz in order to preserve the 

fast response of gamma. But such opamps are readily available [36].  

AC coupling is used before and after both the gain stages so that we maximize dynamic 

range and control the impact of offset voltages. 

To reduce the effect of noise on the timing signals hysteresis comparators are used. Vthl is 

10mV and Vthh is 20mV. If we do not use a hysteresis comparator, the output of the 

comparator can switch between low and high several times because of thermal noise if the 

transition region between high and low is not very steep. A hysteresis comparator prevents 

this because it provides a cushion equal to the hysteresis voltage between low to high and 

high to low transition. Most of the commercial comparators have a hysteresis programmed 

into it but some vendors also provide application notes for adding external Hysteresis so it 

can be user defined, one such example is [37]. 



23 
 

 

 

Figure 3.6: Zoomed in version of the peak detector 

An OPAMP based peak detector is used for detecting Peak and Peak/2.  

When the input voltage is increasing, the non-inverting terminal of the OPAMP U2 is 

higher than the inverting terminal so the output voltage of U2 is higher than what is already 

deposited on the capacitor C2. This make the diode D2 forward biased and charges to the 

capacitor C2 to this new value. The inverting input of the OPAMP U4 is driven to the same 

voltage as the non-inverting input by the unity gain feedback. This results in a finite current 

through resister R7 which changes the inverting input to the same value as the non-

inverting input.   
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Now when the voltage start decreasing again, the output voltage of OPAMP U2 is negative 

while the voltage on the capacitor C2 is equal to the peak voltage. At this point, the diode 

D1 becomes forward biased and keeps the charge stored on the capacitor C2 as it is.  For a 

more detailed explanation on peak detectors, refer to [38] 

After this peak detector, we have used a capacitor divider to get the Peak/2. A capacitor 

divider is used in place of a resister divider because it serves the dual purpose of blocking 

DC and getting voltage divided by 2. Then again two resisters are used to set the DC level 

back to VDD/2. 

 

3.3 Differentiating gamma and neutron from the timing information 

As shown in section 3.3, we get the timing information out of the signal received from 

PMT. This is shown as below: 
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Figure 3.7: Timing signals for a gamma ray vs a neutron 

We can see that the 𝐴 & �̅� signal has different pulse widths for gamma and neutron where 

the pulse width for neutron is higher than the pulse width for gamma. 

So, we need a pulse width detector to measure the pulse width and then convert this to 

binary information for pulse width binning. 

For measuring the pulse width of 𝐴. �̅� shown above, a basic time to digital converter (TDC) 

architecture is designed.  
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Figure 3.8: Schematic of the TDC 

This TDC includes two D-flipflops (A4 and A5 in the schematic) one for detecting the 

rising edge and the other for the falling edge of the pulse. This rising edge and falling edge 

time are then sampled with respect to a clock signal. As these two signals are completely 

asynchronous to the clock, there is a problem of metastability.  

Metastabilty is defined as the ability of a digital electronics system to persist for an 

unbounded time in an unstable equilibrium or metastable state [39]. In simpler words, when 

the D input to a flip flop comes from a source completely independent of the clock, it can 

move to any temporal location with respect to the clock. A problem arises when this D 

input changes at the same time or very near to the clock rising edge such that it doesn’t 

meet the setup or hold time constraint of the D- flipflop. When this happens, the setup 

and/or hold node of the flip flop goes to an indeterminate state(X). If this state X propagate 

to the output, it can lead to a large number of devices turning on at the same time though 

they were not supposed to. This makes the current consumption very high which can 

potentially burn the whole circuit. Even if the output of the flip flop does not go to 
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indeterminate state, resolution of metastability can take a very long time of the clock period 

and thus lead to logic failures.  

To prevent this metastability, two flip flop synchronizers are used both for the rising edge 

and falling edge pulses. Putting two flip-flops after each other gives the metastability state 

one complete clock cycle for the resolution and this is enough to meet the reliability 

demands in most cases. In some applications requiring very high speed data transmission 

coupled with extreme temperatures, there might be a need for more flip flops but 

nevertheless, in this application, speed is not that crucial as the pulse widths are about tenth 

of a microsecond. A more detailed analysis of metastability has been presented in [40] 

while [41] lists a variety of ways of dealing with metastability in addition to the two flip-

flop synchronizers. 

After dealing with metastability, these two signals are XORed together and used to mask 

the inverse of clock. Finally, this is used to drive the counter which generates the pulse 

width information by counting the number of clock cycles that occur in during the pulse. 

This circuit is very similar to the coarse measurement in [42] 

The accuracy of this circuit is limited by the clock rate which has been discussed in results 

section. But again, the pulses are in 100s of µs while PLLs faster than 1GHz are readily 

available. That is why we do not need to add fine measurement in addition to the coarse. 

Should there arise a need for more accuracy later on, there are a variety of ways to boost 

the time resolution. One of these is the dual- slope interpolation method used in the above 

cited reference and in [43]. Then there are other digital methods which use tapped delay 

lines as the fine counter as in [44].  
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The pulse width has now been digitized. This information can now be loaded into a 

computer. The different pulse widths can be analyzed with a histogram which reports the 

distribution of gamma v/s neutrons as both of them have different numbers for the recorded 

pulse width information.  

 

3.4 Event time binning 

Now that we have designed the neutron-gamma discrimination circuitry, we also want to 

bin the events based on their arrival time at the instruments. It was established in Chapter-

2 that we need this for the purpose of detecting water.  

This is achieved in this system by measuring the time of each event and storing it along 

with the pulse width information. The design is as follows: 

 

Figure 3.9: Schematic diagram of the circuit for event time measurement  

This circuit takes two inputs Gun_Trigger and Stop. Gun_Trigger is a pulse which 

represents the turning ON of the neutron gun. 
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This Gun_Trigger is again sampled using two D-flipflops to prevent metastability. This is 

then used to drive a clock. This clock can be a lot slower than the clock signal for pulse 

width measurement which was 1MHz. Right now the model is using a clock of 100KHz 

but RMD has been using a window size of 65.536µs which means a clock period of 15.25 

KHz. This slow clock will bin the events in a window size based on this clock period so a 

10MHz clock will lead to a window size of 10µs while the 15.25KHZ clock bins it to a 

window size of 65.536 µs 

The output bits of the counter are sampled at the falling edge of comparator 1 output which 

is denoted as the Stop net in the schematic. This Stop signal symbolizes the time instant 

when the current pulse finally decreases as compared to the threshold voltage. 

 

3.5 Energy Measurement 

Event energy measurement is one of the main functions of a spectrometer device. In this 

device, energy will be measured by using an integrator circuit with the amplified pulse 

being the input.  
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Figure 3.10: Schematic diagram with the integrator circuit 

This design uses a basic OPAMP integrator with reset driven by the Stop signal because 

we do not want the integrator to get saturated at VDD and GND.  

For a standard integrator: 

We know that, 𝑉𝑜𝑢𝑡 =  −
1

𝑅𝐶
∫ 𝑉𝑖𝑛𝑑𝑡

𝑡

0
 

So, we can see that R and C value of the integrator are used to set the gain of the amplifier. 

This R and C are used to match the dynamic range of the amplified signal to the input 

dynamic range of the synchronous ADC this integrator is driving.  
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ADC specifications: 

The observe pulse widths are of the order of 1µs. In the particular dataset considered with 

this design, there are at most 3 events in a window of 65.536µs. That means we need to 

sample two times in around a time of 10µs if we stay conservative. So, that means a 

sampling rate of 100Ksamples/ sec. The input dynamic range should be as large as possible 

for the maximum dynamic range of the input. So, 5V is a good number because there is 

definitely a 5V power supply on the CUBESAT as it is planned right now. 
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CHAPTER 4 

Results 

 

In this Chapter, the simulation results for the design are presented and compared with the 

results obtained by RMD on the same dataset. The dataset was collected by RMD using 

Na22AmBeCs137. AmBe is the neutron source and the other elements are source of gamma-

rays. This data was collected at the ADC output of the system shown in Figure 4.1   

 

 

Figure 4.1: Overview of the system developed by RMD  

 

This data is a good benchmark because of the already published results on it by RMD which 

provides both the discrimination of gamma and neutron as well as the event rate. But there 
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is one issue in using this data. The data comes from the output of an ADC according to 

their system while what we want is the PMT output. So, the data was backtracked to the 

PMT using data processing.  The ADC used in this system is LTC-2158-14 and the AMP 

is LTC-6400-26. This is a 12-bit ADC with an input dynamic range of 1.32V. Thus, the 

1.32V is converted to an output range of 0-4095. The AMP in the ADC driver configuration 

has a gain of 200V/V. So, the input from PMT goes through a gain of  
200∗4096

1.32
 before 

reaching to the ADC output. Thus, the data was divided by this number to get a good 

estimate of what the signal at the PMT output look like. This was done with a C program. 

This program also performed an added function of dividing the data into smaller segments 

because the data handling capacity of LTspice, the simulation software, is very limited. 

The PMT data extraction was verified for correct functionality by using the scintillator and 

PMT on background data. The input impedance of the circuit was varied in order to 

minimize the effect of loading. It was found that 300KΩ is an optimal number for the input 

impedance. As the interface with PMT has been taken care of, the above cited dataset is a 

good test for the design.  

 

4.1 Gamma-ray V/S neutron discrimination 

As discussed in Chapter-3, in this design, the pulse width of the timing signal 𝐴. �̅� is used 

to distinguish between gamma rays and neutrons. Thus, the pulse width of this signal is 

observed and plotted in the form of a histogram. The observed histogram is shown in figure 

4.2.  
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As we can see gamma ray events can be easily seperated from the neutrons. The first peak 

corresponds to the gamma-ray events while the second peak corresponds to neutron events.  

 

 

Figure 4.2: Histogram for the observed pulse widths of 𝐴. �̅� 

 

These results are compared with the result obtained by RMD on the same dataset. Before 

presenting the result, there is a need to understand how their approach works. 

In RMD’s approach, the basis of detection is also the pulse shape discrimination. However 

there is a difference in how they use the shape of the pulse. 

A generic gamma pulse is compared in Figure 4.3 with a neutron pulse. These duration of 

the pulses is divided into time windows and these pulses are integrated over these window 

of times. These times are fixed at 280ns, 680ns and 4000ns. The 4000ns window is used to 

measure the energy of the total pulse. The figure only shows the 280ns and 680ns windows 

because only these two are required for pulse shape discrimination. 
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Figure 4.3: Gamma ray V/S a neutron shown in different windows 

Notice that the integral of the signal for window 1 is almost equal for both gamma and 

neutron while integrals for window 2 is more for neutron as compared to gamma. So, if we 

use the integrals for window 1 and window 2 and divide integral 1 by integral 2, the 

quantity obtained will be higher for gamma-rays than neutrons. Here integral 1 acts as a 

normalization factor and we cannot just use integral 2 because the particles might have 

different energies which might result in no meaningful conclusion.   

This ratio of integrals is called the PSD factor.  

Thus, PSD = 
∫ 𝑝(𝑡)𝑑𝑡

280𝑛𝑠
0

∫ 𝑝(𝑡)𝑑𝑡
680𝑛𝑠

0

 

The result of this approach on the same dataset is presented in figure 4.4  
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Figure 4.4: Histogram for the PSD factor obtaining by using the integral method 

 

Note that the PSD factor is higher for gamma-ray than neutrons. Thus, the second peak 

corresponding to the gamma rays while first correspond to neutrons. We can clearly see a 

close correspondence between the two results. 

For the design developed in this work, the peaks are 20 and 5 for gamma and neutron 

respectively while for neutron the peaks are 23 and 6 respectively. 

Further, the total number of events detected by our approach is 59 as compared to 66 

detected by RMD’ s approach. The data was observed carefully to find the reason of this 

difference in recorded results and also to verify one to one correspondence in the neutron 

and gamma-ray events (meaning that the neutron events actually happen at the same time 

and not just a coincidence). 
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Thus, the dataset was divided into time windows of 327.68 µs and the number of events 

recorded was observed for both the approaches. This is presented in the Table 4.1 and 4.2 

 

Window Number of gamma events Number of neutron events 

1 6 0 

2 7 0 

3 5 0 

4 6 0 

5 4 2 

6 5 0 

7 4 1 

8 6 1 

9 3 2 

10 7 0 

Total 53 6 

Table 4.1: Measurement dataset divided into windows for the pulse width method 

 

As we can see, the number of events in each window is very close in both the methods 

though again there are a number of extra events in RMD’s method. This was further 

investigated by checking the raw data for the events missing in our approach. 
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Window Number of gamma events Number of neutron events 

1 7 0 

2 9 0 

3 5 0 

4 6 0 

5 5 2 

6 6 1 

7 4 1 

8 6 1 

9 4 2 

10 7 0 

Total 59 7 

Table 4.2: Measurement dataset divided into windows for the integrator method 

 

It was found that the difference is due to a lower threshold used in RMD’s approach which 

leads to detection of pulses with lower energies. However, this lower threshold also has the 

added disadvantage of adding some false positives as was observed when going over the 

data pulse by pulse. 

The data was also checked for one to one correspondence between the two results and it 

showed a complete match. Thus, it can be concluded that this new approach is also as 

effective as the tried and tested method used by RMD. 
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4.2 Measurement of energy 

Energy measurement needs a lot of calibration regarding the R and C value of the integrator 

and the gain of amplifier stages. This is because of the inherent tradeoffs in this system. 

The bandwidth of the integrator or the speed with which a signal can be integrated is limited 

by the product of R and C. For maximum speed, you want R and C to be minimum. But C 

directly controls the charge holding capacity of the integrator. A smaller capacitor will be 

saturated by a short current pulse. Thus, there is an optimal level for this R and C. The 

amplifier gains need to be selected by considering the dynamic range of the system and the 

noise level. If the gain is too much, the output of the amplifier will get saturated to positive 

or negative rail for a short current pulse. On the other hand, if it is too low, some valid 

signals might be lost due to the input offset voltages and other non-linearity in the system.   

As such, it is harder to compare the energy with the energy observed by RMD. Thus, here 

the simulation results of the proposed design have been presented: 

 

Figure 4.5: Simulation results for the energy of incident pulses for the proposed design 
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The input signal is integrated for the duration of the current pulse. This is represented in 

this figure by the duration for which the Stop signal is low. The energy keeps on 

accumulating until finally it is sampled at the rising edge of the Stop signal. At this point, 

most of the area under the signal has been integrated other than the time when the signal is 

already below threshold so it is an accurate estimate of the energy. Note that the energy 

signal goes on the negative side of the equilibrium point 2.5V. This is because this 

integrator is an inverting stage. 

 

4.3 Timing errors 

The pulse widths are measured in reference to a clock signal. As such, there is some timing 

error in the measurements. This can be calculated if we look at the timing diagram of a 

time to digital conversion (TDC) operation. In the TDC architecture used in this design, 

the input pulse is divided into two, unit step functions, one representing the rise and other 

the fall. These two signals are then clock synchronized. This is represented in Figure 4.5 
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Figure 4.6: Timing diagram of the TDC outputs 

 

In this scenario, the input pulse can change at any time with respect to the clock. If this 

input pulse comes just after a rising edge of clock, the effect of this clock will be only 

observed at the next clock rising edge. Thus, error in signal representing the rising edge 

information is equal to the period of the clock signal. Similarly, error in the signal 

representing falling edge information is also equal to the clock period. In this way, the total 

error in the output pulse width binary data is equal to 2*(time period of clock signal)  
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CHAPTER 5 

Conclusion 

 

An architecture for the readout electronics of a spectrometer device has been presented in 

this thesis. The spectrometer device uses novel scintillator material which can detect 

neutron and gamma-ray at the same time. So, the main challenge was the discrimination of 

gamma-rays from neutrons.  

To deal with this, a novel method utilizing the time to reach half amplitude has been 

proposed. This has been supported with a mathematical analysis of the said design. An 

LTspice model for this design was simulated with data provided by a collaborating 

company which was collected using Na22AmBeCs137. The simulation was compared to a 

system developed by the said company for pulse shape discrimination in specific. The 

output matches to a large extent to the measurements made in previous attempts.  

Next step is to expand on this design by building the system piece by piece on a board. 

Thus, the design will be migrated to a board design suite that offers schematic entry, 

simulation and layout as well.  

Once the board is built, the system will be tested with other neutron and gamma sources. 

The current dataset includes the data from Na22AmBeCs137, some background data 

collected by placing the detector in ambient conditions and data collected from salt, KCl 

which is a neuron source. For preliminary testing the digital processing is done in a 

computer and an NI DAC is being used to transmit the analog information out of the 

amplifiers directly to the computer.  
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The ultimate target is to reduce the power consumed in the readout electronics and as such 

the design might be even migrated to an integrated circuit later on if it works out well on 

the board.  
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