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ABSTRACT

Moore’s law has been the most important driving force for the tremendous progress

of semiconductor industry. With time the transistors which form the fundamental

building block of any integrated circuit have been shrinking in size leading to smaller

and faster electronic devices.As the devices scale down thermal effects and the short

channel effects become the important deciding factors in determining transistor ar-

chitecture.SOI (Silicon on Insulator) devices have been excellent alternative to planar

MOSFET for ultimate CMOS scaling since they mitigate short channel effects. Hence

as a part of thesis we tried to study the benefits of the SOI technology especially for

lower technology nodes when the channel thickness reduces down to sub 10nm regime.

This work tries to explore the effects of structural confinement due to reduced channel

thickness on the electrostatic behavior of DG SOI MOSFET. DG SOI MOSFET form

the Qfinfet which is an alternative to existing Finfet structure. Qfinfet was proposed

and patented by the Finscale Inc for sub 10nm technology nodes. As part of MS

Thesis we developed electrostatic simulator for DG SOI devices by implementing the

self consistent full band Schrodinger Poisson solver. We used the Empirical Pseu-

dopotential method in conjunction with supercell approach to solve the Schrodinger

Equation. EPM was chosen because it has few empirical parameters which give us

good accuracy for experimental results. Also EPM is computationally less expen-

sive as compared to the atomistic methods like DFT(Density functional theory) and

NEGF (Non-equilibrium Green’s function). In our workwe considered two crystallo-

graphic orientations of Si,namely [100] and [110].
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Chapter 1

INTRODUCTION

Semiconductors have led to industrial revolution in todays’s society. It has changed

the way humans lead their lives. Semiconductors have empowered the computers and

other computing platforms with immense capability that altered the course of human

history. One of the things that has been constant with the semiconductor industry is

the change. The constant pursuit of reduction in transistor sizes has been the driving

factor for the semiconductor industry. Famously called as Moore’s law [2] it states

that ”The number of transistors incorporated in a chip will approximately double

every 24 months.”This has led to constant reduction in size of transistors leading to

increased density of transistors per unit die area.

As we go down the scaling path for the conventional bulk planar MOSFET short

channel effects and channel to drain capacitance starts increasing. These factors

limit the performance of the planar MOSFET in the deep nanoscale regime. To

reduce the short channel effects and increased leakage due to tunneling between the

gate(physically thick but electrically thin) and the semiconductor through the oxide

we need to use channels with higher levels of doping and high dielectric materials

for gate [4]. Alternate device architectures need to be considered for continuing the

CMOS scaling. Fig.1.2 represents the different device architectures being considered

to continue Moores’ law.
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Figure 1.1: Moore’s Law

Fig. Courtesy @ [3]

Figure 1.2: Transistor Architectures

Fig. Courtesy @ [5]
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Figure 1.3: SOI MOSFET

Fig. Courtesy @ [9][10]

1.1 Device Architectures to Continue Moore’s Law

As is depicted in Fig.(1.3) SOI MOSFET offer a better alternative to continue the

Moore’s law for lower technology nodes. Due to the buried oxide layer they have

reduced parasitics and have better short channel behavior as compared to planar

MOSFET [6]. One of the major benefits of SOI MOSFET is that they are easy to

fabricate and no elaborate changes are required to the existing production capability

[7]. Also SOI MOSFET provide advantages such as absence of latch up,reduced power

consumption due to improved current carrying capability and better reliability than

their bulk CMOS counterparts.The elimination of the reverse body effect in stacked

digital circuit applications [8] is also another advantage of SOI over bulk transistors.
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1.2 UTB SOI DEVICES

There are two types of SOI devices: a.)PDSOI(Partially Depleted Silicon on In-

sulator) b.)FDSOI(Fully Depleted Silicon on Insulator).In PD SOI the silicon body

is thicker than the gate depletion width so that the depletion layer covers partially

the space under the gate, while in FD SOI the silicon layer thickness is smaller or

equivalent to the depletion width; hence the name fully depleted SOI [10]. PDSOI

has its own advantages over conventional bulk MOSFET. It leads to 20% increase in

performance,50% reduction in power consumption for same operating voltage,radiation

hardness,etc.[11] One of the major structural disadvantage in PDSOI devices is float-

ing body due to larger thickness of Si channel. Floating body leads to unstable

threshold voltage due to variation of substrate to source voltage, increase in the drain

current near saturation region also known as kink effect and switching memory effects

causing delay variations in circuit. One of the ways to reduce the floating body effect

is to use smaller thickness of Si channel region leading to class of devices known as

FDSOI.The thickness of Si channel in FDSOI is less than the depletion width.

1.3 Exploration of UTB SOI: Experimentally and Theoretically

Ultra Thin Body SOI (UTB SOI)devices are future of CMOS scaling [12].They are

extension of scaling FDSOI technology. These devices provide advantage in terms of

area occupied on the die leading to increased density. Also these devices have added

structural confinement due to the reduced thickness of Silicon layer which enhances

the mobility. The carrier distribution is shifted more into the depth of the channel

rather being close to the surface. This leads to improved current density in UTB SOI

devices.UTB SOI Devices also have comparatively smaller junction area leading to

smaller junction capacitance thereby increasing control of the gate over channel.
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In the past there have been studies of UTB SOI devices to gauge the benefits

of using thin layer of silicon channel. Experimental studies on UTB SOI pMOSFET

have shown that the mobility increases with the reduction in the silicon film thickness

[13]. Also it has been experimentally demonstrated that [110] oriented Si UTB SOI

MOSFET has better performance over its [100] counterpart [13] for reduced channel

thickness. Attempts have also been made at modeling the UTB SOI devices to un-

derstand the electron transport and predict with certain degree of accuracy about its

performance for lower technology nodes [14]. Electrostatic modeling of these devices

will help us optimize their design for lower technology nodes. Approaches to modeling

UTB SOI used effective mass theory to estimate their performance or Monte Carlo

study with quantum corrected potential [15]. Effective mass theory and Monte Carlo

with quantum corrected potential do not accurately explain the quantum confinement

effects on charge distribution and potential in channel region. These approaches also

do not take into account the atomic potential fluctuations. Quantum confinement ef-

fects and the fluctuations in atomic potential start to manifest itself as the thickness

of Si channel is reduced. Hence we adopted the full band approach to study the effect

of structural confinement on band-structure of silicon slabs.

1.4 Organization of Thesis

As effective mass approach fails to describe the device behavior for reduced channel

thickness and all crystallographic orientation we adopted atomistic approach to mod-

eling. For modeling purposes we have selected UTB SOI n-MOSFETS. This model

can be easily extended for UTB p-MOSFET as well. Device under study is the sym-

metric DG SOI architecture. The details of the model we developed are described in

the following chapters:

• Chapter 2: This chapter discusses the supercell approach deployed along with
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Empirical Pseudopotential method (EPM) to calculate the band-structure of

UTB SOI devices. Band-structure is computed for two crystallographic orien-

tation namely [100] and [110]

• Chapter 3: In this chapter we extract the wavefunction of electrons and holes

from EPM . Since EPM is a k-space method hence it is necessary to transform

the wave-function from k-space to real space to be useable to setup the Poisson

equation in real space. We also compute the Density of States (DOS) from full

band-structure for charge calculation purposes.

• Chapter 4: This chapter describes how the Poisson solver is setup to couple

self- consistently with Schrodinger solver to get charge and potential through the

device. Implementation details of self consistent full band Schrodinger Poisson

solver are also explained.

• Chapter 5: The model developed in previous chapters enabled study of equi-

librium properties of UTB SOI as function of parameters such as thickness of

silicon channel, doping concentration, gate voltage and crystallographic orienta-

tion. Properties such as threshold voltage, charge distribution profile and capac-

itance have been analyzed for UTB SOI devices as function of afore mentioned

parameters. This chapter describes the results obtained through simulation.

• Chapter 6: Scope for future work and conclusions are discussed.
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Chapter 2

STRUCTURAL CONFINEMENT EFFECTS ON BAND-STRUCUTRE

2.1 Motivation for Atomistic Approach

To model the equilibrium properties of UTB SOI against variables like silicon

channel thickness, doping concentration and crystallographic orientation the widely

adopted method is effective mass Schrodinger equation coupled with Poisson solver.

−}2

2m∗e
∇2ψ(z) + V (z)ψ(z) = Eψ(z) (2.1)

d2φ

dz2
=
e(n(z)− p(z) +Na−Nd)

ε

V (z) = −eφ(z)

(2.2)

In Eq.(2.1) m∗e is the electron effective mass whereas n(z) and p(z) in Eq.(2.2) rep-

resent the electron and hole concentration respectively. Since n(z) and p(z) are de-

pendent on the solution of Eq.(2.1) which in turn is dependent on potential that is

calculated using Eq.(2.2). Thus Eq.(2.1) and Eq.(2.2) are solved self consistently to

find the charge distribution in the device and the corresponding potential profile.

Effective mass equation (EME) assumes parabolic E − k relationship. For [100]

oriented Si n MOSFET EME has been successful in modeling the quantum transport

in inversion layers with reasonable accuracy [16][17]. But there are certain limitations

when the method is applied for holes. Firstly since holes have non- parabolic band-

structure due to warping of valence bands. In addition for [110] oriented Si there

is added complexity in using EME since the principle axes of devices (confinement

direction and the width) are not aligned with the principle axes of constant energy

7



ellipsoids. Due to non alignment the effective mass equation become enormously

complicated. EME does not take into account the added structural confinement in

UTB SOI devices caused due to limited thickness of Silicon channel tsi[18].

As is known, effective-mass-approach is an approximation which disregards the

atomic scale fluctuation of the electronic characteristics and describes the band edge

electronic properties in an approximate manner[18]. However, as thickness of the sil-

icon channel goes down, the behavior of the electronic states in nanoscale CMOS de-

vices become more and more sensitive to all sorts of microscopic phenomena: atomic-

scale fluctuations, local bond distortions, alloy effects, structure of the interfaces,

quantum tunneling and energy quantization. Also the complete nature of the band

edge electronic properties of the material cannot be described by just introducing a

non-parabolicity factor. An improved modeling of such effects is not possible within

effective mass approach and a full band atomistic treatment is necessary to address

them.

Semi-empirical tight binding method and Empirical Pseudo-potential method (EPM)

are two methods employed to do full band analysis. Tight binding method using s,

p and d atomic orbitals basis has been already applied to 1D simulation of resonant

tunneling diode (RTD) and zero dimensional quantum dot [19]. Since tight binding

uses limited number of atomic basis function there is little variational flexibility for

determining the conduction band energy and wavefunction [1]. Also the atomic basis

function cannot correctly describe the electron wavefunction in between atoms; where

it behaves more like free electron. Tight bindidng method does not explicitly use the

atomic bsis functions but rather uses empirically adjusted parameters for elecrtonic

structure calculation. This makes it difficult to model semiconductor surfaces [1]. All
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these limitations can be overcome by using the pseudopotentials. Tight binding is a

real space approach as opposed to EPM which is reciprocal space approach to band-

structure calculation. Thus EPM can be easily scalable to 2 or 3 dimensions.Both

tight binding and EPM are empirical methods where the parameters can be em-

pirically fitted to explain the experimental data. As opposed to empirical method

there are ab initio methods like Density functional Theory and Hartree Fock method

which do not require any empirically fitted parameters and treat electron electron

interaction as well. But these methods are computationally expensive as opposed to

empirical methods.

2.2 Empirical Pseudopotential Method

For general n electron system the Schrodinger equation is described as follows :[∑
i

p2
i

2mo

+
∑
i,j,l

Vα(ri −Rlα) +
1

2

∑
i,j

e2

4πε|ri − rj|

]
ψ(r1r2.....rn)

= Eψ(r1r2.....rn)

(2.3)

In Eq.(2.3) Rlα represents location of ions and Rlα = Rl + τα; Rl is lattice vector

and τα represents location of ion in the unit cell. mo is the free electron mass. The

third term on LHS of Eq.(2.3) corresponds to the energy due to electron electron

repulsion. Using Hartree’s [20] and mean field approximation one can approximate

the effect of multiple electrons into an average field. Within this approximation system

hamiltonian becomes Hel = H1 + H2 + H3 + · · · · Hn leading to the corresponding

wavefunctions being ψ(r1r2 · · · ·rn) = ψ(r1)ψ(r2)ψ(r3) · · · ·ψ(rn). Next invoking the

slater determinant [21] representation of the wave-function we can write the Hartree

9



fock equation as[∑
i

p2
i

2mo

+
∑
i,j,l

Vα(ri −Rlα) +
∑
j 6=k

e2

4πε

∫
ψ∗j (r′)ψj(r

′)

|r − r′|
dr′
]
ψi(r)

−
∑
j 6=k

e2

4πεo
ψj(r)

∫
ψ∗j (r′)ψj(r

′)

|r − r′|
dr′ = wiψi(r)

(2.4)

The last term on LHS of Eq.(2.4) is known as exchange energy and arises due to

anti-symmetric nature of [22] spatial wave function. This causes electrons to repel

each other so that they do not occupy the same state thus lowering the Coulomb

repulsion. Exchange correlation energy becomes dominant for strongly correlated

materials such as transition metal oxide [23]. For other materials where the exchange

energy effects are not dominant one can still consider the mean field approximation

to solve the Schrodinger equation. For the case of UTB SOI devices, using Si as a

channel material, the mean field approximation works well. Thus, for bulk Si the

Schrodinger equation takes the following form:

[−}2

2m0

∇2 + V (lat)(r)
]
ψ(r) = wiψ(r) (2.5)

The V (lat) term in Eq. (2.5) includes the ionic potential plus the screened potential

due to other electrons in the system thereby representing the mean field experienced

by the valence electrons in the semiconductor. We obtain band-structure by solving

the Eq. (2.5). For solution purposes we can treat the above equation as eigenvalue

problem for the energy values less than the confining potential determined by the

device contacts. There are two ways to solve the problem :

1. Tight binding method: This method solves the eigenvalue problem in real

space by considering the interaction of neighboring atoms in terms of coupling

constants. It assumes that the valence electrons are tightly bound to the nu-

cleus.
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2. Empirical Pseudo potential method (EPM) : This method converts the

eigenvalue problem in fourier space if the lattice potential in the crystal is

periodic. It assumes that the valence electrons are loosely bound to the nucleus.

2.3 Introduction: EPM

Periodicity of the crystal potential, as depicted in the diagram Fig.(2.1) allows us

to use the fourier expansion of the potential. Periodic potential leads to periodic

wave functions. According to the Bloch theorem electron wave function can be writ-

ten as a product of plane wave function and cell periodic part, namely ψnk(r) =

exp(ikr)unk(r), where unk is cell periodic function. unk(r) = unk(r + R) where R is

lattice vector. Since Bloch function is periodic it can expressed as sum of its fourier

components. unk(r) =
∑
jA(Gj)exp(iGr) and ψnk(r) = exp(ikr)

∑
jA(Gj)exp(iGr)

. Earlier method to solve the schrodinger equation Eq. (2.5) involved use of plane

waves and treated the periodic crystal potential as perturbation [24]. Using this ap-

proach one would require very large number of plane waves to correctly represent the

valence electrons since many high frequency components would be required to depict

the crystal potential towards the nucleus. This makes the scale of problem very large

to solve. A way to get around this problem is to use Orthogonalized plane waves

as eigenfunctions representing electron wave functions. If we consider the orthogonal

basis set as follows we can greatly reduce the scale of problem [25].

∣∣φOPWk+K

〉
= |k +K〉 −

∑
c

〈φc|k +K〉 |φc〉 (2.6)

In Eq. (2.6) φc are the core atomic potentials. k represents the reduced zone k vector

and K represents the reciprocal lattice vector.The orthogonalized plane waves also

satisfy Eq.(2.5). This property is used to get next set of equations.
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Figure 2.1: Periodic Crystal Potential

Fig. Courtesy @ [26]

[−}2

2m0

∇2 + V (lat)(r)
]
[|k +K〉 −

∑
c

〈φc|k +K〉 |φc〉] = wi[|k +K〉 −
∑
c

〈φc|k +K〉 |φc〉][−}2

2m0

∇2 + V (lat)(r)
]
|k +K〉 −

[−}2

2m0

∇2 + V (lat)(r)
]∑
c

〈φc|k +K〉 |φc〉

= wi |k +K〉 − wi
∑
c

〈φc|k +K〉 |φc〉

Thus[−}2

2m0

∇2 + V (lat)(r)
]
|k +K〉 − Ec

∑
c

〈φc|k +K〉 |φc〉

= wi |k +K〉 − wi
∑
c

〈φc|k +K〉 |φc〉

Where Ec are the core atomic levels ∴[−}2

2m0

∇2 + V lat(r)
]
|k +K〉+

∑
c

(wi − Ec) |φc〉 〈φc|k +K〉 = wi |k +K〉

(2.7)

Thus the schrodinger equation takes the following form:

[−}2

2m0

∇2 + V lat
pp (r)

]
|k +K〉 = wi |k +K〉 (2.8a)

where : V lat
pp (r) = V lat(r)−

∑
c

(wi − Ec) |φc〉 〈φc|
(2.8b)
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Figure 2.2: Atomic Pseudopotential

Fig. Courtesy @ [27]

Fig.(2.2) represents the pseudopotential, V
(lat)
pp described in Eq.(2.8b). As we get

closer and closer to the ionic potential the potential increases very rapidly but the

pseudo-potential increases unto boundary of the core region and then decreases. There

are many mathematical models to fit the pseudo potential curve. We adopted the

model described by Zhang [1] These models are empirical in nature which implies

that they are obtained by curve fitting to experimental values. For the ease of use

in EPM, the pseudopotentials are usually plotted as function of the wave-vector q.

Approximate expression for Si and H pseudopotentials are give in Eq.(2.9). The

pseudopotential paramter values for Si and H are outlined in Table (2.1).

V Si(q) =
b1(q2 − b2)

b3eb4q
2 − 1

V H(q) =b0 + b1q + b2q
2 + b3q

3 when q ≤ 2

=
b11

q
+
b12

q2
+
b13

q3
+
b14

q4
when q > 2

(2.9)
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Note that 1Ry. = 13.60eV and 1a.u = 1
2
Ry. Pseudo potential parameters are nor-

malized to atomic volumes. For other materials one has to use appropriate empirical

form for the lattice potential.

Parameters(Si) b1 b2 b3 b4 Ecutoff

V alue(a.u.) 0.2685 2.19104 2.05716 0.48716 9

bH0 bH1 bH2 bH3 bH11 bH12 bH13 bH14 Ecutoff

-0.1416 0.0098 0.06231 -0.01895 0.028 -0.3877 0.9692 1.022 16

Table 2.1: Local Pseudopotential Parameters for Si and H[1]

Pseudopotential parameters are normalized to Si and H atomic volumes

2.3.1 Schrodinger Equation in Fourier Space

To reiterate,

V lat
Si,pp(r) =

∑
j

V (Gj)e
iGjr

and the bloch function is,

ψnk(r) = eikr
∑
i

Ank(Gi)e
iGir

=
∑
i

Ank(Gi)e
i(k+Gi)r = |k +Gi〉

(2.10)
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Substituting Eq.(2.10) in Eq.(2.8b) we get the fourier space representation of schrodinger

equation.[−}2

2m0

∇2 +
∑
j

V (Gj)e
iGjr
]∑
i

Ank(Gi)e
i(k+Gi)r = w(k)

∑
i

Ank(Gi)e
i(k+Gi)r

−}2

2m0

∑
i

|k +Gi|2Ank(Gi)e
i(k+Gi)r +

∑
j

∑
i

V (Gj)Ank(Gi)e
i(k+Gi+Gj)r

= w(k)
∑
i

Ank(Gi)e
i(k+Gi)r

(2.11)

Multiplying Eq.(2.11) with an orthogonal function e−i(k+Gl)r and integrating over

volume of crystal introduces kronecker delta function:

−}2

2m0

∑
i

|k +Gi|2Ank(Gi)δGi,Gl
+
∑
j

∑
i

V (Gj)Ank(Gi)δGj ,Gl−Gi

Then

= w(k)
∑
i

Ank(Gi)δGi.Gl

−}2

2me
|k +Gl|2Ank(Gl) +

∑
i

V (Gl −Gi)Ank(Gi) = w(k)Ank(Gl)

−}2

2me
|k +Gl|2 〈Gl|Gl〉 |k +Gl〉+

∑
i

〈Gi|V |Gl〉 |k +Gl〉 = w(k) 〈Gl|Gl〉 |k +Gl〉

(2.12)

Eq.(2.12) can be represented as a eigenvalue problem with the first term representing

the elements along the diagonal and the matrix elements corresponding to the pseu-

dopotential are off diagonal. The matrix elements of the eigenvalue equation are are

represented as Hi,j = −}2
2me
|k +Gi|2δi,j + 〈Gi|V |Gj〉. Eq.(2.13) describes the compu-

tation of pseudo potential terms. The size of hamiltonian matrix is determined by

the cut-off energy for individual atoms. The equation −}2
2me
|G|2 ≤Ecutoff determines

the number of G-vectors required to obtain accurate band-structure plots.
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The calculation of pseudopotential terms 〈Gi|V |Gj〉 is outlined here:

V lat(r) =
∑
l,α

V α(r −Rl − τα)

where τα represents position of atoms in the unit cell

〈Gi|V |Gj〉 =
1

Ω

∑
l,α

∫
Ω

e−i(Gj−Gi)r
∑
l,α

V α(r −Rl − τα)dr

whereΩ represents volume of crystal

=
1

Ω

∑
l,α

e−i(Gj−Gi)Rl

∫
Ω

∑
l,α

V α(r −Rl − τα)e−i(Gj−Gi)(r−Rl)dr

Using r
′
= r −Rl − τα

∴ 〈Gi|V |Gj〉 =
1

Ω

∑
l,α

e−i(Gj−Gi)Rl

∫
Ω

∑
l,α

V α(r
′
)e−i(Gj−Gi)(r

′
+τα)dr

′

=
∑
α

e−i(Gj−Gi)τα
1

NcellΩc

∑
l

e−i(Gj−Gi)Rl

∫
Ω

V α(r
′
)e−i(Gj−Gi)r

′

dr
′

=
∑
α

e−i(Gj−Gi)τα
1

NcellΩc

Ncell

∫
Ω

V α(r
′
)e−i(Gj−Gi)r

′

dr
′

=
∑
α

e−i(Gj−Gi)τα
1

Ωc

∫
Ω

V α(r
′
)e−i(Gj−Gi)r

′

dr
′

∵ the ionic pseudo potential fall off as 1/r2 one finally has∫
Ω

V α(r
′
)e−i(Gj−Gi)r

′

dr
′ ≈

∫
Ωc

V α(r
′
)e−i(Gj−Gi)r

′

dr
′

≈
∑
α

e−i(Gj−Gi)τα
1

Ωc

∫
Ωc

V α(r
′
)e−i(Gj−Gi)r

′

dr
′

(2.13)
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2.4 Band-Structure of Thin Film Structures: Supercell Approach

As discussed in the introduction chapter FDSOI are successors for Moore’s law and

UTB SOI, which are FDSOI with very thin silicon channel are potential solutions to

CMOS scaling. In this section it will be described how existing EPM technique is

utilized to calculate the electronic properties of these thin film devices. The main

difference between thin film and bulk devices is that bulk devices have periodicity

in all the three spatial dimensions whereas thin film devices have periodicity in two

dimensions and confinement in the third dimension. This confinement has important

implications on the band-structure of thin films [28, 29].

To treat the confinement holistically we need to compute full band structure and

to be able to do that we need to use the concept of supercells. Supercell is a unit cell

consisting of least total number of atoms required to generate the whole structure

using translation operation [30]. For the bulk band-structure case we usually have

periodicity in all three directions. Hence the supercell is small in size implying there

are very few atoms per supercell and this cell when translated in three dimensions

gives us the complete crystal.

Due to the limited thickness of the silicon channel in UTB SOI devices there is

confinement in the direction of channel thickness .Thus to study the electronic prop-

erties of confined devices we need to define a supercell long enough to accommodate

the entire channel thickness along with the vacuum separation from the adjacent su-

percell. Thus supercell is nothing but extended unit cell in the confinement direction

with larger number of atoms than in bulk primitive cell.The number of vacuum layers

padded at both ends of the device are sufficiently long to avoid any coupling effects

between the thin films in two adjacent super cells [32]. Fig. (2.4) represents the
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Figure 2.3: Crystal Structure of Silicon

FCC Lattice with two atoms per basis site. a1, a2, a3 represent the primitive lattice

vectors for the FCC lattice. Two atoms at the basis site form the Supercell.[31]

unit cell used for studying the electronic properties of thin film SOI devices. The

idea of supercells can be very well extended to study the properties of devices like Si

nanowires where the confinement expands in two spatial directions.

Figure 2.4: Unit Cell Representation for Thin Film Devices

Region B represents the thin film and Region A represents the vacuum padding

used to form non coupled supercell.[32]
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2.5 Thin Si Layers

In this section we study how the concept of supercell is applied to study the

properties of thin film devices. Thin film devices differ from MOSFET in a way

that they have structural confinement in addition to the electrical confinement. As

discussed in the beginning of the chapter, EME ( Effective Mass equation) is the

most widely invoked method to study the electronic properties of MOSFET. But in

UTB SOI devices, due to quantum confinement the energy levels in the device are

higher as compared to bulk. This makes the EME equation unreliable since as we

go higher in energy non-parabolic nature of bands become dominant. Thus we adopt

empirical pseudo potential (EPM) method for band structure calculation.Confinement

effects were studied for two crystallographic orientations namely [100] and [110] using

EPM. Due to confinement in the z direction, the wave-function is no longer a plane

wave in the z-direction as in case of bulk. Instead it assumes the following form

φn,k‖ = eik‖r‖λz where k‖ represents the wave-vector in the plane perpendicular to

the direction of confinement and λz represents the wavefunction in the confinement

direction. n is the band index corresponding to the sub-bands resulting from quantum

confinement. Solution to Eq. (2.14) will give us the required band structure.

∑
G′

[ }2

2me

|k +G|2δG,G′ + V lat
G−G′

]
λnG,k‖ = En(k‖)λ

n
G,k‖

(2.14)

Thus, the eigen energies in Eq.(2.14) are function of in plane wave-vector k‖.
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2.5.1 [100] Si Layers

The first step in calculating the band structure is defining the unit cell and the

placement of the atoms in the unit cell. The unit cell helps us to calculate the structure

factor which eventually appears in the pseudo potential term in the Hamiltonian in Eq.

(2.14). The supercell for [100] oriented Silicon layers are constructed by projecting

the bulk lattice vectors on x-y plane. Fig. (2.5a) represents the top view of the

Figure 2.5: Atomic Arrangement in Thin Film Silicon: [100] Crystallographic

Orientaion

Figure Courtsey @[33]

unreconstructed Si(100) surface with two dangling bonds. Fig. (2.5b) represents the

top view of dimerized Si(100) surface with one dangling bond. Fig. (2.5c) represents

the hydrogen terminated Si(100) surface. The surface atoms are depicted in black

and the sub-surface atoms are depicted in gray [33]. For the present work the Si

surface considered for (100) thin films is unreconstructed with two dangling bonds.

The unit cell (supercell) vectors for [100] thin film silicon in rectangular co-ordinate

20



system are:

• a1 = a0/2
[
1, 1, 0

]
• a2 = a0/2

[
− 1, 1, 0

]
• a3 = a0

[
0, 0, Nsi +Nv

]
Nsi denotes the number of Silicon layers in the unit cell and Nv denotes the number

of vacuum cells used for isolation. Let N = Nsi + Nv denote the total number of

layers in the supercell. Nsi determines the channel thickness. Si atoms are placed in

the supercell spanned by the vectors a1, a2, a3 starting with four atoms in the first

layer with the co-ordinates [32]:

• τ1 = a0/4
[
0, 0, 1/2

]
+Nva0/2

[
0, 0, 1

]
• τ2 = a0/4

[
1, 1, 3/2

]
+Nva0/2

[
0, 0, 1

]
• τ2 = a0/4

[
0, 2, 5/2

]
+Nva0/2

[
0, 0, 1

]
• τ2 = a0/4

[
− 1, 1, 7/2

]
+Nva0/2

[
0, 0, 1

]
The remaining Si atoms in the supercell(unit cell) are placed at the following co-

ordinates [32] where j = 0 : Nsi − 1:

• τ4j+1 = τ1 + ja0

[
0, 0, 1

]
• τ4j+2 = τ2 + ja0

[
0, 0, 1

]
• τ4j+3 = τ3 + ja0

[
0, 0, 1

]
• τ4j+4 = τ4 + ja0

[
0, 0, 1

]
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At the surface of these free Si thin films there will be unsatisfied dangling sp3 bonds

due to missing atoms. These dangling bonds lead to unwanted surface states lying

in the band-gap. Hence, in order to avoid the surface states, the dangling bonds

are terminated by hydrogen.The hydrogen pseudopotential parameters that avoid the

formation of surface states are listed in table[2.1]. The hydrogen atoms are positioned

in the supercell at Si dangling bond site but with bond length corresponding to

0.158ao where a0 is Si lattice constant. The bond length is determined empirically.

Co-ordinates corresponding to hydrogen atom in the supercell are :

• τH,1 = τ1 + 0.158a0

[
− 1, 1,−1

]
• τH,2 = τ1 + 0.158a0

[
1,−1,−1

]
• τH,3 = τ4Nsi + 0.158a0

[
− 1, 1, 1

]
• τH,4 = τ4Nsi + 0.158a0

[
1,−1, 1

]
Fig.(2.6) represents the 2D Brillouin zone (BZ) corresponding to [100] Si films over

which electronic properties are calculated. In fig.(2.6) T⇒ [0, 0, 0], X ⇒ [0, 1/
√

2, 0]

and H ⇒ [1/
√

2, 1/
√

2, 0] are the high symmetry points in the first brillouin zone.

The area marked by the dashed boundaries represents the irreducible triangle of

brillouin zone. Since the entire first BZ can be formed from the irreducible triangle it

is sufficient to calculate the electronic properties of the device along in the irreducible

region.
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X

(100) Brillouin zone

Figure 2.6: First Brillouin Zone for [100] Thin Film Si

Fig. Courtesy @ [32]

2.5.2 [110] Si Layers

[110] oriented silicon films have shown better performance over [100] oriented

silicon films for p-MOSFET [13]. Thus it is beneficial to study the properties of UTB

DG SOI MOSFET with [110] oriented silicon channel.The unit cell lattice vectors for

[110] si layers are defined as[32]:

• a1 = a0/
√

2
[
1, 0, 0

]
• a2 = a0/2

[
0, 1, 0

]
• a3 = a0/

√
2
[
0, 0, Nsi +Nv

]
Nsi + Nv represent the total length of the supercell. Thus silicon atoms are placed

in this supercell spanned by three lattice vectors beginning with four atoms in one

layer. The coordinates [32] of silicon atom in the first non vacuum layer are:
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• τ1 = a0/4
[
0, 0, 0

]
+Nva0/

√
2
[
0, 0, 1

]
• τ2 = a0/4

[
0, 1, 2/

√
2
]

+Nva0/
√

2
[
0, 0, 1

]
• τ2 = a0/2

[
1/
√

2, 1, 1/
√

2
]

+Nva0/
√

2
[
0, 0, 1

]
• τ2 = a0/4

[
2/
√

2, 3, 0
]

+Nva0/
√

2
[
0, 0, 1

]
The remaining 4N-1 atoms are placed at the following locations: j = 0 : Nsi − 1:

• τ4j+1 = τ1 + ja0

√
2
[
0, 0, 1

]
• τ4j+2 = τ2 + ja0

√
2
[
0, 0, 1

]
• τ4j+3 = τ3 + ja0

√
2
[
0, 0, 1

]
• τ4j+4 = τ4 + ja0

√
2
[
0, 0, 1

]
As for [100] Si films the dangling bonds here are terminated by hydrogen.The co-

ordinates of hydrogen atoms are:

• τH,1 = τ1 + 0.158a0

[
0, 1,−

√
2
]

• τH,2 = τ1 + 0.158a0

[
0,−1,−

√
2
]

• τH,3 = τ4Nsi−2 + 0.158a0

[
0,−1,

√
2
]

• τH,4 = τ4Nsi−1 + 0.158a0

[
0, 1,
√

2
]

In fig.(2.7) T⇒ [0, 0, 0], X⇒ [1/
√

2, 0, 0], X
′ ⇒ [0, 1/2, 0] and M ⇒ [1/

√
2, 1/2, 0] are

the high symmetry points in the first brillouin zone. As in fig.(2.6) the dashed region

marks the irreducible portion of the first BZ.
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Figure 2.7: First Brillouin Zone for [110] Thin Film Si.

Fig. Courtesy @ [32]

2.6 Bandstructure Results

One of the important effects we observe due to the structural confinement on band-

structure is that thin Si layers become a direct band-gap material. Also the bandgap

increases as the thickness of the device decreases. Transition of Si thin films from

indirect to direct band-gap material is result of projecting the bulk 3D bulk bands onto

2D BZ. For bulk Si the top of valence band is already at the Γ symmetry point. Six

conduction X valleys of Si are aligned along the device axes for [100] crystallographic

orientation. In case of confinement in the z direction, the two X valleys aligned along

the confinement are projected at the Γ point. If the remaining 4 X valleys are higher

in energy than the valley projected at the Γ then the material becomes a direct band-

gap. Fig.(2.8) shows that bandgap increases with decrease in thickness for [100] si

25



Thickness (nm)
2 3 4 5 6 7 8 9

Ba
nd

ga
p 

(e
V)

1
1.2
1.4
1.6
1.8

2
2.2

 Bandgap vs thickness [100] Si slabs
gap at Γ
gap at ∆

Figure 2.8: Variation of Bandgap With Film Thickness for [100] Si Slabs

thin films. According to EMT (Effective Mass Theory), the bands projected at the

Γ point have higher effective mass m∗ (≈ 0.91m0 where m0 is free electron mass)

in the confined direction as compared to effective mass for remaining four X valleys

(≈ 0.19m0). The kinetic part of ground state energy of particle in a quantum well

is inversely proportional to 1/m∗. Thus bandgap widening due to reduced channel

thickness is more pronounced for bands with lower effective mass. Hence, conduction

bands at ∆ point show more bandgap widening as compared to that at Γ point. The

trend depicted in Fig.(2.8)is in agreement with the EMT prediction. The bandgap

depicted Fig.(2.9) is 1.78 eV and that in Fig.(2.10) is 1.19 eV.
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Figure 2.9: Band Structure of 1.086 Nm Thick and [100] Oriented Si Slab

Fig.(2.11) shows that for thicknesses greater than 3nm both [100] and [110] Si thin

film layers have almost the same band-gap. For thicknesses below 1.15nm [110] Silicon

films are direct band-gap materials whereas above 1.15nm it becomes indirect band-
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Figure 2.10: Band Structure of 7.62 Nm Thick and [100] Oriented Si Slab
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Figure 2.11: Variation of Bandgap With Silicon Film Thickness for [100] vs [110]

Crystallographic Orientation

gap material. Also the increase in the band-gap due to reduction in film thickness is

greater for [100] films than [110] Si films at the same thickness. Fig.(2.13) shows the

direct band-gap nature at thickness of about 0.769 nm with a bandgap of 1.853 nm

whereas Fig.(2.14) shows indirect band-gap nature at thickness of about 2.3 nm with

band-gap of 1.35 nm. Fig.(2.12) shows that the band-structure calculations for thin Si

films follow the same trend as the experimental data. Experimental data for bandgap

variation with Si film thickness corresponds to the bandgap of Si in Si−SiO2 quantum

well structure. [34]. The difference in the experimental and simulated data can be
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Figure 2.12: Comparison of the Bandgap Variation for Thin Si(100) Films With

Experimental Results
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attributed to the fact that for the thesis work we considered hydrogen terminated Si

surface rather than termination with SiO2 . Also the transition of Si into Sio2 layers

is over few atomic layers rather begin abrupt implying that there is no sharp barrier

as assumed in case of padding Si layers with vacuum in supercell. The quadratic

fit on the experimental data, helps us compare the experimental and simulated data

very well.

k space
L Gamma X1 L X Gamma

En
er

gy

-3

-2

-1

0

1

2

3

Si QW [0.769nm] [110] band structure

Figure 2.13: Band Structure of 0.77 Nm Thick [110] Oriented Si Slab
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Figure 2.14: Band Structure of 2.3 Nm Thick [110] Oriented Si Slab
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Chapter 3

ELECTRON AND HOLE CONCENTRATION

3.1 Density of States Calculation

Band-structure calculation gives us the idea about the available energy states that

can be occupied by electrons and holes in solids. On the other hand, density of

states(DOS), that is derived from the band-structure, gives us the number of avail-

able states that can be occupied by electrons and holes per unit volume and per unit

energy at a given energy. DOS calculations are essential to determine the carrier

concentration and energy distribution of carriers within the semiconductor. In semi-

conductors the motion of carrier can be in one, two or three spatial dimensions. Let

N(E) represent the number of states per unit volume at particular energy and D(E)

represent density of state as a function of energy(E). Then :

g(E) =
dN

dE

g(E) =
dN

dk

dk

dE

where
dN

dk
represents the density of states in k-space

(3.1)

For the case of thin Si slabs transport occurs in plane that is perpendicular to the

direction of confinement. Hence, one needs to compute the density of states over the

2D Brillouin zone. We first ananlyze the DOS expression in effective mass regime and

then extend the formalism to calculate the DOS directly from the band-structure. In

Fig.(3.1) for every value of kx, ky and band index n there exist two states considering

spin degeneracy. For effective mass approach the constant energy surfaces correspond-

ing to E and E+dE turn out to be circular ∵ E =
~2k2

2m∗
. Thus we can find DOS in

energy space by calculating the DOS in k-space. The wave-vectros for finite solids
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Figure 3.1: Area in 2D K-Space

are of the following form:

ki =
2πh

Lia0

,

where h ∈ I and Lia0 is length of crystal in ith dimension.

(3.2)

Thus the area of k-space containing single state is a = 4π2

Ω
where Ω is area of cross-

section. Hence, the number of states lying in the area dA of the k-space is

N

A
=

1
4π2

Ω

A = πk2

∴ N =
Ωπk2

4π2

⇒ N

Ω
=
k2

4π

N
′
=
k2

4π

where N
′

represents number of states per unit area

at particular energy E

(3.3)
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Using Eq.(3.1) and Eq.(3.3) and taking into account spin degeneracy we can compute

the density of states expression for 2D.

g(E) =
2 · 2k

4π

dk

dE
,where

g(E)dE =
kdk

π
, or

g(E)dE =
2 · 2πkdk

4π2

g(E)dE =
2 · dΩ
4π2

where dΩ represents the area between two equienergy contours.

To summarize :

(3.4)

g(E)dE =
2 · dΩ
4π2

g(E)dE =

∫
E=constant

dldk

2π2

where dl is the length of equienergy contour and

dk is the distance in k-space between two equienergy contours.

Then :

g(E) =

∫
E=constant

dl

2π2 · dE
dk

(3.5)

g(E) =

∫
E=constant

dl

2π2 · |∇kE|

=

∑
j,nL(j, n)

|∇kE|

(3.6)

In Eq. (3.6) L(j,n) is the length of the equienergy contour corresponding to energy

E [32] intersecting the k-space grid point kj having eigen energy Ej,n and n is the

band index. Eq.(3.6) describes the numerical density of states calculation for full

band computations. The technique presented for density of states calculation is 2D

extension of the Gilat Raubenheimer (GR) alogorithm used for 3D density of states

calculation[36]. The implementation details of GR algorithm for 2D case are outlined

in Appendix A.
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E

E + dEE + dE

dl

dk

Figure 3.2: Density of State Derivation

Figure courtesy @ [35]

3.2 Energy Gradient Calculation

Hψ = Eψ (3.7)

According to Eq.(3.6) for density of states calculation we need to compute:

• L(j,n)

• |∇kE|

Computation of L(j, n) is described in Appendix A. The following section discusses

the calculation of gradient of energy with respect to wavevector k. Using Eq.(3.7),

we can write eigenenergy E as

〈ψ|H |ψ〉 = E

∂ 〈ψ|H |ψ〉
∂k

=
∂E

∂k

(3.8)
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Using the product rule for Eq.(3.8)〈
∂ψ

∂k

∣∣∣∣H |ψ〉+ 〈ψ| ∂H
∂k
|ψ〉+ 〈ψ|H

∣∣∣∣∂ψ∂k
〉

=
∂E

∂k

∴ 〈ψ| ∂H
∂k
|ψ〉 =

∂E

∂k

(3.9)

3.3 Full Band DOS: [100] and [110]

The density of states depicted in Fig.(3.3) deviates significantly from that expected

by parabolic band approximation. Thus, it is necessary to adopt full band approach

for band-structure calculations to get correct value of density of states. Once the

density of states are obtained, we need to compute the electron and hole charge

concentrations that will be fed into the Poisson solver for self-consistent solution.
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Figure 3.3: Density of States: [100] Oriented 1.08 nm Thick Si Film
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Figure 3.4: Density of State for [110] Oriented 0.769 nm Thick Si Film

3.4 Electron and Hole Concentration

Let n(z), p(z) denote electron and hole concentrations per unit volume respectively.

As we are studying equilibrium characteristics of DG SOI device we can assume

that the carriers are at thermal equilibrium. Hence, electrons follow the Fermi dirac

distribution. Fermi function is denoted by f(E). As holes are nothing but absence

of electrons hence, their distribution is governed by (1 − f(E)). The Fermi-Dirac

statistics reads:

f(E) =
1

1 + e
E−Ef
kbT

(3.10)

Then :

n(z) =
∑
n

∑
j

f(E(j, n))D(E(j, n))|ψj,n(z)|2

p(z) =
∑
n

∑
j

(1− f(E(j, n)))D(E(j, n))|ψj,n(z)|2

(3.11)
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In Eq.(3.11) the two summmations represent contributions to carrier concentration

from all points in k-space (lying in the first BZ) denoted by j and all the sub-bands

n. |ψj,n(z)|2 represents probability amplitude squared along the confined direction.

Thus having determined density of states in this section, we next discuss the calcula-

tion of wavefunction which will help us determine |ψj,n(z)|2. Wavefunctions are the

eigenvectors of the Hamiltonian H described in Eq.(3.7).

3.5 Electron Wavefunction

For electrons or holes in a periodic crystal where Vc is the crystal volume the

electron wavefunctions are Bloch functions of the form:

ψnk(r) =
1√
V c

exp(ιkr)unk(r)

ψnk(r) =
1√
V c

exp(ιkr)
∑
j

An(k +Gj) exp(iGj · r)
(3.12)

The second line in equation (3.12) represents the Fourier decomposition of the Bloch

waves where k is the electron wave-vector and Gj are reciprocal lattice vectors. Sub-

script n represents the sub-band index. The fourier co-efficients An(k + Gj) are the

eigenvectors corresponding to the Hamiltonian described in Eq.(2.14). For simplicity

we consider the wavefunctions to be independent of the in plane wave-vector k. Then

∴ ψn,k(r) = ψn,k=0(r) (3.13)

The ellectron wavefunction along the confined direction is ψn,k(z), where z is the

confined direction.

ψn,k(z) =

∫
Ω

ψn,k(r)dxdy

Ω represents unit cell area perpendicular to the direction of confinement.

(3.14)
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Using Eq.(3.13), Eq.(3.12) and Eq.(3.14) we can express:

ψn,k(z) =

∫
Ω

1√
V c

∑
j

An(Gj) exp(iGj · r)dxdy

=
1√
V c

∫
Ω

∑
j

An(Gj)exp(iGjzz) exp(iGjxx)exp(iGjyy)dxdy

(3.15)

The unit cell for [100] silicon supercell is defined by the following lattice vectors [32]:

• a1 = a0 · [ 1√
2
, 0, 0]

• a2 = a0 · [0, 1√
2
, 0]

• a3 = a0 · [0, 0, l]

• Ω = a3
0 · l/2

Using physics notataion for kronecker delta

∵
1√
lx

∫
lx

exp(iGxx)dx = δ(Gx)

Then : ψn,k(z) =

√
Ω√
V c

∑
j

An(Gj)exp(iGjzz)δ(Gx)δ(Gy)

ψn,k(z) =
1√
lz

∑
j

An(Gj)exp(iGjzz)δ(G‖)

(3.16)

∴ |ψn,k(z)|2 = ψ∗n,kψn,k (3.17)
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3.6 Wavefunction Plots
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Figure 3.5: Lowest Conduction Sub-band: 1.08 nm [100] Si Film

Shown in Fig.(3.5), Fig.(3.6), Fig.(3.7), Fig.(3.8) and Fig.(3.9) are the wavefunction

squared plots corresponding to the wavefunction in the confined direction for [100] and

[110] wafer orientations. Thus we find that the envelope wavefunction related to lowest

conduction sub-band wavefunction has no node in the channel whereas that related

to second lowest conduction sub-band has single node in the channel as would be

expected for wavefunctions in thin Si films (which can be approximated to Quantum

well structure). The oscillations obtained in wavefunction squared result from the

fact that bloch wavefunctions are the eigenfunctions of the full band calculations and

are of the form: ψ(z) = sin(kzz)un,kz where kz = nπ
Lz

.
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Figure 3.6: Lowest Conduction Sub-band: 0.769 nm [110] Si Film
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Figure 3.7: 2nd Lowest Conduction Sub-band: 1.08 nm [100] Si Film
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Figure 3.8: Highest Valence band: 1.08 nm [100] Si Film
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Figure 3.9: Highest Valence band: 0.769 nm [110] Si Film
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Chapter 4

SELF CONSISTENT SCHRODINGER POISSON SOLVER

4.1 Poisson Solver

Once the electron and hole carrier concentrations are computed, the next step is

to solve the Poisson equation to find the resulting potential in the channel due to

charge carriers. Since we have confinement in the z-direction and we are studying the

equilibrium characteristics of DG SOI MOS Capacitors, we need to solve the Poisson

equation only in the confinement direction, of the form:

∂

dz

[
εr(z)

∂φ(z)

dz

]
=
ρ(z)

ε0

ρ(z) = (p(z)− n(z) +Nd(z)−Na(z));

z is the direction of confinement.

(4.1)

The electron and hole concentrations computed in Eq.(3.11) depend implicitly on

potential energy φ = −eVchannel along the channel. φ affects the bandstructure by

shifting the energy levels with respect to unbiased Fermi energy level (Ei,n → Ei,n −

qφ) which in turn causes the change in carrier concentrations. For the purpose of

our work we approximate φ dependance to be exponential [29, 37, 38]. Therefore the

carrier concentration expressions can be rewritten as described in Eq.(4.2)

p(z) =
∑
i

∑
nV B

D(Ei,n)(1− f(Ei,n))|ψ(z)|2 exp

(
−φ(z)

VT

)
n(z) =

∑
i

∑
nCB

D(Ei,n)(f(Ei,n))|ψ(z)|2 exp

(
φ(z)

VT

)
in Eq.(4.2) CB corresponds to conduction band and VB corresponds to valence band.

(4.2)
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To solve the Eq.(4.1) numerically, we need to discretize the equation where φ(z) is the

spatially varying potential and ρ is the spatially varying net charge disribution. Dis-

cretization of the equation would help to transform the differential equation problem

into system of algebraic equations. The following section discusses the discretization

of the Poisson equation Eq.(4.1) for spatially varying dielectric constant and non-

uniform meshing. These discretization formulae can be easily extended to the case

of uniform meshing and dielectric constant. Figure (4.1) represents the device be-

ing simulated. The poisson equation is solved for the entire structure including the

vacuum layers.

Figure 4.1: Simulated Device Geometry

43



i− 1 i i+ 1

xi−1 xi

Figure 4.2: 3 Point Stencil for Finite Difference Discretization

Figure Courtesy @ [39]

4.1.1 Discretizing the Poisson’s Equation

To discretize the derivative we adopted the central difference scheme. Fig.(4.2)

represents the 3 points stencil for the chosen grid and xi is the grid size at mesh

point[i]. The device is assumed to span from i = 1 · · ·N node points and boundary

conditions are applied at mesh point i = 0 and i = N + 1. The potential value at the

boundary conditions is dependent upon the voltage applied at those points. Then for

the device region:

∂

dz

(
εr(z)

∂φ

dz

)
=
εri+1/2

∂φ

dz
|i+1/2 − εri−1/2

∂φ

dz
|i−1/2

0.5(zi + zi−1)
=

ρ

ε0

∵ for the work presented in thesis uniform mesh is used

∴ zi = zi−1 = ∆z

(4.3)

From Eq. (4.3) for uniform mesh we arrive at

∂

dz

(
εr(z)

∂φ

dz

)
=
εri+1/2

(φi+1 − φi
∆z

)
− εri−1/2

(φi − φi−1

∆z

)
∆z

=
ρi
ε0

=

(εi + εi+1

2

)(φi+1 − φi
∆z

)
−
(εi + εi−1

2

)(φi − φi−1

∆z

)
∆z

=

(
εri+1 + εri

)
φi+1 −

(
εri+1 + εri−1 + 2εri

)
φi +

(
εri + εri−1

)
φi−1

2(∆z)2

=
ρi
ε0

(4.4)
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Eq.(4.4) represents a system of linear equations whose solution yield the potential

along the channel. Then

dAeφ = B (4.5)

In Eq.(4.5) A is the co-efficient matrix , φ is the potential vector and B is the forcing

function, of the form:

A =



−β1,1 α1,2 0

γ2,1
. . . . . .

. . . . . . αN−1,N

0 γN,N−1 −βN,N


.

B =



ρ1

ρ2

...

ρN


.

From Eq.(4.4) for the ith node we have

βi,i = −
(
εri+1 + εri−1 + 2εri

)
αi,i+1 =

(
εri+1 + εri

)
γi−1,i =

(
εri + εri−1

)
ρi = (p(i)− n(i) +Nd(i)−Na(i))

(4.6)

This system of algebraic equations is linear and has to be solved self consistently with

in Schrodinger solver to find the self consistent potential and charge distribution in

the structure of interest.
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4.1.2 Linearizing Forcing Function

Under equilibrium conditions the mobile charge concentration is given by Eq.(4.2)

If we change φnew ⇒ φold + δ the corresponding change in the concentrations is

calculated from :

n(z) = n
′′
(z) exp

(
−φold + δ

VT

)
;

where n
′′

=
∑
i

∑
nCB

D(Ei,n)(f(Ei,n))|ψ(z)|2

p(z) = p
′′
(z) exp

(
φold + δ

VT

)
;

where p
′′

=
∑
i

∑
nV B

D(Ei,n)(1− f(Ei,n))|ψ(z)|2

(4.7)

Assuming
δ

VT
� 1 we can write Eq.(4.7) as

∵ exp(x) ≈ 1 + x when |x| � 1

n(z) = n
′′
(z) exp

(
−φold
VT

)
(1− δ

VT
)

p(z) = p
′′
(z) exp

(
φold
VT

)
(1 +

δ

VT
)

∴
ρ

ε0
= −n′′(z) exp

(
−φold
VT

)
(1− δ

VT
) + p

′′
(z) exp

(
φold
VT

)
(1 +

δ

VT
)

−Na +Nd

=
q

ε0
(−n′′(z) exp

(
−φold
VT

)
+ p

′′
(z) exp

(
φold
VT

)
δ

VT
(n
′′
(z) exp

(
−φold
VT

)
+ p

′′
(z) exp

(
φold
VT

)
) +−Na +Nd

(4.8)
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Using Eq.(4.7), Eq.(4.2), Eq.(4.8) and δ = φnew − φold we can write the final form of

the forcing functions as:

ρ

ε0
=

q

ε0
(−n′′(z) exp

(
−φold
VT

)
+ p

′′
(z) exp

(
φold
VT

)
+

(φnew − φold)
VT

(n
′′
(z) exp

(
−φold
VT

)
+ p

′′
(z) exp

(
φold
VT

)
−Na +Nd)

=
q

ε0
(−n(z) + p(z)−Na +Nd +

(φnew − φold)
VT

(n(z) + p(z)))

(4.9)

Thus the final linearized form of the poisson equation is :(
εri+1 + εri

)
φnewi+1 −

(
εri+1 + εri−1 + 2εri

)
φnewi +

(
εri + εri−1

)
φnewi−1

2(∆z)2
− q

ε

(nold(z) + pold(z))

VT
φnewi

=
q

ε0
(nold(i)− pold(i)−Na(i) +Nd(i)−

φoldi
VT

(nold(i) + pold(i)))

(4.10)

nold(z) and pold(z) are the electron and hole concentrations computed according to

Eq.(4.2) at φ = φold.If Eq.(4.10) φold from the previous itertaion provides feedback for

the calculation of φnew.This feedback helps in the covergence of potential for higher

voltages. Hence, co-efficients of the poisson equation for its linearized form are:

βi,i = −

(
εri+1 + εri−1 + 2εri

)
2∆z2

− q

ε

(nold(i) + pold(i))

VT

αi,i+1 =

(
εri+1 + εri

)
2∆z2

γi−1,i =

(
εri + εri−1

)
2∆z2

ρi = (pold(i)− nold(i) +Nd(i)−Na(i))−
φoldi
VT

(nold(i) + pold(i)))

(4.11)

Once the Poisson equation solver is setup, the next step is to self-consistently couple

it with the full band schrodinger equation to get potential and charge distributions.

The following section describes the flowchart of the afore mentioned self consistent
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process. At first we need to calibrate the device for zero external voltage and de-

termine the Fermi energy level. This Fermi energy level is assumed to be constant

throughtout the device since we are analyzing device under equilibrium conditions.

Depending on the external gate voltage the boundary conditions for the device would

change. Fermi energy level in the channel stays constant through all the iterations

and the bands move relative to the fermi energy depending on the channel potential.

φ(0)[eV ] = −Vl

φ(N + 1)[eV ] = −Vr
(4.12)

In Eq.(4.12) Vl and Vr are gate voltages applied on the left and right contacts respec-

tively This modifies the forcing function as follows:

B =



ρ1 +
ε(1)Vl
2dz2

ρ2

...

ρN +
ε(N)Vr

2dz2


.
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4.2 Self Consistent Schrodinger Poisson Solver Flowchart

4.2.1 Device Calibration at Vl = Vr = 0

Start

Set Vg = 0

Compute BS with Vext = 0

Determine Ef based on doping

Calculate n(z) and p(z)

Solve poisson equation

‖φnew − φold‖ < ξ

Write sub-band information to files

φnew → φold + f · (φnew − φold)

Calculate BS with φnew as Vext

Stop

yes

no
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4.2.2 Self Consistent Solution for Vl = Vr 6= 0

Start

Set Ef from Vg = 0 results

Compute BS with guess Vext based on Vl and Vr

Calculate n(z) and p(z)

Solve poisson equation

‖φnew − φold‖ < ξ

Write sub-band information to files

φnew → φold + f · (φnew − φold)

Calculate BS with φnew as Vext

Stop

yes

no

The acronym BS in Fig.(4.2.1) and Fig.(4.2.2) refers to full band structure cal-

culation whereas Ef refers to the Fermi energy. ξ represents the tolerance used for

covergence. The weighted average factor f can be fixed or variable and 0 ≤ f ≤ 1.
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Chapter 5

RESULTS AND CONCLUSION

5.1 DG SOI MOS Capacitor

5.1.1 Variation of Sheet Charge Density With Gate Voltage

Fig.(5.1) shows the variation of sheet charge density with the applied gate voltage

for UTB n-MOSFET SOI devices. The Si film for both the wafer orientations was

doped p-type with the doping density of 1e19[cm−3]. It suggests that the threshold

voltage is ≈ 1.47V for [100] oriented Si film whereas it is ≈ 1.34V for [110] orientation.

The difference in threshold voltage can be attributed to difference in the bandgap

values for Si films with different wafer orientation, where it is 1.78 eV for 1.08 nm
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Figure 5.1: Sheet Charge Density vs Gate Voltage: 1.08 nm [100] and 1.15 nm [110]

Si Films
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[100] Si film and 1.58 eV for 1.15 nm [110] Si film. Hence, as the bandgap for [100]

Si film is higher than its [110] counterpart it needs more gate voltage to invert the

channel.

5.1.2 Variation of Channel Potential
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Figure 5.2: Potential Along Confinement: [100] Si Film
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Figure 5.3: Potential Along Confinement: [110] Si Film
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The potentialvariation along the channel is nearly parabolic and negligible(due to

small thickness) as seen in Fig.(5.3). Fig.(5.2), Fig.(5.3) and Fig.(5.4)represent the

self consistent results for gate voltage Vl = Vr = 1V. As can seen in Fig.(5.4) and

Fig.(5.5) the Si channel is volume inverted. Also the charge is more confined for [100]

orientation as compared to its [110] counterpart. Volume inversion leads to mobility

improvement for carriers in DG SOI channel as compared to SG SOI; (they suffer less

surface scattering due to charge being peaked in the centre of channel [40]). Among

the wafer orientations we find that added confinement for [100] Si film might lead to

decrease in scattering based mobility reduction.

5.1.3 Charge Distribution Profile
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Figure 5.4: Charge Distribution Across the Si Film: [100] Orientation
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5.2 Conclusion and Future Works

This thesis has successfully coupled the empirical pseudopotential based full band

approach with the poisson solver. The simulator is capable of simulating UTB SOI

devices for two important crystallographic orientation of silicon namely [100] and

[110]. The bandstructure analysis of [100] and [110] oriented Si thin films revealed

interesting thickness dependent behaviour.

Confined si slabs were found to behave as direct bandgap material for [100] crys-

tallographic orientation. This behaviour is observed for lower thickness range mainly

sub 10nm. This is direct consequence of confinement due to ultra thin silicon chan-

nel. [110] Si slabs behave as direct bandgap for thicknesses < 1.15nm and for higher

thickness range it transitions into an indirect bandgap material. [110] Si films have

lower bandgap than [100] Si films for similar value of slab thickness. Thus we could

establish that confinement effects are more pronounced in [100] crystallographic di-

rection as compared to [110]. It is because of the non-alignment of axes of constant

energy surfaces with the device axes for [110] orientation.
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Threshold voltage for UTB SOI at a given value of doping is predicted to increase

with decrease in the thickness. This is due to band gap widening effect caused by

quantum confinement. Since thickness of Si slabs is very small it leads to volume

inverted channels. Both [100] and [110] are capable of achieving higher electron

concentrations before entering the degenerate statistical regime. Hence, [100] and

[110] UTB SOI MOSFET are very important from the technological point of view as

they are suitable to continue the Moore’s law scaling.

In the present work wavefunctions obtained from EPM are approxiated to be in-

dependent of in-plane wavevector K. This approximation can be relaxed to develop

more accurate full band schrodinger poisson solver. Accuracy of the solver can be

enhanced by incorporating the effects of oxide thickness on the device behaviour by

considering oxygen pseudopotentials. Thus new supercell has to be determined by

the placement of oxygen atoms in the supercell. Nonetheless it would lead to increase

in the scale of the EPM problem. Since full band calculations accuarately describe

the density of states they can more accurately calculate the scattering rates. Thus

full band EPM technique can be coupled with Monte Carlo method to accurately

describe the mobility of carriers in channel.

Simulator developed as a part of thesis work can also help in analyzing equilibrium

properties of heterostructures like superlattices. We aim to deploy the simulation

tool as FUUL-BAND SCHRED 2.1 on www.nanohub.org which will be capable of

doing self consistent full band calculations mainly for heterostructures and UTB SOI

geometries. Eventually I will provide some useful insights into [100] and [110] DG

UTB SOI architectures.
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APPENDIX A

CALCULATION OF DENSITY OF STATES USING GILAT RAUBENHEIEMR
ALGORITHM
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As discussed in chapter 3 to compute density of states numerically Gilat Rauben-
heimer algorithm is employed. Restating Eq.(3.6) the denisty of states (DOS) can be
written as:

g(E) =

∫
E=constant

dl

2π2 · |∇kE|

=

∑
j,nL(j, n)

|∇kE|
L(j,n) is the length of the equienergy contour corresponding to energy E [32]

intersecting the k-space grid point kj having eigen energy Ej,n;

n is band index
(A.1)

This section discusses the calculation of L(j, n) corresponding to energy E. It is
assumed that the intersection of equienergy lines with k-space grid is linear. This
assumption can be justified for very small grid spacing.

∆kx

∆ky

E

di,j

kx, ky

Figure A.1: Rectangular K- Space Grid

In Fig.(A.1) di,j represents the distance in k-space of the equienergy line corre-
sponding to E from the center of grid cell denoted by kx, ky and eigen energy Ei,j. i, j
represent the k-value and the band index respectively. According to Gilat Rauben-
heimer algorithm[36] the density of states corresponding to energy E contributed by
the grid point kx, ky in 2D k-space is proportional to the length of the equienergy
surface lying in the grid space centered around kx, ky.

Firstly the energy span of particular grid point is determined. In other words the
range of energy values which would non-zero intersecting length with the grid cell are
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identified. To do so we need to compute the maximum value of di,j corresponding to
Li,j = 0. Assuming the iso energy surface corresponding to E and Ei,j are parallel
then the gradient at kx, ky is also perpendicular to energy surface of E in the grid cell.

di,j = |∇kE|(E − Ei,j) (A.2)

In Fig.(A.3) dmaxi,j is corresponds to the energy span of cell. Using basic geometry:

θ

∆kx

∆ky

Emax

di,j

Ei,j

Figure A.2: Energy Span of Grid Cell

Let tan(θ) = |∇kE|

dmaxi,j =
∆Ky

2
sin(θ) +

∆Kx

2
cos(θ)

Thus each cell spans in energy range:

Ei,j − dmaxi,j |∇kE| ≤ E ≤ Ei,j + dmaxi,j |∇kE|

(A.3)

Having determined the energy span of grid cell we need to identify the grid cells which
contrinute to the density of states for particular energy E. Then we calculate Li,j for
the chosen grid cells.
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Figure A.3: Density of State Calculation

Since AB is perpendicular to line segment with length di,j the equation of line is given by:

y = − x

tan(θ)
+

d

sin(θ)
(A.4)

The sides of the rectangle grid cell defined in Fig.(A.3) are:

• x = ±∆kx
2

• y = ±∆ky
2

Thus the possible values A and B can take depending on the value of θ are :

• A = di,j cos(θ)∓ ∆ky tan(θ)

2
,±∆ky

2

• B = ±∆kx
2
,
di,j

sin(θ)
∓ ∆kx

2 tan(θ)

The next step is to identify the co-ordinatess which lie on the grid cell centered around
kx and ky. Once these are identified then Li,j = Length of segment AB. Next the
gradient calulation is done using Eq.(3.9). This method allows the exact calculation
of the gradient and thus makes the density of states calculation reliable even for
choice of larger grid size. As is depicted in Fig.(A.4) we find that making the k-space
grid coarser by factor of 2 does not appreciably affect the DOS calculation thereby
reducing the computation time.
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APPENDIX B

VARIABLE POTENTIAL UPDATE PARAMETER
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At every iteration of coupled full band schrodinger poisson equation the potential
is updated as:

φnew = φold + f · (φnew − φold)
where 0 ≤ f ≤ 1

(B.1)

To improve the rate of convergence we need to consider weighted average of the
potential values from two most recent iterations to obtain the best next possible
guess for potential [41]. The weighted average factor f can be fixed or relaxed. The
adaptive successive over relaxation scheme employed in this work [? ] is described
next:

∆max
i = max(|φi − φi−1|)

fi =
1

1− ri

where ri =
∆max
i−1

∆max
i−2

and i is iteration number

(B.2)

If f > 1 then it is manually set to f = 1√
2
. For smaller thickness of si slabs and double

gate architecture the convergence is faster. The Fig.(A.1) shows the convergence of
the schrodinger poisson solver for symmetric DG SOI capacitor with Vg = 0
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Figure B.1: Potential Error Variation with Iteration
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