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ABSTRACT

This dissertation contains three main results. First, a generalization of Ionescu’s

theorem is proven. Ionescu’s theorem describes an unexpected connection between

graph C∗-algebras and fractal geometry. In this work, this theorem is extended from

ordinary directed graphs to higher-rank graphs. Second, a characterization is given

of the Cuntz-Pimsner algebra associated to a tensor product of C∗-correspondences.

This is a generalization of a result by Kumjian about graphs algebras. This sec-

ond result is applied to several important special cases of Cuntz-Pimsner algebras

including topological graph algebras, crossed products by the integers and crossed

products by completely positive maps. The result has meaningful interpretations in

each context. The third result is an extension of the second result from an ordinary

tensor product to a special case of Woronowicz’s twisted tensor product. This result

simultaneously characterizes Cuntz-Pimsner algebras of ordinary and graded tensor

products and Cuntz-Pimsner algebras of crossed products by actions and coactions

of discrete groups, the latter partially recovering earlier results of Hao and Ng and of

Kaliszewski, Quigg and Robertson.
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Chapter 1

OVERVIEW

The study of operator algebras grew largely from a desire to build a rigorous math-

ematical framework for quantum mechanics in the 1930’s and 1940’s. As such,

most concrete realizations of operator algebras occur as algebras of operators on

a Hilbert space. My research involves C∗-algebras. Abstractly, a C∗-algebra is a

Banach ∗-algebra such that ‖a∗a‖ = ‖a‖2 for all a. In more concrete terms, the cele-

brated Gelfand-Naimark-Segal theorem shows that every C∗-algebra is isomorphic to

a closed, self-adjoint algebra of bounded operators on some Hilbert space.

In the 1970’s, J. Cuntz described a family of C∗-algebras On (now called Cuntz al-

gebras) which can be viewed as the C∗-algebra generated by an n-dimensional Hilbert

space. These algebras (and their many generalizations) have proved to be a very

fruitful area of research. Most notably, in the 1980’s, Cuntz algebras were used by

Doplicher and Roberts in one of the most important results of local quantum field

theory: to reconstruct a compact group of gauge symmetries from an algebra of local

observables.

Much of my research involves an important generalization of the Cuntz algebras

known as Cuntz-Pimsner algebras. Where a Cuntz algebra is generated by a Hilbert

space, a Cuntz-Pimsner algebraOX is generated by a C∗-correspondence X. X can be

thought of generalized Hilbert spaces, where the scalar field C has been replaced by a

C∗-algebra A. We refer to such an X as a correspondence over A. C∗-correspondences

are central to many important ideas in operator theory such as K-theory, induced

representations, and the theory of completely positive maps.

1



The first main result of this work is a generalization of Ionescu’s theorem. Ionescu’s

theorem describes an unexpected connection between graph C∗-algebras and fractal

geometry. More specifically, the theorem is about Mauldin-Williams graphs, which

are generalizations of iterated function systems in which one has a directed graph

with a compact metric space associated to each vertex and a contractive map at each

edge. One can associate a C∗-correspondence to such a system in a fairly natural

way. Ionescu’s theorem states that the Cuntz-Pimsner algebra of this correspondence

depends only upon the structure of the underlying graph, and is in fact isomorphic

to the graph C∗-algebra. In Chapter 3, we show that there is an analog of Ionescus

theorem for higher-rank graphs.

The other main focus of this dissertation is studying how various constructions

involving C∗-correspondences relate to the corresponding constructions on the associ-

ated Cuntz-Pimsner algebras. For example, if X is a correspondence over a C∗-algebra

A and Y is a correspondence over a C∗-algebra B, we can construct the external ten-

sor product X ⊗ Y which will be a correspondence over the (spatial) tensor product

A ⊗ B. In Chapter 4 we will show that the Cuntz-Pimsner algebra of the external

tensor product: OX⊗Y can be understood in terms of the Cuntz-Pimsner algebras of

the underlying correspondences: OX and OY . Specifically, OX⊗Y is isomorphic to a

subspace of OX⊗OY . This generalizes a result of Kumjian [Kumjian(1998)] involving

graph algebras.

The later sections of this thesis will involve actions and coactions of groups. The

theory of actions and coactions is deep and complex. However, many have described

it roughly as follows. Just as group actions on ordinary spaces like manifolds help

us study the symmetry of those spaces, coactions of quantum groups on operator

algebras help us study symmetry of “non-commutative” spaces in the spirit of Alain

Connes’ non-commutative geometry programme.
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Given an action or a coaction of a group G on a C∗-algebra A, one can form a

crossed product C∗-algebra AoG which, in a sense, has all of the information about

A, G and the action/coaction encoded into its algebraic structure. This is one of the

most fundamental tools used in the study of actions and coactions. Crossed product

constructions also exist for actions and coactions of groups on correspondences and

also for coactions of quantum groups on C∗-algebras and correspondences.

Over the past several years, there have been many results published relating ac-

tions and coactions on correspondences to actions and coactions on their Cuntz-

Pimsner algebras. These results state that under suitable conditions, OXoG ∼= OX o

G. This was done first for actions by Hao and Ng [Hao and Ng(2008)], then for coac-

tions by Kaliszewski, Quigg and Robertson [Kaliszewski et al.(2012)] and finally for

coactions of quantum groups by Kim [Kim(2014)].

Although the results just mentioned seem to be of a somewhat different nature

than my result about tensor products of correspondences, one of the main results of

this thesis provides a very strong connection between them. This was inspired by

recent work of Meyer, Roy and Woronowicz which shows that tensor products and

crossed products by quantum group coactions can be viewed as special cases of a

much more general construction which they refer to as a twisted tensor product. They

use the symbol � in place of ⊗ to distinguish twisted tensor products from ordinary

tensor products.

In the framework of Woronowicz et. al., all of the results above, whether they

involve tensor products or crossed products, all take the form OX�Y
∼= OX �T OY .

This suggests that these seemingly disparate results might all be special cases of one

more powerful result involving twisted tensor products. While we will not prove this

in the full generality of quantum groups, we will show it to be true for discrete groups.
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Chapter 2

PRELIMINARIES

2.1 Correspondences and Cuntz-Pimsner Algebras

In this section we will recall some basic facts about C∗-correspondences and Cuntz-

Pimsner algebras. Every part of this thesis involves correspondences and Cuntz-

Pimsner algebras in some form or another, so the results of this section will be im-

portant throughout.

2.1.1 Correspondences

Suppose A is a C∗-algebra and X is a right A-module. By an A-valued inner

product on X we shall mean a map

X ×X 3 (x, y) 7→ 〈x, y〉A ∈ A

which is linear in the second variable and such that

1. 〈x, x〉A ≥ 0 for all x ∈ X with equality only when x = 0.

2. 〈x, y〉∗A = 〈y, x〉A for all x, y ∈ X.

3. 〈x, y · a〉A = 〈x, y〉Aa for all x, y ∈ X and a ∈ A.

Note that this implies that 〈·, ·〉A is A-linear in the second variable and conjugate A-

linear in the first variable. One can prove a version of the Cauchy-Schwartz inequality

for such X, which implies that we can define the following norm on X:

‖x‖A := ‖〈x, x〉A‖
1
2

4



If X is a right A-module with an A-valued inner product, X is called a right

Hilbert A-module if it is complete under the norm ‖ · ‖A defined above. Note that if

A = C then X is just a Hilbert space and we can think of general Hilbert modules as

Hilbert spaces whose scalars are elements of some C∗-algebra A.

Also note that we can make A itself into a right Hilbert A-module by letting the

right action of A be given by multiplication in A and A-valued inner product given

by 〈a, b〉A = a∗b. We call this the trivial Hilbert A-module and denote it by AA.

Let A be a C∗-algebra and let X be a right Hilbert A-module. If T : X → X

is an A-module homomorphism, then we call T adjointable if there is an A-module

homomorphism T ∗ (called the adjoint of T ) such that

〈T ∗x, y〉A = 〈x, Ty〉A

for all x, y ∈ X. The operator norm makes the set of all adjointable operators on X

into a C∗-algebra which we denote by L(X).

Given C∗-algebras A and B, an A−B-correspondence is right Hilbert B-module

X together with a homomorphism φ : A → L(X) which is called a left action of A

by adjointable operators. For a ∈ A and x ∈ X, we will write a · x for φ(a)(x). If

A = B we call this a correspondence over A (or B). We call the left-action injective

if φ is injective and non-degenerate if φ(A)X = X. We will sometimes write AXB to

indicate that X is an A− B correspondence. Before we continue, we will give a few

examples of correspondences.

Example 2.1.1 (Example 8.6 in [Raeburn(2005)]). Let A be a C∗ algebra and let α

be an endomorphism of A. We can make the trivial module AA into a correspondence

over A by defining φ(a)(x) = α(a)x.

Example 2.1.2 (Example 1.2 of [Fowler and Raeburn(1998)]). Let E =

{E0, E1, r, s} be a directed graph (in the sense of [Raeburn(2005)]). Consider the
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vector space cc(E
1) of finitely supported functions on E1. We can define a right

action of c0(E0) and a c0(E0)-valued inner product as follows:

(x · a)(e) = x(e)a(s(e))

〈x, y〉c0(E0)(v) =
∑

{e∈E1:s(e)=v}

x(e)y(e)

We can use the norm defined by this inner product to complete cc(E
1) into a right

Hilbert module X(E). We can define a left action φ : c0(E0)→ L(X(E)) as follows

φ(a)(x)(e) = a(r(e))x(e)

This makes X(E) into a correspondence which is referred to as the graph correspon-

dence of E.

This example has a natural generalization:

Example 2.1.3 (Definition 3.11 of [Katsura(2003)]). A topological graph is a quadru-

ple E = {E0, E1, r, s} where E0 and E1 are locally compact Hausdorff spaces, r :

E1 → E0 is a continuous function, and s : E1 → E0 is a local homeomorphism.

Let A := C0(E0). We can define left- and right-actions of A and an A-valued inner

product on Cc(E
1) similarly to the way we did for ordinary graphs: For a ∈ A and

x, y ∈ Cc(E1), let

(a · x)(e) := a(r(e))x(e)

(x · a)(e) := x(e)a(s(e))

〈x, y〉A(v) :=
∑

{e∈E1:s(e)=v}

x(e)y(e)

We denote the completion of Cc(E
1) under the norm defined by this inner product

by X(E). It can be shown ([Raeburn(2005)] p.80-81) that the left action is injective

if and only if r has dense range and the left action is implemented by compacts if and

only if r is proper.

6



Let X be a Hilbert module over a C∗-algebra A. Then for any x, y ∈ X the map

Θx,y : z 7→ x · 〈y, z〉A is an adjointable operator called a rank-one operator. It can be

shown that the closed span of the rank-one operators forms an ideal K(X) in L(X)

which is referred to as the set of compact operators. If X is an A−B-correspondence,

we say that the left action φ of A is implemented by compacts if φ(A) ⊆ K(X).

There are two types of tensor products which are usually defined on correspon-

dences, an “internal” tensor product and an “external” tensor product. These are

defined as follows (see chapter 4 of [Lance(1995)] for more detail): Let AXB and

CYD be correspondences and let Φ : B → C be a completely positive map (see

[Blackadar(2006)] for the basics of completely positive maps). Let X �Φ Y be the

quotient of the algebraic tensor product X � Y by the subspace spanned by

{x · b⊗ y − x⊗ Φ(b) · y : x ∈ X, y ∈ Y, b ∈ B}

This is a right D-module with right action given by (x⊗y) ·d = (x⊗y ·d). We define

a D-valued inner product as follows:

〈x⊗ y, x′ ⊗ y′〉 = 〈y,Φ
(
〈x, x′〉B

)
· y′〉D

For a proof that this is indeed an inner product, we refer the reader to the proof of

Proposition 4.5 of [Lance(1995)]. We refer to the completion of X �Φ Y with respect

to the norm defined by this inner product as the internal tensor product of X and

Y and it is denoted by X ⊗Φ Y . If φA : A → L(X) is the left action on X, then

we can define a left action of A on X ⊗Φ Y by φ(a)(x ⊗ y) =
(
φA(a)x

)
⊗ y. This

makes X⊗ΦY an A−D correspondence. In many situations we will have B = C and

Φ = idB. In this case we will write the associated internal tensor product as X⊗B Y .

Example 2.1.4. If Φ : A→ B is a completely positive map between two C∗-algebras,

then we define the correspondence associated to Φ to be the correspondence XΦ :=

AA A ⊗Φ BB B where AA A and BB B are the standard correspondences.

7



Let AXB and CYD be correspondences. We can define a right action of B�D and

a B �D-valued inner product on the algebraic tensor product X � Y as follows

(x⊗ y) · (a⊗ b) = (x · a)⊗ (y · b)

〈x⊗ y, x′ ⊗ y′〉 = 〈x, x′〉B ⊗ 〈y, y′〉D

The completion of X � Y with respect to the norm defined by this inner product is

called the external tensor product of X and Y which we will denote simply by X⊗Y .

We can define a left action of A⊗C as follows: φ(a⊗c)(x⊗y) =
(
φA(a)x

)
⊗
(
φC(c)y

)
.

This makes X ⊗ Y an A⊗ C −B ⊗D correspondence.

If Φ : A → C and Φ′ : B → D are completely positive maps, then Φ ⊗ Φ′ :

A⊗B → C ⊗D will be a completely positive map as well. In fact:

Lemma 2.1.5. Let AXA′, BYB′, CZC′, and DWD′ be correspondences and let Φ : A′ →

C and Φ′ : B′ → D be completely positive maps. Then

(X ⊗Φ Z)⊗ (Y ⊗Φ′ W ) ∼= (X ⊗ Y )⊗Φ⊗Φ′ (Z ⊗W )

Proof. Note that the left hand side is the completion of X � Z � Y �W under the

norm defined by a certain pre-inner product and the right hand side is the completion

of X � Y � Z �W under the norm defined by a certain pre-inner product. We can

show that the linear map

σ23 : X � Z � Y � Z → X � Y � Z �W

x⊗ z ⊗ y ⊗ z 7→ x⊗ y ⊗ z ⊗ w

extends to a correspondence isomorphism

(X ⊗Φ Z)⊗ (Y ⊗Φ′ W )→ (X ⊗ Y )⊗Φ⊗Φ′ (Z ⊗W )

by showing that σ23 preserves the pre-inner products. By linearity it suffices to show

this for elementary tensors. Let 〈·, ·〉1 denote the pre-inner product which gives rise

8



to (X ⊗Φ Z)⊗ (Y ⊗Φ′W ). Let 〈·, ·〉2 denote the pre-inner product which gives rise to

(X ⊗ Y )⊗Φ⊗Φ′ (Z ⊗W ). Then

〈
σ23(x⊗ z ⊗ y ⊗ w),σ23(x⊗ z ⊗ y ⊗ w)

〉
2

= 〈x⊗ y ⊗ z ⊗ w, x′ ⊗ y′ ⊗ z′ ⊗ w′〉2

=
〈
z ⊗ w, (Φ⊗ Φ′)

(
〈x⊗ y, x′ ⊗ y′〉

)
(z′ ⊗ w′)

〉
=
〈
z ⊗ w, (Φ⊗ Φ′)

(
〈x, x′〉 ⊗ 〈y, y′〉

)
(z′ ⊗ w′)

〉
=
〈
z ⊗ w,

(
Φ
(
〈x, x′〉

)
z′
)
⊗
(
Φ′
(
〈y, y′〉

)
w′
)〉

=
〈
z,Φ

(
〈x, x′〉

)
z′
〉
⊗
〈
w,Φ′

(
〈y, y′〉

)
w′
〉

= 〈x⊗ z ⊗ y ⊗ w, x′ ⊗ z′ ⊗ y′ ⊗ z′〉1

Thus σ23 extends to an isomorphism giving us

(X ⊗Φ Z)⊗ (Y ⊗Φ′ W ) ∼= (X ⊗ Y )⊗Φ⊗Φ′ (W ⊗ Z)

Example 2.1.6. Let Φ : A→ C and Φ′ : B → D be completely positive maps. Since

AA A ⊗ BB B = (A⊗B)A⊗B A⊗B and CC C ⊗ DD D = (C ⊗D)C⊗D C⊗D We have:

XΦ⊗Φ′ =
(

(A⊗B)A⊗B A⊗B
)
⊗Φ⊗Φ′

(
(C ⊗D)C⊗D C⊗D

)
=
(
AA A ⊗ BB B

)
⊗Φ⊗Φ′

(
CC C ⊗ DD D

)
Applying the preceding lemma gives:

∼=
(
AA A ⊗Φ CC C

)
⊗
(
BB B ⊗Φ′ DD D

)
= XΦ ⊗XΦ′

Thus XΦ⊗Φ′
∼= XΦ ⊗XΦ′ .

9



The following facts (see Chapter 4 of [Lance(1995)]) will be useful in proving our

main result:

Lemma 2.1.7. Let Xand Y be C∗-correspondences over C∗-algebras A and B re-

spectively. Then K(X ⊗ Y ) ∼= K(X) ⊗ K(Y ) via the map κ which takes S ⊗ T ∈

K(X) ⊗ K(Y ) to the linear map x ⊗ y 7→ Sx ⊗ Ty. Further, if the left actions of A

and B are injective and implemented by compacts then so is the left action of A⊗B

on X ⊗ Y .

Graph algebras provide an interesting example of external tensor products:

Example 2.1.8. Let E = {E0, E1, r, s} and F := {F 0, F 1, r′, s′} be topological

graphs. Define

E × F := {E0 × F 0, E1 × F 1, r × r′, s× s′}

(i.e. the topological analog of the product graph in [Kumjian(1998)]). Since the

product of two continuous maps is continuous and the product of two local home-

omorphisms is a local homeomorphism, E × F is a topological graph. Let ρ :

C0(E0) ⊗ C0(F 0) → C0(E0 × F 0) and σ : C0(E1) ⊗ C0(F 1) → C0(E1 × F 1) be

the standard isomorphisms. Note that σ(Cc(E
1)⊗ Cc(F 1)) ⊆ Cc(E

1 × F 1) and that

σ
(
(a⊗ b) · (x⊗ y)

)
(e, f) = σ(a · x⊗ b · y)(e, f)

= a
(
r(e)

)
x(e)b

(
r′(f)

)
y(f)

= a
(
r(e)

)
b
(
r′(f)

)
x(e)y(f)

= ρ(a⊗ b)
(
r(e), r′(f)

)
σ(x⊗ y)(e, f)

Similarly,

σ
(
(x⊗ y) · (a⊗ b)

)
(e, f) = σ(x⊗ y)(e, f)ρ(a⊗ b)

(
s(e), s′(f)

)
10



Let A = C0(E0) and B = C0(F 0). If 〈·, ·〉1 is the A ⊗ B-valued tensor product

associated to the external tensor product X(E)⊗X(F ) and 〈·, ·〉2 is the C0(E × F )

valued inner product associated to X(E × F ) then:

ρ
(
〈x⊗ y, x′ ⊗ y′〉1

)
(v, w) = ρ

(
〈x, x′〉A ⊗ 〈y, y′〉B

)
(v, w)

= 〈x, x′〉A(v)〈y, y′〉B(w)

=
∑

s(e)=v,s′(f)=w

x(e)x′(e)y(f)y′(f)

=
∑

s(e)=v,s′(f)=w

x(e)y(f)x′(e)y′(f)

=
∑

s(e)×s′(f)=v×w

σ(x⊗ y)(e, f)σ(x′ ⊗ y′)(e, f)

= 〈σ(x⊗ y), σ(x′ ⊗ y′)〉2(v, w)

Extending linearly and continuously, we see that (ρ, σ) gives an isomorphism of cor-

respondences: X(E × F ) ∼= X(E)⊗X(F ).

For Chapter 3, we will wish to recall the following from [Echterhoff et al.(2000),

Proposition 2.3]. For two non-degenerate homomorphisms ϕ, ψ : A → M(B), the

standard A− B correspondences ϕB and ψB are isomorphic if and only if there is a

unitary multiplier u ∈M(B) such that ψ = Adu◦ϕ (the special case of imprimitivity

bimodules is essentially [Brown et al.(1977), Proposition 3.1]). In particular, if B is

commutative then ϕB ∼= ψB if and only if ϕ = ψ.

In Chapter 5, we will need the following definition:

Definition 2.1.9. Let X be an A−B correspondence. A generating system for X is

a triple (A0, X0, B0) where A0 ⊆ A, X0 ⊆ X and B0 ⊆ B such that span(A0) = A,

span(X0) = X, and span(B0) = B and such that for all x, y ∈ X0 we have that

〈x, y〉B ∈ B0 and ax, xb ∈ X0 for all a ∈ A0 and b ∈ B0. If A = B and A0 = B0 we

will denote the generating system by (X0, A0).

11



We will make frequent use of the following fact:

Lemma 2.1.10. Let X be an A1−B1 correspondence and Y be a A2−B2 correspon-

dence. Suppose that (A0
1, X

0, B0
1) and (A0

2, Y
0, B0

2) are generating sets for X and Y

respectively. Let ϕA : A1 → A2 and ϕB : B1 → B2 be isomorphisms. Suppose there is

a bijection Φ0 : X0 → Y 0, which preserves the inner product, left and right actions,

and scalar multiplication. That is

〈
Φ0(x),Φ0(x′)

〉Y
B

= ϕB

(
〈x, x′〉XB

)
for all x, x′ ∈ X0

Φ0(ax) = ϕA(a)Φ0(x) for all x ∈ X0 and a ∈ A0

Φ0(xb) = Φ0(x)ϕB(b) for all x ∈ X0 and b ∈ B0

Φ0(cx) = cΦ0(x) for all x ∈ X0 and c ∈ C

Then Φ0 extends linearly and continuously to a correspondence isomorphism Φ : X →

Y .

Proof. Let x ∈ span(X0), then x =
∑

i cixi for some xi ∈ X0 and ci ∈ C. We

define Φ(x) =
∑

i ciΦ0(xi). First, we must verify that Φ is well defined on span(X0).

Suppose
∑n

i=1 cixi and
∑m

i=1 dix
′
i are both equal to x ∈ X with xi, x

′
i ∈ X0. Let

y =
∑n

i=1 ciΦ0(xi) and y′ =
∑m

i=1 diΦ0(x′i). Then

‖y − y′‖2 =
〈
y − y′, y − y′〉B′

=
〈 n∑

i=1

ciΦ0(xi)−
m∑
i=1

diΦ0(x′i),
n∑
i=1

ciΦ0(xi)−
m∑
i=1

diΦ0(x′i)
〉
B′

=

n,n∑
i,j=1

cicj〈Φ0(xi),Φ0(xj)〉B′ +
m,m∑
i,j=1

didj〈Φ0(x′i),Φ0(x′j)〉B′

−
n,m∑
i,j=1

cidj〈Φ0(xi),Φ0(x′j)〉B′ −
m,n∑
i,j=1

dicj〈Φ0(x′i),Φ0(xj)〉B′

=

n,n∑
i,j=1

cicjϕB
(
〈xi, xj〉B

)
+

m,m∑
i,j=1

didjϕB
(
〈x′i, x′j〉B

)
12



−
n,m∑
i,j=1

cidjϕB
(
〈xi, x′j〉B

)
−

m,n∑
i,j=1

dicjϕB
(
〈x′i, xj〉B

)
= ϕB

(〈 n∑
i=1

cixi −
m∑
i=1

dix
′
i,

n∑
i=1

cixi −
m∑
i=1

dix
′
i

〉
B

)
= ϕB

(
〈x− x, x− x〉B

)
= 0

where we have used the fact that ϕ is an isomorphism and thus linear.

For x, x′ ∈ X0 we have

〈
Φ(x),Φ(x′)

〉Y
B

=
〈∑

i

ciΦ0(xi),
∑
j

c′jΦ0(x′j)
〉Y
B

=
∑
i,j

cic
′
j

〈
Φ0(xi),Φ0(x′j)

〉Y
B

=
∑
i,j

cic
′
jϕB

(
〈xi, x′j〉XB

)
= ϕB

(〈∑
i

cixi,
∑
j

c′jx
′
j

〉X
B

)
= ϕB

(
〈x, x′〉XB

)
Therefore, Φ preserves the inner product on span(X0) and thus also preserves

the norm on span(X0) and so Φ is bounded and can be extended continuously to

span(X0) = X. Hence, for any z ∈ X we can approximate z ≈
∑

i cizi with zi ∈ X0.

Thus for any a0 ∈ A0 we have

Φ(a0z) ≈ Φ
(
a0

∑
i

cizi

)
=
∑
i

ciΦ(a0zi) = ϕA(a0)
∑
i

ciΦ(zi) ≈ ϕA(a0)Φ(z)

so Φ(a0z) = ϕA(a0)Φ(z) and similarly Φ(zb0) = Φ(z)ϕB(b0) for b0 ∈ B0. For arbitrary

a ∈ A we may approximate a ≈
∑

i ciai with ai ∈ A0 and we see that

Φ(az) ≈
∑

ciΦ(aiz) = ϕA

(∑
i

ciai

)
Φ(z) ≈ ϕA(a)Φ(z)

13



So Φ(az) = ϕA(a)Φ(z) for all a ∈ A and similarly Φ(zb) = Φ(z)ϕB(b) for all b ∈ B.

We already know that Φ is injective since it preserves the norm, so we only have to

show that it is surjective. To see this note that

Φ(X) = span
(
Φ0(X0)

)
= span(Y 0) = Y

So we have established that Φ is a linear isomorphism from X to Y which preserves

the left and right actions and the inner product, in other words Φ is a correspondence

isomorphism.

Given a Hilbert module (X,A), we define the linking algebra of (X,A) to be the

C∗-algebra L(X) := K(X ⊕ A). There are complimentary projections p and q in

M(L(X)) such that pL(X)p ∼= K(X), pL(X)q ∼= X, and qL(X)q ∼= A. This gives

L(X) the following block matrix decomposition:

L(X) =

K(X) X

X A



with p =

1 0

0 0

 and q =

0 0

0 1

. The benefit of using linking algebras is that the

algebraic properties of X are encoded into the multiplicative structure of L(X):0 x

0 0

 ·
0 0

0 a

 =

0 xa

0 0

 (2.1.1)

0 x

0 0


∗

·

0 y

0 0

 =

0 0

0 〈x, y〉A

 (2.1.2)

0 x

0 0

 ·
0 y

0 0


∗

=

Θx,y 0

0 0

 (2.1.3)
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Let X be an A − B correspondence. We define the multiplier correspondence

M(X) of X to be the set of all adjointable maps B → X. This can be viewed as a

M(X)−M(B) correspondence with operations given by:

(n · T )b = n · (Tb)

(T ·m)b = T (mb)

〈T, S〉M(B)

where n ∈ M(A), T, S ∈ M(X) b ∈ B, and m ∈ M(B) (see Corollary 1.13 of

[Echterhoff et al.(2002)] for details).

2.1.2 Cuntz-Pimsner Algebras

In order to describe the Cuntz-Pimsner algebra of a correspondence, we will first

need to discuss representations of correspondences. Given a correspondence X over a

C∗-algebra A, a Toeplitz Representation of X in a C∗ algebra B is a pair (ψ, π) where

ψ : X → B is a linear map and π : A→ B is a ∗-homomorphism such that

1. ψ(a · x) = π(a)ψ(x) for all a ∈ A and all x ∈ X.

2. ψ(x · a) = ψ(x)π(a) for all a ∈ A and all x ∈ X.

3. π
(
〈x, y〉A

)
= ψ(x)∗ψ(y) for all x, y ∈ X.

(Note that 2 is actually implied by 3 but we include it for clarity.) We will write

C∗(ψ, π) for the C∗-subalgebra of B generated by the images of ψ and π in B. There

is a unique (up to isomorphism) C∗-algebra TX , called the Toeplitz algebra of X, which

is generated by a representation (iX , iA) which is “universal” in the sense that for any

representation (ψ, π) of X in any C∗-algebra B, there is a unique ∗-homomorphism

ψ × π : TX → B such that ψ = (ψ × π) ◦ iA and π = (ψ × π) ◦ iX . This construction

is discussed in detail in [Katsura(2004)].
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Suppose X and Y are correspondences over A and that π : A → B is a homo-

morphism. Suppose further that there are linear maps ψ : X → B and µ : Y → B

such that (ψ, π) and (µ, π) are Toplitz representations of X and Y . It is shown in

Proposition 1.8 of [Fowler and Raeburn(1998)] that there is a Toeplitz representation

(ψ ⊗ µ, π) of X ⊗A Y in B such that (ψ ⊗ µ)(x⊗ y) = ψ(x)π(y).

Let X⊗n denote the n-fold internal tensor product of X with itself. By convention

we let X⊗0 = A. Given a Toeplitz representation (ψ, π) of X in B, we define a map

ψn : X⊗n → B for each n ∈ N as follows: We let ψ0 = π and ψ1 = ψ and then for

each n > 1 we set ψn = ψ ⊗ ψn−1.

Proposition 2.7 of [Katsura(2004)] states the following: Let X be correspondence

over A and let (ψ, π) be a Toeplitz representation of X. Then

C∗(ψ, π) = span{ψn(x)ψm(y)∗ : x ∈ X⊗n, y ∈ X⊗m}

.

From Lemma 2.4 of [Katsura(2004)] we get the following: Let (ψ, π) be a Toeplitz

representation of X in B. For each n ∈ N there is a homomorphism ψ(n) : K(X⊗n)→

B such that:

1. π(a)ψ(n)(k) = ψ(n)(φ(a)k) for all a ∈ A and all k ∈ K(X⊗n).

2. ψ(n)(k)ψ(x) = ψ(kx) for all x ∈ X and all k ∈ K(X⊗n).

Let X be a correspondence over a C∗-algebra A. We define the Katsura ideal of A to

be the ideal:

JX = {a ∈ A : φ(a) ∈ K(X) and ab = 0 for all b ∈ ker(φ)}.

Where φ is the left action. This is often written more compactly as JX = φ−1
(
K(X)

)
∩(

ker(φ)
)⊥

. In many cases of interest, one can consider only correspondences whose

left actions are injective and implemented by compacts. In this case we have JX = A.
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The Katsura ideal is also sometimes described as the largest ideal of A which maps

injectively into the compacts. This is made precise by the following proposition (see

[Katsura(2004)]):

Proposition 2.1.11. Suppose X is a correspondence over a C∗-algebra A, φ is the

left action map, and I is an ideal of A which is mapped injectively into K(X) by φ.

Then I ⊆ JX .

We are now ready to define the Cuntz-Pimsner algebra OX . A Toeplitz represen-

tation is said to be Cuntz-Pimsner covariant if ψ(1)
(
φ(a)

)
= π(a) for all a ∈ JX . The

Cuntz-Pimsner algebra OX is the quotient of TX by the ideal generated by

{i(1)
X

(
φ(a)

)
− iA(a) : a ∈ JX} (2.1.4)

Letting q : TX → OX denote the quotient map, OX is generated by the Cuntz-Pimsner

covariant representation (kX , kA) = (q ◦ iX , q ◦ iA) and that this representation is

universal for Cuntz-Pimsner covariant representations: if (ψ, π) is a Cuntz-Pimsner

covariant representation of X in B, then there is a ∗-homomorphism ψ×π : OX → B

such that ψ = (ψ × π) ◦ kX and π = (ψ × π) ◦ kA.

This construction in its present form is due to Katsura and is discussed in detail in

[Katsura(2004)]. It is worth noting, however that this is a modification of Pimsner’s

original OX defined in [Pimsner(2001)]. This was the quotient of TX by the ideal

generated by {i(1)
X

(
φ(a)

)
− iA(a) : a ∈ φ−1(K(X))}. In many papers (particularly

those which predate Katsura’s work) this is what is meant by the Cuntz-Pimsner

algebra (see for example [Fowler and Raeburn(1998)]). In this thesis however, we

shall always take the term “Cuntz-Pimsner algebra” and the notation OX to refer to

the quotient of TX by the ideal generated by (2.1.4). Note that the two definitions

coincide when φ is injective.

17



Example 2.1.12. If E is a directed graph and X(E) is the graph correspondence of

Example 2.1.2, then OX(E)
∼= C∗(E) where C∗(E) is the C∗-algebra of the graph (see

[Raeburn(2005)] for details). For this reason, if F is a topological graph, the graph

algebra of F is defined to be OX(F ).

One of the most important results about Cuntz-Pimsner algebras is the so-called

“gauge-invariant uniqueness theorem”. In order to state this theorem we need the

following definition: Let (ψ, π) be a Toeplitz representation of a correspondence X.

Then we say that C∗(ψ, π) admits a gauge action if there is an action γ of T on

C∗(ψ, π) such that:

1. γz
(
π(a)

)
= π(a) for all z ∈ T and all a ∈ A.

2. γz
(
ψ(x)

)
= zψ(x) for all z ∈ T and all x ∈ X.

When such an action exists, it is unique.

Theorem 2.1.13 (“Gauge Invariant Uniqueness Theorem” (6.4 in [Katsura(2004)])).

Let X be a correspondence over A and let (ψ, π) be a Cuntz-Pimsner covariant repre-

sentation of X. Then the ∗-homomorphism ψ×π : OX → C∗(ψ, π) is an isomorphism

if and only if (ψ, π) is injective and admits a gauge action.

2.2 Λ-Systems

In this section we will recall some basic information about Λ-systems and topologi-

cal k-graphs. These will be necessary for the extension of Ionescu’s theorem presented

in Chapter 3, but will not be used in the remainder of the text.

2.2.1 Λ-Systems

We will briefly recall a few basic facts about higher-rank graphs. These objects

were first introduced by Kumjian and Pask in [Kumjian and Pask(2000)]. A graph of
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rank k is a countable category Λ together with a functor d : Λ → Nk which satisfies

the factorization property : for λ ∈ Λ, if d(λ) = m + n, n,m ∈ Nk, then there are

unique µ, ν ∈ Λ such that λ = µν and d(µ) = m and d(ν) = n. We view Nk as a

category with one object and morphisms generated by k commuting morphisms. The

functor d is referred to as the degree map. For n ∈ Nk, we define the set of paths of

length n to be the set d−1(n) which is denoted by Λn. If k = 1, then {Λ0,Λ1, r, s} is a

directed graph and Λ is the category of paths in the graph. We say that Λ row-finite

if r−1(v)∩Λn is finite for every v ∈ Λ0 and every n ∈ Nk. We say the Λ has no sources

if for every v ∈ Λn and every n ∈ Nk there is a path λ ∈ Λn such that r(λ) = v.

Throughout, Λ will be a row-finite k-graph with no sources, so that the associated

Cuntz-Krieger relations take the most elementary form. In [Deaconu et al.(2010)],

Deaconu, Kumjian, Pask, and Sims introduced Λ-systems of correspondences: we

have a Banach bundle X → Λ with fibers {Xλ}λ∈Λ such that

1. for each v ∈ Λ0, Xv is a C∗-algebra;

2. for each λ ∈ uΛv, Xλ is an Xu −Xv correspondence;

3. there is a partially-defined associative multiplication on X =
⊔
λ∈ΛXλ that is

compatible with the multiplication in Λ via the bundle projection X → Λ;

4. whenever λ, µ /∈ Λ0 and s(λ) = r(µ), x ⊗ y 7→ xy : Xλ ⊗As(λ)
Xµ → Xλµ is an

isomorphism of Ar(λ) − As(µ) correspondences;

5. the left and right module multiplications of the correspondences coincide with

the multiplication from the Λ-system.

For a Λ-system X of correspondences, we will write

ϕλ : Xu → L(Xλ) for λ ∈ uΛ
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for the left-module structure map. Note that the multiplication in X induces Xu−Xv

correspondence isomorphisms Xλ ⊗ Xv
∼= Xλ for all λ ∈ uΛv, but only induces

isomorphisms Xu ⊗Xλ
∼= Xλ if every correspondence Xλ is non-degenerate.

Given Λ-systems X and Y of correspondences, a map θ : X → Y is a Λ-system

isomorphism if

1. for all λ ∈ uΛv,

θλ := θ|Xλ : Xλ → Yλ

is an isomorphism of correspondences with coefficient isomorphisms θu, θv;

2. for all λ ∈ uΛv, µ ∈ vΛw,

θλ(ξ)θµ(η) = θλµ(ξη) for all ξ ∈ Xλ, η ∈ Xµ.

Since the multiplication in the Λ-system induces the left and right module multipli-

cations for the correspondences, in the above we can relax (1) to

(1)′ for all λ ∈ Λv, θλ : Xλ → Yλ is a linear bijection satisfying

〈θλ(ξ), θλ(η)〉Yv = θv(〈ξ, η〉Xv) for all ξ, η ∈ Xλ,

because (2) takes care of the coefficient maps. We emphasize that we’re requiring that,

for each v ∈ Λ0, θv be the right-hand coefficient isomorphism for every correspondence

isomorphism θλ with s(λ) = v, and also the left-hand coefficient isomorphism for every

correspondence isomorphism θλ with r(λ) = v. Thus, if X and Y are isomorphic Λ-

systems of correspondences, then without loss of generality we may assume (if we

wish) that Xv = Yv and θv = idXv for every vertex v, so that θλ : Xλ → Yλ is an

Xu −Xv correspondence isomorphism whenever λ ∈ uΛv.
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2.2.2 Topological k-Graphs

Recall [Yeend(2006)] that a topological k-graph is a k-graph Γ equipped with a

locally compact Hausdorff topology making the multiplication continuous and open,

the range map continuous, the source map a local homeomorphism, and the degree

functor d : Γ → Nk continuous. Carlsen, Larsen, Sims, and Vittadello show in

[Carlsen et al.(2011), Proposition 5.9] that every topological k-graph Γ gives rise to

an Nk-system Z of correspondences over A := C0(Γ0) as follows: For each n ∈ Nk let

Zn be the A-correspondence associated to the topological graph (Γ0,Γn, s|Γn , r|Γn), so

that Zn is the completion of the pre-correspondence Cc(Γ
n) with operations

(f · ξ · g)(α) = f(r(α))ξ(α)g(s(α))

〈ξ, η〉A(v) =
∑
α∈Γnv

ξ(α)η(α),

for ξ, η ∈ Cc(Γn), f, g ∈ A. Then for ξ ∈ Cc(Γn), η ∈ Cc(Γm) define ξη ∈ Cc(Γn+m)

by

(ξη)(αβ) = ξ(α)η(β) for α ∈ Γn, β ∈ Γm, s(α) = r(β).

In [Yeend(2006)], Yeend defined C∗(Γ) using a groupoid model, but

[Carlsen et al.(2011), Theorem 5.20] shows that C∗(Γ) ∼= NOZ , where NOZ

is the Cuntz-Nica-Pimsner algebra of the product system Z. The topological

k-graphs we encounter in this paper will be nice enough that NOZ will coincide

with the Cuntz-Pimsner algebra OZ .

2.3 Actions and Coactions of Groups and Quantum Groups

In this section, we will recall some basic results about actions and coactions of

groups. These results will be important in Chapters 4 and 5. Next we will give a brief

overview of the theory of quantum groups and then we will summarize the twisted

tensor product construction of Woronowicz et. al.. These will be used in Chapter 5.

21



2.3.1 Actions and Coactions of Discrete Groups

Working with actions and coactions of locally compact groups and their crossed

products can be somewhat complicated. For a general reference we suggest the ap-

pendix of [Echterhoff et al.(2002)]. Restricting attention to discrete groups affords

many simplifications. In this section, we will summarize some of these simplifica-

tions.

First we will briefly recall the basics of actions and coactions. We will assume

throughout that G is discrete. By an action of a group G on a C∗-algebra A, we shall

mean a group homomorphism α : G → Aut(A). We will refer to the triple (A,G, α)

as a C∗-dynamical system. For s ∈ G we will write αs for the automorphism α(s).

The group C∗-algebra C∗(G) is generated by a unitary representation G 3 s 7→ us ∈

UC∗(G). We will abuse notation and write s for us. The function δG : C∗(G) →

C∗(G) ⊗ C∗(G) defined by s 7→ s ⊗ s for all s ∈ G is called the comultiplication

map on C∗(G). There is a comultiplication map defined for any locally compact

group, but in general it will map into M(C∗(G) ⊗ C∗(G)). See the appendix of

[Echterhoff et al.(2002)] for more details.

A covariant representation of the system (A,G, α) in a C∗-algebra B consists of

a nondegenerate homomorphism π : A → M(B) and a strictly continuous group

homomorphism U : G → UM(B) such that π
(
αs(a)

)
= Usπ(a)U∗s for all s ∈ G and

all a ∈ A. The full crossed product of (A,G, α) is the completion of cc(G,A) with

respect to the norm

‖f‖ = sup
{∥∥∥∑

s∈G

π
(
f(s)

)
Us

∥∥∥ : (π, U) is a covariant representation of (A,G, α)
}
.

The full crossed product is denoted by AoαG. There is a canonical covariant repre-

sentation (iA, iG) of (A,G, α) in A oα G. It has the universal property that for any

covariant representation (π, U) in M(B) there is a unique nondegenerate homomor-
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phism π × U : A oα G → M(B) such that (π × U) ◦ iA = π and (π × U) ◦ iG = U .

The map π × U is called the integrated form of (π, U).

Let λ : G → UM
(
l2(G)

)
be the left regular representation of G on l2(G) and let

M : c0(G) → B
(
l2(G)

)
be the representation of c0(G) as multiplication operators.

Then (irA, i
r
G) := (idA⊗M, 1⊗ λ) is a covariant representation of (A,G, α) in M(A⊗

K
(
l2(G)

)
. The reduced crossed product of (A,G, α) is defined to be the image of

Aoα G under the integrated form irA × irG. It is denoted Aoα,r G.

If (A,G, α) and (B,G, β) are dynamical systems andX is anA−B correspondence,

then a compatible action of G on X is a group homomorphism γ from G to the group

of invertible linear maps on X such that:

γs(a · x) = αs(a) · γs(x)

γs(x · b) = γs(x) · βs(b)〈
γs(x), γs(y)〉B = βs

(
〈x, y〉B

)
for all s ∈ G, x, y ∈ X, a ∈ A and b ∈ B.

There is also a notion of a crossed product for correspondences. To see this, note

that we can give cc(G,X) the structure of a cc(G,A) − cc(G,B) pre-correspondence

with the following definitions:

f · x(s) =
∑
t∈G

f(t)γt
(
x(t−1s)

)
x · g(s) =

∑
t∈G

x(t)γt
(
g(t−1s)

)
〈x, y〉cc(G,B)(s) =

∑
t∈G

βt−1

(
〈x(t), y(t)〉B

)
.

The above can be completed into an Aoα G−B oβ G correspondence X oγ G. See

Proposition 3.2 of [Echterhoff et al.(2002)] for details. It will be useful to note that

applying the appropraite action of G to each corner of L(X) gives an action ν of G
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on L(X). Again we refer to [Echterhoff et al.(2002)] for the details (specifically to

Lemma 3.3).

A coaction is a triple (A,G, δ) where G is a group (assumed here to be discrete) A

is a C∗-algebra and δ is a nondegenerate, injective homomorphism A→M(A⊗C∗(G))

such that

1. δ(A)(1⊗ C∗(G)) ⊆ A⊗ C∗(G)

2. (δ ⊗ idG) ◦ δ = (idA ⊗ δG) ◦ δ where both sides are viewed as maps A →

M(A⊗ C∗(G)⊗ C∗(G)).

A coaction is called nondegenerate if the closed linear span of δ(A)(1 ⊗ C∗(G)) is

equal to A⊗C∗(G). We will also refer to the triple (A,G, δ) as a coaction. Note that

if G is discrete then C∗(G) is unital (with unit ue) and thus δ(A) ⊆ δ(A)(1⊗C∗(G))

so by condition 1, δ maps into A⊗ C∗(G).

Let wG ∈ UM(c0(G)⊗C∗(G)) be given by the canonical mapG→ UM(C∗(G)). A

covariant representation of a coaction (A,G, δ) into M(B) is a pair of nondegenerate

homomorphisms (π, µ) : (A, c0(G))→M(B) such that:

(π ⊗ idG) ◦ δ(a) = (µ⊗ idG)(wG)(π(a)⊗ 1)(µ⊗ idG)(wG)∗.

To define the crossed product algebra of a coaction, we will need some facts from

[Raeburn(1992)]. By Lemma 2.10 of [Raeburn(1992)], for any covariant representation

(π, µ) of (A,G, δ) in M(B), C∗(π, µ) := π(A)µ
(
c0(G)

)
is a C∗-algebra. Proposition

2.6 of [Raeburn(1992)] states that for any nondegenerate homomorphism π : A →

M(B), the pair
(
(π ⊗ λ) ◦ δ, 1 ⊗M

)
is a covariant homomorphism of (A,G, δ) into

M
(
B ⊗ K(l2(G))

)
. If we let B = A and π = idA, we get a covairant representation

(jA, jG) :=
(
(idA⊗λ)◦δ, 1⊗M

)
ofinto M

(
A⊗K(l2(G))

)
. The crossed product AoδG

of (A,G, δ) is defined as C∗(jA, jG).
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Suppose (A,G, δ) and (B,G, ω) are coactions and X is an A−B correspondence.

A δ − ω compatible coaction of G on X is a nondegenerate homomorphism σ : X →

M(X ⊗ C∗(G)) (where ⊗ is the external tensor product and we are viewing C∗(G)

as a correspondence over itself) satisfying:

1.
(
1M(A) ⊗ C∗(G)

)
σ(G) ⊆ X ⊗ C∗(G)

2. (σ ⊗ idG) ◦ σ = (idX ⊗ δG) ◦ σ.

The coaction is called nondegenerate if

(
1⊗ C∗(G)

)
σ(X) = X ⊗ C∗(G).

Given such a coaction σ, there is a unique coaction ε of G on L(X) such that

ε


a x

ỹ b


 =

δ(a) σ(x)

σ̃(y) b


Let (jB, j

B
G) be the canonical covariant representation of (B,G, ω) in M

(
B ⊗

K(l2(G))
)

described above. Define jX =
(
idX ⊗ λ

)
◦ σ. The crossed product corre-

spondence is defined as the subspace

X oσ G = jX(X) · jBG
(
c0(G)

)
of M

(
X⊗K(l2(G))

)
. Propostition 3.9 of [Echterhoff et al.(2002)] shows that XoσG

is an A oδ G − B oω G correspondence. By Lemma 3.10 of [Echterhoff et al.(2002)]

L(X) oε G ∼= L(X oσ G).

Proposition 2.3.1. Let G be a discrete group and let α be an action of G on a C∗-

algebra A. Let (irA, i
r
G) be the canonical representation of the system (A,G, α) in the

reduced crossed product Aoα,rG. Then Aoα,rG is the closed linear span of elements

25



of the form irA(a)irG(s) where a ∈ A and s ∈ G. These have the following algebraic

properties:

(
irA(a)irG(s)

)(
irA(b)irG(t)

)
= irA

(
aαs(b)

)
irG(st) (2.3.1)(

irA(a)irG(s)
)∗

= irA
(
αs−1(a∗)

)
irG(s−1) (2.3.2)

Proof. The fact that the irA(a)irG(s) densely span Aoα,rG follows from the definition

of the crossed product. The algebraic properties follow easily from the fact that

irA(a)irG(s) = irG(s)irA
(
αs(a)

)
which we obtain from irG(s)∗irA(a)irG(s) = irA

(
αs(a)

)
.

Proposition 2.3.2. Let (γ, α) be an action of a discrete group G on a correspondence

(X,A). Let (irX , i
r
A, i

X
G , i

A
G) be the canonical representation of the system in the crossed

product (X oγ,r G,Aoα,r G). Then X oγ,r G is the closed linear span of irX(x)iXG (s)

where x ∈ X and s ∈ G. These satisfy the following algebraic properties:

(
irX(x)iXG (s)

)(
irA(a)iAG(t)

)
= irX

(
xαs(a)

)
iXG (st) (2.3.3)〈

irX(x)iXG (s), irX(y)iYG(t)
〉
Aoα,rG

= irA
(
αs−1

(
〈x, y〉A

))
iAG(s−1t) (2.3.4)(

irA(a)iAG(s)
)(
irX(x)iXG (t)

)
= irX

(
aγs(x)

)
iXG (st) (2.3.5)

Proof. The fact that the irX(x)iXG (s) densely span Xoγ,rG follows from the definition

of the crossed product. To understand the algebraic properties, recall that L(X oγ,r

G) ∼= L(X) oν,r G where ν is the action on L(X) induced by (γ, α). Equations

(2.3.3) and (2.3.4) are then easily deduced by applying the previous proposition to

L(X)oν,r G. (2.3.5) follows from the fact that the left action must be covariant with

respect the action.

Corollary 2.3.3. If X is a correspondence over A and (γ, α) is an action of a discrete

group G on (X,A) the sets

(X oγ,r G)0 := {irX(x)iXG (s) : x ∈ X, s ∈ G}
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(Aoα,r G)0 := {irA(a)iAG(s) : a ∈ A, s ∈ G}

form a generating system for X oγ,r G in the sense of Definition 2.1.9.

The simplification of crossed products by coactions of discrete groups come from

the realization that coactions by discrete groups can be viewed as gradings. This

idea is presented in detail in [Quigg(1996)], but we briefly summarize the main points

here. We refer the reader to [Quigg(1996)] for the proofs.

Notation 2.3.4. If S and T are closed subspaces of a C∗-algebra A, we will write

S · T for the closed linear span of products of elements of S with elements of T . In

other words:

S · T := span{ab : a ∈ S, b ∈ T}.

Proposition 2.3.5. Let δ : A → M
(
A ⊗ C∗(G)

)
be a nondegenerate coaction of a

discrete group G on a C∗-algebra A. Then A = span{As}s∈G where As = {a ∈ A :

δ(a) = a⊗ us}. Furthermore,

As · At ⊆ Ast (2.3.6)

A∗s = As−1 (2.3.7)

Proposition 2.3.6. Let δ be a coaction of a discrete group G on a C∗-algebra A and

let (jA, jG) be the canonical representations of A and c0(G) in the crossed product

Aoδ G. Then Aoδ G is densely spanned by elements of the form jA(as)jG(f) where

as ∈ As, f ∈ c0(G) and These satisfy the following relations:

(
jA(a)jG(f)

)(
jA(as)jG(g)

)
= jA(aas)jG

(
λs−1(f)g

)
(2.3.8)(

jA(as)jG(f)
)∗

= jA(a∗s)jG
(
λs(f)

)
(2.3.9)

where λs denotes left translation by s on c0(G).
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Applying these propositions to linking algebras helps us to understand coactions

on correspondences:

Proposition 2.3.7. Let (σ, δ) be a coaction of a discrete group G on a Hilbert module

(X,A). Then X = span{Xs}s∈G where Xs = {x ∈ X : σ(x) = x⊗ us}. Further:

Xs · At ⊆ Xst (2.3.10)

〈xs, xt〉A ∈ As−1t (2.3.11)

As ·Xt ⊆ Xst (2.3.12)

Proof. Let ε be the induced coaction on L(X). Then we have a grading L(X) =

span{L(X)s}s∈G. Since p and q are in fixed points of the coaction, if z ∈ L(X)s

then qzq ∈ L(X)s and pzq ∈ L(X)s. Recall that the restriction of ε to qL(X)q =0 0

0 A

 ∼= A is δ. Thus if a is the element of A corresponding to qzq then ε(qzq) =

(qzq) ⊗ us if and only if δ(a) = a ⊗ us. Thus qL(X)sq =

0 0

0 As

 ∼= As. Similar

reasoning shows that pL(X)sq =

0 Xs

0 0

 ∼= Xs. (2.3.10) and (2.3.11) then follow

from multiplication in L(X) together with the grading of L(X). (2.3.12) follows from

the fact that the left module action is covariant with respect to the coaction.

Lemma 3.4 of [Echterhoff et al.(2002)] shows that L(X oσ G) ∼= L(X)oεG. This

fact, together with the preceding propositions, gives us the following characterization

of X oσ G in the case where G is discrete:

Proposition 2.3.8. Let (σ, δ) be a coaction of a discrete group G on a correspon-

dence (X,A). Let (jX , jA, j
X
G , j

A
G) be the canonical representation of the system in the

correspondence (XoσG,AoδG). Then XoσG is densely spanned by elements of the
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form jX(xs)j
X
G (f) where xs ∈ Xs and f ∈ c0(G). These elements satisfy the following

relations: (
jX(x)jXG (f)

)(
jA(as)j

A
G(g)

)
= jX(xas)j

X
G (λs−1(f)g) (2.3.13)〈

jX(xs)j
X
G (f), jX(xt)j

X
G (g)

〉
AoδG

= jA
(
〈xs, xt〉A

)
jAG
(
λt−1s(f)g

)
(2.3.14)(

jA(a)jAG(f)
)(
jX(xs)j

X
G (g)

)
= jX(axs)j

X
G

(
λs−1(f)g

)
(2.3.15)

Corollary 2.3.9. The sets

(X oσ G)0 := {jX(xs)j
X
G (f) : xs ∈ Xs, f ∈ c0(G)}

(Aoδ G)0 := {jA(as)j
A
G(f) : as ∈ As, g ∈ c0(G)}

form a generating system for X oσ G.

Remark 2.3.10 (Example A.23 of [Echterhoff et al.(2002)]). If G is abelian, then for

every coaction of G corresponds to an action of the dual group Ĝ and vice versa.

To see this, we first identify C∗(G) and C0(Ĝ) using the abstract Fourier transform:

F(x)(χ) = χ(x). We also recall that, in this situation, condition 1 from the defini-

tion of coactions is equivalent to δ taking values in Cb(Ĝ, A) ∈ M(A ⊗ C∗(G)) (see

[Echterhoff et al.(2002)] for details). With this in mind, if (A,G, δ) is a coaction, then

we define an action αδ of Ĝ by setting αδχ(a) = δ(a)(χ). Conversely, given an action

α of Ĝ on a C∗-algebra A, we define a coaction δα by letting δα(a)(χ) = αχ(a).

Let (A,G, α) be a C∗-dynamical system with G compact and abelian and let

(A, Ĝ, δα) be the associated coaction of the dual group Ĝ. Since G is compact, Ĝ

is discrete and therefore δα will give a Ĝ-grading of A. Identifying A ⊗ C∗(Ĝ) with

A ⊗ C(G) and this with C(G,A), the elementary tensor a ⊗ uχ corresponds to the

map s 7→ χ(s)a. Therefore if a ∈ Aχ then αs(a) = δα(a)(s) = χ(s)a and so the sets

Aχ can be thought of equivalently as

Aχ = {a ∈ A : αs(a) = χ(s)a, for all s ∈ G}.
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Thus each Aχ coincides with the so-called spectral subspace associated to χ.

Just as every action of a compact abelian group determines a grading by the dual

group, every grading by a discrete abelian group determines an action of its dual

group. To see this, just note that a G-grading of A makes A into a Fell bundle over

G and as in [Quigg(1996)] we get a coaction of G associated to this Fell bundle which

corresponds to an action of Ĝ:

Proposition 2.3.11. Let A be a C∗-algebra and suppose {As}s∈G is a G-grading of

A. Let χ ∈ Ĝ. For each s ∈ G and each a ∈ As define αχ(a) = χ(s)a. The maps αχ

extend to automorphisms of A such that α : χ 7→ αχ is an action of Ĝ on A.

2.3.2 Quantum Groups

There are many different notions of a quantum group. Our quantum groups will

be quantum groups generated by modular multiplicative unitaries. We will briefly

recall some of the basic facts about these quantum groups and refer the reader to

[Timmermann(2008)] for a more in depth overview of the subject.

Definition 2.3.12. Given a separable Hilbert space H, a multiplicative unitary W

is a unitary operator on H⊗H such that

W23W12 = W12W13W23 ∈ U(H⊗H⊗H) (2.3.16)

where Wij indicates that we are applying W to the ith and jth factors ofH and leaving

the other fixed. Equation 2.3.16 is sometimes referred to as the pentagon equation.

W is called modular if there exist (possibly unbounded) operators Q̂ and Q on H

and a unitary W̃ ∈ U(H⊗H) (where H is the dual space of H) such that

1. Q̂ and Q are positive and self-adjoint with trivial kernels

2. W∗(Q̂⊗Q)W = Q̂⊗Q
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3. 〈η′⊗ξ′,W(η⊗ξ)〉 = 〈η⊗Qξ′, W̃(η′⊗Q−1ξ)〉 for all ξ ∈ Dom(Q−1), ξ′ ∈ Dom(Q),

and η, η′ ∈ H

Example 2.3.13 (Example 7.1.4 of [Timmermann(2008)]). Let G be a locally com-

pact group. We can identify L2(G) ⊗ L2(G) with L2(G × G) and define WG ∈

B
(
L2(G)⊗ L2(G)

)
by

(WGζ)(s, t) := ζ(s, s−1t)

Then WG is a multiplicative unitary.

Theorem 2.3.14 (Theorem 2.7 of [Meyer et al.(2014)]). For a modular multiplicative

unitary W ∈ U(H⊗H), set

S := span{(ω ⊗ idH)W : ω ∈ B(H)∗}

Ŝ := span{(idH ⊗ ω)W : ω ∈ B(H)∗}

where B(H)∗ denotes the predual of B(H), i.e. the set of normal linear functionals

on B(H). Then:

• S and Ŝ are separable, non-degenerate C∗-subalgebras of B(H).

• W ∈ U(Ŝ ⊗ S) ⊆ U(H⊗H). When we wish to view W as a unitary multiplier

of Ŝ ⊗ S we will denote it by W S and refer to it as the reduced bicharacter of

S.

• There are unique homomorphisms ∆S, ∆̂S : S → S ⊗ S such that

(idŜ ⊗∆S)W S = W S
12W

S
13 ∈ U(Ŝ ⊗ S ⊗ S)

(∆̂S ⊗ idS)W S = W S
23W

S
13 ∈ U(Ŝ ⊗ Ŝ ⊗ S)

• (S,∆S) and (Ŝ, ∆̂S) are C∗-bialgebras
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Definition 2.3.15. A quantum group is a C∗-bialgebra G := (S,∆S) arising from a

modular multiplicative unitary as in Theorem 2.3.14. The dual Ĝ of G is the bialgebra

(Ŝ, ∆̂S). Ĝ is generated by the modular multiplicative unitary Ŵ := ΣW∗Σ (where Σ

is the flip isomorphism: x⊗y 7→ y⊗x). Ŵ is called the dual of W. We will sometimes

write S(W) and Ŝ(W) for S and Ŝ if we wish to call attention to the multiplicative

unitary which generated S or Ŝ.

Example 2.3.16 (Example 7.2.13 of [Timmermann(2008)]). Let G be a locally com-

pact group and let WG be the multiplicative unitary described in Example 2.3.13.

Then S(WG) ∼= C∗r (G) and Ŝ(WG) ∼= C0(G) as C∗-bialgebras. We denote the re-

duced bicharacter associated to WG by WG.

Definition 2.3.17. Given two quantum groups G = (S,∆S) and H = (T,∆T ), we

define a bicharacter from G to Ĥ to be a unitary χ ∈ U(Ŝ ⊗ T̂ ) such that

(∆̂S ⊗ idT̂ )χ = χ23χ13 ∈ U(Ŝ ⊗ Ŝ ⊗ T̂ ) (2.3.17)

(idŜ ⊗ ∆̂T )χ = χ13χ13 ∈ U(Ŝ ⊗ Ŝ ⊗ T̂ ) (2.3.18)

Bicharacters are used in the construction of the twisted tensor product. The

reduced bicharacter from Theorem 2.3.14 is a special case of a bicharacter. In fact

the only bicharacter we will need for our simplified twisted tensor products is the

bicharacter WG associated to the multiplicative unitary WG from Example 2.3.13.

Definition 2.3.18. A continuous coaction of a quantum group G = (S,∆S) on a

C∗-algebra A is a homomorphism δ : A→M(A⊗ S) such that

1. δ is 1-1

2. (idA ⊗∆S)δ = (δ ⊗ idS)δ

3. δ(A) · (1A ⊗ S) = A⊗ S
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We will sometimes refer to A as a G-C∗-algebra.

We can also define coactions of quantum groups on C∗-correspondences:

Definition 2.3.19. A G-equivariant C∗-correspondence over a G -C∗-algebra (A, δ)

is a C∗-correspondence X over A with a linear map σ : X →M(X ⊗ S) such that

1. σ(x)δ(a) = σ(xa) and δ(a)σ(x) = σ(ax) for x ∈ X and a ∈ A

2. δ
(
〈x, y〉A

)
= 〈σ(x), σ(y)〉M(A⊗S)

3. σ(x) · (1⊗ S) = X ⊗ S

4. (1⊗ S) · σ(x) = X ⊗ S

5. (σ ⊗ idA)σ = (idX ⊗ σ)σ.

We call the map σ a coaction of G on X.

2.3.3 Twisted Tensor Products

Throughout this section, G = (S,∆S) and H = (T,∆T ) will be quantum groups,

χ will be a bicharacter from G → Ĥ, and A and B will be C∗-algebras carrying

coactions δA and δB of G and H respectively.

Definition 2.3.20 (Definition 3.1 of [Meyer et al.(2014)]). A χ-Heisenberg pair (or

simply Heisenberg pair) is a pair of representations π : S → B(H) and ρ : T → B(H)

such that

W S
1πW

T
2ρ = W T

2ρW
S
1πχ12 ∈ U

(
Ŝ ⊗ T̂ ⊗K(H)

)
where W S

1π =
(
(idŜ ⊗ π)W S

)
13

and W T
2ρ =

(
(idT̂ ⊗ ρ)W T

)
23

.

Definition 2.3.21. Suppose (π, ρ) is a Heisenberg pair. Define maps

iA : A→M
(
A⊗B ⊗K(H)

)
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iB : B →M
(
A⊗B ⊗K(H)

)
as follows:

iA(a) = (idA ⊗ π)δA(a)13

iB(b) = (idB ⊗ ρ)δB(b)23

It is shown in Lemma 3.20 of [Meyer et al.(2014)] that A �χ B := iA(A) · iB(B) is

a C∗-subalgebra of A ⊗ B ⊗ K(H) and that, up to isomorphism, A �χ B does not

depend upon the choice of Heisenberg pair. We refer to A�χ B as the twisted tensor

product of A and B and we write a� b for iA(a)iB(b).

This construction can also be extended to correspondences. Recall that, given a

C∗-correspondence X over a C∗-algebra A, the linking algebra L(X) is the algebra

K(X ⊕ A). This is often thought of in terms of its block matrix form:

K(X) X

X A

.

We will make use of the following proposition:

Proposition 2.3.22 (Proposition 2.7 of [Baaj and Skandalis(1989)]). Let δL(X) :

L(X) → M(L(X) ⊗ S) be a coaction of G on L(X) such that the inclusion jA :

A → L(X) is G-equivariant. Then there exists a unique coaction σ on X such that

jM(X⊗S) ◦ σ = δL(X) ◦ jX where jM(X⊗S) is the inclusion M(X ⊗ S)→M(L(X)⊗ S)

and jX is the inclusion X → L(X).

Conversely, if σ is a coaction of G on X, then there is a unique coaction δL(X)

of G on L(X) such that jM(X⊗S) ◦ σ = δL(X) ◦ jX and such that jA : A → L(X) is

G-equivariant.

We refer the reader to [Baaj and Skandalis(1989)] for the proof.

Definition 2.3.23. Let (X,A) and (Y,B) be C∗-correspondences with coactions of

G and H respectively and let δL(X) and δL(Y ) be the induced coactions of L(X) and
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L(Y ). We can form the twisted tensor product L(X) �χ L(Y ). Viewing X and Y as

subspaces of L(X) and L(Y ), we define

X �χ Y := ιL(X)(X) · ιL(Y )(Y )

Proposition 5.10 of [Meyer et al.(2014)], and the discussion which follows it, shows

that this is a correspondence over A�χ B with left action given by φX � φY . It also

shows that

K(X �χ Y ) ∼= K(X) �χ K(Y ) (2.3.19)

a fact which we shall make use of later.
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Chapter 3

IONESCU’S THEOREM FOR HIGHER RANK GRAPHS

3.1 Introduction

In [Ionescu(2004)], Ionescu defines a natural correspondence associated to any

Mauldin-Williams graph. A Mauldin-Williams graph is a directed graph with a com-

pact metric space associated to each vertex and a contractive map associated to each

edge (a more rigorous definition is presented below). These graphs generalize iterated

function systems and have self-similar invariant sets. Ionescu proved that the Cuntz-

Pimsner algebra of the correspondence associated to any Mauldin-Williams graph is

isomorphic to the graph C∗-algebra of the underlying graph.

Here we prove an analogue for higher rank graphs. Our arguments make

extensive use of the graph systems of correspondences construction presented in

[Deaconu et al.(2010)] and provide an interesting application of their ideas. We also

define some other systems similar to those defined in [Deaconu et al.(2010)] and

briefly describe how all of these systems fit into what Fowler and Sims refer to in

[Fowler and Sims(2002)] as product systems taking values in tensor groupoids. The

results here are taken from [Kaliszewski et al.(2015)].

This chapter is organized as follows. In Section 3.2 we will define two systems that

closely resemble Λ-systems of correspondences which we will call Λ-systems of homo-

morphisms and Λ-systems of maps. The Λ-system of maps will be a generalization

of the notion of a Mauldin-Williams graph. After defining some more terminology,

we prove some basic facts about these systems and how they relate to one another.

In Section 3.3 we define a k-graph analog of Mauldin-Williams graphs and prove our
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main theorem which generalizes Ionescu’s main result from [Ion07]. In Section 3.4

we prove that the Cuntz-Pimsner algebra of the correspondence associated to any

Λ-system of maps can be realized as the graph algebra of a certain topological k-

graph. In Section 3.5 we briefly describe how all of the various Λ-systems fit in to the

framework described by Fowler and Sims in [Fowler and Sims(2002)]. In Section 3.6

we will examine the question of which Λ-systems of correspondences arise from the

other types of Λ-systems described here. Finally, in Section 3.7 we show that, perhaps

disappointingly, the higher-rank Mauldin-Williams graphs of Section 3.3 do not give

rise to any new “higher-rank fractals”.

3.2 Other Λ-Systems

Throughout this discussion we will take Λ to be a row-finite k-graph with no

sources. We introduce a few constructions that are similar to Λ-systems of correspon-

dences:

Definition 3.2.1. 1. A Λ-system of homomorphisms is a pair (A, ϕ), where A →

Λ0 is a C∗-bundle and for each λ ∈ uΛv we have a non-degenerate homomor-

phism ϕλ : Au →M(Av), such that

ϕµ ◦ ϕλ = ϕλµ if s(λ) = r(µ)

ϕv = idAv for v ∈ Λ0,

where ϕµ is the canonical extension of ϕµ to M(Av).

2. A Λ-system of maps is a pair (T, σ), where T → Λ0 is a bundle of locally

compact Hausdorff spaces and for each λ ∈ uΛv we have a continuous map

σλ : Tv → Tu, such that

σλ ◦ σµ = σλµ if s(λ) = r(µ)
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σv = idTv for v ∈ Λ0.

Remark 3.2.2. 1. Note that we need to impose the non-degeneracy condition on

the homomorphisms ϕλ so that composition is defined.

2. Thus, a Λ-system of homomorphisms is essentially a contravariant functor from

Λ to the category of C∗-algebras and non-degenerate homomorphisms into mul-

tiplier algebras, and a Λ-system of maps is essentially a (covariant) functor from

Λ to the category of locally compact Hausdorff spaces and continuous maps.

3. Every Λ-system (T, σ) of maps gives rise to a Λ-system (A, σ∗) of homomor-

phisms, with

Av = C0(Tv) for v ∈ Λ0

σ∗λ(f) = f ◦ σλ for λ ∈ Λ, f ∈ Ar(λ).

4. Every Λ-system (A, ϕ) of homomorphisms gives rise to a Λ-system of correspon-

dences: for λ ∈ uΛv let Xλ be the standard Au − Av correspondence ϕλAv.

Definition 3.2.3. We call a Λ-system of maps (T, σ)

1. proper if each map σλ : Ts(λ) → Tr(λ) is proper (in the usual sense that inverse

images of compact sets are compact), and

2. dense if each map σλ : Ts(λ) → Tr(λ) has dense range.

Definition 3.2.4. We call a C∗-homomorphism ϕ : A → M(B) proper if it maps

into B (and we will also denote it by ϕ : A→ B).

Remark 3.2.5. A non-degenerate homomorphism ϕ : A → M(B) is proper in the

above sense if and only if ϕ takes one (hence every) bounded approximate identity
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for A to an approximate identity for B. Also, if σ : Y → X is a continuous map,

then σ∗ : C0(X) → M(C0(Y )) is automatically non-degenerate, and is proper if and

only if σ is proper.

Definition 3.2.6. Let X be an A − B correspondence, with left module map ϕA :

A→ L(X) = M(K(X)). We call X proper, non-degenerate, or faithful if ϕA has the

corresponding property.

Definition 3.2.7. We call a Λ-system (A, ϕ) of homomorphisms proper or faithful if

each homomorphism ϕλ has the corresponding property.

Definition 3.2.8. We call a Λ-system X of correspondences proper, non-degenerate,

full, or faithful if each correspondence Xλ has the corresponding property.

[Deaconu et al.(2010)] call a Λ-system X of correspondences regular if it is proper,

non-degenerate, full, and faithful. However, we believe that the fidelity is too much

to ask, both for aesthetic and practical reasons.

Let X be a Λ-system of correspondences, and let A =
⊕

v∈Λ0 Xv be the c0-direct

sum of C∗-algebras. Then each Xλ may be regarded as an A-correspondence. For

each n ∈ Nk, [Deaconu et al.(2010)] defines an A-correspondence Yn by

Yn =
⊕
λ∈Λn

Xλ,

and [Deaconu et al.(2010), Proposition 3.17] shows that Y = YX =
⊔
n∈Nk Yn is an

Nk-system (i.e., a product system over Nk) of A-correspondences, and moreover if

X is regular then so is Y . We will identify Xλ with its canonical image in Yd(λ),

i.e., we will blur the distinction between the external and internal direct sums of the

A-correspondences {Xλ : λ ∈ Λn}.

Definition 3.2.9. We call a Λ-system (T, σ) of maps
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1. k-dense if for all v ∈ Λ0 and n ∈ Nk,

Tv =
⋃

λ∈vΛn

σλ(Ts(λ)),

and

2. k-regular if it is proper and k-dense.

Here is a minor strengthening of k-density that we will find useful later:

Definition 3.2.10. A Λ-system of maps (T, σ) is k-surjective if

Tv =
⋃

λ∈vΛn

σλ
(
Ts(λ)

)
for all v ∈ Λ0, n ∈ Nk.

Definition 3.2.11. We call a Λ-system (A, ϕ) of homomorphisms

1. k-faithful if for all v ∈ Λ0 and n ∈ Nk,

⋂
λ∈vΛn

kerϕλ = {0},

and

2. k-regular if it is proper and k-faithful.

Definition 3.2.12. We call a Λ-system X of correspondences

1. k-faithful if the associated Nk-system YX is faithful, and

2. k-regular if it is proper, non-degenerate, full, and k-faithful.

Remark 3.2.13. 1. If (T, σ) is a Λ-system of maps, then the associated Λ-system

(A, σ∗) of homomorphisms is:

• proper if and only if (T, σ) is, and

• faithful if and only if (T, σ) is dense.
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2. If (A, ϕ) is a Λ-system of homomorphisms, then the associated Λ-system X of

correspondences is:

• automatically non-degenerate and full, and

• proper or faithful if and only if (A, ϕ) has the corresponding property.

3. We have organized our definitions so that a Λ-system X of correspondences is

k-regular if and only if the associated Nk-system YX is regular.

We will need the following variation on the above:

Lemma 3.2.14. 1. If (T, σ) is a Λ-system of maps, then the associated Λ-system

(A, σ∗) of homomorphisms is k-faithful if and only if (T, σ) is k-dense, and

consequently is k-regular if and only if (T, σ) is.

2. If (A, ϕ) is a Λ-system of homomorphisms, then the associated Λ-system X

of correspondences is k-faithful if and only if (A, ϕ) is, and consequently is

k-regular if and only if (X,ϕ) is.

Proof. (1). This is routine, but we present the details for completeness. First assume

that (T, σ) is not k-dense. We will show that (A, σ∗) is not k-faithful. We can choose

v ∈ Λ0 and n ∈ Nk such that
⋃
λ∈vΛn σλ(Ts(λ)) is not dense in Tv. We will show

that
⋂
λ∈vΛn kerσ∗λ 6= {0}. We can choose a nonzero f ∈ C0(Tv) that vanishes on⋃

λ∈vΛn σλ(Ts(λ)). Then for all λ ∈ vΛn and all g ∈ C0(Ts(λ)),

σ∗λ(f)g = (f ◦ σλ)g = 0.

Thus f ∈
⋂
λ∈vΛn kerσ∗λ.

Conversely, assume that (A, σ∗) is not k-faithful. We will show that (T, σ) is not

k-dense. We can choose v ∈ Λ0 and n ∈ Nk such that
⋂
λ∈vΛn kerσ∗λ 6= {0}. We will

show that
⋃
λ∈vΛn σλ(Ts(λ)) is not dense in Tv. Choose a nonzero f ∈

⋂
λ∈vΛn kerσ∗λ.
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Then choose a nonempty open set U ⊂ Tv such that f(t) 6= 0 for all t ∈ U . We will

show that

U ∩
⋃

λ∈vΛn

σλ(Ts(λ)) = ∅.

Let t ∈
⋃
λ∈vΛn σλ(Ts(λ)), and choose λ ∈ vΛn and s ∈ Ts(λ) such that t = σλ(s). Then

choose g ∈ C0(Ts(λ)) such that g(s) = 1. Since f ∈ kerσ∗λ,

0 =
(
σ∗λ(f)g

)
(s) = f(σλ(s))g(s) = f(t),

so t /∈ U .

(2). First assume that (A, ϕ) is not k-faithful. We will show that X is not k-

faithful. We can choose v ∈ Λ0 and n ∈ Nk such that
⋂
λ∈vΛn kerϕλ 6= {0}. We will

show that the A-correspondence Yn is not faithful. Choose a nonzero a ∈ Av such

that ϕλ(a) = 0 for all λ ∈ vΛn. Let

y = (xλ) ∈ Yn =
⊕
λ∈Λn

Xλ.

Then a · y is the Λn-tuple (a · xλ), where for λ ∈ Λn we have

a · xλ =


ϕλ(a)xλ if r(λ) = v

0 if r(λ) 6= v.

Since ϕλ(a)xλ = 0 for all λ ∈ vΛn, xλ ∈ Xλ = As(λ), we have a · y = 0, and we have

shown that Yn is not faithful.

Conversely, assume that X is not k-faithful. We will show that (A, ϕ) is not k-

faithful. We can choose n ∈ Nk such that the A-correspondence Yn is not faithful,

so we can find a nonzero a ∈ A such that a · y = 0 for all y ∈ Yn. Then a = (av) is

a Λ0-tuple with av ∈ Av for each v, so we can choose v ∈ Λ0 such that av 6= 0. We

will show that av ∈
⋂
λ∈vΛn kerϕλ. Let λ ∈ vΛ0 and b ∈ As(λ). Define a vΛn-tuple
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(xµ) ∈ Yn by

xµ =


b if µ = λ

0 if µ 6= λ.

Then

ϕλ(av)b =
(
av · (xλ)

)
λ

= 0.

Remark 3.2.15. The argument in the last paragraph of the above proof is a routine

adaptation of that used in [Deaconu et al.(2010), Proposition 3.1.7].

Our motivation for introducing the properties of k-density and k-fidelity is that

the Mauldin-Williams graphs considered by Ionescu — where we have a 1-graph Λ

whose 1-skeleton E is finite, a Λ-system (T, σ) of maps in which each space Tv is

a compact metric space and each map σλ is a (strict) contraction — are typically

1-dense in the above sense rather than dense. More precisely, a Mauldin-Williams

graph (T, σ) is dense (in our terminology) if and only if every map σe (for e ∈ E1) is

surjective, which is usually not the case, and 1-dense if and only if for all v ∈ E0 we

have ⋃
e∈vE1

σe(Ts(e)) = T (v),

which is always the case (after replacing the original spaces by an “invariant list”).

Thus, since we want to consider a version of Ionescu’s theorem for k-graphs, we must

allow the weakened property of k-fidelity (of Definition 3.2.12) rather than insisting

upon fidelity.

[Deaconu et al.(2010), Definition 3.2.1] define a representation of a Λ-system X

in a C∗-algebra B as a map ρ : X → B such that

1. for each v ∈ Λ0, ρv : Xv → B is a C∗-homomorphism;
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2. whenever ξ ∈ Xλ, η ∈ Xµ,

ρλ(ξ)ρµ(η) =


ρλµ(ξη) if s(λ) = r(µ)

0 if otherwise.

3. whenever ξ ∈ Xλ, η ∈ Xµ, if d(λ) = d(µ) then

ρλ(ξ)
∗ρµ(η) =


ρs(λ)(〈ξ, η〉Xs(λ)

) if λ = µ

0 if otherwise,

and when X is regular [Deaconu et al.(2010)] defines a representation ρ to be Cuntz-

Pimsner covariant if for all v ∈ Λ0, n ∈ Nk, and a ∈ Xv,

4.

ρv(a) =
∑
λ∈vΛn

ρ(λ)(ϕλ(a)),

where ρ(λ) = ρ
(1)
λ : K(Xλ) → B is the associated homomorphism. Then

[Deaconu et al.(2010)] defines a representation ρ to be universal if for every

representation τ : X → C there is a unique C∗-homomorphism Φ = Φτ : B → C

such that Φ ◦ ρλ = τλ for all λ ∈ Λ, and a Cuntz-Pimsner covariant representation

to be universal if it satisfies the above universality property for all Cuntz-Pimsner

covariant representations. Then they point out that, by the non-degeneracy that is

included in the regularity assumption, (1)–(3) above can be replaced by the following

set of conditions: each ρλ is a correspondence representation in B, ρ is multiplicative

whenever this makes sense, and ρu and ρv have orthogonal images for all u 6= v ∈ Λ0.

For the Nk-system Y = YX associated to a regular Λ-system X,

[Deaconu et al.(2010), Proposition 3.2.3] shows that there is a bijection be-

tween the representations ρ : X → B and the representations ψ : Y → B such

that

ψ ◦ ιλ = ρλ for all λ ∈ Λ.
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However, it is crucial for our results to note that the proof of [Deaconu et al.(2010),

Proposition 3.2.3] only requires non-degeneracy of Y , not of X.

[Deaconu et al.(2010), Proposition 3.2.5] shows that if X is regular then a rep-

resentation ρ : X → B is Cuntz-Pimsner covariant if and only if the associated

representation ψ : Y → B is. We turn this result into a definition:

Definition 3.2.16. Let X be a k-regular Λ-system of correspondences, with asso-

ciated Nk-system Y , and let ρ : X → B be a representation of X, with associated

representation ψ : Y → B. We define ρ to be Cuntz-Pimsner covariant if ψ is, in

other words ∑
λ∈vΛn

ρ(λ) ◦ ϕλ = ρv for all v ∈ Λ0.

Remark 3.2.17. To reiterate, the only difference between Definition 3.2.16 and the def-

inition of Cuntz-Pimsner covariance given in [Deaconu et al.(2010), Definition 3.2.1]

is that in the latter the Λ-system X is required to be regular, while we only re-

quire k-regularity. In any event, [Deaconu et al.(2010), Definition 3.2.7] defines the

C∗-algebra of a regular Λ-system X to be the Cuntz-Pimsner algebra OY , and in

[Deaconu et al.(2010), Corollary 3.2.6] they notice that the representation ρjY : X →

OY is a universal Cuntz-Pimsner covariant representation, where jY : Y → OY is the

universal Cuntz-Pimsner covariant representation.

We emphasize that, even though we only require the Λ-system X to be k-regular,

the theory of [Deaconu et al.(2010)] carries over with no problems, as we’ve indi-

cated. They use the notation C∗(A,X, χ) for the C∗-algebra of X, but we’ll write

it as OX . If ρ : X → B is any Cuntz-Pimsner covariant representation, we’ll write

Φρ : OX → B for the homomorphism whose existence is guaranteed by universality;

[Deaconu et al.(2010)] would write it as Φρ,π, because they write π for the restriction
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of ρ to the C∗-bundle X|Λ0 (and they write A for this C∗-bundle, as well as for the

section algebra
⊕

v∈Λ0 Xv — we reserve the name A for this latter C∗-algebra).

Note that since we assume that Λ is row-finite with no sources, the infinite-path

space Λ∞ is locally compact Hausdorff, and is the disjoint union of the compact open

subsets {vΛ∞}v∈Λ0 . We get a Λ-system of maps (Λ∞, τ), where for λ ∈ uΛv the

continuous map

τλ : vΛ∞ → uΛ∞

is defined by τλ(x) = λx. Moreover, this Λ-system is k-regular. This system has

the following properties: if λ ∈ uΛv then τλ is a homeomorphism of vΛ∞ onto the

compact open set

λΛ∞ ⊂ uΛ∞,

and consequently τ ∗λ is a surjection of C(uΛ∞) onto C(vΛ∞).

Lemma 3.2.18. For each u ∈ Λ0 and λ ∈ uΛ let pλ = sλs
∗
λ, the set

Du = span{pλ : λ ∈ uΛ}

is a unital commutative C∗-subalgebra of C∗(Λ), with unit pu, and the subalgebras

{Du}u∈Λ0 are pairwise orthogonal. Moreover, if D denotes the commutative C∗-

subalgebra
⊕

u∈Λ0 Du of C∗(Λ), then there is an isomorphism θ : C0(Λ∞) → D that

takes the characteristic function of λΛ∞ = {λx : s(λ) = r(x)} to pλ and C(uΛ∞) to

Du. Finally, the diagram

C(uΛ∞)
τ∗λ //

θ
��

C(vΛ∞)

θ
��

Du Ad s∗λ

// Dv

commutes.

Proof. This is probably folklore, at least for directed graphs, and in any case is stan-

dard: truncation gives an inverse system {Λn, τm,n} of surjections among nonempty
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finite sets1, whose inverse limit is Λ∞, and for each n the commutative C∗-subalgebra

Dn := span{pλ : λ ∈ Λn} of C∗(Λ) has spectrum Λn, so the inductive limit D =

span{Dn : n ∈ Nk} has spectrum Λ∞.

Definition 3.2.19. Let (T, σ) be a Λ-system of maps. A continuous map Φ : Λ∞ → T

is intertwining if

Φ ◦ τλ = σλ ◦ Φ for all λ ∈ Λ.

We say (T, σ) is self-similar if there is a surjective intertwining map Φ : Λ∞ → T .

Proposition 3.2.20. Every self-similar Λ-system of maps (T, σ) is k-surjective, and

each space Tv is compact.

Proof. First, Tv is compact because the intertwining property and surjectivity of Φ

imply that Tv = Φ(vΛ∞), which is a continuous image of the compact set vΛ∞. For

the k-surjectivity, if v ∈ Λ0 and n ∈ Nk then

Tv = Φ(vΛ∞)

= Φ

( ⋃
λ∈vΛn

λΛ∞

)

=
⋃

λ∈vΛn

Φ(λΛ∞)

=
⋃

λ∈vΛn

σλ
(
Φ(s(λ)Λ∞)

)
=
⋃

λ∈vΛn

σλ(Ts(λ)).

Definition 3.2.21. Let (T, σ) be a Λ-system of maps, and let S ⊂ T be locally

compact. For each v ∈ Λ0 let Sv = S ∩ Tv. Suppose that

σλ(Sv) ⊂ Su whenever λ ∈ uΛv.

1with τm,n(λ) = λ(0, n) for λ ∈ Λm and n ≤ m
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Then (S, σ|S) is a Λ-subsystem of (T, σ), where

(σ|S)λ = σλ|Sv for all λ ∈ Λv.

Note that our terminology makes sense: every Λ-subsystem is in fact a Λ-system.

Proposition 3.2.22. Let (T, σ) be a Λ-system of maps, and let Φ : Λ∞ → T be an

intertwining map. Put

T ′v = Φ(vΛ∞) for each v ∈ Λ0

T ′ =
⋃
v∈Λ0

T ′v.

Then (T ′, σ|T ′) is a self-similar k-surjective Λ-subsystem of (T, σ), and each T ′v is

compact.

Proof. First of all, each T ′v is compact since vΛ∞ is compact and Tv is Hausdorff.

Thus T ′ is locally compact, since the sets Tv are pairwise disjoint and open. For each

λ ∈ uΛv we have

σλ(T
′
v) = σλ(Φ(vΛ∞))

= Φ(λΛ∞)

⊂ Φ(uΛ∞)

= T ′u,

so (T ′, σ|T ′) is a Λ-subsystem of (T, σ). It is self-similar because Φ is intertwining

and maps Λ∞ onto T ′ by construction. Then by Proposition 3.2.20 (T ′, σ|T ′) is k-

surjective.

Theorem 3.2.23. Let (T, σ) be a self-similar k-regular Λ-system of maps, and let X

be the associated Λ-system of correspondences. Then

OX ∼= C∗(Λ).
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Proof. Our strategy will be to find a Cuntz-Pimsner covariant representation ρ : X →

C∗(Λ) whose image contains the generators, and then apply the Gauge-Invariant

Uniqueness Theorem. Recall that for λ ∈ uΛv, Xλ is the standard C0(Tu) − C0(Tv)

correspondence σ∗λ
C0(Tv). Define ρλ : Xλ → C∗(Λ) by

ρλ(f) = sλθ ◦ Φ∗(f) for f ∈ C0(Tv).

Then ρλ is linear, and for f, g ∈ C0(Tv) we have

ρλ(f)∗ρλ(g) = θ(Φ∗(f))s∗λsλθ(Φ
∗(g))

= θ(Φ∗(f))pvθ(Φ
∗(g))

= θ(Φ∗(fg))

= pv
(
〈f, g〉C(Tv)

)
.

For λ ∈ Λv, µ ∈ vΛw, f ∈ C0(Tv), and h ∈ C0(Tw) we have

ρλ(f)ρµ(h) = sλθ(Φ
∗(f))sµθ(Φ

∗(h))

= sλθ(Φ
∗(f))pµsµθ(Φ

∗(h))

= sλpµθ(Φ
∗(f))sµθ(Φ

∗(h))

= sλsµ Ad s∗µ ◦ θ(Φ∗(f))θ(Φ∗(h))

= sλµθ ◦ τ ∗µ(Φ∗(f))θ(Φ∗(h))

= sλµθ(τ
∗
µ ◦ Φ∗(f))θ(Φ∗(h))

= sλµθ(Φ
∗ ◦ σ∗µ(f))θ(Φ∗(h))

= sλµθ
(
Φ∗(σ∗µ(f)h)

)
= ρλµ(σ∗µ(f)h)

= ρλµ(fh).

It follows that ρ : X → C∗(Λ) is a representation.
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Next we show that ρ is Cuntz-Pimsner covariant. Let u ∈ Λ0, n ∈ Nk, and

f ∈ Xu = C0(Tu). We need to show that

ρu(f) =
∑
λ∈uΛn

ρ(λ) ◦ ϕλ(f),

where

ϕλ : C0(Tu)→ K(XΛ)

is the left-module structure map. We need a little more information regarding the

homomorphism

ρ(λ) = ρ
(1)
λ : K(Xλ)→ C∗(Λ).

For λ ∈ uΛv we have Xλ = σ∗λ
C0(Tv), so

K(Xλ) = C0(Tv),

and for g, h ∈ C0(Tv) the rank-one operator θg,h is given by (left) multiplication by

gh. Thus

ρ(λ)(gh) = ρλ(g)ρλ(h)∗

= sλθ ◦ Φ∗(g)θ ◦ Φ∗(h)s∗λ

= sλ ◦ θ ◦ Φ∗(gh)s∗λ

= Ad sλ ◦ ρv(gh).

Since every function in C0(Tv) can be factored as gh, we conclude that the homomor-

phism ρ(λ) coincides with

Ad sλ ◦ ρv : C0(Tv)→ C∗(Λ).

Also, ϕλ : C0(Tu)→ K(XΛ) coincides with σ∗λ : C0(Tu)→ C0(Tv) (note that σ∗λ maps

into C0(Tv) because σλ is proper). Thus∑
λ∈uΛn

ρ(λ) ◦ ϕλ(f) =
∑
λ∈uΛn

Ad sλ ◦ θ ◦ Φ∗ ◦ σ∗λ(f)
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=
∑
λ∈uΛn

Ad sλ ◦ θ ◦ τ ∗λ ◦ Φ∗(f)

=
∑
λ∈uΛn

Ad sλ ◦ Ad s∗λ ◦ θ ◦ Φ∗(f)

=
∑
λ∈uΛn

Ad sλs
∗
λ ◦ θ ◦ Φ∗(f)

=
∑
λ∈uΛn

pλθ ◦ Φ∗(f)

= puρu(f) (since
∑
λ∈uΛn

pλ = pu)

= ρu(f),

since ρu(C0(Tu)) ⊂ Du and pu = 1Du .

Therefore ρ gives rise to a homomorphism Ψρ : OX → C∗(Λ) such that

Ψρ ◦ ρX = ρ,

where ρX → OX is the universal Cuntz-Pimsner covariant representation. For each

v ∈ Λ0, the continuous map Φ : Λ∞ → T takes vΛ∞ into Tv, so Φ∗ restricts to a non-

degenerate homomorphism from C0(Tv) to C(vΛ∞), and hence the homomorphism

ρv : C0(Tv)→ Dv is non-degenerate. It follows that for each λ ∈ Λv the generator sλ

is in the range of ρλ : Xλ → C∗(Λ). Thus Ψρ : OX → C∗(Λ) is surjective.

Finally, we appeal to the Gauge-Invariant Uniqueness Theorem [Deaconu et al.(2010),

Theorem 3.3.1] to show that Ψρ is injective. Note that [Deaconu et al.(2010)] assume

that the Λ-system X is regular, while we only assume that it is k-regular; as we

have mentioned before, k-regularity is all that’s required to make the results of

[Deaconu et al.(2010)] true. First of all, for each v ∈ Λ0, Φ maps vΛ0 onto Tv, and it

follows that ρv : C0(Tv)→ Du is faithful. Thus the direct sum

Ψρ|A =
⊕
v∈Λ0

ρv :
⊕
v∈Λ0

C0(Tv)→
⊕
v∈Λ0

Dv ⊂ C∗(Λ)
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is also faithful. Let γ : Tk → AutC∗(Λ) be the gauge action. For λ ∈ Λnv, f ∈ C0(Tv),

and z ∈ Tk,

γz ◦ ρλ(f) = γz
(
sλθ ◦ Φ∗(f)

)
= γz(sλ)ρv(f) (since ρv(f) ∈ Dv ⊂ C∗(Λ)γ)

= znsλρv(f)

= znρλ(f),

so by [Deaconu et al.(2010), Theorem 3.3.1] Ψρ is faithful.

3.3 Mauldin-Williams k-Graphs

We continue to let Λ be a row-finite k-graph with no sources.

Proposition 3.3.1. Let (T, σ) be a Λ-system of maps such that each Tv is a complete

metric space and, for some c < 1 and every λ ∈ Λ,

δv(σλ(t), σλ(s)) ≤ c|d(λ)|δv(t, s) for all λ ∈ Λ, t, s ∈ Ts(λ),

where δv is the metric on Tv, d is the degree functor, and |n| =
∑k

i=1 ni for n =

(n1, . . . , nk) ∈ Nk. Then there exists a unique k-surjective Λ-subsystem (K,ψ) such

that each Kv is a bounded closed subset of Tv, and in fact each Kv is compact.

Note that to check the hypothesis it suffices to show that each of the generating

maps σλ for λ ∈ Λei has Lipschitz constant at most c, where e1, . . . , ek is the standard

basis for Nk.

Proof. Let

C =
∏
v∈Λ0

C(Tv),

where for v ∈ Λ0 we let C(Tv) denote the set of bounded closed subsets of Tv, which

is complete under the Hausdorff metric. Since Λ0 is countable, C is a complete metric
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space. For each n ∈ Nk define a map σ̃n : C → C by

σ̃n(C)v =
⋃

λ∈vΛn

σλ(Cs(λ)).

As in [Mauldin and Williams(1988)], σ̃n is a contraction, and so has a unique fixed

point in C. We need to know that the maps {σ̃n}n∈Nk all have the same fixed point, and

it suffices to show that they commute. Let n,m ∈ Nk. Then for all C = (Cv)v∈Λ0 ∈ C

and v ∈ Λ0 we have

σ̃n ◦ σ̃m(C)v = σ̃n
(
σ̃m(C)

)
v

=
⋃

λ∈vΛn

σλ
(
σ̃m(C)s(λ)

)
=
⋃

λ∈vΛn

σλ

 ⋃
µ∈s(λ)Λm

σµ
(
Cs(µ)

)
=
⋃

λ∈vΛn

⋃
µ∈s(λ)Λm

σλ ◦ σµ
(
Cs(µ)

)
=

⋃
λµ∈vΛn+m

σλµ
(
Cs(λµ)

)
=

⋃
α∈vΛn+m

σα
(
Cs(α)

)
,

which, by the factorization property of Λ, coincides with

⋃
µ∈vΛm

⋃
λ∈s(µ)Λn

σµ ◦ σλ
(
Cs(λ)

)
= σ̃mσ̃n(C)v.

Letting (Kv)v∈Λ0 be the unique common fixed point of σ̃ on C, we see that, setting

K =
⋃
v∈Λ0 Kv and ψ = σ|K , the restriction (K,ψ) of (T, σ) is the unique k-surjective

Λ-subsystem with bounded closed subsets Kv.

Fix a compact subset of Tv such as the singleton set {x} and notice that the limit

limx→∞ σ̃
m({x}) is the unique fixed point. Since each σ̃m({x}) is compact and since

the set of compact sets is closed in C(Tv), it follows that every Kv is compact. again
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getting a unique fixed point. But since the compact subsets are among the bounded

closed subsets, the resulting Λ-subsystem must coincide with the one we found above,

by uniqueness.

Definition 3.3.2. A Mauldin-Williams Λ-system is a k-surjective Λ-system of maps

(T, σ) such that each Tv is a compact metric space and, for some c < 1, every

σλ : Ts(λ) → Tr(λ) is a contraction with Lipschitz constant at most c|d(λ)|.

Proposition 3.3.3. Every Mauldin-Williams Λ-system (T, σ) is self-similar, and if

X is the associated Λ-system of correspondences then OX ∼= C∗(Λ).

Proof. We adapt the technique of Ionescu [Ionescu(2004)]. Let x ∈ vΛ∞, so that

x : Ωk → Λ is a k-graph morphism. For each n ∈ Nk let x(0, n) be the unique

path λ ∈ Λn such that x = λy for some (unique) y ∈ s(λ)Λ∞. By definition of

Mauldin-Williams Λ-system, the range of each σx(0,n) has diameter at most c|n|. Thus

by compactness there is a unique element Φ(x) ∈ Tv such that

⋂
n∈Nk

σx(0,n)(Ts(x(0,n))) = {Φ(x)}.

We get a map Φ : Λ∞ → T , which is continuous because for each x ∈ Λ∞ the images

under Φ of the neighborhoods x(0, n)Λ∞ of x have diameters shrinking to 0. By

construction,

Φ(λx) = σλ(Φ(x)) for all λ ∈ Λ, x ∈ s(λ)Λ∞,

so Φ is intertwining.

We show that Φ is surjective. Put T ′ = Φ(Λ∞). By Proposition 3.2.22, (T ′, σ|T ′)

is k-surjective with each T ′v compact, which implies that T ′ = T by the uniqueness in

Proposition 3.3.1.

Finally, it now follows from Theorem 3.2.23 that OX ∼= C∗(Λ).
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Remark 3.3.4. It would be completely routine at this point to adapt Ionescu’s tech-

niques to prove a higher-rank version his other “no-go theorem” [Ionescu(2004), The-

orem 3.4], namely that there are no “noncommutative Mauldin-Williams Λ-systems”

of maps.

3.4 The Associated Topological k-Graph

Let Λ be a row-finite k-graph with no sources, and let (T, σ) be a k-regular Λ-

system of maps. We do not assume that (T, σ) is self-similar unless otherwise noted.

Let (T, σ) be a Λ-system of maps. We want to define a topological k-graph Λ ∗ T

as follows:

1. Λ ∗ T = {(λ, t) ∈ Λ× T : t ∈ Ts(λ)}:

2. s(λ, t) = (s(λ), t) and r(λ, t) = (r(λ), σλ(t));

3. if s(λ) = r(µ) and t = σµ(s), then (λ, t)(µ, s) = (λµ, s);

4. d(λ, t) = d(λ).

Λ ∗ T has the relative topology from Λ × T , and is the disjoint union of the open

subsets {λ} × Ts(λ), each of which is a homeomorphic copy of Ts(λ).

Proposition 3.4.1. The above operations make Λ ∗ T into a topological k-graph.

Proof. This is routine. For instance, it’s completely routine to check that Λ ∗ T is

a small category and the map defined in (4) is a functor. Let’s check the unique

factorization property: Let (λ, t) ∈ Λ ∗ T and m,n ∈ Nk with d(λ) = m + n. Then

we can uniquely write λ = µν with d(µ) = m and d(ν) = n. We have

(λ, t) = (µ, σν(t))(ν, t), d(µ, σν(t)) = m, and d(ν, t) = n,
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and (µ, σν(t)) and (ν, t) are unique since µ and ν are. It’s immediate that the degrees

match up and this factorization is unique.

The multiplication on the category Λ ∗ T is continuous and open because it is in

fact a local homeomorphism from the fibered product (Λ∗T )∗ (Λ∗T ) to Λ∗T , which

for each (λ, µ) ∈ Λ× Λ with s(λ) = r(µ) maps the open subset((
{λ} × Ts(λ)

)
×
(
{µ} × Ts(µ)

))
∩
(

(Λ ∗ T ) ∗ (Λ ∗ T )
)

bijectively onto the open subset {λµ} × Ts(µ).

To see that the source map on Λ ∗ T is a local homeomorphism, just note that it

restricts to homeomorphisms

{λ} × Ts(λ) → {s(λ)} × Ts(λ).

Remark 3.4.2. One could reasonably regard a Λ-system of maps as an action of Λ

on the space T =
⊔
v∈Λ0 Tv, and the topological k-graph Λ ∗ T as the associated

transformation k-graph.

Remark 3.4.3. If each Tv is discrete and every map σλ : Ts(λ) → Tr(λ) is bijective, then

the above k-graph Λ ∗ T coincides with that of [Pask et al.(2005), Proposition 3.3],

where the main point was that the coordinate projection (λ, t) 7→ λ is a model for

coverings of the k-graph Λ.

Proposition 3.4.4. Let (T, σ) be a k-regular Λ-system of maps, and let (A, ϕ) be the

associated Λ-system of homomorphisms, which in turn has an associated Λ-system X

of correspondences. Then

OX ∼= C∗(Λ ∗ T ),

where Λ ∗ T is the topological k-graph of Proposition 3.4.1.

Proof. Our strategy is to show that OX and C∗(Λ ∗ T ) are isomorphic to the Cuntz-

Pimsner algebras of isomorphic Nk-systems of correspondences. Recall that OX ∼=
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OY , where Y = YX is the Nk system associated to X. Thus for each n ∈ Nk we have

Yn =
⊕
λ∈Λn

Xλ,

where Xλ is the correspondence over A =
⊕

v∈Λ0 Av naturally associated (via identify-

ing the Av’s with direct summands in A) to the standard Ar(λ)−As(λ) correspondence

σ∗λ
As(λ) determined by the homomorphism σ∗λ : Ar(λ) → M(As(λ)) given by composi-

tion with σv : Ts(v) → Tr(v).

On the other hand, by [Carlsen et al.(2011), Theorem 5.20] C∗(Λ∗T ) is isomorphic

to the Cuntz-Nica-Pimsner algebra NOZ , where Z is the Nk-system of C0((Λ ∗ T )0)-

correspondences associated to the topological k-graph Λ ∗ T . As we’ll show in this

proof, the Nk-systems Z and Y are isomorphic. Since the Λ-system (T, σ) is k-

regular, so is Y , and hence so is Z. In particular, since each pair in Nk has an upper

bound, and C0((Λ ∗ T )0) maps injectively into the compacts on Zn for every n ∈ Nk,

it follows from [Sims and Yeend(2007), Corollary 5.2] that NOZ = OZ , because by

[Fowler(2002), Proposition 5.8] Z is compactly aligned.

Let’s see what the Λ-system Z looks like in this situation: for each n ∈ Nk, the

correspondence Zn over C0((Λ ∗ T )0) is a completion of Cc((Λ ∗ T )n). We can safely

identify (Λ ∗T )0 with T =
⊔
v∈Λ0 Tv, and hence C0((Λ ∗T )0) with A =

⊕
v∈Λ0 C0(Tv),

and in this way Zn becomes anA-correspondence. For ξ, η ∈ Cc((Λ∗T )n) = Cc(Λ
n∗T ),

the inner product is given by

〈ξ, η〉A(t) =
∑
λ∈Λnv

ξ(λ, t)η(λ, t), t ∈ Tv, v ∈ Λ0,

and the right and left module operations are given for f ∈ A by

(ξ · f)(λ, t) = ξ(λ, t)f(t)

(f · ξ)(λ, t) = f(σλ(t))ξ(λ, t).
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Note that

(Λ ∗ T )n =
⊔
λ∈Λn

({λ} × Ts(λ)).

Thus for each λ ∈ Λnv we have a natural inclusion map

Cc({λ} × Tv) ↪→ Zn,

and Zn is the closed span of these subspaces. Moreover, their closures form a pairwise

orthogonal family of subcorrespondences of Zn:

Zn(λ) = Cc({λ} × Tv) for λ ∈ Λnv,

and we see that

Zn =
⊕
λ∈Λn

Zn(λ)

as A-correspondences.

We will obtain an isomorphism ψ : Y → Z of Nk-systems by defining isomorphisms

ψn : Yn → Zn of A-correspondences and then verifying that

ψn(ξ)ψm(η) = ψn+m(ξη) for all (ξ, η) ∈ Yn × Ym.

By the above, to get an isomorphism ψn : Yn → Zn it suffices to get isomorphisms

ψn,λ : Xλ → Zn(λ) for each λ ∈ Λn. If λ ∈ Λnv and

ξ ∈ Cc(Tv) ⊂ Xλ

define

ψ(ξ) ∈ Cc({λ} × Tv) ⊂ Zn(λ)

by

ψ(ξ)(λ, t) = ξ(t).

Routine computations show that ψn,λ is an isomorphism.
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Now we check multiplicativity, and again it suffices to consider the fibers of the

Λ-system X: if

ξ ∈ Xλ for λ ∈ Λnv

η ∈ Xµ for µ ∈ vΛm

then for t ∈ Ts(µ) we have(
ψn,λ(ξ)ψm,µ(η)

)
(λµ, t) = ψn,λ(ξ)(λ, σµ(t))ψm,µ(µ, t)

= ξ(σµ(t))η(t)

= (ξη)(t)

=
(
ψn+m,λµ(ξη)

)
(λµ, t).

3.5 The Tensor Groupoids

Recall that in [Fowler and Sims(2002)] Fowler and Sims study what they call

product systems taking values in a tensor groupoid. Their product systems are over

semigroups, and here we want to consider the special cases related to our Λ-systems of

homomorphisms or maps, where the k-graph Λ has a single vertex, and so in particular

is a monoid whose identity element is the unique vertex. Since we won’t need to do se-

rious work with the concept, here we informally regard a tensor groupoid as a groupoid

G with a “tensor” operation X ⊗ Y and an “identity” object 1G such that the “ex-

pected” redistributions of parentheses and canceling of tensoring with the identity are

implemented via given natural equivalences. As defined in [Fowler and Sims(2002)],

a product system over a semigroup S taking values in a tensor groupoid G is a family

{Xs}s∈S of objects in G together with an associative family {αs,t}s,t∈S of isomorphisms

αs,t : Xs ⊗Xt → Xst,

and moreover if S has an identity e then Xe = 1G and αe,s, αs,e are the given isomor-

phisms 1G ⊗Xs
∼= Xs and Xs ⊗ 1G ∼= Xs.
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Systems of Homomorphisms

Let A be a C∗-algebra, and G be the tensor groupoid whose objects are the non-

degenerate homomorphisms π : A → M(A), whose only morphisms are the identity

morphisms on objects, and with identity 1G = idA. Define a tensor operation on G

by composition:

π1 ⊗ π2 = π2 ◦ π1,

where π2 has been canonically extended to a strictly continuous unital endomorphism

of M(A). Standard properties of composition show that G is indeed a tensor groupoid,

in a trivial way: the tensor operation is actually associative, and 1G acts as an actual

identity for tensoring, so the axioms of [Fowler and Sims(2002)] for a tensor groupoid

are obviously satisfied.

Due to the special nature of this tensor groupoid G, a product system over Nk

taking values in G, as in [Fowler and Sims(2002), Definition 1.1], is a homomorphism

n 7→ ϕn from the additive monoid Nk into the monoid of non-degenerate homomor-

phisms A → M(A) under composition, in other words such a product system is

precisely what we call in the current paper an Nk-system of homomorphisms.

Systems of Maps

Quite similarly to the above, let T be a locally compact Hausdorff space, and G

be the tensor groupoid whose objects are the continuous maps σ : X → X, whose

only morphisms are the identity morphisms on objects, and with identity 1G = idX .

Define a tensor operation on G by composition:

σ ⊗ ψ = σ ◦ ψ.

Again, G is indeed a tensor groupoid, in a trivial way, because the tensor operation

is actually associative, and 1G acts as an actual identity for tensoring.
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A product system over Nk taking values in G, as in [Fowler and Sims(2002), Defi-

nition 1.1], is a homomorphism n 7→ σn from the additive monoid Nk into the monoid

of continuous self maps of X maps under composition, in other words such a product

system is precisely what we call in the current paper an Nk-system of maps.

3.6 Reversing the Processes

In Remark 3.2.2 we noted that every Λ-system of maps gives rise to a Λ-system

of homomorphisms, and every Λ-system of homomorphisms gives rise to a Λ-system

of correspondences. In this section we will investigate the extent to which these two

processes are reversible.

Question 3.6.1. When is a given Λ-system of correspondences isomorphic to the one

associated to a Λ-system of homomorphisms?

Investigating this question requires us to examine balanced tensor products of

standard correspondences. First we observe without proof the following elementary

fact.

Lemma 3.6.2. Let ϕ : A→M(B) and ψ : B →M(C) be non-degenerate homomor-

phisms. Then there is a unique A− C correspondence isomorphism

θ : ϕB ⊗B ψC
∼=−→ ψ◦ϕC

such that

θ(b⊗ c) = ψ(b)c for b ∈ B, c ∈ C.

We can analyze the question of whether a given Λ-system X of correspondences

is isomorphic to one coming from a Λ-system of homomorphisms in several steps:

First of all, without loss of generality we can look for a Λ-system of homomor-

phisms of the form (A, ϕ).
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Next, for each λ ∈ uΛv the Au − Av correspondence Xλ must be isomorphic to a

standard one, more precisely there must exist a linear bijection

θλ : Xλ → Av

and a non-degenerate homomorphism

ϕλ : Au →M(Av)

such that

θλ(ξ)
∗θλ(η) = 〈ξ, η〉Av for all ξ, η ∈ Xλ (3.6.1)

θλ(a · ξ · b) = ϕλ(a)θλ(ξ)b for all a ∈ Au, ξ ∈ Xλ, b ∈ Av. (3.6.2)

Moreover, whenever λ ∈ uΛv, µ ∈ vΛw we must have

ϕλµAw = Xλµ

∼= Xλ ⊗Av Xµ

= ϕλAv ⊗Av ϕµAw

∼= ϕµ◦ϕλAw,

so there exists a unitary multiplier U(λ, µ) ∈M(Aw) such that

ϕµ ◦ ϕλ = AdU(λ, µ) ◦ ϕλµ.

The U(λ, µ)’s satisfy a kind of “two-cocycle” identity coming from associativity of

composition of the ϕλ’s.

Now, if this Λ-system of correspondences is isomorphic to one associated to a

Λ-system (A, ψ) of homomorphisms, then for each λ ∈ uΛv we must have an iso-

morphism ϕλAv
∼= ψλAv of Au − Av correspondences, and so there must be a unitary

multiplier Wλ ∈M(Av) such that

ϕλ = AdWλ ◦ ψλ.
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Since (A, ψ) is a Λ-system of homomorphisms, whenever λ ∈ uΛv, µ ∈ vΛw we have

ϕλµ = AdWλµ ◦ ψλµ

= AdWλµ ◦ ψµ ◦ ψλ

= AdWλµ ◦ AdW ∗
µ ◦ ϕµ ◦ AdW ∗

λ ◦ ϕλ

= AdWλµW
∗
µϕµ(W ∗

λ ) ◦ ϕµ ◦ ϕλ

= AdWλµW
∗
µϕµ(W ∗

λ )U(λ, µ) ◦ ϕλµ,

so since the homomorphisms ϕλ are non-degenerate we see that, in the quotient

group of the unitary multipliers of Aw modulo the central unitary multipliers, the

cosets satisfy [
U(λ, µ)

]
=
[
ϕµ(Wλ)WµW

∗
λµ

]
,

giving a sort of cohomological obstruction (which we won’t make precise) to the Λ-

system of correspondences being isomorphic to a one associated to a Λ-system (A, ψ)

of homomorphisms.

Note that if all the C∗-algebras Av are commutative, then none of the above

unitary multipliers appear, so once we have θλ’s and ϕλ’s satisfying (3.6.1) then the

pair (A, ϕ) will automatically be a Λ-system of homomorphisms whose associated

Λ-system of correspondences is isomorphic to X. This is due to the way in which the

correspondences Xλ fit together. We record this in the follwing two propositions:

Proposition 3.6.3. Let X be a Λ-system of correspondences such that every Av is

commutative. Then X is isomorphic to the Λ-system associated to a Λ-system of

homomorphisms if and only if, whenever λ ∈ uΛv, Xλ is isomorphic to a standard

Au − Av correspondence ϕλAv.

Proposition 3.6.4. Let (A, ϕ) be a Λ-system of homomorphisms such that every Av

is commutative, and for each v ∈ Λ0 let Tv be the maximal ideal space of Av. Then
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there is a unique Λ-system of maps (T, σ) such that (A, ϕ) is the associated Λ-system

of homomorphisms.

On the other hand, every Λ-system of homomorphisms is uniquely isomorphic to

the one associated to a Λ-system of maps, at least in the only circumstances where

it makes sense. This follows immediately from the duality between the category of

commutative C∗-algebras and non-degenerate homomorphisms into multiplier alge-

bras and the category of locally compact Hausdorff spaces and continuous maps.

3.7 No Higher-Rank Fractals

In Proposition 3.2.22 we showed that every Λ system of maps (T, σ) has a self-

similar k-surjective Λ-subsystem (T ′, σ|T ′). The self-similar set T ′ is the part of

the system that would generally be referred to as the “fractal”. It is natural to

wonder whether the generalization to k-graphs presented here gives rise to any new

fractals that could not have arisen from the corresponding constructions for 1-graphs.

The answer to this question turns out to be “no” for reasons we will now explain.

Throughout the following discussion, let p = (1, 1, . . . , 1) ∈ Nk

Definition 3.7.1. For a k-graph Λ we define the diagonal 1-graph E as follows:

E0 = Λ0

E1 = {eλ : λ ∈ Λ, d(λ) = p}

r(eλ) = r(λ)

s(eλ) = s(λ).

If (T, σ) is a Λ-system of maps, then we define the diagonal E-system (T, ρ) of (T, σ)

to be the E-system of maps such that ρeλ = σλ for all eλ ∈ E1. Finally, let α : E∗ → Λ

be the map defined by α(eλ1eλ2 · · · eλn) = λ1λ2 · · ·λn.
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Proposition 3.7.2. The map i : Λ∞ → E∞ defined by α(i(x)(j, l)) = x(jp, lp) is a

bijection and i−1 is continuous.

Proof. First we must show that this is well-defined. This just amounts to showing

that α is injective. To see this recall that if α(eλ1eλ2 · · · eλn) = λ then λ = λ1λ2 · · ·λn

where each λi has degree p and hence d(λ1λ2 · · ·λn) = np. Since there is only one

way to write np as a sum of p’s, there is only one such decomposition of λ (by unique

factorization), so if α(eλ1eλ2 · · · eλn) = α(eγ1eγ2 · · · eγn) we must have λi = γi for all i.

Next, to show that i is injective, suppose i(x) = i(y) for x, y ∈ Λ∞. Then by

definition we must have that x(jp, lp) = y(jp, lp) for all j, l ∈ N, and in particular

we have that x(0, jp) = y(0, jp) for all j ∈ N. But since {jp}j is a cofinal increasing

sequence in Nk, x and y are uniquely determined by their values on the pairs (0, jp)

(see [Kumjian and Pask(2000), Remarks 2.2]) so we must have x = y.

Now, to show that i is surjective, let z ∈ E∞. We wish to find an infinite path

x ∈ Λ∞ such that i(x) = z. We will again make use of the fact that such an x is

uniquely determined by its values on (0, jp). Specifically, if z(0, j) = eλ1eλ2 · · · eλj ,

then we let x(0, jp) = λ1λ2 · · ·λj. Then α(i(x)(0, j)) = x(0, jp) = λ1λ2 · · ·λj and

α(z(0, j)) = λ1λ2 · · ·λj so by the injectivity of α we have that i(x)(0, j) = z(0, j)

and since i(x) and z are uniquely determined by their values at (0, j) we have that

i(x) = z.

Finally, we need to show that i−1 is continuous. We have

α(i(x)(j, l)) = x(jp, lp) = λj...λl,

where λj...λl is the unique decomposition of x(jp, lp) into paths of degree p. Since

α is injective, we get i(x)(j, l) = eλj ...eλl . Since this holds for all (j, l) we must have

that i−1(eλ1eλ2 ...) = λ1λ2... for all eλ1eλ2 ... ∈ E∞. Recall that the topologies on E∞

and Λ∞ are generated by the collections {Z(P ) : P ∈ E∗} and {Z(λ) : λ ∈ Λ}
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respectively where Z(P ) = {Pz : z ∈ s(P )E∞} and Z(λ) = {λx : x ∈ s(λ)Λ∞}.

Thus a net {λα1λα2 ...}α∈A in Λ∞ converges to λ1λ2... in Λ∞ if for all n ∈ N there is

α0 ∈ A such that λαj = λj for all j ≤ n and α ≥ α0, and similarly for nets in E∞.

Now, suppose {eλα1 eλα2 ...}α∈A converges to eλ1eλ2 ... in E∞. Then for all n ∈ N there

is α0 ∈ A such that eλαj = eλj for all j ≤ n and α ≥ α0. Thus λαj = λj for all j ≤ n

and α ≥ α0, and we have shown that the net {i−1(eλα1 eλα2 ...)}α∈A = {λα1λα2 ...}α∈A

converges to i−1(eλ1eλ2 ...) = λ1λ2... in Λ∞. Therefore i−1 is continuous.

Proposition 3.7.3. Let (T, σ) be a Λ-system of maps and let (T, ρ) be the diagonal

E-system of (T, σ). If Φ : Λ∞ → T is intertwining with respect to (T, σ) then Φ◦ i−1 :

E∞ → T is intertwining with respect to (T, ρ).

Proof. We have:

Φ ◦ i−1 ◦ τeλ(x) = Φ(i−1(eλx)) = Φ(λi−1(x)) = Φ ◦ τλ(i−1(x))

but since Φ is intertwining, this gives:

= σλ ◦ Φ(i−1(x)) = ρeλ ◦ Φ ◦ i−1(x).

Since x was arbitrary, we have (Φ ◦ i−1) ◦ τλ = ρλ ◦ (Φ ◦ i−1) so Φ ◦ i−1 is intertwining

with respect to (T, ρ).

Definition 3.7.4. If (T, σ) is a Λ system of maps, Φ is an intertwining map, and

(T ′, σ|T ′) is the self-similar k-surjective Λ-subsystem of Proposition 3.2.22, then we

call T ′ the attractor of (T, σ,Φ).

Theorem 3.7.5. Let Λ be a k-graph. Suppose (T, σ) is a Λ-system of maps, Φ is an

intertwining map with respect to (T, σ), and T ′ is the attractor of (T, σ,Φ). Then there

exist a 1-graph E with E0 = Λ0, an E-system of maps (T, ρ), and an intertwining

map Ψ with respect to (T, ρ) such that if T ′′ is the attractor of (T, ρ,Ψ) then T ′′ = T ′.
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Proof. Let E be the diagonal 1-graph of Λ, (T, ρ) be the diagonal E-system of (T, σ),

and Ψ = Φ ◦ i−1. Proposition 3.7.3 shows that this is an intertwining map. For all

v ∈ Λ0 we have

T ′′v = Ψ(vE∞) = Φ(i−1(vE∞)) = Φ(vΛ∞) = T ′v,

and hence T ′′ = T ′.

67



Chapter 4

CUNTZ-PIMSNER ALGEBRAS OF ORDINARY TENSOR PRODUCTS

In this chapter we will examine the structure of Cuntz-Pimsner algebras associated

with ordinary external tensor products of correspondences. The results of this chapter

are subsumed by the results of Chapter 5 on twisted tensor products. Nonetheless, it

is illuminating to consider this special case first. The results presented in this chapter

are from [Morgan(2015)].

We will attempt to describe the Cuntz-Pimsner algebra of an external tensor

product X ⊗ Y of correspondences in terms of the Cuntz-Pimsner algebras OX and

OY . In particular we will show that, under suitable conditions, OX⊗Y is isomorphic

to a certain subalgebra OX⊗TOY of OX⊗OY . We call this subalgebra the T-balanced

tensor product because it has the property that γXz (x)⊗ y = x⊗ γYz (y) for all z ∈ T,

x ∈ OX and y ∈ OY , where γX and γY are the gauge actions on OX and OY . This

idea is inspired by a result of Kumjian in [Kumjian(1998)] where it is shown that for

a cartesian product E × F = (E0 × F 0, E1 × F 1, rE × rF , sE × sF ) of two graphs,

C∗(E×F ) ∼= C∗(E)⊗TC
∗(F ) where the balancing is over the gauge action of the two

graphs. Kumjian’s proof uses the groupoid model of graph algebras and is therefore

independent of our main result. However, we will be able to recover Kumjian’s result

for row finite graphs with no sources by considering the C∗-correspondence model of

a graph algebra.

After proving our main result we will explore some examples including a gen-

eralization of Kumjian’s result to the setting of topological graphs, implications for

crossed products by Z, crossed product by a completely positive map, and we will give

a new proof of a theorem of Kaliszewski, Quigg, and Robertson which was used in
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[Kaliszewski et al.(2012)] to study Cuntz-Pimsner algebras of coaction crossed prod-

ucts. We will assume all tensor products are minimal (spatial) unless otherwise stated.

4.1 Tensor Products Balanced Over Group Actions or Group Gradings

We wish to show that the Cuntz-Pimsner algebra of an external tensor product

X ⊗ Y of correspondences is isomorphic to a certain subalgebra OX ⊗T OY of the

tensor product OX ⊗OY . This subalgebra is called the T-balanced tensor product of

OX and OY . Following [Kumjian(1998)] we define the general construction as follows:

Definition 4.1.1. Let G be a compact abelian group, and let (A,G, α) and (B,G, β)

be C∗-dynamical systems. We define the G-balanced tensor product A ⊗G B to be

the fixed point algebra (A⊗B)λ where λ : G→ A⊗B is the action characterized by

λs(a⊗ b) = αs(a)⊗ βs−1(b).

Proposition 4.1.2. If a ⊗ b ∈ A ⊗G B then αs(a) ⊗ b, a ⊗ βs(b) ∈ A ⊗G B for all

s ∈ G and αs(a)⊗ b = a⊗ βs(b).

Proof. To show that αs(a)⊗ b ∈ A⊗G B note that for any t ∈ G we have

αt
(
αs(a)

)
⊗ βt−1(b) = αs

(
αt(a)

)
⊗ βt−1(b)

= (αs ⊗ idB)(αt(a)⊗ βt−1(b))

= (αs ⊗ idB)(a⊗ b)

= αs(a)⊗ b

showing that a⊗ βs(b) ∈ A⊗G B is similar. Now that this has been established, the

equality follows easily:

αs(a)⊗ b = αs−1

(
αs(a)

)
⊗ βs(b)

= a⊗ βs(b)
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Thus the actions α⊗ ιB and ιA ⊗ β coincide on A⊗G B where ιA and ιB are the

trivial actions. We will refer to the restriction of α ⊗ ιB to A ⊗G B (or equivalently

the restriction of ιA ⊗ β to A ⊗G B) as the balanced action of G and we will denote

it by α⊗G β.

The main result of this paper can be stated roughly as

OX⊗Y ∼= OX ⊗T OY

for suitable X and Y where we are balancing over the gauge actions on OX and OY .

This generalizes the following example from [Kumjian(1998)]:

Example 4.1.3. Let E and F be source-free, row-finite discrete graphs and let E×F

denote the product graph as in Example 2.1.8. Then C∗(E ×F ) ∼= C∗(E)⊗T C
∗(F ).

As we noted above, actions of compact abelian groups correspond to gradings of

the dual group. It will be useful to be able to describe T-balanced tensor products

in terms of the corresponding Z-gradings. But first we will need a fact which follows

from the Peter-Weyl theorem (Theorem VII.1.35 of [Gaal(1973)])

Lemma 4.1.4. Let G be a compact abelian group with a normalized Haar measure

and let χ be a character (i.e. a continuous homomorphism G→ T). Then

∫
G

χ(s)ds =


1 χ is the trivial homomorphism

0 otherwise

Now we are ready to describe G-balanced tensor products in terms of gradings of

Ĝ.

Proposition 4.1.5. Let (A,G, α) and (B,G, β) be C∗-dynamical systems with G

abelian. Then, as discussed in the previous section, the coactions δα and δβ give

Ĝ-gradings of A and B:

Aχ = {a ∈ A : αs(a) = χ(s)a}
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Bχ = {b ∈ B : βs(b) = χ(s)b}

Let

Sχ := {a⊗ b : a ∈ Aχ, b ∈ Bχ}

and let

S :=
⋃
χ∈Ĝ

Sχ

Then A⊗G B = span(S).

Proof. First, note that if a⊗ b ∈ S, then a⊗ b ∈ Sχ for some χ and so for all s ∈ G:

λs(a⊗ b) = αs(a)⊗ βs−1(b)

= χ(s)a⊗ χ(s−1)b

= χ(s)χ(s−1)(a⊗ b)

= a⊗ b

so a ⊗ b ∈ A ⊗G B and hence S ⊆ A ⊗G B. Since A ⊗G B is a C∗-algebra, we have

that span(S) ⊆ A⊗G B.

Now, since A is densely spanned by the Aχ’s and B is densely spanned by the

Bχ’s, the tensor product A⊗B will be densely spanned by elementary tensors a⊗ b

where a ∈ Aχ and b ∈ Bχ′ for some χ, χ′ ∈ Ĝ. More precisely, let

Tχ,χ′ = {a⊗ b : a ∈ Aχ, b ∈ Bχ′}

and let

T =
⋃

χ,χ′∈Ĝ

Tχ,χ′

Then we have A ⊗ B = span(T ). Let ε : A ⊗ B → A ⊗G B be the conditional

expectation c 7→
∫
G
λs(c)ds. Then, since ε is continuous, linear and surjective, ε(T )
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densely spans A ⊗G B. Let a ⊗ b ∈ T , say a ⊗ b ∈ Tχ,χ′ . Then using Lemma 4.1.4

and the fact that a product of two characters is a character, we have

ε(a⊗ b) =

∫
G

λs(a⊗ b)ds

=

∫
G

(
χ(s)a⊗ χ′(s−1)b

)
ds

=

(∫
G

χ(s)χ′(s)dz

)
a⊗ b

=

(∫
G

(
χχ′
)

(s)ds

)
a⊗ b

=


1 if χχ′ is trivial

0 otherwise

But χχ′ will be trivial if and only if χ = χ′. This means that if χ 6= χ′ (i.e.

a⊗ b ∈ T\S) then ε(a⊗ b) = 0 and if χ = χ′ (i.e. a⊗ b ∈ S). Then ε(a⊗ b) = a⊗ b.

This implies that ε(T ) = S and thus, since T densely spans A ⊗ B, the linearity

and continuity of ε imply that S densely spans ε(A ⊗ B) = A ⊗G B. Therefore

A⊗G B = span(S).

Proposition 2.3.11 tells us that the Ĝ-grading of A⊗GB just described should give

us an action of G on A ⊗G B. We will now show that this action coincides exactly

with the balanced action:

Proposition 4.1.6. Let {Sχ}s∈Ĝ be the Ĝ-grading of A⊗GB described in the previous

proposition and let γ be the action associated to this grading by Proposition 2.3.11.

Then γ = α⊗G β.

Proof. It suffices to check that these maps coincide on each Sχ. Let a⊗ b ∈ Sχ. Then

for each s ∈ Ĝ we have γs(a ⊗ b) = χ(s)(a ⊗ b) by definition. On the other hand,

since a ∈ Aχ:

(α⊗G β)s(a⊗ b) = αs(a)⊗ b
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=
(
χ(s)a

)
⊗ b

= χ(s)(a⊗ b)

so γs(a⊗ b) = (α⊗G β)s(a⊗ b) for every s ∈ G and every a⊗ b in Sχ.

The following lemma will be useful later:

Lemma 4.1.7. Let {An}n∈Z and {Bn}n∈Z be saturated Z-gradings of C∗-algebras A

and B and let {Sn}n∈Z be the Z-grading of A ⊗T B as in the previous propositions.

Then A⊗T B is generated by S1.

Proof. First, we will show that SnSm = Sn+m. We already have that SnSm ⊆ Sn+m

so it suffices to show the reverse inclusion. Let a ⊗ b ∈ Sn+m. Then a ∈ An+m and

b ∈ Bn+m so a =
∑
aia
′
i and b =

∑
bib
′
i with ai ∈ An,a′i ∈ Am, bi ∈ Bn, and b′i ∈ Bm.

Therefore a ⊗ b =
∑

i,j(ai ⊗ bj)(a
′
i ⊗ b′j) where ai ⊗ bj ∈ Sn and a′i ⊗ b′j ∈ Sm so

Sn+m ⊆ SnSm and hence SnSm = Sn+m.

Since 1 generates Z as a group, S1 generates span
⋃
Sn = A ⊗T B as a C∗-

algebra.

4.2 Ideal Compatibility

In this section we introduce technical conditions which we will need for our main

result to hold.

Definition 4.2.1. Let X and Y be correspondences over C∗-algebras A and B and

let JX , JY , JX⊗Y be the Katsura ideals (i.e.

JX = {a ∈ A : φ(a) ∈ K(X) and aa′ = 0 if φX(a′) = 0}

and so on). We say that X and Y are “ideal-compatible” if JX⊗Y = JX ⊗ JY .
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The simplest way for this condition to hold is if the left actions of A and B on X

and Y are injective and implemented by compacts. In this case it will also be true

that the left action of A⊗B on X⊗Y will be injective and implemented by compacts.

Thus we will have that JX = A, JY = B, and JX⊗Y = A ⊗ B so ideal compatibility

is automatic. Thus we have established:

Proposition 4.2.2. Let XA and YB be correspondences such that the left actions

of A and B are injective and implemented by compacts. Then X and Y are ideal-

compatible.

The following two lemmas are inspired by Lemma 2.6 of [Kaliszewski et al.(2012)].

Lemma 4.2.3. Let X and Y be correspondences over A and B. Then JX ⊗ JY ⊆

JX⊗Y .

Proof. Since φX maps JX injectively intoK(X) and φY maps JY injectively intoK(Y ),

φX⊗Y = φX⊗φY will map JX⊗JY injectively into K(X)⊗K(Y ), but K(X)⊗K(Y ) =

K(X ⊗ Y ) so φX⊗Y maps JX ⊗ JY injectively into K(X ⊗ Y ). Thus by Proposition

2.1.11 JX ⊗ JY ⊆ JX⊗Y .

Recall that if A and B are C∗-algebras and C is an subalgebra of A, the triple

(C,A,B) is said to satisfy the slice map property if

C ⊗B = {x ∈ A⊗B : (idA ⊗ ω)(x) ∈ C for all ω ∈ B∗}

Lemma 4.2.4. Let X and Y be correspondences over C∗-algebras A and B and

suppose Y is an imprimitivity bimodule. If (JX , A,B) satisfies the slice map property,

then X and Y are ideal-compatible.

Proof. It suffices to show that JX⊗Y ⊆ JX⊗JY . Since Y is an imprimitivity bimodule

we have that the left action φY is an isomorphism B ∼= K(Y ) and thus φY maps all

of B maps injectively into K(Y ), so JY = B. We must show that JX⊗Y ⊆ JX ⊗B.
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Let c ∈ JX⊗Y . Since (JX , A,B) satisfies the slice map property, showing that

c ∈ JX ⊗ B is equivalent to showing that (id⊗ ω)(c) ∈ JX for all ω ∈ B∗. Recalling

the definition of JX , this means we must show that φX
(
(id⊗ω)(c)

)
∈ K(X) and that

(id ⊗ ω)(c)a = 0 for all a ∈ ker(φX). With this in mind, let ω ∈ B∗. Since φX is

linear, we have that

φX
(
(idA ⊗ ω)(c)

)
=
(
φX ⊗ ω

)
(c)

=
(
φX ⊗ (ω ◦ φ−1

Y ◦ φY )
)
(c)

=
(
idK(X) ⊗ (ω ◦ φ−1

Y )
)
◦ (φX ⊗ φY )(c)

=
(
idK(X) ⊗ (ω ◦ φ−1

Y )
)
◦ φX⊗Y (c)

To see that this is in K(X) note that since c ∈ JX⊗Y by assumption, we know

that φ(c) ∈ K(X ⊗ Y ) = K(X) ⊗ K(Y ). Note that since Y is an imprimitivity

bimodule, φ−1
Y is well-defined as a map K(Y )→ B. Since

(
idK(X) ⊗ (ω ◦ φ−1

Y )
)

maps

K(X)⊗K(Y )→ K(X) we have that

(
idK(X) ⊗ (ω ◦ φ−1

Y )
)
◦ φX⊗Y (c) ∈ K(X)

so (id⊗ ω)(c) ∈ K(X).

Next, let a ∈ ker(φX) and factor ω as b · ω′ for some b ∈ B and ω′ ∈ B∗ (where

(b · ω′)(b′) = ω′(b′b)). Then

(id⊗ ω)(c)a = (id⊗ ω)
(
c(a⊗ 1)

)
= (id⊗ b · ω′)

(
c(a⊗ 1)

)
= (id⊗ ω′)

(
c(a⊗ 1)(1⊗ b)

)
= (id⊗ ω′)

(
c(a⊗ b)

)
but

a⊗ b ∈ ker(φX)⊗B
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⊆ ker(φX ⊗ φY )

= ker(φX⊗Y )

Therefore, since c ∈ JX⊗Y we must have c(a⊗ b) = 0 and hence (id⊗ ω)(c)a = (id⊗

ω′)
(
c(a⊗ b)

)
= 0. Thus, we have established that (id⊗ ω)(c) ∈ JX for any c ∈ JX⊗Y

and ω ∈ B∗ so by the slice map property we have that JX⊗Y ⊆ JX ⊗ B = JX ⊗ JY

and thus (by the previous lemma) JX⊗Y = JX ⊗ JY .

In Example 8.13 of [Raeburn(2005)], it is shown that if E is a discrete graph, then

JX(E) = span{δv : 0 < |r−1(v)| <∞}

where X(E) is the associated correspondence and δv ∈ c0(E0) denotes the charac-

teristic function of the vertex v ∈ E0. With this in mind, we give the following

proposition:

Proposition 4.2.5. Let E and F be discrete graphs and let X = X(E) and Y =

X(F ) be the associated correspondences. Then X and Y are ideal compatible.

Proof. Recall that X ⊗ Y = X(E × F ). Thus

JX⊗Y = span{δ(v,w) : 0 < |r−1
E×F (v, w)| <∞}

By definition, rE×F = rE×rF so r−1
E×F (v, w) = r−1

E (v)×r−1
F (w) and thus |r−1

E×F (v, w)| =

|r−1
E (v)| · |r−1

F (w)| but 0 < |r−1
E (v)| · |r−1

F (w)| <∞ if and only if 0 < |r−1
E (v)| <∞ and

0 < |r−1
F (w)| <∞. Thus we have that

JX⊗Y = span{δ(v,w) : 0 < |r−1
E (v)|, |r−1

F (w)| <∞}

Since δ(v,w) = δvδw, if we identify c0(E0 × F 0) with c0(E0) ⊗ c0(F 0) in the standard

way, we see that δ(v,x) = δv ⊗ δw. Thus

JX⊗Y = span{δv ⊗ δw : 0 < |r−1
E (v)|, |r−1

F (w)| <∞}
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= span{f ⊗ g : f ∈ JX , g ∈ JY }

= JX ⊗ JY

Therefore, X and Y are ideal-compatible.

Definition 4.2.6. Let X be a correspondence over a C∗ algebra A. We will call this

correspondence Katsura non-degenerate if X · JX = X.

Example 4.2.7. Let X be a correspondence over a C∗-algebra A such that the left

action is injective and implemented by compacts. In this case we have that JX = A.

Thus:

X · JX = X · A

= X

Definition 4.2.8. Recall that a vertex in a directed graph is called a source if it

receives no edges. We will call such a vertex a proper source if it emits at least one

edge.

Proposition 4.2.9. Let E be a directed graph. Then X(E) is Katsura non-degenerate

if and only if E has no proper sources and no infinite receiver emits an edge.

Proof. Suppose there is v ∈ E0 such that |r−1(v)| = ∞ and |s−1(v)| > 0. Then for

every f ∈ JX we have f(v) = 0. Thus for any g ∈ Cc(E1), f ∈ JX , and e ∈ s−1(v), we

have (g · f)(e) = g(e)f
(
s(e)

)
= g(e)f(v) = 0. Thus h(e) = 0 for all h ∈ Cc(E1) · JX

and, taking the limit, x(e) = 0 for all x ∈ X ·JX . Thus δe /∈ X ·JX since δe(e) = 1 6= 0

but δe ∈ X. Therefore X 6= X · JX , i.e. X is not Katsura non-degenerate.

Similarly, suppose that E has a proper source v. Then, since |r−1(v)| = 0 we must

have f(v) = 0 for all f ∈ JX . Then for any g ∈ Cc(E1) and e ∈ s−1(v) we have that

(g · f)(e) = g(e)f(v) = 0 for f ∈ JX . Thus by similar reasoning as above we have
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that x(e) = 0 for all x ∈ X · JX and so δe /∈ X · JX but δe ∈ X and we can again

conclude that X 6= X · JX so X is not Katsura non-degenerate.

On the other hand, suppose E has no proper sources and no infinite receiver in

E emits an edge. Let e ∈ E1 and let v = s(e). Then |r−1(v)| < ∞ and |r−1(v)| > 0

by assumption, so function in JX can be supported on v. In particular, δv ∈ JX .

Since δe · δv = δe we know that δe ∈ X · JX . Since e was arbitrary, we have that

all such characteristic functions are contained in X · JX . But these functions densely

span Cc(E
1) and thus densely span X, so we have that X ⊆ X · JX and therefore

X = X · JX so X is Katsura non-degenerate.

4.3 Main Result

We will begin with a few lemmas:

Lemma 4.3.1. Let X and Y be correspondences over C∗-algebras A and B respec-

tively. Suppose (πX , ψX) and (πY , ψY ) are Toeplitz representations of X and Y in

C∗-algebras C and D. Let π := πX ⊗ πY and ψ := ψX ⊗ψY Then (π, ψ) is a Toeplitz

representation of X ⊗ Y in C ⊗D.

Proof. This follows from the following computations:

ψ
(
(x⊗ y) · (a⊗ b)

)
= ψX(x · a)⊗ ψY (y · b)

= ψX(x)πX(a)⊗ ψY (y)πY (b)

= ψ(x⊗ y)π(a⊗ b)

ψ
(
(a⊗ b) · (x⊗ y)

)
= ψX(a · x)⊗ ψY (b · y)

= πX(a)ψX(x)⊗ πY (b)ψY (y)

= π(a⊗ b)ψ(x⊗ y)
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ψ(x⊗ y)∗ψ(x′ ⊗ y′) = ψX(x)∗ψX(x′)⊗ ψY (y)∗ψY (y′)

= πX
(
〈x, x′〉A

)
⊗ πY

(
〈y, y′〉B

)
= π

(
〈x, x′〉A ⊗ 〈y, y′〉B

)
= π

(
〈x⊗ y, x′ ⊗ y′〉A⊗B

)

Lemma 4.3.2. If (π, ψ) is the Toeplitz representation of X⊗Y in the previous lemma,

then

ψ(1)(κ(S ⊗ T )) = ψ
(1)
X (S)⊗ ψ(1)

Y (T )

where κ is as in Lemma 2.1.7.

Proof. Let x, x′ ∈ X and y, y′ ∈ Y . Then:

ψ(1)(κ(Θx,x′ ⊗Θy,y′)) = ψ(1)(Θx⊗y,x′⊗y′)

= ψ(x⊗ y)ψ(x′ ⊗ y′)∗

= (ψX(x)⊗ ψY (y))(ψX(x′)⊗ ψY (y′))∗

= ψX(x)ψX(x′)∗ ⊗ ψY (y)ψY (y′)∗

= ψ
(1)
X (Θx,x′)⊗ ψ(1)

Y (Θy,y′)

Since the rank-ones have dense span in the compacts, this result extends to any

S ∈ K(X) and T ∈ K(Y ).

Lemma 4.3.3. Let X and Y be ideal-compatible correspondences over A and B.

Then if (πX , ψX) and (πY , ψY ) are Cuntz-Pimsner covariant, then so is (π, ψ).

Proof. Let c ∈ JX⊗Y Since X an Y are ideal-compatible we have that JX⊗Y = JX⊗JY

so we can approximate c by elements of JX � JY , i.e. by finite sums
∑

i ai ⊗ bi with

ai ∈ JX and bi ∈ JY for each i.
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Notice:

ψ(1)

(
φ

(∑
i

ai ⊗ bi

))
= ψ(1)

(∑
i

φ(ai ⊗ bi)

)

= ψ(1)

(∑
i

κ
(
φX(ai)⊗ φY (bi)

))

=
∑
i

ψ
(1)
X

(
φX(ai)

)
⊗ ψ(1)

Y

(
φY (bi)

)
=
∑
i

πX(ai)⊗ πY (bi)

=
∑
i

π(ai ⊗ bi)

where we have used the Cuntz-Pimsner covariance of (πX , ψX) and (πY , ψY ). Thus

if (cj) is a sequence in JX � JY converging to c, we have ψ(1)
(
φ(cj)

)
= π(cj) for

all j. Since ψ(1), φ, and π are all continuous, we have that ψ(1)
(
φ(c)

)
= π(c). This

establishes that (π, ψ) is Cuntz-Pimsner covariant.

We are now ready to prove the main result of this paper:

Theorem 4.3.4. Let X and Y be ideal-compatible correspondences over C∗-algebras

A and B. Then OX⊗Y can be faithfully embedded in OX ⊗T OY . If X and Y are

Katsura non-degenerate, then OX⊗Y ∼= OX ⊗T OY .

Proof. We will begin by showing the existence of a homomorphismOX⊗Y → OX⊗OY .

To show this, we will construct a Cuntz-Pimsner covariant representation of X ⊗ Y

in OX ⊗OY and then apply the universal property of Cuntz-Pimsner algebras.

Let (kX , kA) and (kY , kB) be the Cuntz-Pimsner covariant representations of X

and Y in OX and OY respectively. Let ψ = kX ⊗ kY and π = kA ⊗ kB. Then by

Lemma 4.3.3, (ψ, π) is Cuntz-Pimsner covariant and so we have a homomorphism

F : OX⊗Y → OX ⊗OY such that

(ψ, π) = (F ◦ kX⊗Y , F ◦ kA⊗B)

80



In particular,

F (kA⊗B(A⊗B)) = π(A⊗B) = (kA ⊗ kB)(A⊗B) (4.3.1)

F (kX⊗Y (X ⊗ Y )) = ψ(X ⊗ Y ) = (kX ⊗ kY )(X ⊗ Y ) (4.3.2)

Let {OnX}n∈Z and {OnY }n∈Z denote the Z-gradings of OX and OY associated to the

standard gauge actions γX and γY . Then by Proposition 4.1.5, the subspaces

Sn := {x⊗ y : x ∈ OnX , y ∈ OnY }

give a Z-grading of OX ⊗T OY . Since (1) shows that π(A ⊗ B) ⊆ S0 and (2) shows

that ψ(X ⊗ Y ) ⊆ S1, we can see that C∗(ψ, π) ⊆ OX ⊗T OY and that the action of

T on OX ⊗T OY guaranteed by Lemma 2.3.11 is a gauge action:

γz(π(c)) = π(c) c ∈ A⊗B

γz(ψ(w)) = zψ(w) w ∈ X ⊗ Y

Also, since kA, kB, kX and kY are injective, π = kA⊗kB and ψ = kX⊗kY are injective

too. Hence by the gauge invariant uniqueness theorem, F is injective. Thus we have

established the first part of the theorem.

Now suppose X and Y are Katsura non-degenerate. We will show that (ψ, π)

generates OX ⊗TOY by showing that (ψ, π) generates S1 and applying Lemma 4.1.7.

Since O1
X is densely spanned by elements of the form: kn+1

X (x)knX(x′)∗ and O1
Y is

densely spanned by elements of the form kn+1
Y (y)knY (y′)∗ we have that S1 is densely

spanned by elements of the form

kn+1
X (x)knX(x′)∗ ⊗ km+1

Y (y)kmY (y′)∗ (4.3.3)

By symmetry, we may assume m = n+l for some nonnegative l. Then we may assume

that y = y1 ⊗ y2 and y′ = y′1 ⊗ y′2 with y1, y
′
1 ∈ Y ⊗n and y2, y

′
2 ∈ Y ⊗l. Further, since
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X is Katsura non-degenerate, we can factor x = x0a and x′ = x′0a
′ with x0, x

′
0 ∈ X

and a, a′ ∈ JX . Now we can factor (3) as follows:

kn+1
X (x)knX(x′)∗ ⊗ km+1

Y (y)kmY (y′)∗

=
(
kn+1
X (x)⊗ km+1

Y (y)
)(
knX(x′)∗ ⊗ kmY (y′)∗

)
=
(
kn+1
X (x0)kA(a)⊗ kn+1

Y (y1)klY (y2)
)(
kA(a′)∗knX(x′0)∗ ⊗ klY (y′2)

)∗
knY (y′1)∗

)
=
(
kn+1
X (x0)⊗ kn+1

Y (y1)
)(
kA(a)⊗ klY (y2)

)(
kA(a′)∗ ⊗ klY (y′2)∗

)(
knX(x′0)∗ ⊗ knY (y′1)∗

)
=
(
kn+1
X (x0)⊗ kn+1

Y (y1)
)(
kA(aa′∗)⊗ klY (y2)klY (y′2)∗

)(
knX(x′0)∗ ⊗ knY (y′1)∗

)
=
(
kn+1
X (x0)⊗ kn+1

Y (y1)
)(
k

(1)
X (φX(aa′∗))⊗ k(1)

Y (Θy2,y′2
)
)(
knX(x′)∗ ⊗ knY (y′1)∗

)
= ψn+1(x0 ⊗ y1)

(
ψ(1)(φX(aa′)⊗Θy2,y′2

)
)
ψn(x′0 ⊗ y′1)∗

Since ψn+1(x0 ⊗ y1), ψ(1)(φX(aa′∗)⊗Θy2,y′2
), and ψn(x′0 ⊗ y′1) are in the algebra gen-

erated by (ψ, π), we now know that (ψ, π) generates S1 and so by Lemma 4.1.7

(ψ, π) generates all of OX ⊗T OY . Therefore F is surjective hence an isomorphism

OX⊗Y ∼= OX ⊗T OY .

4.4 Examples

We will now give some examples:

Example 4.4.1. Let (A,Z, α) and (B,Z, β) be C∗-dynamical systems. Let X be

the C∗-correspondence AA with left action given by a · x = α1(a)x and let Y be the

correspondence BB with left action given by b · y = β1(b)y. This action is injective

and implemented by compacts and we have that OX ∼= A oα Z and OY ∼= B oβ Z

by isomorphisms which carry the gauge action of T to the dual action of T (see

[Pimsner(2001)]).

Consider the external tensor product X ⊗ Y . As a right Hilbert module this is

AA⊗BB, it carries a right action of A⊗B characterized by (x⊗y) ·(a⊗b) = x ·a⊗y ·b
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but since the right actions on X and Y are given by multiplication in A and B, this

action of A⊗B on X ⊗ Y is just multiplication in A⊗B. Further, the A⊗B valued

inner product on X ⊗ Y is given by

〈x⊗ y, x′ ⊗ y′〉A⊗B = 〈x, x′〉A ⊗ 〈y, y′〉B

= x∗x′ ⊗ y∗y′

= (x⊗ y)∗(x′ ⊗ y′)

but this is precisely the inner product on (A⊗ B)A⊗B. Thus idA ⊗ idB gives a right

Hilbert module isomorphism X ⊗ Y ∼= (A ⊗ B)A⊗B. The left action of A ⊗ B on

X ⊗ Y will be the tensor product of the action of A on X and the action of B on Y .

Thus

(a⊗ b) · (x⊗ y) = α1(a)x⊗ β1(b)y

=
(
α1(a)⊗ β1(b)

)
(x⊗ y)

Thus, as an A⊗B correspondence, X ⊗ Y can be identified with the correspondence

associated to the automorphism α1⊗β1 on A⊗B. Since (α1⊗β1)◦n = (αn⊗βn) and

(α1 ⊗ β1)−1 = (α−1 ⊗ β−1), the action of Z generated by α1 ⊗ β1 will be the diagonal

action α⊗ β of Z on A⊗B. Thus we have that OX⊗Y ∼= (A⊗B) oα⊗β Z.

Therefore, in this context our main theorem says that

(A⊗B) oα⊗β Z ∼= (Aoα Z)⊗T (B oβ Z)

In later work, we hope to investigate whether this result generalizes to groups other

than Z.

Example 4.4.2 (Products of Topological Graphs). Let E = (E0, E1, r, s) and F =

(F 0, F 1, r′, s′) be source-free topological graphs with r and r′ proper. Then the left

actions of X(E) and X(F ) will be injective and implemented by compacts. Recall
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from Example 2.1.8 that X(E) ⊗ X(F ) ∼= X(E × F ) where E × F is the product

graph. Our main result says that OX(E×F )
∼= OX(E) ⊗T OX(F ) which translates to

C∗(E × F ) ∼= C∗(E)⊗T C
∗(F )

Note that if E and F are discrete graphs, this coincides with Kumjian’s result in

[Kumjian(1998)].

Example 4.4.3. (Products of Discrete Graphs) Let E and F be discrete graphs

with no proper sources and such that no infinite receiver emits an edge. From the

discussion in Section 4 we know that the graph correspondences X(E) and X(F )

are ideal compatible and Katsura non-degenerate. By the same reasoning as in the

previous example we have that

C∗(E × F ) ∼= C∗(E)⊗T C
∗(F )

Note that this stronger than the result in [Kumjian(1998)] where the graphs are

required to be source-free and row-finite.

Example 4.4.4. Let A and B be C∗-algebras, and let X be a correspondence over

A. Viewing B as the correspondence BB B we can form the A ⊗ B correspondence

X ⊗B. Suppose that X and B are ideal compatible and Katsura non-degenerate (in

fact B will automatically be Katsura non-degenerate). Recall that OB ∼= B ⊗ C(T)

with gauge action ι⊗λ where ι is the trivial action and λ is left translation. Thus our

main result says that OX⊗B ∼= OX ⊗T (B ⊗ C(T)). Identifying C(T) with C∗(Z) we

have OX⊗B ∼= OX ⊗T (B ⊗C∗(Z)) and characterizing the T balanced tensor product

in terms of the Z-gradings as we have been, we see that

OX⊗B ∼= span{x⊗ b⊗ w ∈ OnX ⊗B ⊗ C∗(Z)n : n ∈ Z}
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But since C∗(Z)n = span(un) (where un denotes the unitary in C∗(Z) associated to

n) we can rephrase this as

span{x⊗ b⊗ un ∈ OX ⊗B ⊗ C∗(Z) : x ∈ OnX} (4.4.1)

Now, let γ denote the gauge action of T on OX and let δγ be the dual coaction of Z.

Recall that this coaction can be characterized by the property that δγ(x) = x ⊗ un

whenever x ∈ OnX . Since the subspaces OnX densely span OX , their images under δγ

will densely span δγ(OX). Therefore:

δγ(OX) = span{x⊗ un : x ∈ OnX}

(δγ ⊗ idB)(OX ⊗B) = span{x⊗ un ⊗ b : x ∈ OnX , b ∈ B}

σ23 ◦ (δγ ⊗ idB)(OX ⊗B) = span{x⊗ b⊗ un : x ∈ OnX , b ∈ B}

Noting that idB, and σ23 are isomorphisms (where σ23 is the map which exchanges

the second and third tensor factors) and δγ is an injective ∗-homomorphism, we see

that σ23 ◦ (δγ⊗ idB) is an injective ∗-homomorphism and is thus an isomorphism onto

its image. But its image is span{x ⊗ b ⊗ un : x ∈ OnX , b ∈ B} and by (4.4.1) this is

isomorphic to OX⊗B. Therefore we have shown that:

OX⊗B ∼= OX ⊗B

This result is already known, and was used in [Kaliszewski et al.(2012)] to prove facts

about coactions on Cuntz-Pimsner algebras.

Example 4.4.5. Given a C∗-algebra A and a completely positive map Φ, Kwas-

niewski defines ([Kwaśniewski(2014)] Definition 3.5) a crossed product of A by Φ

denoted by C∗(A,Φ). In Theorem 3.13 of [Kwaśniewski(2014)], it is shown that

C∗(A,Φ) ∼= OXΦ
where XΦ is the correspondence associated with Φ as in Definition

2.1.4. If Φ is an endomorphism this reduces to the Exel crossed product [Exel(2008)].
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Suppose A and B are C∗-algebras and Φ : A→ A and Ψ : B → B are completely

positive maps. Furthermore, suppose that the associated correspondences XΦ and

XΨ are ideal compatible and Katsura non-degenerate. Then our main result states

that OXΦ⊗XΨ
∼= OXΦ

⊗TOXΨ
. Recalling that XΦ⊗XΨ

∼= XΦ⊗Ψ and using the crossed

product notation, we get

C∗(A⊗B,Φ⊗Ψ) ∼= C∗(A,Φ)⊗T C
∗(B,Ψ)
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Chapter 5

CUNTZ-PIMSNER ALGEBRAS ASSOCIATED TO TWISTED TENSOR

PRODUCTS OF CORRESPONDENCES

In this chapter we will generalize the results of the previous chapter from ordinary

tensor products to twisted tensor products. The results of this chapter are taken

from [Morgan(2016)]. Many constructions in operator algebras may be thought of as

“twisted” tensor products, for example: crossed products by actions or coactions of

groups, Z2-graded tensor products and so on. In [Meyer et al.(2014)], a very general

construction of a “twisted tensor product” is presented. Their construction involves

two quantum groups G = (S,∆S) and H = (T,∆T ), two coactions (A,G, δA) and

(B,H, δB), and a bicharacter χ ∈ U(Ŝ ⊗ T̂ ). Given this information, they define a

twisted tensor product A�χB. They also show that if X and Y are correspondences

over A and B with compatible coactions of G and H, there is a natural way of defining

a correspondence X�χY over A�χB. In this paper, we will work with a special case

of this general construction which is general enough to be useful but simple enough

to be very tractable.

Specifically, we are interested in the case where, for some discrete group G, S =

c0(G), T = C∗r (G) and χ = WG ∈ U
(
Ĉ∗r (G) ⊗ C∗r (G)

)
is the reduced bicharacter of

C∗r (G) viewed as a quantum group. In this case, we may view the coaction of c0(G)

as an action of G on A (or X), and we will be able to describe most of the algebraic

properties of A�χ B and X �χ Y entirely in terms of elementary tensors.

In this simplified setting, we will prove our main result: if JX�χY = JX�χJY then

OX�χY
∼= OX �χOY (where JX = φ−1

(
K(X)

)
∩
(
ker(φ)

)⊥
is the Katsura ideal). We

will then apply this result to some specific examples.
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5.1 Discrete Group Twisted Tensor Products

5.1.1 Basics

In what follows we will restrict our attention to the following special case of the

twisted tensor product construction:

Definition 5.1.1. Suppose that G is a discrete group, (A,G, α) is a C∗-dynamical

system, and (B,G, δ) is a coaction. Let δα : A → M(A⊗ c0(G)
)

be the coac-

tion of c0(G) (as a quantum group) on A associated to α as in Theorem 9.2.4 of

[Timmermann(2008)]. We can view δ as a coaction of the quantum group C∗r (G) and

we can form the twisted tensor product A �WG
B where WG is the multiplicative

unitary of Example 2.3.13 viewed as a bicharacter from c0(G) to C∗r (G) (in other

words the reduced bicharacter of the quantum group C∗r (G)). We refer to this special

case as a discrete group twisted tensor product. Since this construction depends only

upon the action and coaction, we will sometimes write A �α δ B for A �WG
B. We

can also define a C∗-algebra by B �δ α A = B �ŴG
A. It is easy to see that the map

a� b 7→ b� a extends to an isomorphism A �α δ B
∼= B �δ α A.

The main reason that this special case is of interest is that we can write down a

precise formula for the multiplication and involution of certain elementary tensors.

To understand this, we must recall that the coaction δ of a discrete group G on B

gives rise to a G-grading of B. That is, there exist subspaces {Bs}s∈G such that

1. span(Bs) = B

2. Bs ·Bt ⊆ Bst

3. B∗s = Bs−1 .
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Specifically, Bs = {b ∈ B : δ(b) = b ⊗ us}. With this in mind, we present the

following:

Proposition 5.1.2. Given a C∗-dynamical system (A,G, α) and a coaction (B,G, δ),

let a, a′ ∈ A, bs ∈ Bs and b ∈ B. Then, in the twisted tensor product A �α δ B we

have:

(a� bs)(a
′ � b) = aαs(a

′) � bsb

(a� bs)
∗ = αs−1(a)∗ � b∗s

Before we prove this, we will need the following:

Lemma 5.1.3. Let G be a locally compact group and let m : C0(G) → B
(
L2(G)

)
be the left action of C0(G) on L2(G) by multiplication of functions in L2(G). Let

λ : C∗(G) → B
(
L2(G)

)
be the left regular representation. Then (m,λ) is a WG-

Heisenberg pair where WG is the reduced bicharacter of G as in Example 2.3.16

Proof. This is a special case of Example 3.9 of [Meyer et al.(2014)].

Notation 5.1.4. If A1, . . . An are C∗-algebras and b ∈ Ai, we write (b)i for the element

of the multiplier algebra M(A1⊗· · ·⊗An) thats action on elementary tensors is given

by

a1 ⊗ · · · ⊗ ai ⊗ · · · ⊗ an 7→ a1 ⊗ · · · ⊗ bai ⊗ · · · ⊗ an.

Lemma 5.1.5. In the situation of the above proposition, let

iA : A→M
(
A⊗B ⊗K(L2(G))

)
iB : B →M

(
A⊗B ⊗K(L2(G))

)
be the maps associated to the Heisenberg pair (m,λ) as described in Definition 2.3.21.

Then for any a ∈ A, s ∈ G and bs ∈ Bs we have

iB(bs)iA(a) = iA
(
αs−1(a)

)
iB(bs)
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Proof. Recall that (m,λ) is a covariant homomorphism (c0(G), G, σ) → B(L2(G))

where sigma is left translation in c0(G). Also, (δα, σ2) is a covariant homomorphism

(A,G, α)→M
(
A⊗ c0(G)

)
. Thus

(
(idA ⊗m) ◦ δα, λ2

)
is a covariant homomorphism

(A,G, α)→M
(
A⊗ B(L2(G))

)
. Thus

λ2(s)∗
(

(idA ⊗m) ◦ δα(a)
)
λ2(s) = (idA ⊗m) ◦ δα

(
αs(a)

)
or equivalently(

(idA ⊗m) ◦ δα
(
αs−1(a)

))
λ2(s) = λ2(s)

(
(idA ⊗m) ◦ δα(a)

))
With this in mind, we notice the following:

iB(bs)iA(a) = (idB ⊗ λ)δ(bs)23(idA ⊗m)δα(a)13

=
(
1A ⊗ bs ⊗ λ(s)

)
(idA ⊗m)δα(a)13

= (bs)2

(
λ(s)

)
3
(idA ⊗m)δα(a)13

= (bs)2(idA ⊗m)δα
(
αs−1(a)

)
13

(
λ(s)

)
3

= (idA ⊗m)δα
(
αs−1(a)

)
13

(bs)2

(
λ(s)

)
3

= iA
(
αs−1(a)

)
iB(bs)

We can now prove Proposition 5.1.2.

Proof. (of Proposition 5.1.2)

We have:

(a� bs)(a
′ � b) = iA(a)iB(bs)iA(a′)iB(b)

= iA(a)iA
(
αs(a

′)
)
iB(bs)iB(b)

= aαs(a
′) � bsb
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and

(a� bs)
∗ =

(
iA(a)iB(bs)

)∗
= iB(b∗s)iA(a∗)

= iA
(
αs−1(a)∗

)
iB(b∗s)

= αs−1(a)∗ � b∗s

We also have simple formulas for the algebraic properties of twisted tensor prod-

ucts of correspondences:

Proposition 5.1.6. Let (X,A) be a correspondence with an action (γ, α) of G and

(Y,B) be a correspondence with a coaction (σ, δ) of G. Let αL(X) be the action of

G on L(X) induced by the action of G on X and let δL(Y ) be the coaction of G on

L(Y ) induced by (σ, δ). We can form the correspondence X �γ σ Y := X �WG
Y ⊆

L(X) �WG
L(Y ) = L(X) �αL(X) δL(Y )

L(Y ) as in Definition 2.3.23. Then

1. (a� bs)(x� y) = aγs(x) � bsy

2. (x� ys)(a� b) = xαs(a) � ysb

3. 〈x� ys, x
′ � y〉A�B = αs−1

(
〈x, x′〉A

)
� 〈ys, y〉B

Proof. All of these facts follow from translating to multiplication in L(X)�L(Y ) and

applying Lemma 5.1.5.

Corollary 5.1.7. Let (X,A) be a correspondence with an action (γ, α) of G and

(Y,B) be a correspondence with a coaction (σ, δ) of G. Suppose (X0, A0) is a gen-

erating system for (X,A) which is stable with respect to the group action. That is,

γs(X
0) ⊆ X0 and αs(A

0) ⊆ A0 for all s ∈ G. Suppose further that (Y 0, B0) is a
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generating system for (Y,B) such that the elements of Y 0 and B0 are homogeneous

with respect to the grading. That is, for all y ∈ Y 0 there is s ∈ G such that y ∈ Ys

and for all b ∈ B0 there is t ∈ G such that b ∈ Bt. Then

(X � Y )0 := {x� y : x ∈ X0, y ∈ Y 0}

(A�B)0 := {a� b : a ∈ A0, b ∈ B0}

form a generating system for X � Y .

Proof. It is clear from the bilinearity of the twisted tensor product that span
(
(X �

Y )0

)
= X � Y and span

(
(A� B)0

)
= A� B. To see that (X � Y )0 is stable under

the left and right actions of elements of (A � B)0, let x � y ∈ (X � Y )0 and let

a � b ∈ (A � B)0. By definition, we must have that b ∈ Bs and y ∈ Yt for some

s, t ∈ G. Thus we have:

(a� b)(x� y) = aγs(x) � by

(x� y)(a� b) = xαt(a) � yb

Since X0 and A0 are stable under the action of G, γs(x) ∈ X0 and αt(a) ∈ A0. Thus

aγs(x), γt(a)x ∈ X0 so (X � Y )0 is indeed stable under the left and right actions of

(A�B)0.

5.1.2 Examples

In [Meyer et al.(2014)], the authors show that if A and B are Z2-graded algebras,

then the graded tensor product A⊗̂B is isomorphic A �WZ2 B (where the coactions

on A and B are the ones canonically associated with the grading) with the map

a⊗̂b 7→ a � b extending to an isomorphism. Since Z2 is self-dual, the coaction of Z2

on A gives rise to an action α of Z2 on A. If we let δ denote the coaction of Z2 on Z2

we see that A�WZ2 B = A �α δ B so A⊗̂B fits into our discrete group twisted tensor
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framework. The following example shows that the graded external tensor product of

graded correspondences also fits into our framework.

Example 5.1.8. Let A and B be Z2-graded C∗ algebras and let X and Y be Z2-

graded correspondences over A and B (i.e. X and Y are graded as Hilbert A- and

B-modules respectively and the left action maps φX and φY are graded with respect

to the induced gradings on L(X) and L(Y )). Let X0 = X0 ∪ X1, A0 = A0 ∪ A1,

Y 0 = Y0 ∪ Y1 and B0 = B0 ∪ B1. Then by Corollary 2.3.9 (X0, A0) and (Y 0, B0)

are generating sets for X and Y respectively. Consider the graded external tensor

product X⊗̂Y . This is the closure of the algebraic tensor product X�Y with respect

to the norm associated to the inner product whose value on generators is given by:

〈x1⊗̂y1, x2⊗̂y2〉 = (−1)∂y1(∂x1+∂x2)〈x1, x2〉⊗̂〈y1, y2〉

where x1, x2 ∈ X0 and y1, y2 ∈ Y0. The left and right actions are given by:

(a⊗̂b)(x⊗̂y) = (−1)∂b∂x(ax⊗̂by)

(x⊗̂y)(a⊗̂b) = (−1)∂y∂a(xa⊗̂yb)

for a ∈ A0, b ∈ B0, x ∈ X0, and y ∈ Y0. Thus

(A⊗̂B)0 := {a⊗̂b : a ∈ A0, b ∈ B0}

(X⊗̂Y )0 := {x⊗̂y : x ∈ X0, y ∈ Y0},

is a generating system for X⊗̂Y . Now, let (γ, α) be the action of Z2 on (X,A)

associated to the grading of X and let (σ, δ) be the coaction of Z2 on (Y,B) associated

to the grading of Y . Consider the associated twisted tensor product X � Y . Note

that the sets X0 and A0 are stable under the actions γ and α and that Y0 and B0

consist of elements which are homogeneous with respect to the gradings associated

to σ and δ. Thus, by Corollary 5.1.7 the sets

(X � Y )0 := {x� y : x ∈ X0, y ∈ Y0}
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(A�B)0 := {a� b : a ∈ A0, b ∈ B0}

form a generating system for X � Y . Let Φ0 : (X⊗̂Y )0 → (X � Y )0 be the map

x⊗̂y 7→ x�y. This is clearly a bijection. Let ϕ : A⊗̂B → A �α δB be the isomorphism

described above. For a ∈ A0, b ∈ B0, x ∈ X0, and y ∈ Y0, we have:

Φ0

(
(a⊗̂b)(x⊗̂y)

)
= (−1)∂b∂xΦ0(ax⊗̂by)

= (−1)∂b∂x(ax� by)

= aγ∂b(x) � by

= (a� b)(x� y)

= ϕ(a⊗̂b)Φ0(x⊗̂y)

and similarly

Φ0

(
(x⊗̂y)(a⊗̂b)

)
= Φ0(x⊗̂y)ϕ(a⊗̂b)

therefore (Φ0, ϕ) preserves the left and right actions. Additionally, for x1, x2 ∈ X0

and y1, y2 ∈ Y0, we have that:

〈
Φ0(x1⊗̂y1),Φ0(x2⊗̂y2)

〉
= 〈x1 � y1, x2 � y2〉

= α∂y1

(
〈x1, x2〉

)
� 〈y1, y2〉

)
= (−1)∂y1(∂x1+∂x2)

(
〈x1, x2〉� 〈y1, y2〉

)
= (−1)∂y1(∂x1+∂x2)ϕ

(
〈x1, x2〉⊗̂〈y1, y2〉

)
= ϕ

(
〈x1⊗̂x2, y1⊗̂y2〉

)
therefore, by Lemma 2.1.10, Φ0 extends to an isomorphism Φ : X⊗̂Y → X�Y . Thus

X⊗̂Y ∼= X � Y .

The following example can be viewed as a generalization of the skew graph con-

struction presented in Chapter 6 of [Raeburn(2005)].
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Example 5.1.9. Let E = {E0, E1, rE, sE} and F = {F 0, F 1, rF , sF} be directed

graphs and let G be a discrete group. Let A := c0(E0) and let B := c0(F 0). Let αE

be an action of G on E by graph automorphisms and let δ be a G-labeling of F , i.e.

a map δ : F 1 → G. It is easy to see that the maps f 7→ f ◦ αEs on A together with

the maps x 7→ x ◦ αGs on cc(E
1) give rise to group homomorphisms G→ Aut(A) and

G→ Aut
(
cc(E

1)
)

which in turn give rise to a group action (γ, α) on (X(E), A). We

also get a coaction σ of G on X(F ) from δ. To see this, recall that cc(F
1) is generated

by the characteristic functions χe and define σ(χf ) := χf⊗uδ(f). So (σ, ι) is a coaction

on
(
X(F ), B

)
where ι is the trivial coaction on B. We define a new directed graph

E ×αE δ F := {E0 × F 0, E1 × F 1, r, s} where s(e × f) = αEδ(f)

(
sE(e)

)
× sF (f) and

r(e× f) = rE(e)× rF (f). We define C := c0(E0 × F 0) ∼= A⊗ B. We will show that

X
(
E ×αE δ F

) ∼= X(E) �γ σ X(F ).

Let X(E)0 be the set of characteristic functions on E1 and let A0 be the set

of characteristic functions on E0. The characteristic functions densely span cc(E
1)

which is dense in X(E). For χv ∈ A0 and χe ∈ X(E)0 we have that

χv · χe =


χe if r(e) = v

0 otherwise

∈ X(E)0

χe · χv =


χe if s(e) = v

0 otherwise

∈ X(E)0

〈χe, χe′〉A =


χs(e) if e = e′

0 otherwise

therefore
(
X(E)0, A0

)
is a generating system for X(E). We define

(
X(F )0, B0

)
and(

X
(
E ×αE δF

)0
, C0

)
is an analogous way, and we see that they are generating systems

for X(F ) and X(E ×αE δ F ) respectively. Further, from the definition of the coaction
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σ we have that all characteristic functions on F 1 are homogeneous with respect to

the grading induced by σ and since ι is trivial, the grading it induces is also trivial

so A0 is trivially homogeneous. Also, the actions α and γ take generating functions

to generating functions: αs : χv → χαE
s−1 (v), γs : χe → χαE

s−1 (e) so the sets X(E)0 and

A0 are fixed by the actions. This allows us to apply Corollary 5.1.7 and deduce that

the sets

(
X(E) �X(F )

)0
= {χe � χf : e ∈ E1, f ∈ F 1}

(A⊗B)0 = {χv ⊗ χw : v ∈ E0, w ∈ F 0}

form a generating system for the twisted tensor product X(E) �γ σ X(F ).

Let ϕ : C → A ⊗ B be the canonical map and let Φ0 : X
(
E ×αE δ F

)0 →(
X(E) � X(F )

)0
be the map χe×f 7→ χe � χf . Clearly Φ0 is bijective, we wish to

show that it preserves the inner product and left and right actions. Note that

ϕ
(〈
χe×f , χe′×f ′

〉
C

)
=


ϕ
(
χs(e×f)

)
if e× f = e′ × f ′

φ(0) otherwise

=


χαE

δ(f)
(sE(e)) ⊗ χsF (f) if e = e′ and f = f ′

0 otherwise

=


αδ(f)−1(χsE(e))⊗ χsF (f) if e = e′ and f = f ′

0 otherwise

= αδ(f)−1

(
〈χe, χe′〉A

)
� 〈χf , χf ′〉B

=
〈
χe � χf , χe′ � χf ′

〉
A⊗B

=
〈
Φ0(χe×f ),Φ0(χe′×f ′)

〉
A⊗B
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and

Φ0(χv×w · χe×f ) =


Φ0(χe×f ) if r(e× f) = v × w

Φ0(0) otherwise

=


χe � χf if rE(e) = v and rF (f) = w

0 otherwise

=
(
χv · χe) � (χw · χf )

=
(
χv ⊗ χw

)(
χe � χf

)
= ϕ(χv×w)Φ0(χe×f )

and finally

Φ0(χe×f · χv×w) =


Φ0(χe×f ) if s(e× f) = v × w

Φ0(0) otherwise

=


χe � χf if αEδ(f)(sE(e)) = v and sF (f) = w

0 otherwise

=


χe � χf if sE(e) = αEδ(f)−1(v) and sF (f) = w

0 otherwise

= χe · χαE
δ(f)−1 (v) � χf · χw

= χe · αδ(f)(χv) � χf · χw

= (χe � χf )(χv � χw)

= Φ0(χe×f )ϕ(χv×w)

Therefore, by Lemma 2.1.10 we have that Φ0 extends to a correspondence isomor-

phism Φ : X(E ×αE δ F )→ X(E) �γ σ X(F ).
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Example 5.1.10. In this example we will show that the crossed product of a corre-

spondence by an action of a discrete group can be viewed as a discrete group twisted

tensor product of correspondences. Suppose (γ, α) is and action of a discrete group G

on a C∗-correspondence (X,A). We wish to show that the reduced crossed product

X oγ,r G is isomorphic to the twisted tensor product X �γ δG
C∗r (G) where we view

C∗r (G) as a correspondence over itself.

Recall from Corollary 2.3.3 that the sets

(X oγ,r G)0 := {iX(x)iXG (s) : x ∈ X, s ∈ G}

(Aoα,r G)0 := {iA(a)iAG(s) : a ∈ A, s ∈ G}

form a generating system for X oγ,r G. Let C∗r (G)0 = {us : s ∈ G}, i.e. the

image of G in C∗r (G). Since this set is closed under multiplication, we may regard

(C∗r (G)0, C
∗
r (G)0) as a generating system for the correspondence C∗r (G). Furthermore,

every element of C∗r (G)0 is homogeneous with respect to the grading arising from

δG : us 7→ us ⊗ us. Also, we may view (X,A) as a generating system for itself and

then by Corollary 5.1.7 we see that the sets

(X �γ δG
C∗r (G))0 : = {x� us : x ∈ X, s ∈ G}

(A �α δG
C∗r (G))0 : = {a� us : a ∈ A, s ∈ G}

form a generating system for X �γ δG
C∗r (G). We let ϕ be the isomorphism Aoα,rG→

A �α δG
C∗r (G) and define Φ0 : (X oγ,r G)0 → (X �γ δG

C∗r (G))0 to be the map

iX(x)iXG (s) 7→ x � us. This is clearly a bijection, but we need to establish that it

preserves the inner product and left and right actions. First, note that

〈
Φ0(iX(x)iXG (s)),Φ0(iX(y)iXG (t))

〉
= 〈x� us, y � ut〉

= αs−1

(
〈x, y〉

)
� 〈us, ut〉

= αs−1

(
〈x, y〉

)
� us−1t
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= ϕ
(
iA
(
αs−1

(
〈x, y〉

))
iAG(s−1t)

)
= ϕ

(〈
iX(x)iXG (s), iX(y)iXG (t)

〉)
also,

Φ0

((
iX(x)iXG (s)

)(
iA(a)iAG(t)

))
= Φ0

(
iX
(
xαs(a)

)
iXG (st)

)
= xαs(a) � ust

= xαs(a) � usut

= (x� us)(a� ut)

= Φ0

(
iX(x)iXG (s)

)
ϕ
(
iA(a)iAG(t)

)
and finally,

Φ0

((
iA(a)iAG(s)

)(
iX(x)iXG (t)

))
= Φ0

(
iX
(
aγs(x)

)
iXG (st)

)
= aγs(x) � ust

= aγs(x) � usut

= (a� us)(x� ut)

= ϕ
(
iA(a)iAG(s)

)
Φ0

(
iX(x)iXG (t)

)
Therefore, by Lemma 2.1.10, we have that Φ0 extends to a correspondence isomor-

phism Φ : X oγ,r G→ X �γ δG
C∗r (G).

Example 5.1.11. In this example we will see that crossed products by coactions

on correspondences can also be viewed as twisted tensor products. Specifically, if

(σ, δ) is a coaction of a discrete group G on a correspondence (X,A), then we wish

to show that X oσ G is isomorphic to X �σ λ c0(G) where we are viewing c0(G) as a

correspondence over itself. To see this, recall from Corollary 2.3.9 that the sets

(X oσ G)0 := {jX(xs)j
X
G (f) : xs ∈ Xs, f ∈ c0(G)}
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(Aoδ G)0 := {jA(as)j
A
G(f) : as ∈ As, g ∈ c0(G)}

form a generating system for X oσ G. Let X0 :=
⋃
s∈GXs and let A0 :=

⋃
s∈GAs.

The properties of the grading tell us that X0 and A0 densely span X and A and that

ax, xa ∈ X0 whenever a ∈ A0 and x ∈ X0. Thus (X0, A0) is a generating system

for X which by definition consists of elements which are homogeneous with respect

to the gradings of X and A. Viewing (c0(G), c0(G)) as a generating system for the

correspondence c0(G), we may apply Corollary 5.1.7 and deduce that the sets

(X �σ λ c0(G))0 := {xs � f : xs ∈ X0, f ∈ c0(G)}

(A �α λ c0(G))0 := {as � f : as ∈ A0, f ∈ c0(G)}

form a generating system for the twisted tensor product X �σ λ c0(G). Let ϕ be the

isomorphism A oδ G → A �δ λ c0(G). We define Φ0 : (X oσ G)0 → (X �σ λ c0(G))0

to be the map jX(xs)j
X
G (f) 7→ xs � f . This is clearly bijective, but we must show

that it preserves the inner product and left and right actions. To see this, suppose

xs ∈ Xs ⊆ X0 and xt ∈ Xt ⊆ X0 and note that

〈
Φ0

(
(jX(xs)j

X
G (f)

)
,Φ0

(
(jX(xt)j

X
G (g)

)〉
= 〈xs � f, xt � g〉

= 〈xs, xt〉� λs−1

(
〈f, g〉

)
= 〈xs, xt〉� λs−1(fg)

= ϕ
(
jA
(
〈xs, xt〉

)
jGA
(
λs−1(fg)

))
= ϕ

(〈
jX(xs)j

X
G (f), jX(xt)j

X
G (g)

〉)
furthermore, if at ∈ At ⊆ A0 we have that

Φ0

((
jX(xs)j

X
G (f)

)(
jX(at)j

X
G (g)

))
= Φ0

(
jX(xsat)j

X
G

(
λt(f)g

))
= xsat � λt(f)g
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= (xs � f)(xt � g)

= Φ0

(
jX(xs)j

X
G (f)

)
ϕ
(
jA(at)j

A
G(g)

)
and

Φ0

((
jA(at)j

A
G(f)

)(
jX(xs)j

X
G (g)

))
= Φ0

(
jX(atxs)j

X
G

(
λs(f)g

))
= atxs � λs(f)g

= (at � f)(xs � g)

= ϕ
(
jA(at)j

A
G(f)

)
Φ0

(
jX(xs)j

X
G (g)

)
Therefore, by Lemma 2.1.10, we have that Φ0 extends to a correspondence isomor-

phism Φ : X oσ G→ X �σ λ c0(G).

5.2 Balanced Twisted Tensor Products

Throughout this section, G will be a discrete group, Z will be a compact abelian

group, (A,G, α), (A,Z, µ) and (B,Z, ν) will be dynamical systems and (B,G, δ) will

be a coaction such that µ commutes with α and ν is covariant with respect to δ.

Proposition 5.2.1. (A �α δ B,Z, λ) is a dynamical system where

λz = µz � νz−1

Proof. Since µ commutes with α and ν is covariant with respect to δ, we know that

each map λz is an automorphism. To show that z 7→ λz is a group homomorphism,

note that

λz ◦ λw(a� b) = λz
(
µw(a) � νw−1(b)

)
= µz ◦ µw(a) � νz−1 ◦ νw−1(b)

= µzw(a) � νz−1w−1(b)
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= µzw(a) � νw−1z−1(b)

= µzw(a) � ν(zw)−1(b)

= λzw(a� b)

Definition 5.2.2. We call the fixed point algebra (A� B)λ of the above action the

Z-balanced twisted tensor product of A and B and we denote it by A�Z B.

Proposition 5.2.3. Let a� b ∈ A�Z B. Then µz(a) � b, a� νz(b) ∈ A�Z B for all

z ∈ Z and, in fact, µz(a) � b = a� νz(b) for all z ∈ Z.

Proof. Let w ∈ Z. Note that

λw
(
µz(a) � b

)
= µw ◦ µz(a) � νw−1(b)

= µz ◦ µw(a) � νw−1(b)

= (µz � idB)
(
λw(a� b)

)
= (µz � idB)(a� b)

= µz(a) � b

Thus µz(a) � b is fixed under the action of λ and is therefore an element of A�Z B.

Showing that a�νz(b) ∈ A�ZB is similar. To show that these are actually equivalent,

notice that

µz(a) � b = λz−1

(
µz(a) � b

)
= µz−1 ◦ µz(a) � νz(b)

= a� νz(b)
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Proposition 5.2.4. Keeping the above conventions, let δµ and δν be the dual coac-

tions. Since Z is compact, Ẑ is discrete and thus δµ and δν give gradings {Aχ}χ∈Ẑ
and {Bχ}χ∈Ẑ of A and B. For each χ ∈ Ẑ let

Sχ := {a� b : a ∈ Aχ, b ∈ Bχ}

and let S :=
⋃
χ∈Ẑ Sχ. Then A�Z B = span(S).

Proof. First we will show that span(S) ⊆ A �Z B. Let a � b ∈ S. Then a � b ∈ Sχ

for some χ ∈ Ẑ. Thus for all z ∈ Z we have that

λz(a� b) = µz(a) � νz−1(b)

= χ(z)a� χ(z−1)b

= χ(z)χ(z−1)(a� b)

= a� b

thus S ⊆ A�Z B and therefore span(S) ⊆ A�Z B.

To show the reverse inclusion, let c ∈ A �Z B. Then c ≈
∑
ai � bi. Since

the subspaces {Aχ}χ∈Ẑ span A and the subspaces {Bχ}χ∈Ẑ span B, we may assume

without loss of generality that there are χi, χ
′
i ∈ Ẑ such that ai ∈ Aχi and bi ∈ Bχ′i

for each i. Let Υ : A� B → A�T B be the conditional expectation d 7→
∫
Z
λz(d)dz.

Since c is assumed to be in A�TB, we have that c = Υ(c). Thus, using the continuity

and linearity of Υ we have the following

c = Υ(c)

=

∫
Z

λz(c)dz

≈
∫
Z

λz

(∑
i

aχi � bχ′i

)
dz

=
∑
i

∫
Z

λz
(
aχi � bχ′i)dz
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=
∑
i

∫
Z

µz(aχi) � νz−1(bχ′i)dz

=
∑
i

∫
Z

(
χi(z)aχi

)
�
(
χ′i(z

−1)bχ′i
)
dz

=
∑
i

(
aχi � bχ′i

) ∫
Z

χi(z)χ′i(z
−1)dz

But the integral
∫
Z
χi(z)χ′i(z

−1)dz is equal to 1 if χi = χ′i and zero otherwise (this is

a consequence of the Peter-Weyl theorem). Thus c can be approximated by a sum of

elements from S:

c ≈
∑
i

aχi � bχi

therefore A�T B ⊆ span(S) so A�T B = span(S).

Proposition 5.2.5. Let {Sχ}χ∈Ẑ be as above. This defines a coaction of Ẑ on A�ZB

and thus also an action γ of Z on A�Z B. We have that γ = µ� idB = idA � ν.

Proof. Let c ∈ A�TB. By the previous proposition we can approximate c ≈
∑

i aχi�

bχi . Then, by continuity and linearity

γz(c) ≈
∑
i

γz
(
aχi � bχi

)
=
∑
i

χi(z)
(
aχi � bχi

)
=
∑
i

(
χi(z)aχi

)
� bχi

=
∑
i

µz(aχi) � bχi

Thus γ = µ� idB. Showing that γ = idA � ν is similar.

Lemma 5.2.6. Suppose {Aχ}χ∈Ẑ and {Bχ}χ∈Ẑ are saturated gradings of A and B,

that is AχAω = Aχω. Then {Sχ}χ∈Ẑ (as described above) is saturated.
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Proof. We already have that SχSω ⊆ Sχω for all χ, ω ∈ Ẑ so it will suffice to show the

reverse inclusion. Let a � b ∈ Sχω. Then a ∈ Aχω and b ∈ Bχω. Since the gradings

of A and B are saturated, we have that a ≈
∑

i aχ,iaω,i and b ≈
∑

j bχ,jbω,j with

aχ,i ∈ Aχ, aω,i ∈ Aω, bχ,j ∈ Bχ and bω,j ∈ Bω. Thus

a� b =
∑
i,j

aχ,iaω,i � bχ,jbω,j

=
∑
i,j

(
aχ,i � bχ,i

)(
aω,i � bω,j

)
⊆ Sχ � Sω

5.3 Ideal Compatibility

Before we state our main result, we need to define two technical conditions in-

volving the Katsura ideals. We call these conditions Katsura non-degeneracy and

ideal compatibility. These conditions are basically the same as those presented in the

author’s first paper [Morgan(2015)], only the definition of ideal compatibility must

be modified to allow twisted tensor products instead of ordinary ones.

Definition 5.3.1. Let (X,A) be a correspondence and let JX be the Katsura ideal

of A (recall that the Katsura ideal is the ideal JX = φ−1
(
K(X)

)
∩
(
ker(φ)

)⊥
). We

say that X is Katsura non-degenerate if X · JX = X.

Example 5.3.2. Let X be a correspondence over a C∗-algebra A such that the left

action is injective and implemented by compacts. In this case we have that JX = A.

Thus:

X · JX = X · A

= X
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Definition 5.3.3. Recall that a vertex in a directed graph is called a source if it

receives no edges. We will call such a vertex a proper source if it emits at least one

edge.

We now turn our attention to ideal compatibility:

Definition 5.3.4. Given two correspondences (X,A) and (Y,B), an action (γ, α) of

a discrete group G on X and a coaction (σ, δ) of G on Y , we say that X and Y are

ideal compatible with respect to γ and σ if JX �α δ JY = JX �γ σY where JX , JY and

JX �γ σY are the Katsura ideals of X, Y , and X �γ σ Y respectively.

Once again, this condition will be met in the case of injective left actions imple-

mented by compacts:

Proposition 5.3.5. Suppose we have correspondences (X,A) and (Y,B), an action

(γ, α) of a discrete group G on X and a coaction (σ, δ) of G on Y . If the left actions

of A on X and B on Y are injective and implemented by compacts, then X and Y

are ideal compatible.

Proof. In this case the Katsura ideals are the whole algebras: JX = A, JY = B and

JX �γ σY = A �α δ B. Thus the equation JX �α δ JY = JX �γ σY becomes trivial.

In Example 8.13 of [Raeburn(2005)], it is shown that if E is a discrete graph, then

JX(E) = span{χv : 0 < |r−1(v)| <∞}

where X(E) is the associated correspondence and χv ∈ c0(E0) denotes the charac-

teristic function of the vertex v ∈ E0. With this in mind, we give the following

proposition:

Proposition 5.3.6. Let E and F be discrete graphs and let
(
X = X(E), A = c0(E0)

)
and

(
Y = X(F ), B = c0(F 0)

)
be the associated correspondences. Suppose αE is an
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action of a discrete group G on E and let (γ, α) be the associated action on (X,A).

Let δ : F 1 → G be a labeling of the edges of F and let (σ, ι) be the associated coaction

on (Y,B). Then X and Y are ideal compatible with respect to γ and σ.

Proof. Recall that X �γ σ Y = X(E ×αE δ F ) where E ×αE δ F is the graph defined in

Example 5.1.9. Thus

JX �γ σY = span{χv×w : 0 < |r−1
E ×
αE δ

F (v × w)| <∞}

By definition, rE ×
αE δ

F = rE × rF so r−1
E ×
αE δ

F (v × w) = r−1
E (v) × r−1

F (w) and thus

|r−1
E ×
αE δ

F (v × w)| = |r−1
E (v)| · |r−1

F (w)|. But 0 < |r−1
E (v)| · |r−1

F (w)| <∞ if and only if

0 < |r−1
E (v)| <∞ and 0 < |r−1

F (w)| <∞. Thus we have that

JX �γ σY = span{χv×w : 0 < |r−1
E (v)|, |r−1

F (w)| <∞}

If we identify c0(E0 × F 0) with c0(E0) ⊗ c0(F 0) in the standard way, we see that

χv×x = χv ⊗ χw (recall from Example 5.1.9 that ι is the trivial coaction so we have

that A �α ι B
∼= A⊗B). Thus

JX �γ σY = span{χv ⊗ χw : 0 < |r−1
E (v)|, |r−1

F (w)| <∞}

= span{f ⊗ g : f ∈ JX , g ∈ JY }

= JX ⊗ JY

Therefore, X and Y are ideal-compatible.

5.4 Main Result

We will now state our main theorem, although we delay the proof until later in this

section. Throughout this section X and Y will be correspondences over C∗-algebras

A and B, (σ, δ) will be a coaction of a discrete group G on Y and (γ, α) will be an

action of G on X. We will denote the induced action on OX by γ′ and the induced
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coaction on OY by σ′. To simplify the notation, we will make the following definitions:

X � Y := X �γ σ Y , A�B := A �α δ B, and OX �T OY := OX �γ′ σ′,T OY .

Theorem 5.4.1. Suppose X and Y are full, ideal compatible, and Katsura non-

degenerate (see the previous section). Then OX �γ σY
∼= OX �γ′ σ′,T OY .

Before we can prove this result, we will need the following lemmas:

Lemma 5.4.2. Suppose (πX , ψX) and (πY , ψY ) are Toeplitz representations of X and

Y in C∗-algebras C and D and let γ′ and σ′ be the induced action and coaction on

C and D. Let ψ := ψX ⊗ ψY and let π := πX ⊗ πY . Then (π, ψ) is a Toeplitz

representation of X �γ σ Y in C �γ′ σ′ D.

Proof. Let y ∈ Ys for some s ∈ G and let x ∈ X, a ∈ A, and b ∈ B. Then

ψ
(
(x� y)(a� b)

)
= ψ

(
xαs(a) � yb

)
= ψX

(
xαs(a)

)
� ψY (yb)

= ψX(x)πX
(
αs(a)

)
� ψY (y)πY (b)

= ψX(x)γ′s
(
πX(a)

)
� ψY (y)πY (b)

=
(
ψX(x) � ψY (y)

)(
πX(a) � πY (b)

)
= ψ(x� y)π(a� b).

A similar argument with b ∈ Bs shows that

ψ
(
(a� b)(x� y)

)
= π(a� b)ψ(x� y).

Further,

ψ(x� y)∗ψ(x′ � y′) =
(
ψX(x) � ψY (y)

)∗(
ψX(x′) � ψY (y′)

)
=
(
γ′s−1

(
ψX(x)∗

)
� ψY (y)∗

)(
ψX(x′) � ψY (y′)

)
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= γ′s−1

(
ψX(x)∗

)
γ′s−1

(
ψX(x′)

)
� ψY (y∗)ψY (y′)

= γ′s−1

(
ψX(x)∗ψX(x′)

)
� ψY (y)∗ψY (y′)

= γ′s−1

(
πX
(
〈x, x′〉A

))
� πY

(
〈y, y′〉B

)
= πX

(
γs−1

(
〈x, x′〉A

))
� πY

(
〈y, y′〉B

)
= π

(
γs−1

(
〈x, x′〉A

)
� 〈y, y′〉B

)
= π

(
〈x� y, x′ � y′〉A�B

)
.

These equalities extend linearly and continuously (by the linearity and continuity of

the maps ψX , πX , ψY , πY , ψ, and π) to all of X � Y and A � B. Thus (π, ψ) is a

Toeplitz representation.

Lemma 5.4.3. If (π, ψ) is the Toeplitz representation in Lemma 5.4.2, then:

ψ(1)
(
k(S � T )

)
= ψ

(1)
X (S) � ψ

(1)
Y (T )

for all S ∈ K(X) and T ∈ K(Y ).

Proof. Without loss of generality we may assume that S = Θx,x′ and T = Θy,y with

y ∈ Ys and y′ ∈ Yt. We have:

ψ(1)
(
k(Θx,x′ � Θy,y′)

)
= ψ(1)

(
Θx�y,γts−1 (x′)�y′

)
= ψ(x� y)ψ

(
γts−1(x′) � y′

)∗
=
(
ψX(x) � ψY (y)

)(
ψX
(
γts−1(x′)

)
� ψY (y′)

)∗
=
(
ψX(x) � ψY (y)

)(
γ′t−1

(
ψX
(
γts−1(x′)

)∗)
� ψY (y′)∗

)
=
(
ψX(x) � ψY (y)

)(
γ′s−1

(
ψX(x′)∗

)
� ψY (y′)∗

)
=
(
ψX(x)ψX(x′)∗

)
�
(
ψY (y)ψY (x′)∗

)
= ψ

(1)
X

(
Θx,x′

)
� ψ

(1)
Y

(
Θy,y′

)
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Lemma 5.4.4. Suppose that X and Y are ideal compatible. If (πX , ψX) and (πY , ψY )

are Cuntz-Pimsner covariant then so is (π, ψ).

Proof. Let φX , φY , and φ be the left action maps on X, Y and X �γ σ Y respectively.

Note that from the definition of X �γ σ Y we have that φ = j ◦
(
φX �φY

)
and thus,in

particular φ|JX�Y
= k ◦

(
φX |JX � φY |JY ). Let c ∈ JX�Y . Since JX�Y = JX � JY we

may approximate c ≈
∑
ai � bi for some ai ∈ JX and bi ∈ JY . We have

ψ(1)
(
φ(c)

)
≈
∑

ψ(1)
(
φ(ai � bi)

)
=
∑

ψ(1)
(
k
(
φX(ai) � φY (bi)

)
=
∑

ψ
(1)
X

(
φX(ai)

)
� ψ

(1)
Y

(
φY (bi)

)
=
∑

πX(ai) � πY (bi)

=
∑

π(ai � bi)

≈ π(c)

thus (π, ψ) is Cuntz-Pimsner covariant.

We are now ready to prove our main theorem.

Proof. (of Theorem 5.4.1) First, we will construct a ∗-homomorphism F : OX�Y →

OX � OY . Let (kX , kA) and (kY , kB) be the standard Cuntz-Pimsner covariant rep-

resentations of X and Y in OX and OY and let ψ := kX � kY and π := kA � kB.

Then by Lemma 5.4.4, (ψ, π) is a Cuntz-Pimsner covariant representation of X � Y

in OX � OY . Thus, by the universal property there is a unique homomorphism

F : OX�Y → OX �OY such that

(ψ, π) = (F ◦ kX�Y , F ◦ kA�B)
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The gauge actions ΓX and ΓY on OX and OY give rise to Z gradings {OnX}n∈Z and

{OnY }n∈Z. By Proposition 5.2.4 the sets

Sn := {x� y : x ∈ OnX , y ∈ OnY }

give a Z-grading of OX �T OY . Notice that we have the following:

F
(
kA�B(a� b)

)
= π(a� b) = (kA � kB)(a� b) ∈ S0 (5.4.1)

F
(
kX�Y (x� y)

)
= ψ(x� y) = (kX � kY )(x� y) ⊆ S1 (5.4.2)

For a ∈ A, b ∈ B, x ∈ X, y ∈ Y . Since the image of F is generated by F
(
kA�B(A�B

)
and F

(
kX�Y (X�Y )

)
we see that the image of F lies inside OX�TOY . Furthermore,

note that the grading {Sn}n∈Z gives rise to an action Γ of T such that Γz(s) = zns

for s ∈ Sn. In particular, by (5.4.1) we have that Γz
(
π(c)

)
= π(c) for all c ∈ A � B

and by (5.4.2) we have that Γz
(
ψ(w)

)
= zψ(w) for all w ∈ X �Y . Thus Γ is a gauge

action for (ψ, π). Since kA, kB, kX , and kY are all injective, ψ and π is injective. By

the Gauge Invariant Uniqueness Theorem, F is injective.

It remains to show that F is surjective onto OX �TOY . Recall that, since X and

Y are full, so are the gradings {OnX}n∈Z and {OnY }n∈Z and thus by Lemma 5.2.6 so is

the grading {Sn}n∈Z. Thus OX �TOY is generated by the elements of S1. Therefore,

to show that F is surjective, it suffices to show that S1 is in the image of F .

Recall that O1
X is densely spanned by elements of the form: kn+1

X (x)knX(x′)∗. Sim-

ilarly, O1
Y is densely spanned by elements of the form kn+1

Y (y)knY (y′)∗. Thus the

elements

kn+1
X (x)knX(x′)∗ � km+1

Y (y)kmY (y′)∗ (5.4.3)

are dense in S1. Fix such an element. By linearity and continuity, it suffices to

consider the case where y is a tensor product of homogeneous elements (for if not, it
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can be approximated by a sum of such products). In other words, we may assume

that y = y1 ⊗ · · · ⊗ ym+1 where each yi homogeneous with respect to the G-grading

of Y . Let us say that yi ∈ Ysi for each i. Let s := s1 · · · sm+1. Then

km+1
Y (y) = kY (y1) · · · kY (ym+1) ∈ OsY

Similarly, we can assume that y′ = y′1 ⊗ · · · ⊗ y′m with y′i ∈ Yti and then kmY (y′) ∈ OtY

where t := t1 · · · tm.

Let us assume n ≤ m. Then m = n + l for some l ≥ 0. Then we can factor

y = y(1)⊗ y(2) and y′ = y′(1)⊗ y′(2). Since X is Katsura non-degenerate, we can factor

x = x0a and x′ = x′0a
′ with x0, x

′
0 ∈ X and a, a′ ∈ JX . With this in mind, we can

factor (5.4.3) as follows:

kn+1
X (x)knX(x′)∗ � km+1

Y (y)kmY (y′)∗

=
(
kn+1
X (x) � km+1

Y (y)
)(
γ′s−1

(
knX(x′)

)∗
� kmY (y′)∗

)
=
(
kn+1
X (x0)kA(a) � kn+1

Y (y(1))klY (y(2))
)

(
γ′s−1

(
kA(a′)

)∗
γ′s−1

(
knX(x′0)

)∗
� klY (y′

(2)
)∗knY (y′

(1)
)∗
)

=
(
kn+1
X (x0) � kn+1

Y (y(1))
)(
γ′s−1

1

(
kA(a)

)
� klY (y(2))

)
(
γ′s−1

(
kA(a′)

)∗
� klY (y′

(2)
)∗
)(
γ′t2s−1

(
knX(x′0)

)∗
� knY (y′

(1)
)∗
)

=
(
kn+1
X (x0) � kn+1

Y (y(1))
)(
γ′s−1

1

(
kA(a)

)
γ′s2s−1

(
kA(a′)

)∗
� klY (y(2))klY (y′

(2)
)∗
)

(
γ′t2s−1

(
knX(x′0)

)∗
� knY (y′

(1)
)∗
)

=
(
kn+1
X (x0) � kn+1

Y (y(1))
)(
kA
(
αs−1

1
(a)αs2s−1(a′)∗

)
� klY (y(2))klY (y′

(2)
)∗
)

(
γ′t1t2s−1

(
knX(x′0)

)
� knY (y′

(1)
)
)∗

=
(
kn+1
X (x0) � kn+1

Y (y(1))
)(
k

(1)
X ◦ φX

(
αs−1

1
(a)αs2s−1(a′)∗

)
� k

(1)
Y

(
Θy(2),y′(2)

))
(
knX
(
αts−1(x′0)

)
� knY (y′

(1)
)
)∗

= ψn+1
(
x0 � y(1)

)
ψ(1)

(
φX
(
αs−1

1
(a)αs2s−1(a′)∗

)
� Θy(2),y′(2)

)
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ψn
(
αts−1(x0

′) � y′
(1)
)∗

Since all three factors in the final line are in the algebra generated by (ψ, π), we

know that kn+1
X (x)knX(x′)∗ � km+1

Y (y)kmY (y′)∗ must be in the image of F . If n > m we

can factor x = x(1) ⊗ x(2), x′ = x′(1) ⊗ x′(2) y = y0a, and y′ = y′0a
′ and apply a similar

argument. So the image of F generates S1 and thus F is surjective onto OX �γ′ σ′ OY .

Hence we have established that OX �γ σY
∼= OX �γ′ σ′,T OY

5.5 Examples

In this section, we will apply our main theorem to some of the examples of twisted

tensor products of correspondences we discussed earlier.

Example 5.5.1. Let X and Y be Z2-graded correspondences over Z2-graded C∗-

algebras A and B. As in Example 5.1.8, let (γ, α) be the action of Z2 on (X,A)

associated to the grading on X and let (σ, δ) be the coaction of Z2 on (Y,B) associated

to the grading of Y . Let γ′ be the action of Z2 on OX induced by (γ, α) and let σ′

be the coaction of Z2 on OY induced by (σ, δ). Suppose X and Y are Katsura non-

degenerate and ideal compatible with respect to σ and γ. Then by our main result

together with Example 5.1.8, we see that OX⊗̂Y ∼= OX�Y
∼= OX �γ′ σ′,T OY .

Note that γ′ and σ′ give rise to Z2-gradings on OX and OY so it makes sense to

speak of the Z2-graded tensor product OX⊗̂OY . Let ϕ : OX⊗̂OY → OX �OY be the

map w⊗̂z 7→ w � z. Note that

ϕ
(
(w1⊗̂z1)(w2⊗̂z2)

)
= (−1)∂z1∂w2ϕ(w1w2⊗̂z1z2)

= (−1)∂z1∂w2(w1w2 � z1z2)

= w1γ
′
∂z1

(w2) � z1z2

= (w1 � z1)(w2 � z2)
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= ϕ(w1⊗̂z1)ϕ(w2⊗̂z2)

and also

ϕ
(
(w⊗̂z)∗

)
= (−1)∂w∂zϕ(w∗⊗̂z∗)

= (−1)∂w∂z(w∗ � z∗)

= (−1)∂w
∗∂z∗(w∗ � z∗)

= γ∂z∗(w
∗) � z∗

= (w � z)∗

= ϕ(w⊗̂z)∗

therefore ϕ is a ∗-homomorphism. Further, ϕ takes a densely spanning set (the

elementary tensors w⊗̂z) in OX⊗̂OY bijectively onto a densely spanning set (the

elementary tensors w�z) in OX �γ′ σ′OY so ϕ is an isomorphism. Thus we have that

OX⊗̂Y ∼= OX⊗̂TOY

Example 5.5.2. In this example we will show that the graph algebra of the product

graph constructed in Example 5.1.9 is a twisted tensor product of the graph algebras

of the underlying graphs. Suppose E and F are directed graphs, αE an action of a

discrete group G on E and let δ be a labeling of the edges of F by elements of G. Let

(γ, α) and (σ, ι) be the associated action and coaction on the graph correspondences

(X,A) =
(
X(E), c0(E0)

)
and (Y,B) =

(
X(F ), c0(F 0)

)
. Suppose further, that E and

F have no sinks, no proper sources (see Definition 5.3.3), and that no infinite receiver

in E or F emits an edge. Then we have that the graph correspondences (X,A) and

(Y,B) are full, and by Propositions 4.2.9 and 5.3.5 they are Katsura non-degenerate

and ideal compatible with respect to γ and σ. Thus we may apply our main result.

Let γ′ be the induced action on OX ∼= C∗(E) and σ′ be the induced coaction on
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OY ∼= C∗(F ). We have

C∗(E ×αE δ F ) ∼= OX �γ σY
∼= OX �γ′ σ′,T OY ∼= C∗(E) �γ′ σ′,T C

∗(F )

Before we see how our main result applies to crossed products, we will need a few

lemmas.

Lemma 5.5.3. Let (A,G, α) be a dynamical system, (B,G, δ) a coaction and C a

C∗-algebra. There exists an isomorphism

σ23 : A �α Σ23(δ⊗idC) (B ⊗ C)→ (A⊗ C) �α⊗ι δ B

Proof. By definition,

A �α Σ23(δ⊗idC) (B ⊗ C) = iA(A) · iB⊗C(B ⊗ C) ⊆ A⊗B ⊗ C ⊗ B
(
L2(G)

)
where iA = δα1m and

iB⊗C = ◦
(
Σ23(δ ⊗ idC)

)
23λ

. Similarly,

(A⊗ C) �α⊗ι δ B = iA⊗C(A⊗ C) · iB(B) ⊆ A⊗ C ⊗B ⊗ B
(
L2(G)

)
where iA⊗C = m4 ◦ δα⊗ι12m and iB = λ4 ◦ δ3λ. Since Σ23 : A ⊗ B ⊗ C ⊗ B

(
L2(G)

)
→

A⊗C ⊗B ⊗B
(
L2(G)

)
is an isomorphism, we can let σ23 be the restriction of Σ23 to

the subalgebra A �α Σ23(δ⊗idC) (B⊗C). From there it suffices to show that the image of

σ23 is equal to (A⊗C) �α⊗ι δB. A �α Σ23(δ⊗idC) (B⊗C) is densely spanned by elements

of the form iA(a)iB⊗C(b ⊗ c) and (A ⊗ C) �α⊗ι δ B is densely spanned by elements

of the form iA⊗C(a⊗ c)iB(b). Since σ23 is a restriction of the linear norm preserving

map Σ23, it too is linear and norm preserving. To show that the image of σ23 is

(A ⊗ C) �α⊗ι δ B, it suffices to show that σ23

(
iA(a)iB⊗C(b ⊗ c)

)
= iA⊗C(a ⊗ c)iB(b).

To see this, note that

σ23

(
iA(a)iB⊗C(b⊗ c)

)
= Σ23

(
δα(a)1m

(
Σ23(δ ⊗ idC)(b⊗ c)

)
23λ

)
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= Σ23

(
δα(a)1m

(
Σ23

(
δ(b)⊗ c

))
23λ

)
= δα(a)1mΣ23

(
c3δ(b)2λ

)
= δα(a)1mc2δ(b)3λ

=
(

Σ23

(
δα(a)⊗ c

))
12m

δ(b)3λ

= δα⊗ι(a⊗ c)12mδ(b)3λ

= iA⊗C(a⊗ c)iB(b)

thus σ23 : A �α Σ23(δ⊗idC) (B ⊗ C)→ (A⊗ C) �α⊗ι δ B is an isomorphism.

Lemma 5.5.4. Let (γ, α) be an action of a discrete group G on a correspondence

(X,A) and let (B,G, δ) be a coaction. If JX �γ δB
= JX �α δB and JX is Katsura-non-

degenerate, then

OX �γ δB
∼= OX �γ′ δ B

where B is viewed as a correspondence over itself in the left-hand-side and γ′ is the

induced action on OX .

Proof. In this context, our main result gives us

OX �γ δB
∼= OX �γ′ δ,T OB

Recall that OB ∼= B ⊗ C(T) and the gauge action corresponds to ι ⊗ λ where ι is

the trivial action and λ is left translation. Using the isomorphism between C(T) and

C∗(Z), we see that

OX �T OB ∼= OX �T
(
B ⊗ C∗(Z)

)
= span

{
OnX �

(
B ⊗ C∗(Z)n

)}
= span

{
x� (b⊗ un) ∈ OX �

(
B ⊗ C∗(Z)

)
: x ∈ OnX

}
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where un is the unitary in C∗(Z) associated to n ∈ Z. Applying the isomorphism σ23

from the previous lemma, we see that the above is isomorphic to

span
{

(x⊗ un) � b ∈
(
OX ⊗ C∗(Z)

)
�B : x ∈ OnX

}
=span

{
x⊗ un ∈ OX ⊗ C∗(Z) : x ∈ OnX

}
�B

The grading {OnX}n∈Z corresponds to a coaction ε such that ε(x) = x ⊗ un for all

x ∈ OnX . Continuing from above, we have:

span
{
x⊗ un ∈ OX ⊗ C∗(Z) : x ∈ OnX

}
�B

=span
{
ε(x) : x ∈ OnX

}
�B

=ε
(
OX
)
�B

∼=OX �B

Lemma 5.5.5. Let (σ, δ) be a coaction of a discrete group G on a full correspondence

(X,A). Let α be an action of G on a C∗-algebra B. Suppose JX �σ αB = JX �δ α B

and JX is Katsura-non-degenerate. Then

OX �σ αB
∼= OX �σ′ α B

where σ′ is the induced coaction on OX

Proof. The proof is similar to the proof of Lemma 5.5.4.

Example 5.5.6. Let (X,A) be a correspondence and let (γ, α) be an action of a

discrete group G on A. Suppose further, that JXoγ,rG = JX oα,r G. Recall that

Example 5.1.10 showed that X oγ,r G ∼= X �γ δG
C∗r (G). Thus we have

OXoγ,rG
∼= OX �γ δG

C∗r (G)
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Since Aoα,rG ∼= A �α δG
C∗r (G), the condition that JXoγ,rG = JXoα,rG can be restated

as JX �γ δG
C∗r (G) = JX �α δG

C∗r (G). Thus the correspondences X and C∗r (G) are ideal

compatible. Applying Lemma 5.5.4, we have that OX �γ δG
C∗r (G)

∼= OX �γ′ δG
C∗r (G)

and this, in turn, is isomorphic to OX oγ′,r G. Thus we have:

OXoγ,rG
∼= OX oγ′,r G

Example 5.5.7. Suppose (σ, δ) is a coaction of a discrete group G on a correspon-

dence (X,A). Then X oσ G ∼= X �σ λ c0(G) by Proposition 5.1.11. If JX �σ λc0(G) =

JX �δ λ c0(G) (or in other terms JXoσG = JX oδ G) then Lemma 5.5.5 tells us that

OX �σ λc0(G)
∼= OX �σ′ λ c0(G)

which we can restate as

OXoσG
∼= OX oσ′ G

where σ′ is the induced coaction on OX .

These last two examples are not new. In [Hao and Ng(2008)] it was

shown that OXoγG
∼= OX oγ′ G for any locally compact amenable group, and

in [Bédos, E. and Kaliszewski, S. and Quigg, J. and Robertson, D.(ions)] it is

shown that OXoγ,rG
∼= OX oγ′,r G for any locally compact group provided

that JXoγ,rG = JX oα,r G. In [Kaliszewski et al.(2012)] it was shown that

OXoσG
∼= OX oσ′ G for full (not reduced) coactions σ provided certain technical

conditions involving the Katsura ideal are satisfied. Even though our main result

does not recover these results in their full generality, it seems reasonable to hope

that the main result of this paper might be extended to arbitrary locally compact

groups and perhaps even quantum groups. In this case we would have a single

framework in which to describe all results of this type.
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