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ABSTRACT

In this thesis, I present the study of nucleon structure from distinct perspectives in the

framework of Quantum Chromodynamics (QCD). I start by elaborating the motivations

behind the endeavors and then introducing the key concept, namely the generalized parton

distribution functions (GPDs), which serves as the framework describing hadronic parti-

cles in terms of their fundamental constituents. The second chapter is then devoted to a

detailed phenomenological study of the Virtual Compton Scattering (VCS) process, where

a more comprehensive parametrization is suggested. In the third chapter, the renormaliza-

tion kernels that enters the QCD evolution equations at twist-4 accuracy are computed in

terms of Feynman diagrams in momentum space, which can be viewed as an extension of

the work by Bukhvostov, Frolov, Lipatov, and Kuraev (BKLK). The results can be used for

determining the QCD background interaction for future precision measurements.
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CHAPTER 1

INTRODUCTION

Protons and neutrons, collectively known as nucleons, are the fundamental building blocks

of the ordinary matter, which give rise to 99.9% of the total mass of our observable uni-

verse. As the name suggests, the neutron carries no electric charge while the proton is a

positively charged particle. In 1933, the exceptionally large magnetic moment of the proton

was firstly measured by Otto Stern, et.al. [1, 2] and a year later, a group led by Isidor Isaac

Rabi and Otto Stern [3, 4, 5] conducted the experiment concluding that the neutron carries

negative magnetic moment. These significant discoveries led physicists to realize that the

nucleons are not elementary particles, but instead they are composite particles made up

by fundamental particles. This realization was further confirmed by the study of elastic

electron-proton scattering experiment [6, 7] pioneered by Robert Hofstadter et.al., where

they demonstrated that the electron-proton scattering cross section deviated significantly

from both what the single-particle theory predicted and the electron-electron experimental

data. Moreover, during the 1950s and 1960s, a zoo of hadronic particles was discovered,

and the classification of these newly discovered particles eventually led to the proposal of

the quark model constructed by Murray Gell-Mann and George Zweig in 1964 [8]. In this

model, the nucleons, or baryons in general, are postulated to be composite of three elemen-

tary particles called quarks, while the mesons are particles made up of two quarks. A few

years later, in order to describe the deep inelastic scattering data obtained by the Stanford

Linear Accelerator in 1968 -1969, James Bjorken and Richard Feynman [9] developed the

parton model, in which the nucleons are made of strongly interacting constituents (partons),

which are known today as quarks and gluons.

In the framework of the simple quark model, the anomalous magnetic moments of

the nucleons were believed to be explained fairly well by assuming that the up and down
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quarks have similar masses, which together account for a large proportion of the nucleon

mass. However, as the current understanding goes, the majority of the nucleon’s mass

could not be attributed to the constituent quarks, but instead originates from the strong

interactions within the nucleon. The simple quark model also postulated that the spin of

the nucleon is entirely built up from the quark spins, in accordance with the Pauli exclusion

principle. This conclusion, however, was challenged by the European Muon Collaboration

at CERN in 1987, where it was discovered that the valence quarks – quarks that are present

within the nucleon at low energy scales – are responsible for only a small fraction of the

total spin of the nucleon. Later experiments confirmed this discovery with higher-precision

measurements. This discovery puzzled high-energy physicist for quite some time and is

now known as the “proton spin crisis” [10]. This inconsistency of the simple quark model

with experimental results has motivated a great amount of discussion and research interest

since then, and the HERMES experiment was constructed dedicated to the study of nucleon

spin structure, and concluded the spin contribution of the valence quarks to be roughly 33%

[11].

On the theoretical side, it became obvious that it is necessary to include the spin

contributions that had previously been unaccounted for. One of the very first attempts for

solving the nucleon spin puzzle in general was proposed by Robert L. Jaffe and Aneesh V.

Manohar, in the form of the sum rule for nucleon spin [12],

1

2
=

1

2
∆Σ+Lq +∆G+Lg , (1.1)

where ∆Σ,Lq,∆G and Lg represent the contributions of quark spin, quark angular mo-

mentum, gluon spin and gluon angular momentum to the total nucleon spin, respectively.

Each term in eqn.1.1 is defined in the infinite-momentum frame, and the last three terms

have gauge dependence which have to be fixed in the light-cone gauge in order to have

them unambiguously defined. Despite these shortcomings, it retains a clear physical pic-
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ture, in which direct connections between the nucleon’s spin content and the high-energy

experiments can be made.

Another well-known sum rule for the nucleon spin was proposed by Xiangdong Ji

in 1997, which is frame independent and manifestly gauge invariant [13],

1

2
= Jq + Jg =

1

2
∆Σ+Lq + Jg , (1.2)

and explicitly the angular momentum density along the z-direction for an arbitrary frame

can be written as,

M012 =
1

2
ψ̄γ0σ 12ψ + ψ̄γ0(~x× (−i~D))3ψ +[~x× (~E×~B)]3 , (1.3)

where ~D = ~∇− ig~A, ~E and ~B is the electric and magnetic field for the gluon field, respec-

tively.

As simple and elegant eqn.1.3 may look, it relies on the information of strong in-

teraction in the low-energy regime in the form of quark and gluon distribution functions,

together known as parton distribution functions [13, 14, 15, 16]. Since a comprehensive

theoretical technique for the studies of low-energy strong interactions is still beyond our

reach, input from experimental data, and more recently, the development of lattice QCD is

a must. From the experimental perspective, the best tool for getting access to the parton

distribution functions is through the so-called Deep Inelastic Scattering (DIS).

1.1 Generalized Parton Distribution Functions and Deeply Virtual Compton Scattering

Most of our knowledge about the nucleon structure is obtained from the scattering pro-

cesses of high-energy leptons with nucleons. The primary reasons that make lepton-

nucleon scattering stand out in the study of nucleon structures is mulitfold: the structureless

nature of the leptons, their well-understood behaviors under the electromagnetic interac-

tion, their immunity to strong-interaction contaminations, and their availability.

3



e

e′

p
p′

q

γ∗

Figure 1.1: Electron-nucleon Elastic Scattering described as interaction via a virtual photon

exchange between an electron and a single quark within the nucleon.

In general, lepton-nucleon scattering can be classified into two generic categories:

either inclusive or exclusive. In an inclusive experiment, the final state of the scattered

lepton is measured, while the final hadronic states are left undetected. In an exclusive

experiment, however, the final states of the lepton as well as the hadronic particles of the

scattering process are recorded.

In the following, a descriptive introduction will be given on how experimental

results can be interpreted theoretically in the framework of Quantum Chromodynamics

(QCD), and how the generalized parton distribution originated (For details, see [17, 18,

19]).

1.1.1 Elastic Scattering and Form Factors

As previously mentioned, the first elastic electron-nucleon scattering experiments were

conducted by Hofstadter and collaborators at the Stanford Linear Accelerator in the 1950s.

The process can be written as eN→ e′N′, as shown in fig. 1.1.
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Theoretically, this process is described in the form of a QCD matrix element,

〈p′|ψ̄q(x)Oψq(x)|p〉 . (1.4)

This is a local non-forward QCD matrix element in the sense that only one space-

time point is involved (x in the present case, and it is often set to be 0 without losing

generality) and non-forward refers to the fact that the four-momentum of the nucleon has

been changed in the process (i.e., p→ p′). In simple terms, eqn.1.4 describes the process

of creating a quark at spacetime point x in a nucleon with momentum p and then creating

another quark at the same spacetime point in a nucleon whose four-momentum has changed

into p′. The operatorO elucidates how the two quarks are related to each other via relevant

interactions. In a special reference frame, the so-called Breit frame, in which the energy of

the virtual photon transferred between the lepton and the nucleon is zero, eqn.1.4 retains

a simpler picture as the probability of probing a constituent quark absorbing the virtual

photon γ∗ at spacetime x, disregarding the momentum of the nucleon itself.

The matrix elements for the cases of vector and axial vector currents in momentum

space, eqn.1.4 gives rise to the so-called Form Factors (FFs), in analogy to the electron

form factors in Quantum Electrodynamics (QED) [20]. By applying Dirac’s Equation as

well as an analysis of the available physical quantities and operators at hand, namely, the

kinematical variable of 4-vectors pµ and ∆µ = p′− p, γµ and σ µν for the vector case and

γ5, γµγ5 for the axial current case, the most general matrix element decomposition that the

Lorentz symmetry dictates reads,

〈p′|ψ̄q(0)γ
µψq(0)|p〉= F

q
1 (t)N̄(p′)γµN(p)+F

q
2 (t)N̄(p′)iσ µν ∆ν

2MN
N(p) , (1.5)

〈p′|ψ̄q(0)γ
µγ5ψq(0)|p〉= G

q
A(t)N̄(p′)γµγ5N(p)+G

q
P(t)N̄(p′)γ5 ∆µ

2MN

N(p) . (1.6)

5



where t = ∆2 and MN is the mass of the nucleon under consideration. F
q
1 (t), F

q
2 (t), G

q
A(t)

and G
q
P(t) are called the Dirac, Pauli, axial and induced pseudo-scalar form factors, respec-

tively and they are the basic observables in lepton-nucleon scattering.

The information of the quark and gluon distributions are then encoded in the four

form factors illustrated above. A linear combination of F
q
1 (t) and F

q
2 (t) can be related to the

electric and magnetic nucleon form factors denoted as G
q
E(t) and and G

q
M(t), respectively.

Fourier transforming GE and GM into coordinate space in the Breit frame, they have simple

physical interpretations as electric and magnetic densities in the nucleon.

1.1.2 Inclusive Scattering and Parton Distribution Functions

Lepton-nucleon scattering experiments, generally called “Deep inelastic Scattering (DIS)”

and written as eN→ eX , were first carried out by the Stanford Linear Accelerator Center in

the late 1960s [21]. The result of this experiment led to the proposal of the nucleon parton

model.

The kinematics involved in this process include the squared four-momentum, trans-

ferred between the electron and the nucleon, denoted as Q2 =−q2≡−(k′−k)2 < 0, where

pe′ and pe are the four-momenta of the outgoing and incoming electron, the energy-loss

variable ν ≡ pN ·q
MN

, and the Bjorken variable xB =
Q2

2pN ·q
. In the picture of the parton

model, the virtual photon emitted from the interacting electron interacts with a singe par-

ton (or a quark as it is understood today) inside the nucleon, which then goes through a

series of interactions that finally leads to hadronization (Fig. 1.2).

This simple picture, however, relies heavily on the concept of QCD ”factoriza-

tion”1 [13, 15], where the part of the quantum-mechanical amplitude representing a hard

1QCD factorization has been explicitly proved for the leading order in 1/Q2 expansion, i.e., for a trans-

versely polarized virtual photon in Deeply Virtual Compton Scattering [15, 22] and longitudinal polarized

6
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Figure 1.2: Electron-nucleon Inelastic Scattering depicted as single quark-electron interac-

tion.

process calculable in perturbation theory, e.g., the virtual photon and quark interacting

with large momenta, can be factored out from the sea of soft interacting particles. This

phenomenon can be physically interpreted as the decoherence between large-scale/low en-

ergy physics (long-wavelength partons inside the nucleons) and the small scale/high-energy

physics (the-high resolution scale of the virtual photon).

The amplitude of the lepton-nucleon interaction can be generally written as,

An = Lµ(k,k
′)〈n| jµ(0)|pN〉 , (1.7)

where 〈n| jµ(0)|p〉 is the hadronic transition amplitude induced by the local quark electro-

magnetic current jµ(0). The leptonic current reads,

Lµ(k,k′) =
ie

q2
ū(k′)γµu(k) . (1.8)

Inclusive processes require us to sum over all final hadronic states, and as a result, the

squared amplitude of the lepton-nucleon interaction is written,

|A|2 = ∑
n

e2

q4
L†

µLνW µν

photons in deeply virtual meson production [23], while higher-order behaviors are still not fully understood

yet.
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= ∑
n

e2

q4
L†

µLν〈pN | jµ†(0)|n〉〈n| jµ(0)|pN〉 . (1.9)

Summation over all hadronic state is achieved by applying the completeness relation ∑
n

|n〉〈n|=

1, and then a Fourier transform yields,

W µν =
1

4π

∫
d4zeiq·z〈pN| jµ(z) jν(0)|pN〉 . (1.10)

By Lorentz and gauge invariance arguments, the deep inelastic scattering nucleon electro-

magnetic tensor W µν can be described in terms of four structure functions, denoted as F1,2

and g1,2.

W µν =−
(

gµν − qµ qν

q2

)
F1(xB,Q

2)

+
1

pN ·q

(
p

µ
N−

pN ·q
q2

qµ

)(
pν

N−
pN ·q

q2
qν

)
F2(xB,Q

2)

− i

pN ·q
εµνρσ qρ sσ g1(xB,Q

2)− i

pN ·q
εµνρσ qρ

(
sσ −

s ·q
pN ·q

pσ

)
g2(xB,Q

2) ,

(1.11)

where sµ is the nucleon polarization vector.

The QCD factorization principle allows us to make connections between the phys-

ical observables F1,2 defined above with the quark distribution functions q(x) given by,

Fi(x,xB) =
∫ 1

xB

dx

x
Ci(xB/x,Q2/µ2)q(x; µ2) , (1.12)

where Ci is the coefficient function perturbatively computable from the high-energy quark-

photon interaction. µ2 is the arbitrary factorization cut-off scale normally set between

1GeV and Q2. This equation lays the foundation for the values of perturbative QCD calcu-

lations [19].

In the Bjorken limit, where Q2→+∞ with xB = const, only two independent func-

tions F1(xB,Q
2) and g1(xB,Q

2) in eqn.1.10 survive, corresponding to unpolarized q(xB,Q
2)
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and polarized ∆q(xB,Q
2) parton distribution functions, respectively, and the convolution

equation 1.12 receives huge simplifications [24].

F1(xB,Q
2) =

1

2
∑
q

e2
q(q(xB,Q

2)+ q̄(xB,Q
2)) , (1.13)

g1(xB,Q
2) =

1

2
∑
q

e2
q(∆q(xB,Q

2)+∆q̄(xB,Q
2)) , (1.14)

where eq is the charge of the quark of each flavor and q̄ and ∆q̄ are the anti-quark counter-

parts of q and ∆q, respectively.

The fact that the analysis is on an inclusive process enables us to invoke a powerful

tool, namely, the Optical Theorem, which asserts that

2Im(M(a→ b)) = ∑
f

∫
dΠ fM∗(b→ f )M(a→ f ) , (1.15)

where f represents all possible intermediate states in the process of a→ b.

The Optical Theorem allows us to identify the cross section of the deep inelastic

scattering with the forward amplitude of the double-virtual Compton scattering of nucle-

ons.

σ(γ∗pN → hardonization) ∝ ImM(γ∗pN → γ pN) , (1.16)

where the ratio is determined by the kinematics in the process in a frame-dependent way.

As long as the premise of the QCD factorization applies, and base on the Optical

Theorem the study of deep inelastic scattering is converted to the study of matrix element

written as,

〈p|ψ̄q(0)Oψq(z)|p〉 . (1.17)

Here eqn.1.17 is called “non-local” “forward” matrix element, which refers to the

fact that the operator between the nucleon states involves two separate points in space-time

(0 and z) and “forward” signifies the nucleon does not change its momentum in the process.
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The investigation of deep inelastic scattering is generally carried out in the frame

where the momenta of incoming and outing nucleons are collinear along the z-axis. One

could then proceed to define the light-cone frame lµ related to the nucleon frame zµ by2

(l+, l1, l2, l−) = ((z0 + z3)/
√

2,z1,z2,(z0− z3)/
√

2). This frame redefinition reduces the

number of coordinates on which the massless particles traveling along the z-direction de-

pend to only one, either l+ or l− according to their direction along z-axis. At leading

order for fast-moving nucleons, the two quark distribution functions q(x) and ∆q(x), where

x = p+q /p+N is the momentum fraction of the nucleon the quark carries, are written as [25],

q(x) =
p+

4π

∫
dz−eixp+z−〈p|ψ̄q(0)γ

+[0,z]ψq(z)|p〉
∣∣∣∣
z+=z⊥=0

, (1.18)

∆q(x) =
p+

4π

∫
dz−eixp+z−〈pS|||ψ̄q(0)γ

+γ5[0,z]ψq(z)|pS||〉
∣∣∣∣
z+=z⊥=0

. (1.19)

where S|| is nucleon spin projection in the longitudinal direction, and

[0,z] = P

∫ z

0
dz− ·A+ is the gauge link between the two distinct spacetime points3. Here, at

leading order, one counts only the number of particles traveling along the light-cone, while

more generally for a DIS process, however, one is required to integrate out the dynamics

on the transverse plane l⊥. The function q(x) can be interpreted as the quark density along

the z− direction for positive x, while for x < 0, it represents the antiquark density traveling

along the z− direction. ∆q(x) is understood in a similar way except that in this case, it

counts the quark/anti-quark number differences of different spin polarization.

Of course, one could also insert other Dirac bilinear operators, i.e., σ µν , into

eqn.1.17, and their contribution will occur at leading twist4 expansion as well. The pro-

2Other definitions regarding l1 and l2 are also applicable, e.g. l⊥ = 1√
2
(z1 + iz2) and l̄⊥ = 1√

2
(z1− iz2)

which can be easily connected to the helicity operator eqn. 3.8.
3Physically, the gauge link correspond to the summation of a series quark-gluon interactions between the

two points.
4The twist t of an operator is defined as t = d− s, where d is the dimension of the operator and s is its

spin. For example, the fermion current operator ψ̄γµψ is a twist-2 operator since each Dirac spinor carries

dimension 3
2

while the current operator transforms as a vector under Lorentz group, as seen by the index µ .
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cess involving σ µν will not however conserve the quark helicity. These processes are less

experimentally accessible and as a result less well studied.

1.1.3 Exclusive Scattering and Generalized Parton Distribution Functions

With the concepts of Form Factors and Parton distribution function established, Dieter

Müller, et.al., Xiangdong Ji and Anatoly Radyushin in the 1990s came to the idea to gen-

eralize these two distinct concepts into one single framework conveniently named Gener-

alized Parton Distribution Functions (GPDs) [13, 15, 16]. A GPD is defined as the matrix

element of a nonlocal non-forward process, written as,

〈p2|ψ̄q(0)Oψq(y)|p1〉 , (1.20)

where “non-forward” refers to the momentum change of the nucleon p2 → p1, and non-

local translates into the fact that two points 0 and y in spacetime are involved. Similar to

the matrix element decomposition in the elastic scattering case, the leading twist-2 quark

operators can be written as follows [13, 26],

〈p2|ψ̄q(−z−)γ+[−z−,z−]ψq(z
−)|p1〉=

∫ 1

−1
dx e−ixp+z−

{
Hq(x,η,∆2)ū(p2)γ

+u(p1)

+Eq(x,η,∆2)ū(p2)
iσ ν+∆ν

2MN
u(p1)

}
, (1.21)

〈p2|ψ̄q(−z−)γ+γ5[−z−,z−]ψq(z
−)|p1〉=

∫ 1

−1
dx e−ixp+z−

{
H̃q(x,η,∆2)ū(p2)γ

+γ5u(p1)

− Ẽq(x,η,∆2)ū(p2)γ
5 ∆+

2MN
u(p1)

}
, (1.22)

〈p2|ψ̄q(−z−)σ+⊥
µ [−z−,z−]ψq(z

−)|p1〉=
∫ 1

−1
dx e−ixp+z−

{
H

q
T (x,η,∆

2)ū(p2)iσ
+⊥
µ u(p1)

+ H̃
q
T (x,η,∆

2)ū(p2)
ip+∆νσ ν⊥

µ

2M2
N

u(p1)

−E
q
T (x,η,∆

2)ū(p2)
γ+∆⊥µ −∆+γ⊥µ

2MN
u(p1)

− Ẽ
q
T (x,η,∆

2)ū(p1)
p+γ⊥µ
2MN

u(p1)
}
, (1.23)
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where MN is the average mass of the incoming and going hadrons. p= p1+ p2, ∆= p1− p2

and η =
∆+

p+
is called skewness. The first two operators conserve the helicity between the

initial and final states of the hadrons, while the inclusion of the last operator illustrates

the possibility of a helicity-flipping nucleon transition. This process can be physically

understood as a helicity/orbital angular momentum conversion operation, and is due to the

fact that the mass of the nucleons are not negligible.

Time reversal symmetry and hermiticity imply the following constraints on the

GPDs. For Fq = Hq, H̃q,E, Ẽq,HT ,ET , one finds [20, 26, 27],

Fq(x,η,∆2) = Fq(x,−η,∆2) , (1.24)

and

Ẽ
q
T (x,η,∆

2) =−Ẽ
q
T (x,−η,∆2) , (1.25)

while

(
Fq(x,η,∆2)

)∗
= Fq(x,−η,∆2) , (1.26)

for all leading twist GPDs except Ẽ
q
T in which case, one finds,

(
Ẽ

q
T (x,η,∆

2)
)∗

=−Ẽ
q
T (x,−η,∆2) . (1.27)

The leading-twist gluon operators are subjected to the same decomposition proce-

dure, which yields [26, 28, 29, 30],

〈p2|F+µ
a (−z−)[−z−,z−]abg⊥µνFν+

b (z−)|p1〉

=
p+

4

∫ 1

−1
dx e−ixp+z−

{
Hg(x,η,∆2)ū(p2)γ

+u(p1)

+Eg(x,η,∆2)ū(p2)
iσ ν+∆ν

2MN
u(p1)

}
, (1.28)

〈p2|F+µ
a (−z−)[−z−,z−]abiε⊥µνFν+

b (z−)|p1〉
12



=
p+

4

∫ 1

−1
dx e−ixp+z−

{
H̃g(x,η,∆2)ū(p2)γ

+γ5u(p1)

− Ẽg(x,η,∆2)ū(p2)γ
5 ∆+

2MN
u(p1)

}
, (1.29)

〈p2|F+ρ
a (−z−)[−z−,z−]abτ⊥µν;ρσ Fσ+

b (z−)|p1〉

=
p+

4

∫ 1

−1
dx e−ixp+z−

{
H

q
T (x,η,∆

2)ū(p2)iσ
+⊥
σ u(p1)

+ H̃
g
T (x,η,∆

2)ū(p2)
ip+∆ν σ ν⊥

σ

2M2
N

u(p1)

−E
g
T (x,η,∆

2)ū(p2)
γ+∆⊥µ −∆+γ⊥σ

2MN
u(p1)

− Ẽ
g
T (x,η,∆

2)ū(p2)
p+γ⊥σ
2MN

u(p1)
}

τ
⊥ σρ
µν
−∆ρ

2MN

, (1.30)

where g⊥µν ≡ gµν − nµ n̄ν − nν n̄µ
5, ε⊥µν ≡ εαβρσ g⊥µαg⊥νβ n̄ρnσ

6, and τ⊥µν;ρσ ≡ 1
2
gµρ g⊥νσ +

1
2
gµσ g⊥νρ − 1

2
g⊥µνg⊥ρσ .

Since anti-gluons are identical to gluons themselves, and the exchange of x→−x

is identified as an exchange between particle-antiparticle paris, one finds the following

constraints for the gluonic GPDs,

Hg(−x,η,∆2) = Hg(x,η,∆2) , Eg(−x,η,∆2) = Eg(x,η,∆2) , (1.31)

H̃g(−x,η,∆2) =−H̃g(x,η,∆2) , Ẽg(−x,η,∆2) =−Ẽg(x,η,∆2) . (1.32)

Although the GPDs are not directly accessible experimentally, as a unifying con-

cept, its limits and moments in x have been studied extensively both experimentally and

theoretically, and can be linked to the nonlocal forward and local non-forward processes,

as has been discussed earlier. First of all, it is apparent that at the limit of ∆→ 0, the nonlo-

cal non-forward process which gives rise to GPDs reduces to the nonlocal forward case in

which the parton distribution functions (PDFs) (1.18) are introduced. It is quite clear that

5nµ = 1√
2
(1,0,0,1), n̄µ = nµ are the light-cone null vectors.

6One adopts the convention ε0123 = 1.
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as ∆→ 0, the skewness parameter η = ∆+/p+ approaches 0 as well, and thus one obtains,

Hq(x,0,0) = q(x) = f q(x)θ(x)− f̄ q(x)θ(−x) , (1.33)

H̃q(x,0,0) = ∆q(x) = ∆ f q(x)θ(x)−∆ f̄ q(x)θ(−x) , (1.34)

where f q(x) represents the quark distribution function while f̄ q(x) parametrize the distri-

bution of antiquarks. Similarly, the gluonic GPDs obtain a physical interpretation in the

forward limit as [19]

Hg(x,0,0) = g(x) = x f g(x)θ(x)− x f g(−x)θ(−x) , (1.35)

H̃g(x,0,0) = ∆g(x) = x∆ f g(x)θ(x)+ x∆ f g(−x)θ(−x) . (1.36)

In order to retrieve the form factors defined in eqn.1.5 for local nonfoward pro-

cesses, simply setting z− = 0 in eqns.1.21 and 1.22 and contracting eqn.1.5 with the light-

cone null vector n̄µ , one arrives at,

F
q
1 (∆

2) =

∫ 1

−1
dxHq(x,η,∆2) , F

q
2 (∆

2) =

∫ 1

−1
dxEq(x,η,∆2) , (1.37)

G
q
A(∆

2) =
∫ 1

−1
dxH̃q(x,η,∆2) , G

q
P(∆

2) =
∫ 1

−1
dxẼq(x,η,∆2) . (1.38)

With eqns.1.33 - 1.36, 1.37, and 1.38 established, one starts to realize the power of

GPDs. As a matter of fact, more constraints and physical observables can be derived for

the GPDs, as one finds on the following section.

1.1.4 GPD Polynomiality and Nucleon Spin Puzzle

Now one may proceed to investigate the higher x moments of the GPDs. To simplify

our discussion, it is conventional to adopt the so called light-cone gauge, where the plus

component of the gluon field A+ is set to be zero, i.e., A+ = 0 [31]. Then the gauge links

appearing in eqns.1.21-1.23 and eqns.1.28-1.30 vanish. Take eqn.1.21 for example,

∫ 1

−1
dxxn e−ixp+z−

{
Hq(x,η,∆2)ū(p2)γ

+u(p1)+Eq(x,η,∆2)ū(p2)
iσ ν+∆ν

2MN
u(p1)

}
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= (i∂−)n
∫ 1

−1
dx

exp+z−

(p+)n

{
Hq(x,η,∆2)ū(p2)γ

+u(p1)+Eq(x,η,∆2)ū(p2)
iσ ν+∆ν

2MN
u(p1)

}

=
(i∂−)n

(p+)n
〈p2|ψ̄q(−z−1 )γ

+ψq(z
−)|p1〉

=
1

(p+)n
〈p2|ψ̄q(−z−)γ+(i

←→
∂−)nψq(z

−)|p1〉 , (1.39)

where
←→
∂− =

←−
∂−−

−→
∂−. For general purposes, one replaces the partial derivative

←→
∂− with the

covariant derivative
←→
D−. Setting z− = 0, one immediate finds,

∫ 1

−1
dxxn

{
Hq(x,η,∆2)ū(p2)γ

+u(p1)+Eq(x,η,∆2)ū(p2)
iσ ν+∆ν

2MN
u(p1)

}
(1.40)

=
1

(p+)n
〈p2|ψ̄q(0)γ

+(i
←→
D −)nψq(0)|p1〉

=
1

(p+)n
〈p2|ψ̄q(0)γ

+(i
←→
D −)nψq(0)|p1〉

=
1

(p+)n
nµnµ1

...nµn
〈p2|ψ̄q(0)γ

µ i
←→
D µ1...i

←→
D µnψq(0)|p1〉

=
1

(p+)n
nµnµµ1

...nµn
〈p2|Oµ1...µn(0)|p1〉 , (1.41)

where nµ is the null vector in the light-cone frame.

As one wishes to focus on the studies of twist-2 operator Oµµ1...µ2
t2

, the general

operator Oµµ1...µn appeared above is subjected to symmetrization over Lorentz indices in

addition to a subtraction of trace its term, namely,

Oµµ1...µ2
t2

=
µµ1...µn

S Oµµ1...µn =
µµ1...µn

S ψ̄q(0)iγ
µ i
←→
D µ1...i

←→
D µnψq(0) , (1.42)

and

µµ1...µn

S Tµµ1...µn
= T{µµ1...µn}−

2mod(n,2)

(n+3)!!(n+1)!

×g{µµ1
...gµn−1µn}g

νν1 ...gνn−1νnT{νν1...νn} , (1.43)

where {...} represents the symmetrization operation, and now a decomposition of eqn.1.41

in terms of Dirac bilinears is possible [18],

〈p2|Oµµ1...µn(0)|p1〉=
µµ1...µn

S ū(p2)γ
µ u(p1)

n

∑
i=0

i even

A
q
n+1,i∆

µ1...∆µi pµi+1 ...pµn
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+
µµ1...µn

S ū(p2)
iσ µα∆α

2MN
u(p1)

n

∑
i=0

i even

B
q
n+1(∆

2)∆µ1...∆µi pµi+1 pµn

+
µµ1...µn

S ū(p2)u(p1)mod(n,2)C
q
n+1(∆

2)∆µ1...∆µn . (1.44)

Plugging eqn.1.44 back into eqn.1.41 where all the Lorentz indices are contracted

with the light cone null vectors nµ ,..., nµn
and setting η = ∆+/p+, one finally arrives at

the following formulae,

∫ 1

−1
dxxnHq(x,η,∆2) =

n

∑
i=0

i even

η iA
q
n+1,i(∆

2)+mod(n,2)ηn+1C
q
n+1,i(∆

2) , (1.45)

∫ 1

−1
dxxnEq(x,η,∆2) =

n

∑
i=0

i even

η iB
q
n+1,i(∆

2)−mod(n,2)ηn+1C
q
n+1,i(∆

2) . (1.46)

This property of GPDs is called polynomiality, which states that the n-th moments

of the GPDs are polynomials in η to the order of n+1. As one has observed, this identity

is a direct consequence of Lorentz symmetry invoked in the form factor decomposition for

twist-two operators. Similar equations apply for Hg, Eg and Ẽq,g and H̃q,g of twist-two

operators as well.

∫ 1

−1
dxxnH̃q(x,η,∆2) =

n

∑
i=0

i even

η iÃ
q
n+1,i(∆

2) , (1.47)

∫ 1

−1
dxxnẼq(x,η,∆2) =

n

∑
i=0

i even

η iB̃
q
n+1,i(∆

2) , (1.48)

∫ 1

0
dxxn−1Hg(x,η,∆2) =

n

∑
i=0

i even

η iA
g
n+1,i(∆

2)+mod(n,2)ηn+1C
g
n+1,i(∆

2) , (1.49)

∫ 1

0
dxxn−1Eg(x,η,∆2) =

n

∑
i=0

i even

η iB
g
n+1,i(∆

2)−mod(n,2)ηn+1C
g
n+1,i(∆

2) , (1.50)

∫ 1

0
dxxnH̃q(x,η,∆2) =

n

∑
i=0

i even

η iÃ
q
n+1,i(∆

2) , (1.51)

∫ 1

0
dxxnẼq(x,η,∆2) =

n

∑
i=0

i even

η iB̃
q
n+1,i(∆

2) , (1.52)
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where one has used the symmetry properties expressed in eqns.1.31 and 1.32 to change the

lower limit of the integration for gluon GPDs from −1 to 0. Also note that the reduction of

moments from n to n−1 going between the corresponding quark and gluon GPDs is a direct

consequence of the higher spin numbers for the gluonic operators compared to their quark

counterparts. Polynomiality properties can also be derived for the helicity-nonconserving

twist-2 operators, which give rise to H
q,g
T , E

q,g
T , H̃

q,g
T and H̃

q,g
T ; details can be found in [32].

Having established the polynomialities for higher moments of GPDs and motived

by the fact that the 0-th moments of the GPDs are in fact the physical observables of form

factors as shown in1.37 and 1.38, one may proceed to investigate the physical significance

of their higher-moments counterparts. In fact, the first moments of the GPDs are deeply

connected to the parton’s angular momentum, which was firstly realized by Xiangdong

Ji[13] in 1997. Staring form the Belinfante improved energy momentum tensor [13],

T µν = ∑
i=q,g

T
µν

i , (1.53)

where the contributions of each individual particle are written as,

T µν
q = ψ̄qγ{µ i

←→
D ν}ψq , T µν

g = GµαG ν
α +

1

4
gµνGαβ Gαβ , (1.54)

as a result, the angular momentum density is written,

Mαµν = T ανxµ −T αν
xµ . (1.55)

Then the total angular momentum of the nucleon along the z-axis is given by,

~J3 =
∫

dx3 M012(x) , (1.56)

and a similar equation for the light-cone helicity operator applies if the light-cone frame is

adopted [33],

J3 =
∫

dx−d2x⊥M+12(x) . (1.57)
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In this case, the previous discussions on parton distributions and form factors arise and all

the techniques one has encountered before apply, namely, the parton energy-momentum

tensor is decomposed as,

〈p2|T µν
q,g |p1〉= Aq,g(∆

2)ū(p2)p{µγν}u(p1)+Bq,g(∆
2)

p{µ iσ ν}∆α

2m
u(p1)

+Cq,g(∆
2)

∆µν −gµν ∆2

m
ū(p2)u(p1)+C̄q,g(∆

2)mgµν ū(p2)u(p1) . (1.58)

Then plugging eqns.1.55 and 1.58 into eqn.1.57; contracting with the light-cone

null vector and projectors in the transverse plane and making use of the Fourier transform,

one finds the following results [13, 14],

〈J3
q〉=

1

2
[Aq(0)+Bq(0)] , 〈J3

g〉=
1

2
[Ag(0)+Bg(0)] , (1.59)

which can be rewritten in terms of the first moments of the GPDs, as one has discovered in

eqn.1.45-1.52,

〈J3
q〉=

1

2
lim

∆2→0

∫ 1

−1
dxx[Hq(x,η,∆

2)+Eq(x,η,∆
2)] , (1.60)

〈J3
g〉=

1

2
lim

∆2→0

∫ 1

−1
dx [Hg(x,η,∆

2)+Eg(x,η,∆
2)] . (1.61)

This mismatch between the quark and gluon counterparts is apparent as has been discussed

earlier. The formulae 1.59 and 1.60 are conventionally called Ji’s sum rule. They are in

parallel to the momentum sum rules,

〈p+q 〉= Aq(0) =

∫ 1

0
dxx[q(x)+ q̄(x)] , (1.62)

〈p+g 〉= Ag(0) =
∫ 1

0
dxxg(x) . (1.63)

Typically, the exception values 〈p+q,g〉 and 〈Jq,g〉 are dependent on the renormalization scale

µ , physically interpreted as the resolution scale of the process.

Obviously, due to momentum and angular momentum conservation, one has,

〈p+g 〉+∑
q

〈p+q 〉= 1 , 〈J3
g〉+∑

q

〈J3
q〉=

1

2
, (1.64)
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which combined with eqn.1.59, 1.62, and 1.63 gives the following equations that constrain

Bg and Bq,

Bg(0)+∑
q

Bq(0) = ∑
q

∫ 1

−1
dxxEq(x,0,0)+

∫ 1

0
dxEg(x,0,0) = 0 . (1.65)

The independence of the renormalization scale, which may be chosen arbitrarily, of eqn.

1.65 was confirmed by Stanley J. Brodsky et. al. [34] for the case of one-loop QED

scenario.

Clearly, eqn.1.59,1.60, 1.62 and 1.63 generate huge interest in the studies of GPDs

which are physically accessible, at certain limits of the GPDs, through Deep Inelastic Scat-

tering experiments.
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CHAPTER 2

COMPTON SCATTERING: FROM DEEPLY VIRTUAL TO QUASI-REAL

In this chapter, the question of interpolation of the virtual Compton scattering process off

a polarized nucleon target is investigated between the deeply virtual regime for the initial-

state photon and its near on-shell kinematics, making use of the photon helicity-dependent

Compton Form Factors (CFFs) as a main ingredient of the formalism. The five-fold differ-

ential cross section for the reaction with all possible polarization options for the lepton and

nucleon spins is evaluated in terms of CFFs in the rest reference frame of the initial-state

nucleon. Here a rather simple parametrization is suggested for the Compton hadronic ten-

sor in terms of CFFs which are free from kinematical singularities and are directly related,

at large photon virtualities, to Generalized Parton Distributions. A relation of the basis

spanned by a minimal number of Dirac bilinears to the one introduced by Tarrach for the

parametrization of the virtual Compton tensor is also suggested, and the former is utilized

to establish a set of equalities among our CFFs and Generalized Polarizabilities. As a com-

plementary result, one expresses Compton scattering in the Born approximation in terms

of CFFs as well [35].

2.1 Motivation

As it was enunciated previously, Compton scattering on a nucleon involving one virtual

photon exchange, γ∗(q1)N(p1)→ γ(q2)N(p2), plays a distinguished role in the quest to

access its internal content and unravel the mysteries of strong interactions. The reason

for this is multifold. Experimentally, the scattering process off a proton can be measured

in a straightforward fashion, free of complications of composite probes, via scattering of

leptons on a hydrogen target. The five-fold differential cross section for the emission of an
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S⊥

Figure 2.1: The target rest frame, used in this work, is the same as adopted in the previous con-

sideration [36]. The z-axis is counter-along the photon three-momentum qqq1 direction, and the x-

component of the incoming electron momentum kkk is chosen to be positive. The angles parametrizing

the five-fold cross section (2.1) are defined as follows: φ is the azimuthal angle between the lepton

plane and the recoiled proton momentum, while the difference ϕ ≡Φ−φ for fixed φ is determined

by the direction of the transverse nucleon polarization vector component SSS⊥ = (cosΦ,sin Φ).

on-shell photon to the final state, ℓ(k)N(p1)→ ℓ(k′)N(p2)γ(q2), reads

dσ =
α3

emxBy2

16π2Q4
√

1+ ε2

∣∣∣∣
T
e3

∣∣∣∣
2

dxBdQ2d|t|dφdϕ , (2.1)

in the approximation that neglects the mass of the lepton. The phase space is parameterized

by the Bjorken variable xB =Q2/(2p1 ·q1), which is in turn determined by the momentum

q1 = k− k′ of the initial-state photon of virtuality Q2 = −q2
1, the square of the t-channel

momentum t=(p2− p1)
2, the azimuthal angle φ of the recoiled nucleon, and for a transver-

sally polarized target yet another (relative) angle ϕ , where the latter two are defined in the

rest frame of the target as depicted in Fig. 2.1. Finally, the variable y = p1 · q1/p1 · k is

introduced for the lepton energy loss and a shorthand nation for ε = 2xBM/Q that incor-

porates nonvanishing target mass effects is introduced. In the above five-fold cross section,
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the leptoproduction amplitude T is a linear superposition of the Bethe-Heitler (BH) and

virtual Compton scattering (VCS) amplitudes, depending on whether the real photon is

emitted off the lepton or nucleon, respectively. In the scattering amplitude

T = T BH +T VCS , (2.2)

the former is determined in terms of the nucleon matrix element of the quark electromag-

netic current jµ

Jµ = 〈p2| jµ(0)|p1〉 , (2.3)

while the hadronic Compton tensor,

Tµν = i

∫
d4ze

i
2
(q1+q2)·z〈p2|T

{
jµ(z/2) jν(−z/2)

}
|p1〉 , (2.4)

encodes information on more intricate long-distance dynamics. This is the main observable

for our subsequent analysis.7

The variation of the virtuality Q2 of the initial-state photon allows one to probe a

wide range of distance scales, interpolating between short- and long-wavelength structures

of the nucleon. A number of observables are available to achieve this goal, all representing

different facets of the same reaction. For real to slightly virtual initial-state photons, pro-

duced as a bremsstrahlung off the lepton beam, and a low energy ω ′ = q0
2 of the outgoing

photon, the Compton amplitude admits a conventional multipole expansion, with leading

the contributions defining the electric α and magnetic β polarizabilities of the nucleon, see,

e.g., Ref. [37] for a review. The latter characterize the linear response of the nucleon to the

electric and magnetic fields of the incoming photon, which slightly distorts the hadron and

as a consequence, induces (in the quasi-static approximation) nontrivial electric d = αEin

and magnetic µ = βBin dipole moments. The latter then interact with the electromagnetic

7Note here one adopts a different convention for the hadronic electromagnetic tensor compared to

eqn.1.10. The two conventions are related by a simple spacetime translation with minor changes in nor-

malization coefficients.
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fields of the outgoing photon through multipole couplings d · Eout + µ ·Bout. The experi-

mental values for the coefficients α and β are very small, indicating that the nucleon is a

very rigid object allowing only for a very small deformation. Understanding of their mag-

nitude within effective field theories comes about as a result of a subtle cancelation of the

pion cloud and quark-core effects. For an off-shell initial-state photon with virtuality Q2

that scatters on a polarized spin one-half target, one can introduce ten [38] generalized, —

referring to the functional dependence on Q2 rather than being mere numbers, — polariz-

abilities which reduce to six, once one imposes charge conjugation and crossing symmetry

constraints [39].

Increasing the momentum transfer in the t−channel results in large-angle scattering

of the emitted real photon in the final state. As a consequence, one enters the domain of

the wide-angle Compton scattering. In this kinematics, the process receives quantitative

description within the QCD factorization approach with the leading asymptotic behavior

driven by the hard gluon exchanges between the nucleon’s constituents [40] and by the

Feynman soft mechanism at moderate t with the amplitude arguably described by a hand-

bag diagram [26, 41] (see Fig. 2.2). The real Compton form factors emerging in the latter

framework are actually moments of more general functions encoding the partonic degrees

of freedom in the nucleon.

In the deeply virtual regime of large Euclidean Q2 and fixed t, the probe resolves

an individual nucleon’s constituents, and the process admits a full-fledged description in

terms of the Generalized Parton Distributions (GPDs) [28, 42, 43]. However, the Compton

amplitude itself is only determined by an integral of GPDs accompanied by a perturbatively

computable coefficient function. These convolutions are known as Compton Form Factors

(CFFs) [36]. Making use of gauge invariance, discrete symmetries and crossing, one can

establish that there are twelve independent CFFs when the outgoing photon is real. They

describe information about the hadron for all possible polarization settings of the nucleon
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Figure 2.2: Handbag diagram in leading twist expansion which survives the Bjorken limit

and the resolving photons. Since this decomposition is general, the CFFs define the ampli-

tude in all kinematical regimes, interpolating between the aforementioned polarizabilities

at low energies, and thus describing the response of the nucleon as a whole to the external

probes, all the way up to probing partonic degrees of freedom at high energies.

The goal of this chapter is to elaborate on the previous analysis [44] and provide a

complete set of exact results for helicity amplitudes describing the virtual Compton scat-

tering, on the one hand, filling the gap for transversely polarized targets as well as con-

tributions of the double helicity-flip effects that were not entirely worked out before, as

well as deliver a set of relations between CFFs and polarizabilities introduced in earlier

studies [39], making use of the Tarrach’s decomposition of the Compton tensor [45], on

the other. Thus, a useful dictionary is established that can be used to re-express the results

of experimental measurements in terms of the same observables, Compton form factors.

The subsequent part of this chapter is organized as follows. In the next section,

a review the formalism of helicity amplitudes, used previously in the literature in deeply

virtual kinematics is given, and a set of exact concise formulas for all polarization settings,

unpolarized, longitudinal and transverse, of the nucleon target is provided. In Sect. 2.3, the

24



question of gauge-invariant decomposition of the hadronic tensor is addressed. An exactly

solvable toy example of a point particle is introduced, and then a rather simple parameter-

ization of the Compton tensor in terms of CFFs that are free of kinematical singularities

is suggested. The connection to the structure functions defined by Tarrach and the form

of CFFs in the Born approximation is established by means of helicity amplitudes. In

Sect. 2.4, based on the findings in previous chapters, the low-energy expansion of the CFFs

is developed and a complete set of relations to the generalized polarizabilities of Guichon

et al., introduced in Ref. [38], is provided.

2.2 Cross Section in Terms of Helicity Amplitudes

In recent investigations [44, 46], the authors demonstrated that the deviation between the

data on hard electroproduction of photons and theoretical estimates for corresponding ob-

servables within the approximation scheme of Ref. [36] could be reconciled by calculating

kinematical corrections in the hard scale exactly, while ignoring dynamical high-twist con-

tributions altogether. The neglect of the latter was motivated by the hierarchy of low-energy

scales associated with hadronic matrix elements of high-twist operators, which are smaller

than soft kinematical scales encountered in the problem, i.e., the nucleon mass and the

t-channel momentum transfer. Incorporation of the kinematical power-suppressed effects

was achieved by separating them between the leptonic and hadronic parts independently,

and by evaluating photon helicity amplitudes utilizing the polarization vectors for the in-

coming and outgoing photons in the target rest frame. In addition to providing an efficient

computational scheme, it has another advantage of localizing the azimuthal angular de-

pendence in the lepton helicity amplitudes for the choice of the reference frame with the

z-axis counter-aligned with the incoming photon three-momentum, as shown in Fig. 2.1. It

also allows for a straightforward reduction to the harmonic expansion introduced in Refs.

[36, 47].
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2.2.1 Form Factor Parameterization of Hadronic Helicity Amplitudes

Taking the hadronic component of the leptoproduction amplitude of a real photon as the

starting point, the nucleon helicity amplitudes for the (deeply virtual or quasi-real) Comp-

ton scattering is defined as

T VCS
ab (φ) = (−1)a−1ε

µ∗
2 (b)Tµνεν

1 (a) , (2.5)

by contracting the VCS tensor (2.4) with the photon polarization vectors. Here, the overall

phase (−1)a−1 accounts for the signature factor in the completeness relation for the photon

polarization vectors. The a and b indices take the values a ∈ {0,±1} and b = ±1. The

ε-vectors for the virtual photon are given in the reference frame by

ε
µ
1 (±) =

e∓iφ

√
2
(0,1,±i,0) , ε

µ
1 (0) =

1

ε
(−
√

1+ ε2,0,0,1), (2.6)

while for the real photon they are

ε
µ∗
2 (±) = 1√

2

(
0,

1+ ε2

2
Q2+t
Q2+xBt√

1+ ε2
cosφ ± isinφ ,

∓ icosφ +
1+ ε2

2
Q2+t
Q2+xBt√

1+ ε2
sinφ ,

−εQK̃/
√

1+ ε2

Q2 + xBt

)
. (2.7)

Here, for later convenience a kinematical factor with mass dimension one is introduced as,

K̃ =

√
(1− xB)xB +

ε2

4

√
(tmin− t)(t− tmax)

Q2
, (2.8)

which vanishes at the minimally (maximally) allowed value of the t-channel momentum

transfer −t =−tmin (−t =−tmax), with

tmin =−Q2
2(1− xB)

(
1−
√

1+ ε2
)
+ ε2

4xB(1− xB)+ ε2
,

tmax =−Q2
2(1− xB)

(
1+
√

1+ ε2
)
+ ε2

4xB(1− xB)+ ε2
. (2.9)
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In turn, K̃ vanishes if xB reaches for fixed −t andQ2 the maximal allowed value

xBmax = 1− Q2 + t

Q2 + t +
(√
−t (4M2− t)− t

)
Q2

2M2

. (2.10)

Consequently, this factor encodes the phase-space boundary in hadronic variables. In the

explicit computation of Eq. (2.5), the Lorentz-covariant decomposition for the ε-vectors in

terms of momentum four-vectors defining the process is used, which is often written for

convenience in terms of the t-channel momentum transfer, the sum of nucleons’ momenta,

the averaged momentum of the photons, and a vector orthogonal to the previous three8:

∆µ = p
µ
2 − p

µ
1 , pµ = p

µ
1 + p

µ
2 , qµ = 1

2
(q

µ
1 +q

µ
2 ) , ε

µ
pq∆ ≡ ε

µ
αβγ pαqβ ∆γ .

(2.11)

The coefficients in such an expansion are given in terms of the kinematical invariants in-

troduced above. A complete set of relations is deferred to the Appendix A.1.

The computations of the cross section (2.1) by means of the hadron helicity am-

plitudes (2.5), presented in the following two sections, require an explicit tensor decom-

position of the Compton amplitude. Unfortunately, no consensus exists on the form of

parametrization of such a tensor, even for DVCS kinematics. In the latter case, the partonic

interpretation of Tµν arises from the application of Operator Product Expansion (OPE)

techniques which are valid to a given accuracy in the 1/Q-expansion, and this leaves a

substantial ambiguity in the parametrization of the hadronic amplitude, depending on the

fashion that one restores its gauge invariance broken by the leading-order approximation.

To get around this problem, one first parameterizes directly the photon helicity am-

plitudes (2.5). Thereby, one describes the nucleon-to-nucleon transition for given photon

helicities in terms of two even-parity and two odd-parity bilinear Dirac spinor covariants,

analogously to the manner they appear in the standard form-factor parameterization of

8One adopts here to the conventions of Itzykson and Zuber [48], i.e., the normalization choice for the

Levi-Civita tensor is given by ε0123 =+1.
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the vector and axial-vector currents. Moreover, the above helicity amplitudes taken into

account for opposite pairs of helicities are not independent of each other and are rather

related by parity conservation, generically written as

T VCS
−− (F) = T VCS

++ (F)
∣∣∣
FP=±1→±FP=±1

,

T VCS
0− (F) = T VCS

0+ (F)
∣∣∣
FP=±1→±FP=±1

, (2.12)

T VCS
−+ (F) = T VCS

+− (F)
∣∣∣
FP=±1→±FP=±1

,

where FP stands for CFFs with definite parity P = ±1 (even parity P = 1 refers to the

vector case, while the odd one P =−1 refers to the axial-vector case). As a consequence, a

set F of three times four independent CFFs are present, and the helicity amplitudes can be

expressed in terms of six linear functions, three depending on two even (or two odd) CFFs.

Furthermore, it is possible to summarize diverse formulations in a single parametrization

since the representation of the photon polarization vectors in terms of kinematical variables

allows us to use the Dirac equation for the free nucleon spinors. Consequently, the helicity

amplitudes (2.5) can be written in following form

T VCS
ab = V(Fab)−bA(Fab) for b ∈ {+,−} , (2.13)

in terms of the vector and axial-vector form factor parametrization,

V(Fab) = ū2

(
6mHab + iσαβ

mα∆β

2M
Eab

)
u1 , (2.14)

A(Fab) = ū2

(
6mγ5 H̃ab + γ5

m ·∆
2M
Ẽab

)
u1 , (2.15)

with a convention-dependent vector mµ and bispinors ui≡ u(pi,Si), normalized as ū(p,S)u(p,S)=

2M. Such a uniform functional form for all photon helicity options, which closely matches

the GPD notation, is very convenient for the evaluation of the cross section. However,

one has to take special care tracing potential kinematical singularities. Emphasizing the

simplicity of the underlying analysis, Sect. 2.3 is dedicated to describing how CFFs can be

defined in a singularity free manner.
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A few other comments are in order. Our conventions imply the relations

F−− = F++ , F0− = F0+ , and F−+ = F+− for F ∈ {H,E ,H̃, Ẽ} . (2.16)

The above vector mµ in the GPD framework is often equated to a fixed light-like vector

and reflects, loosely speaking, also the accuracy in restoring gauge invariance lost within

the twist-two accuracy. A couple of fixed light-like vector choices were explored in the

literature, see, e.g., discussion in Ref. [19]. Going beyond the leading twist approximation,

the choice mµ = qµ/p · q is physically motivated and guarantees a proper behavior un-

der Lorentz transformations, as well as allowing for a simple implementation of the Bose

symmetry [36]. Another choice mµ = q
µ
1 /p1 · q1 can be advocated by the fact that, in the

present reference frame, this vector contains only longitudinal degrees of freedom. Finally,

mµ ∝ q
µ
2 can also be taken as a light-like vector in the GPD framework [49, 50]. Using

the free Dirac equation for the nucleon spinors, it becomes obvious that the parameteriza-

tion (2.13)–(2.15) in terms of spinor bilinears is complete and, hence, different choices of

mµ correspond to a linear transformation in the space of CFFs. As in previous work, the

following vector

mµ = qµ/p ·q ,

is used throughout the current analysis.

The above helicity CFFs can be expressed in terms of the ones emerging in the

GPD framework. However, since the latter relies on a truncation of the 1/Q-expansion,

the resulting relations will depend on a particular parametrization of the Compton tensor

and identification of CFFs as a convolution of GPDs and perturbative coefficient functions

valid only to a very low accuracy in the 1/Q-expansion. While in Sect. 2.3 an exact set of

CFF relations will be given, see below Eqs. (2.131)–(2.132), here the leading contribution

to the helicity form factors from twist-two F (≡ F tw−2) is quoted, as well as the effective
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twist-three F eff and gluon-transversity FT CFFs,

F++ = F +O (1/Q2
)

(2.17)

F0+ =

√
2K̃

√
1+ ε2Q

(
2− xB + xBt

Q2

)F eff +O
(
1/Q2

)
+O(αs) , (2.18)

F+− =
K̃2

2M2
(

2− xB + xBt

Q2

)2
FT +O

(
1/Q2

)
, (2.19)

where some typical kinematical factors were treated here exactly, preparing the stage for

full-fledged formulas. In the amplitude F0+, an effective GPD-inspired CFF is used,

F eff =−2ξ

(
1

1+ξ
F +F tw−3

+ −F tw−3
−

)
+O

(
1/Q2

)
+O (αs/Q) . (2.20)

These contain a twist-two induced part and twist-three quantities F 3
± that are given in

Ref. [36], see Eqs. (84)–(87) there. Note, however, that these effective CFFs are also af-

fected by the twist-two gluon transversity, formally suppressed by αs, and also high-twist

contributions. As has been discussed in Ref. [46] for a scalar target, the transversity admix-

ture to the longitudinal helicity-flip amplitudes presently is not under theoretical control,

and its clarification requires a twist-three analysis at NLO accuracy. Above one made use

of the generalized Bjorken variable ξ that is expressed via xB as follows: ξ ≃ xB/(2−xB).

Further insights on the interplay between current conservation, the choice of the partonic

scaling variables and, respectively, the choice of the auxiliary light-like vectors and kine-

matical effects can be found in Ref. [46] and below in Sect. 2.3.2.

Having fixed the parametrization of the hadronic helicity amplitudes (2.13)–(2.15)

by the choice mµ ≡ qµ/p · q, one will turn now in the next two sections to how they are

incorporated into the square of the VCS amplitude as well as its interference with the Bethe-

Heitler process. it should be emphasized once more that the uncertainties from kinematical

and dynamical higher twist contributions, appearing in the relation of hadronic and partonic

quantities for deeply virtual kinematics, are entirely encoded in the relations of helicity-
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dependent CFFs Fab to the set of CFFs that one adopts for the evaluation of the hadronic

tensor. Thus, the results that follow are exact, free of any approximations.

2.2.2 Squared Compton Scattering Amplitude

It is now possible to calculate the square of the (D)VCS amplitude, that enters the cross

section (2.1), where the lepton mass is set to zero and the polarization of the final-state

lepton remains unobserved. Using the completeness relations for the photon polarization

vectors, this square as can rewritten as,

|T VCS|2 = 1

Q2 ∑
a=−,0,+

∑
b=−,0,+

Lab(λ ,φ)Wab , (2.21)

in terms of the hadronic,

Wab = T VCS
a+

(
T VCS

b+

)∗
+T VCS

a−
(
T VCS

b−
)∗

, (2.22)

and leptonic,

Lab(λ ,φ) = ε
µ∗
1 (a)Lµν(λ )ε

ν
1 (b) , (2.23)

squared amplitudes, labeled by the helicity states of the initial and final photons. Here, the

familiar leptonic tensor for the initial-state lepton with helicity λ =±1 reads

Lµν = 2Q−2
(

kµk′ν + kν k′µ − k · k′gµν + iλεµνkk′
)
. (2.24)

Note that |λ | ≤ 1 can be also regarded as the polarizability of the lepton beam. More

explicitly, one finds for the squared VCS amplitude (2.21)

Q2|T VCS|2 = L++(λ )W+++L++(−λ )W−−+L00W00 (2.25)

+ L0+(λ ,φ)W0++L0+(−λ ,−φ)W0−+L0+(−λ ,φ)W+0 +L0+(λ ,−φ)W−0

+ L+−(φ)W+−+L+−(−φ)W−+ .
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The squared leptonic helicity amplitudes can be calculated exactly yielding known

results, e.g., in the form already presented in Ref. [46]:

L++(λ ) =
1

y2(1+ ε2)

(
2−2y+ y2 +

ε2

2
y2

)
− 2− y√

1+ ε2y
λ , (2.26)

L00 =
4

y2(1+ ε2)

(
1− y− ε2

4
y2

)
, (2.27)

L0+(λ ,φ) =
2− y−λy

√
1+ ε2

y2(1+ ε2)

√
2

√
1− y− ε2

4
y2 e−iφ , (2.28)

L+−(φ) =
2

y2(1+ ε2)

(
1− y− ε2

4
y2

)
ei2φ . (2.29)

The remaining squared amplitudes are related to the above by parity- and time-reversal

invariance,

L0−(λ ,φ) = L0+(−λ ,−φ) , L±,0(λ ,φ) = L0,±(−λ ,φ) ,

L−−(λ ) = L++(−λ ) , L−+(φ) = L+−(−φ) .

(2.30)

The squared helicity amplitudes of the hadronic tensor (2.22) take the following

form in the spinor representation (2.13)–(2.15),

Wab = ∑
S′

∑
c=±1

[
V(Fac)− cA(Fac)

][
V†(F ∗bc)− cA†(F ∗bc)

]
,

and will be evaluated exactly for given nucleon polarizations. The polarization vector of

the initial nucleon is decomposed in its transverse and longitudinal components,

Sµ(Φ,θ) = sinθ S
µ
T(Φ)+ cosθ S

µ
L , (2.31)

where the angle is Φ = ϕ +φ is introduced in Fig. 2.1, while the individual vectors

S
µ
T(ϕ +φ) = (0,cos(ϕ +φ),sin(ϕ +φ),0) , S

µ
L = (0,0,0,1) , (2.32)

can be expressed in the basis of momenta (2.11), see Appendix A.1. The outgoing nucleon

will be treated in our considerations as unpolarized, since there seems to be no plans to

perform recoil polarization measurements in experiments for a rather challenging virtual

Compton scattering reaction. If needed, our work can be generalized along these lines.

32



The Fourier coefficients, given by the square of the VCS helicity amplitudes, can be

re-expressed as bilinear combinations of CFFs with their functional dependence reflecting

the nucleon polarization states. Consequently, the square of the VCS amplitude is decom-

posed into four terms exhibiting the spin of the target as follows,

∑
S′

[
V(F)+A(F)

][
V†(F ∗)+A†(F ∗)

]
=

[
CVCS

unp +Λcos(θ)
1√

1+ ε2
CVCS

LP

+Λsin(θ)sin(ϕ)
iK̃

2M
CVCS

TP− +Λsin(θ)cos(ϕ)
K̃

2M
√

1+ ε2
CVCS

TP+

]
(F ,F ∗) ,

(2.33)

where the polarizability Λ of the nucleon target is shown explicitly. The naming of different

CVCS
··· (F ,F ∗) functions is self-explanatory. These arise as bilinear combinations of CFFs,

making use of the definition (2.13). Their form will be given below. Moreover, one may

consider F and F ∗ as independent variables so that a uniform functional form can be em-

ployed in the evaluation of all initial-to-final photon-helicity state transitions: spanning the

range between conserved helicity, longitudinal-to-transverse, and transverse-to-transverse

helicity-flip contributions.

It would be a good idea to spell out some of the changes in definitions given here

compared to the ones used in earlier studies. Note that in comparison to Ref. [44], the

combination CVCS
LP was redefined by pulling out an overall factor of 1/

√
1+ ε2. Moreover,

with respect to the approximate expressions of Ref. [36], the overall normalization of the

transversity contributions is also changed here. Note also that in the relations (2.18) and

(2.19) between the longitudinal and transverse helicity flip CFFs and GPD-inspired CFFs

there appears a factor K̃ and K̃2, respectively. Compared to Ref. [36], such kinematical

factors are now stripped off if the first- and second- order harmonics in terms of helicity-

dependent CFFs are expressed. Another modification is that the leptonic part for exact

kinematics can be simply obtained by a set of substitution rules from our previous DVCS

results that have been already discussed in Ref. [44] and will not be repeated here. Finally,
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it should also be noted that some of the remaining corrections in the hadronic part can be

considered as a reparametrization of the scaling variable, i.e.,

ξ ≃ xB

2− xB
→ ξ =

xB

2− xB + xBt

Q2

.

Now it is possible to cast our findings into the form suggested in Ref. [36]. Namely,

from the squared VCS amplitude (2.25), the computed leptonic helicity amplitudes (2.29)

and the definition of the hadronic coefficients CDVCS as functions of the helicity-dependent

CFFs, one can immediately read off the harmonic expansion, which is written here by

analogy to Ref. [36] as

|T VCS(φ ,ϕ)|2 = e6

y2Q2

{
cVCS

0 (ϕ)+
2

∑
n=1

[
cVCS

n (ϕ) cos(nφ)+ sVCS
n (ϕ) sin(nφ)

]
}

.

(2.34)

The evaluation of the Fourier harmonics in Eq. (2.34) is straightforward and provides for

the coefficients in the decomposition

cVCS
n (ϕ) = cVCS

n,unp + cosθ cVCS
n,LP + sinθ cVCS

n,TP(ϕ) (2.35)

sVCS
n (ϕ) = sVCS

n,unp + cosθ sVCS
n,LP + sinθ sVCS

n,TP(ϕ) (2.36)

the following results:

• Unpolarized target

cVCS
0,unp = 2

2−2y+ y2 + ε2

2
y2

1+ ε2
CVCS

unp (F++,F ∗++

∣∣F−+,F ∗−+)

+8
1− y− ε2

4
y2

1+ ε2
CVCS

unp (F0+,F ∗0+) , (2.37)

{
cVCS

1,unp

sVCS
1,unp

}
=

4
√

2

√
1− y− ε2

4
y2

1+ ε2

×
{

2− y

−λy
√

1+ ε2

}{
Ree

Imm

}
CVCS

unp

(
F0+

∣∣F ∗++,F ∗−+
)
,

(2.38)
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cVCS
2,unp = 8

1− y− ε2

4
y2

1+ ε2
ReeCVCS

unp

(F−+,F ∗++

)
. (2.39)

• Longitudinally polarized target

cVCS
0,LP =

2λΛy(2− y)

1+ ε2
CVCS

LP (F++,F ∗++

∣∣F−+,F ∗−+) , (2.40)

{
cVCS

1,LP

sVCS
1,LP

}
= −4

√
2Λ

√
1− y− ε2

4
y2

(1+ ε2)3/2

×
{
−λy
√

1+ ε2

2− y

}{
Ree

Imm

}
CVCS

LP

(
F0+

∣∣F ∗++,F ∗−+
)
, (2.41)

sVCS
2,LP = −8Λ

1− y− ε2

4
y2

(1+ ε2)3/2
ImmCVCS

LP

(
F−+,F ∗++

)
. (2.42)

• Transversally polarized target

cVCS
0,TP = −4

1− y− ε2

4
y2

1+ ε2

K̃

M
Λsin(ϕ) ImmCVCS

TP− (F0+,F ∗0+)

+
2− y

1+ ε2

K̃

M

[
λΛcos(ϕ)yCVCS

TP+

−Λsin(ϕ)
2−2y+ y2 + 1

2
ε2y2

2− y
ImmCVCS

TP−

]
(F++,F ∗++

∣∣F−+,F ∗−+),

(2.43)
{

cVCS
1,TP

sVCS
1,TP

}
= −2

√
2

√
1− y− ε2

4
y2

1+ ε2

K̃

M

[
Λcos(ϕ)√

1+ ε2

{
−λy
√

1+ ε2

2− y

}{
Ree

Imm

}
CVCS

TP+

+ Λsin(ϕ)

{
2− y

λy
√

1+ ε2

}{
Imm

Ree

}
CVCS

TP−

]
(F0+

∣∣F ∗++,F ∗−+
)
, (2.44)
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{
cVCS

2,TP

sVCS
2,TP

}
= −4

1− y− ε2

4
y2

(1+ ε2)3/2

K̃

M
Imm

{√
1+ ε2 Λsin(ϕ)CVCS

TP−
Λcos(ϕ)CVCS

TP+

}
(F−+,F ∗++

)
.

(2.45)

Here incoherent sums of transverse helicity-flip and non-flip CFFs are introduced:

CVCS
S (F++,F ∗++

∣∣F−+,F ∗−+) = CVCS
S (F++,F ∗++)±CVCS

S (F−+,F ∗−+) ,

(2.46)

CVCS
S (F0+

∣∣F ∗++,F ∗−+) = CVCS
S (F0+,F ∗++)±CVCS

S (F0+,F ∗−+) ,

(2.47)

where the + and− signs apply for S∈ {unp,TP−} and S∈ {LP,TP+} cases, respectively.

By means of Eq. (2.25), the following exact results for the bilinear CFF combina-

tions that enter the VCS squared term are discovered:

• Unpolarized target

CVCS
unp =

4(1− xB)
(

1+ xBt

Q2

)

(
2− xB + xBt

Q2

)2

[HH∗+ H̃H̃∗]+

(
2+ t

Q2

)
ε2

(
2− xB + xBt

Q2

)2
H̃H̃∗− t

4M2
EE∗

− x2
B(

2− xB + xBt

Q2

)2

{(
1+

t

Q2

)2 [
HE∗+EH∗+EE∗

]

+H̃Ẽ∗+ Ẽ H̃∗+ t

4M2
Ẽ Ẽ∗

}
, (2.48)

• Longitudinally polarized target

CVCS
LP =

4(1− xB)
(

1+ xBt

Q2

)
+2
(

1− xB + Q
2+t

2Q2

)
ε2

(
2− xB + xBt

Q2

)2

[
HH̃∗+ H̃H∗

]

−
x2

B

(
1+ xBt

Q2 − (1− xB)
t
Q2

)

(
2− xB + xBt

Q2

)2

[HẼ∗+ ẼH∗+ H̃E∗+EH̃∗]
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−
4xB(1− xB)

(
1+ xBt

Q2

)
t
Q2 + xB

(
1+ t

Q2

)2

ε2

2
(

2− xB + xBt

Q2

)2

[
H̃E∗+EH̃∗

]

− xB

2− xB + xBt

Q2




x2
B

(
1+ t

Q2

)2

2
(

2− xB + xBt

Q2

) +
t

4M2



[
EẼ∗+ ẼE∗

]
, (2.49)

• Transversally polarized target

CVCS
TP+ =

2
(

2− xB + xBt

Q2

)2

{
xB

[
HẼ∗+ ẼH∗

]
+

4xB(1−2xB)M
2

Q2

[
HH̃∗+ H̃H∗

]

−
(

2− xB +
xBt

Q2
+

(
3+

t

Q2

)
ε2

2

)[H̃E∗+EH̃∗]

+
x2

B

2

(
1− t

Q2

)[
EẼ∗+ ẼE∗

]
}
, (2.50)

CVCS
TP− =

2

2− xB + xBt

Q2

[HE∗−EH∗]− 2xB(
2− xB + xBt

Q2

)2

[H̃Ẽ∗− Ẽ H̃∗] . (2.51)

Let us point out at this moment that the transverse double-flip CFFs, given in the

approximation (2.19), can be expressed by the gluon transversity CFFs which were intro-

duced in Ref. [51] via the following linear map (cf. (2.122) and (2.126)–(2.129) below)

HT = H[51]
T +E [51]

T +2H̃[51]
T +

t

K̃2

[(
1− xB +

xBt

2Q2

)(
1+

xBt

2Q2

)
H[51]

T

−x2
B

4
E [51]

T +
xB

4

(
2− xB +

xBt

Q2

)
Ẽ [51]

T

]
,(2.52)

ET = −2H̃[51]
T − 4M2

K̃2

[(
1− xB +

xBt

2Q2

)(
1+

xBt

2Q2

)
H[51]

T

−x2
B

4
E [51]

T +
xB

4

(
2− xB +

xBt

Q2

)
Ẽ [51]

T

]
,(2.53)

H̃T =
M2
(

2− xB + xBt

Q2

)

K̃2

[
xBH[51]

T +
xBt

4M2
E [51]

T

−
(

2− xB +
xBt

Q2

)
t

4M2
Ẽ [51]

T

]
, (2.54)
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ẼT =
M2
(

2− xB + xBt

Q2

)

K̃2

[(
2− xB +

xBt

Q2

)
Ẽ [51]

T

−4M2x2
B +4K̃2

xBt
H[51]

T − xBE [51]
T

]
. (2.55)

These obviously suffer from kinematical 1/K̃2 singularities. In the case of our unal-

tered twist-three CFF definitions such kinematical singularities cancel each other, while for

gluon transversity contributions a partial cancelation in all four expressions for C-functions

(2.48)–(2.51) is observed:

CVCS
S (FT ,F ∗T ) ∝ K̃−2 for S ∈ {unp,LP,TP+,TP−}

and

CVCS
S (FT ,F ∗) ∝

{
K̃0

K̃−2

}
for S ∈

{
unp,LP

TP+,TP−

}
.

If power-suppressed contributions are neglected, one retrieves for the C-functions the same

functional form that was already found in Ref. [36]. Moreover, the behavior of helicity-flip

CFFs, indicated by the additional K̃ and K̃2 factors in the relations (2.18), (2.19), ensure

that all first- (second-) and second- (first-) order harmonics for unp and LP (TP+ and TP−)

cases vanish in the limit t → tmin as
√

tmin− t and tmin− t, respectively. Finally, it should

pointed out that the results given here are consistent with the expanded ones of Ref. [36]

and that they have been numerically cross checked by means of the leptonic tensor (2.24)

and a hadronic Compton scattering tensor, given below in Eq. (2.136).

2.2.3 Interference Term

Let us now turn to the interference term. Inserting the completeness condition for the

initial and final photon polarization states, one finds the interference term I as a linear

superposition

I = ±e6

tP1(φ)P2(φ)
∑

a=±,0
∑

b=±
∑
S′

{
Lρ

ab(λ ,φ)TabJ†
ρ +
(
Lρ

ab(λ ,φ)TabJ†
ρ

)∗}
, (2.56)
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of the products of hadronic and leptonic helicity amplitudes. The former were defined

earlier in Eq. (2.13), and the matrix element of the quark electromagnetic current (2.3),

Jρ = ū2Γρ(∆)u1 with Γρ(∆) = γρ F1(t)+ iσρσ
∆σ

2M
F2(t) , (2.57)

is determined by the Dirac and Pauli form factors F1 and F2. Moreover,

1/P1(φ)P2(φ) stands for the product of rescaled propagators of the Bethe-Heitler ampli-

tude, specified in Eqs. (28)–(31) of Ref. [36].

First, the hadronic part TabJ
†
ρ of the interference term (2.56) is considered which,

similarly to the leptonic part, has one open Lorentz index. The former is given by the

VCS helicity amplitudes (2.13)–(2.15) and the electromagnetic current (2.57). The result-

ing (axial-) vector amplitudes will be decomposed in the basis (2.11) of the physical mo-

menta. Due to electromagnetic current conservation, terms that are proportional to ∆ρ are

neglected, which vanish upon contraction with the leptonic part Lρ
ab. The summation over

the final-nucleon polarization states yields the following expression in the vector sector:

∑
S′
V(F)J†

ρ = pρ

[
CIunp(F)−CI ,Aunp

]
(F)+2qρ

t

Q2
CI ,Vunp (F)

+
2iεpq∆ρ

Q2

[
Λcos(θ)√

1+ ε2
CI ,VLP +

Λsin(θ)cos(ϕ)M√
1+ ε2K̃

CI ,VTP+

]
(F)

−pρ
Λsin(θ)sin(ϕ)M

iK̃

[
CITP−−CI ,ATP−

]
(F)

−2qρ
t

Q2

Λsin(θ)sin(ϕ)M

iK̃
CI ,VTP−(F) , (2.58)

and analogously in the axial-vector case

∑
S′
A(F)J†

ρ = pρ
Λcos(θ)√

1+ ε2

[
CILP−CI ,VLP

]
(F)+2qρ

t

Q2

Λcos(θ)√
1+ ε2

CI ,ALP (F)

+pρ
Λsin(θ)cos(ϕ)M√

1+ ε2K̃

[
CITP+−CI ,VTP+

]
(F)

+2qρ
t

Q2

Λsin(θ)cos(ϕ)M√
1+ ε2K̃

CI ,ATP+(F)

+
2iεpq∆ρ

Q2

[
CI ,Aunp −

Λsin(θ)sin(ϕ)M

iK̃
CI ,ATP−

]
(F) . (2.59)
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As becomes obvious from these two equations, the result for the transversely polarized

target can be obtained from the ones of unpolarized and longitudinally polarized cases by

the following substitutions

CI ,···unp (F) ⇒ −Λsin(θ)sin(ϕ)
M

iK̃
CI ,···TP−(F) , (2.60)

Λcos(θ)√
1+ ε2

CI ,···LP (F) ⇒ Λsin(θ)cos(ϕ)√
1+ ε2

M

K̃
CI ,···TP+(F) . (2.61)

Now turn to the leptonic helicity amplitudes,

Lρ
ab(λ ,φ) = ε

µ∗
1 (a)L

ρ
µ νεν

2 (b) , (2.62)

where

Lµρν =
(k−q2)

2(k−∆)2

Q6
tr 1

2
(1−λγ5)

[
γρ( 6k− 6∆)−1γν + γρ( 6k]′+ 6∆)−1γν

]
γµ 6k . (2.63)

This amplitude contains the entire azimuthal angular dependence of the interference term.

Its contraction with the Lorentz vectors entering the decomposition of the hadronic ampli-

tudes (2.58) and (2.59) introduces the coefficients for the lepton helicity-independent,





Cab

CV
ab

CA
ab





= ReeLρ
ab(λ = 0,φ)





pρ

2qρ
t
Q2

2iεpq∆ρ

Q2





,





δSab

δSV
ab

δSA
ab





= Imm
Lρ

ab(λ = 0,φ)√
1+ ε2





pρ

2qρ
t
Q2

2iεpq∆ρ

Q2





, (2.64)

and helicity-dependent components






Sab

SV
ab

SA
ab






= Imm
∂

∂λ
Lρ

ab(λ ,φ)






pρ

2qρ
t
Q2

2iεpq∆ρ

Q2






,
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



δCab

δCV
ab

δCA
ab





= Ree
∂

∂λ

Lρ
ab(λ ,φ)√
1+ ε2





pρ

2qρ
t
Q2

2iεpq∆ρ

Q2





, (2.65)

respectively. Notice that in the deeply virtual regime, the leptonic coefficients with V and

A superscripts are power suppressed. The harmonic expansion of these coefficients are also

introduced,

(δ )Cab(φ) =
1

xBy3

3

∑
n=0

cos(nφ)(δ )Cab(n) ,

(δ )Sab(φ) =
1

xBy3

3

∑
n=1

sin(nφ)(δ )Sab(n) , (2.66)

where a conventional factor 1/(xBy3) is included.

As for the square of the virtual Compton scattering amplitude, listed in Sect. 2.2.2,

the interference term is decomposed in a Fourier harmonic sum, and entering contribu-

tions cIk,S are labeled with respect to the polarization of the incoming nucleon state S ∈

{unp,LP,TP+,TP−},

I(φ ,ϕ) = ±e6

xBy3tP1(φ)P2(φ)

[
3

∑
n=0

cIn,S(ϕ) cos(nφ)+
3

∑
n=1

sIn,S(ϕ) sin(nφ)

]
. (2.67)

The Fourier coefficients cIn,S and sIn,S are straightforwardly obtained from the definitions

given in this section, and can be exactly expressed in terms of effective linear combinations

of helicity-dependent CFFs (2.13).

However, as follows from Eqs. (2.58), (2.59) together with (2.64), (2.65), an exact

calculation of the interference term (2.56) yields a result that is given by a superposition

of factorized leptonic and hadronic components. Hence, one may introduce “effective”

hadronic linear combinations of CFFs that read for the unpolarized and transversally po-

larized TP− components as follows:

CIab,S(n|Fab) = CIS (Fab)+
CV

ab(n)

Cab(n)
CI ,VS (Fab)+

CA
ab(n)

Cab(n)
CI ,AS (Fab) ,
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SIab,S(n|Fab) = CIS (Fab)+
SV

ab(n)

Sab(n)
CI ,VS (Fab)+

SA
ab(n)

Sab(n)
CI ,AS (Fab) , (2.68)

where S ∈ {unp,TP−}, and for the longitudinally and transversally polarized TP+ parts

as:

CIab,S(n|Fab) = CIS (Fab)+
δCV

ab(n)

δCab(n)
CI ,VS (Fab)+

δCA
ab(n)

δCab(n)
CI ,AS (Fab) ,

SIab,S(n|Fab) = CIS (Fab)+
δSV

ab(n)

δSab(n)
CI ,VS (Fab)+

δSA
ab(n)

δSab(n)
CI ,AS (Fab) , (2.69)

with S ∈ {LP,TP+}. The explicit results of the calculation of the leptonic coefficients

(δ )C···ab(n) and (δ )S···ab(n), defined in Eqs. (2.64)–(2.66), are listed in Appendix A.2. From

what was said above, it follows that the dominant term in the deeply virtual kinematics is

given by the coefficients CIS . Also, it turns out that for a given harmonic all helicity ampli-

tudes will contribute. However, in the regime of large photon virtualities, the first harmon-

ics are dominated by the helicity-conserved CFFs F++ (of twist-two in power counting),

while the second ones receive a leading contribution from the longitudinal-to-transverse

CFFs F0+ (twist-three). The third harmonic is governed by the transverse-to-transvers,

CFFs F−+, determined at twist-two level by the gluon-transversity GPDs. The latter con-

tribution yields a cos(3φ) harmonic for unpolarized scattering, given by the real part of the

CFFs, and sin(3φ) harmonic for the longitudinally polarized part, this time expressed in

terms of the imaginary part. The transversally polarized part is determined by the imagi-

nary part of CFF combinations, leading to cos(ϕ)sin(3φ) and sin(ϕ)cos(3φ) harmonics.

There also appear constant terms that are relatively suppressed by 1/Q in the amplitudes

and are dominated by twist-two operator matrix elements.

Now the explicit expressions for the Fourier coefficients in terms of linear photon

helicity-dependent CFF combinations are listed, where the separate terms are ordered with

respect to their importance in the deeply virtual region:

• Unpolarized target
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cI0,unp = C++(0) ReeCI++,unp (0|F++)+{++→ 0+}+{++→ −+},

(2.70){
cI1
sI1

}

unp

=

{
C++(1)

λ S++(1)

}{
Ree

Imm

}{CI++ (1|F++)

SI++ (1|F++)

}

unp

+{++→ 0+}+{++→ −+}, (2.71){
cI2
sI2

}

unp

=

{
C0+(2)

λ S0+(2)

}{
Ree

Imm

}{CI0+ (2|F0+)

SI0+ (2|F0+)

}

unp

+{0+→ ++}+{0+→ −+}, (2.72)

cI3,unp = C−+(3) ReeCI−+,unp (3|F−+)+{−+→ ++}+{−+→ 0+},

(2.73)

where the CFF combinations CIab,unp and SIab,unp are defined in Eqs. (2.68) and (2.83)–

(2.85), together with C
I ,···
ab and S

I ,···
ab , listed in Appendix A.2.1.

• Longitudinally polarized target [i.e., cosθ proportional part]

cI0,LP = Λλ δC++(0) ReeCI++,LP (0|F++)+{++→ 0+}+{++→ −+},

(2.74){
cI1
sI1

}

LP

= Λ

{
λ δC++(1)

δS++(1)

}{
Ree

Imm

}{CI++ (1|F++)

SI++ (1|F++)

}

LP

+{++→ 0+}+{++→ −+},

(2.75){
cI2
sI2

}

LP

= Λ

{
λ δC0+(2)

δS0+(2)

}{
Ree

Imm

}{CI0+ (2|F0+)

SI0+ (2|F0+)

}

LP

+{0+→ ++}+{0+→ −+},

(2.76)

sI3,LP = ΛδS−+(3) ImmCI−+,LP (3|F−+)+{−+→ ++}+{−+→ 0+},

(2.77)
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where the CFF combinations CIab,LP and SIab,LP are defined in Eqs. (2.69) and (2.86)–(2.88)

together with δC
I ,···
ab and δS

I ,···
ab , listed in Appendix A.2.2.

• Transversally polarized target [i.e., sinθ proportional part]

cI0,TP = λ Λcos(ϕ)
M

K̃
δC++(0) ReeCI++,TP+ (0|F++)

− Λsin(ϕ)
M

K̃
C++(0) ImmCI++,TP− (0|F++)

+{++→ 0+}+{++→−+}, (2.78){
cI1
sI1

}

TP

= Λcos(ϕ)
M

K̃

{
λ δC++(1)

δS++(1)

}{
Ree

Imm

}{CI++ (1|F++)

SI++ (1|F++)

}

TP+

+ Λsin(ϕ)
M

K̃

{−C++(1)

λ S++(1)

}{
Imm

Ree

}{CI++ (1|F++)

SI++ (1|F++)

}

TP−
+{++→ 0+}+{++→ −+}, (2.79){

cI2
sI2

}

TP

= Λcos(ϕ)
M

K̃

{
λ δC0+(2)

δS0+(2)

}{
Ree

Imm

}{CI0+ (2|F0+)

SI0+ (2|F0+)

}

TP+

+ Λsin(ϕ)
M

K̃

{−C++(2)

λ S++(2)

}{
Imm

Ree

}{CI0+ (2|F0+)

SI0+ (2|F0+)

}

TP−
+{0+→ ++}+{0+→ −+}, (2.80)

sI3,TP = Λcos(ϕ)
M

K̃
δS−+(3) ImmCI−+,TP+ (3|F−+)

+{−+→ ++}+{−+→ 0+} , (2.81)

cI3,TP = −Λsin(ϕ)
M

K̃
C−+(3) ImmCI−+,TP− (3|F−+)

+{−+→ ++}+{−+→ 0+} , (2.82)

where the CFF combinations CIab,TP− and SIab,TP− [CIab,TP+ and SIab,TP+] are defined in

Eqs. (2.68) and (2.89)–(2.91) [Eqs. (2.69) and (2.92)–(2.94)] together with C
I ,···
ab

and S
I ,···
ab

[δC
I ,···
ab and δS

I ,···
ab ], listed in Appendix A.2.1 [Appendix A.2.2].

For the linear combinations of CFFs, evaluated from Eqs. (2.58) and (2.59), for the

helicity dependent CFFs the following exact expressions are found:

44



• Unpolarized target

CIunp(F) = F1H−
t

4M2
F2E +

xB

2− xB + xBt

Q2

(F1 +F2)H̃ , (2.83)

CI ,Vunp (F) =
xB

2− xB + xBt

Q2

(F1 +F2)(H+E) , (2.84)

CI ,Aunp (F) =
xB

2− xB + xBt

Q2

(F1 +F2)H̃ , (2.85)

• Longitudinally polarized target

CILP(F) =
2

2− xB + xBt

Q2

F1

[{
(1− xB)

(
1+

xBt

Q2

)
+

xB

2
+

x2
BM2

Q2

(
3+

t

Q2

)}
H̃

+
xB

2− xB + xBt

Q2

(F1 +F2)

[
H+

xB

2

(
1− t

Q2

)
E − (1−2xB)t

Q2
H̃

− t

4M2
Ẽ
]
+

xB

2

{
t

4M2
− xB

2

(
1− t

Q2

)}
Ẽ
]
, (2.86)

CI ,VLP (F) =
xB

2− xB + xBt

Q2

(F1 +F2)

[
H+

xB

2

(
1− t

Q2

)
E
]
, (2.87)

CI ,ALP (F) =
xB

2− xB + xBt

Q2

(F1 +F2)

[
H̃+2xB

M2

Q2
H̃+

xB

2
Ẽ
]
. (2.88)

• Transversally polarized target

CITP−(F) =
1

2− xB + xBt

Q2

[
K̃2

M2
(F2H−F1E)

+ x2
B(F1 +F2)

{(
1+

t

Q2

)2(
H+

t

4M2
E
)
− H̃− t

4M2
Ẽ
}]

, (2.89)

CI ,VTP−(F) = xB(F1 +F2)
[
H+

t

4M2
E
]
, (2.90)

CI ,ATP−(F) = − x2
B

2− xB + xBt

Q2

(F1 +F2)
[
H̃+

t

4M2
Ẽ
]
, (2.91)

CITP+(F) =
x2

B

(
1− (1−2xB)

t
Q2

)

2− xB + xBt

Q2

(F1 +F2)
[
H+

t

4M2
E − H̃− t

4M2
Ẽ
]
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− 1

2− xB + xBt

Q2

K̃2

M2

[
xB

2
F1

(
E − Ẽ − 4M2

Q2
H̃
)
+

xB

2
F2E +F2H̃

]
, (2.92)

CI ,VTP+(F) =
xB

2− xB + xBt

Q2

(F1 +F2)

[
xB

(
1− t

Q2
(1−2xB)

)(
H+

t

4M2
E
)

− K̃2

2M2
E
]
, (2.93)

CI ,ATP+(F) = − xB

2− xB + xBt

Q2

(F1 +F2)

[{
2− xB +2

xBt

Q2
+

(
3+

t

Q2
− t

M2

)
ε2

2

}
H̃

−xB

2

{
xB

(
1− t

Q2

)
− t

2M2

}
Ẽ
]
. (2.94)

This completes the full set of exact results for the electroproduction cross section with exact

account for the kinematical power corrections, where the pure BH cross section is given in

Ref. [36]. As in the case of DVCS C-coefficients, the kinematical singularities appearing

for twist-three and transversity CFFs (partially) cancel also in the interference term, and the

expected behavior of the harmonics in the −t →−tmin limit can be established. Thereby,

the CFF combinations

Ha++
t

4M2
Ea+ , H̃a++

t

4M2
Ẽa+ ,

Ha++
xB

(
1+ t

Q2

)

2− xB + xBt

Q2

H̃a+ , Ea++
xB

(
1+ t

Q2

)

2− xB + xBt

Q2

Ẽa+ , (2.95)

behave as K̃1−a. Furthermore, with the map (2.52)–(2.55) the approximated results, given

in Ref. [36], are restored. Again, a numerical cross check of our results is performed.

Let us add that the harmonics (2.70)–(2.82) can also be explicitly evaluated as func-

tion of the helicity-dependent CFFs. For instance, the exact results for the odd harmonics

of an unpolarized target read in the fashion of [36] as follows,

sI1,unp =
8K̃

√
1− y− y2ε2

4
λ (2− y)y

Q (1+ ε2)
2

Imm

{
C ′Iunp

([
1+
√

1+ε2

2
(

1+ t

Q2

)−1 + ε2− xBt

Q2

]
F++

+

[
1−
√

1+ε2

2
(

1+ t

Q2

)−1 + ε2− xBt

Q2

]
F−++

√
2K̃
Q F0+

)
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+∆SI1,unp

([
1−
√

1+ε2

2
(

1+ t

Q2

)−1 − (1−xB)t
Q2

]
F++

+

[
1+
√

1+ε2

2
(

1+ t

Q2

)−1 − (1−xB)t
Q2

]
F−+−

√
2K̃
Q F0+

)}
, (2.96)

sI2,unp =
16K̃2

(
1− y− y2ε2

4

)
λy

Q2 (1+ ε2)
2

Imm

{
C ′Iunp

(
1+

xBt

Q2 +
1
2 ε2
(

1+ t

Q2

)

√
2K̃Q−1

F0+

+
1
2(Q2−t)ε2−xBt

2K̃2 ∑
a∈{1,−1}

[
1−a
√

1+ε2

2
(

1+ t

Q2

)−1 − (1−xB)t
Q2

]
Fa+

)

+∆SI2,unp

(
Q√
2K̃
F0+−

Q2

2K̃2 ∑
a∈{1,−1}

[
1−a
√

1+ε2

2
(

1+ t

Q2

)−1 − (1−xB)t
Q2

]
Fa+

)}
,

(2.97)

where slightly different C-coefficients and power-suppressed addenda are introduced,

C ′Iunp(F) = CIunp(F)+
t

Q2
CI ,Aunp (F),

∆SI1,unp(F) =
2xBt

Q2
CI ,Vunp (F)+

2(1− xB)t

Q2
CI ,Aunp (F),

and

∆SI2,unp(F) = −
(

1− t

Q2
+

2xBt

Q2

)[
xBt

Q2
CI ,Vunp +

(1− xB)t

Q2
CI ,Aunp

]
(F)

−t
(
1+ ε2

)

Q2

(
1+

t

Q2

)
CI ,Aunp (F).

The first harmonic (2.96), in particular the term K̃F0+/Q, is free of kinematical singulari-

ties. In the hadronic coefficients of the second harmonic (2.97), possible 1/K̃2 singularities

in the hadronic coefficients cancel each other, too, see (2.95). Similar expressions hold

true for the even harmonics; however, the addenda will then also depend on the photon-

polarization parameter.
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2.3 Parametrization of the Compton Tensor

Experimental studies of the Compton effect on the nucleon target have a long history, with

theoretical considerations preceding them. The efforts of the past decade focused on deep

Euclidean kinematics giving access to partonic constituents of matter, as was pointed about

in the previous few sections. Over the years various parametrizations of the hadronic tensor

were devised, tailored to the specific needs of observables of interest. The story goes back

to Prange [52], who provided a decomposition originally given in terms of bilinear com-

binations of Dirac spinors and often rewritten by means of two-dimensional Pauli spinors

[53]. Another widely used Lorentz-invariant representation was introduced by Tarrach [45]

and employed in recent years for consideration of quasi-real kinematics [39], since this de-

composition is free from kinematical singularities, on the one hand, and with all hadronic

functions of kinematical invariants admitting a well-defined dispersion representation that

possesses correct analytical properties [37], on the other. Finally, the developments of the

last decade of the formalism of the deeply-virtual Compton scattering were mimicking

structures used in the analysis of the forward deep-inelastic scattering, and thus yet another

parametrization was devised as a consequence. However, the emerging Lorentz structures

were recovered making use of the OPE for the correlation function (2.4) of the quark elec-

tromagnetic currents, demonstrating that electromagnetic gauge invariance, broken in the

leading twist approximation, can be approximately restored by accounting for twist-three

effects. More recently this program was pushed beyond the first-subleading corrections in

Ref. [49, 50] by incorporating dynamical effects in the target mass and momentum transfer

in the t-channel. Seeking a unified picture for observables used at high and low ener-

gies, one will rely on the DVCS set-up for the Compton tensor and construct interpolation

between different kinematical limits for CFFs. A gauge-invariant decomposition of the

Compton tensor is provided, starting from the analysis of the deeply-virtual regime and
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then a set of formulas connecting helicity CFFs (2.13) with the ordinary CFFs admitting a

partonic interpretation are supplemented.

2.3.1 A Toy Example

As a pedagogical example, let us first consider a point particle with spin-1/2 as our target. In

this case the electromagnetic current (2.57) reduces to Jµ = u2γµu1. The Compton matrix

element can be then obtained from familiar lowest-order QED diagrams, i.e., the s- and

u-channel hand-bag graphs, see Eq. (2.136) below with F1 = 1 and F2 = 0. One can easily

verify by means of the Dirac equation that the resulting Compton scattering tensor exactly

respects current conservation. To find a representation in which gauge the symmetry is

explicitly manifested, the following trick is employed,

1 =
6 p 6q+ 6q 6 p

2 p ·q ,

which is supplemented by the equations of motion

6 pu1 = 2Mu1 + 6∆u1 , ū2 6 p = 2Mū2− ū2 6∆ ,

and subsequent use of the Dirac-matrix algebra. This procedure yields a tensor containing

non-flip “transverse” contributions only, as a consequence of the leading-order approxima-

tion,

T
p.p.
µν = −

[
gµν −

q1µ pν

p ·q −
q2ν pµ

p ·q +
q1 ·q2

p ·q
pµ pν

p ·q

]
q ·Vp.p.

p ·q

−
[

εµνqρ + εq∆νρ

(
q2µ

q1 ·q2
− pµ

2p ·q

)

+εq∆µρ

(
q1ν

q1 ·q2
− pν

2p ·q

)]
2q1 ·q2

q2
1 +q2

2

A
ρ
p.p.

p ·q . (2.98)

Note that the kinematical pole in the projection operators

q1ν

q1 ·q2
− pν

2p ·q and
q2µ

q1 ·q2
− pµ

2p ·q ,
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is removed by the overall factor of q1 · q2 in Eq. (2.98). The vector and axial-vector CFFs

in the tensor (2.98) have a very simple form, and read for an on-shell final-state photon:

V
ρ
p.p. = ū2γρ u1Hp.p. , Hp.p. =

−(2− xB)Q2− xBt

2Q2

[
1

1− xB
+

1

1+ xBt

Q2

]
, (2.99)

A
ρ
p.p. = ū2γργ5u1H̃p.p. , H̃p.p. =

−(2− xB)Q2− xBt

2Q2
(

1+ t
Q2

)
[

1

1− xB
− 1

1+ xBt

Q2

]
. (2.100)

Here, the CFFs have only two physical poles at s = M2 and u = M2, showing up in our

variables at xB = 1 and xB = −Q2/t, respectively, and they have the proper symmetry

under s↔ u exchange. Moreover, these CFFS are free of kinematical singularities, and are

related to each other by a multiplicative factor:

H̃p.p. =
xB

2− xB + xBt

Q2

Hp.p. , or H̃p.p. =
Q2

s−u
Hp.p. . (2.101)

It should be emphasized that even with the definitions (2.99) and (2.100), the form of the

hadronic tensor is not uniquely fixed: rather by means of the Dirac equation and the relation

(2.101), one can find different out, however, equivalent forms of the Compton scattering

tensor. On the other hand, if a frame of reference is chosen, the helicity amplitudes (2.13)

are independent of any parametrization ambiguities. However, it is important to note that

the relation between these helicity CFFs and “partonic” CFFs does heavily depend on the

chosen tensor decomposition.

Let us employ our parametrization of the helicity-dependent CFFs (2.14)–(2.15),

used for evaluation of the differential cross sections in the preceding section, where the

projection of the (axial-) vector CFFs with the averaged photon momentum mµ = qµ/q · p

is adopted. These CFFs can be straightforwardly computed from the original tree diagrams.

Alternatively, one may stick to the (axial-)vector CFFs (2.99) and (2.100) and compute

the helicity amplitudes starting from Eq. (2.98). This is the route that is chosen in the

realistic case of composite target below. The result of this analysis can be summarized in
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the following set of helicity CFFs,

Hp.p.
+b =




1+b
√

1+ ε2

2
√

1+ ε2
+

(1− xB)
(

1+ t
Q2

)
ε2−

(
2− xB + xBt

Q2

)
x2

Bt

Q2

√
1+ ε2

(
2− xB + xBt

Q2

)2


Hp.p. , (2.102)

Ep.p.
+b =

ε2
(

1+ t
Q2 −2(1− xB)

t
Q2

)

√
1+ ε2

(
2− xB + xBt

Q2

)2
Hp.p. , (2.103)

H̃p.p.
+b =

[
1+b

√
1+ ε2

2
√

1+ ε2

(
1− t

Q2

)
+

1√
1+ ε2

xBt

Q2

]
H̃p.p. , (2.104)

Ẽp.p.
+b =

4M2

Q2

[
1+b

√
1+ ε2

2
√

1+ ε2

(
3+

t

Q2

)
−

1+(1− xB)
t
Q2√

1+ ε2

]
H̃p.p. , (2.105)

Hp.p.
0+ =−

√
2xB K̃

(
2− xB + xBt

Q2 −2ε2
)

Q
√

1+ ε2
(

2− xB + xBt

Q2

)2
Hp.p. , (2.106)

Ep.p.
0+ =

2
√

2ε2 K̃

Q
√

1+ ε2
(

2− xB + xBt

Q2

)2
Hp.p. , (2.107)

H̃p.p.
0+ =

√
2K̃

Q
√

1+ ε2
H̃p.p. , (2.108)

Ẽp.p.
0+ =

4M2

Q2

√
2K̃

Q
√

1+ ε2
H̃p.p. . (2.109)

Several comments are in order. As observed in GPD calculations in the twist-three sector,

see Eqs. (84)–(87) in Ref. [36], the CFFs in the vector and axial-vector sector mix with

each other, while in our analysis of a point particle, these admixtures are eliminated by

utilizing the relation (2.101). Notice that the longitudinal and transverse spin-flip CFFs

are power suppressed in the DVCS kinematics. The longitudinal-to-transverse helicity-flip

CFFs (2.106) and (2.108) have the anticipated kinematical K̃-factor in front of them. The

transverse-to-transverse helicity-flip CFFs also do not possess any kinematical singularities

but do not have the anticipated kinematical K̃2 factor in front of them, i.e., they do also

not vanish at the kinematical boundary t = tmin. Hence, if one chooses to switch to the

definitions such as (2.19), spurious kinematical 1/K̃2 singularities appear in expressions for

transversity CFFs, see also the map (2.52)–(2.55) of such CFFs. Obviously, such spurious
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kinematical singularities can be simply pulled out by a redefinition of transversity CFFs

and then they trivially will not appear in cross section expressions. Plugging in our point-

particle results (2.102)–(2.109) in the expression for the higher harmonics in the Fourier

expansion, given in Sect. 2.2.2 and 2.2.3, one realizes that they vanish in the kinematical

limit t → tmin as expected. The basis of helicity dependent CFFs in which this behavior is

explicit will be given in the next paragraph.

The helicity dependent CFFs associated with the so-called Born term for the Comp-

ton scattering off the nucleon (2.136) are also computed, see Eqs. (A.62)–(A.69) in the Ap-

pendix A.5. Again it was observed that the unpolarized and transverse-to-transverse spin-

flip CFFs are free of kinematical singularities, however, certain longitudinal-to-transverse

CFFs are suffering now from 1/K̃ poles in the representation of Ref. [36]. The absence

of such spurious singularities can be made transparent by switching to the electric-like9

combinations of CFFs

G0b =H0b +
t

4M2
E0b and G̃0b = H̃0b +

t

4M2
Ẽ0b , (2.110)

where G0b and G̃0b are proportional to the desired kinematical factor K̃, see expressions in

Appendix A.5. For transverse helicity-flip CFFs it was found that G−+ and G̃−+ are now

proportional to t− tmin (not explicitly shown). The redefinitions (2.110) reparametrize the

(axial-)vector matrix elements (2.14), (2.15) as follows:

V(Fab) =
1

p ·qū2

(
6qGab +

[
iσρσ

qρ∆σ

2M
− 6q t

4M2

]
Eab

)
u1 (2.111)

A(Fab) =
1

p ·qū2

(
6qγ5 G̃ab +

[
γ5

q ·∆
2M
− 6qγ5

t

4M2

]
Ẽab

)
u1 . (2.112)

It can be verified that the new nucleon helicity structures, proportional to Eab or Ẽab, will

yield a kinematical factor K̃2 in the hadronic C coefficients of both the squared VCS and

interference term. Hence, this guarantees that higher harmonics vanish in the limit t→ tmin

9By analogy with the electric nucleon form factor.
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as they should and, moreover, this factor can be reshuffled to yield a redefinition

K̃2E0b → E0b and K̃2Ẽ0b → Ẽ0b .

This guarantees that the new longitudinal helicity-flip amplitudes have the anticipated K̃

factor as an overall factor, on the one hand, and that they are free of kinematical singular-

ities, on the other. The corresponding modifications in Fourier coefficients C are straight-

forward and do not require any further comments.

2.3.2 Constructing Compton Scattering Tensor

To devise a general parametrization as was advertised above, one starts with the Compton

scattering process off the nucleon for the case when both photons possess large virtualities,

such that the hard scale is set by the Euclidean virtuality Q2 = −q2 with qµ , defined in

Eq. (2.11). As Q2→ ∞, the decoherence of the short- and long-range interactions allows

one to probe partonic content of the nucleon via collinear factorization. This approach

naturally introduces a pair of the light-cone vectors nµ and n∗µ , such that n ·n = n∗ ·n∗ = 0

and n · n∗ = 1, since partons propagate along the light cone. However, these cannot be

fixed uniquely in terms of the external momenta of the process. Restricting to the leading

terms in the 1/Q-expansion, i.e., the so-called twist-two approximation, the result for the

Compton scattering tensor is cast in the following form10

Tµν =−g⊥µν n ·VT− iε⊥µν n ·AT +

(
q2

2

n∗ ·q n∗µ−q2µ

)(
q2

1

n∗ ·q n∗ν −q1ν

)
n ·VL

+ τ⊥µν;ρσ
∆ρT σ

M2
. (2.113)

Here the first two terms on the r.h.s. were computed in numerous papers (in particular for

DVCS kinematics). The third term after the equal sign contains a purely longitudinal part

and appears at next-to-leading order in QCD coupling [54], mimicking the violation of the

10Notice that the T label used here does not have anything to do with the T -subscript adopted earlier to

label the transversity CFFs in Eqs. (2.52)–(2.55), as well as (2.122) below.
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Callan-Gross relation in deep-inelastic scattering. The fourth term stems from the double

photon-helicity flip and is perturbatively induced at one-loop by the gluon transversity

GPDs [30]. The projection on the leading-twist structures in Eq. (2.113) is achieved by the

means of the tensors

g⊥µν = gµν −nµn∗ν −nν n∗µ , ε⊥µν = εµν−+ ,

τ⊥µν;ρσ =
1

2

[
g⊥µρ g⊥νσ +g⊥µσ g⊥νρ −g⊥µν g⊥ρσ

]
. (2.114)

The vector V
ρ
T (V

ρ
L ) and the axial-vector A

ρ
T CFFs describe transition amplitudes when

the transverse (longitudinal) photon helicity is (nearly) conserved, while T ρ is associated

with the aforementioned transverse photon helicity-flip contribution. As a consequence

of the leading-twist approximation, eight longitudinal–to–transverse and transverse–to–

longitudinal photon helicity-flip amplitudes are absent and, moreover, the Compton scat-

tering tensor (2.113) respects current conservation only to leading order in 1/Q. However,

once one goes beyond the twist-two approximation in the OPE analysis of the hadronic

tensor, these missing amplitudes emerge and moreover, making use of QCD equations of

motions, the electromagnetic current conservation gets restored up to the same accuracy.

Thus the ambiguity in the construction of the Lorentz tensors is pushed up to the next order

in the 1/Q2 expansion.

Since it is advantageous to stay as close as possible to the VCS tensor decomposed

in terms of Lorentz structures that have a simple limit in the deeply virtual regime, below

a parametrization motivated by Eq. (2.113) is proposed that can also be used for quasi-real

(or real) photons without encountering kinematical singularities. Thereby, the following

natural requirements are imposed:

• manifest current conservation and Bose symmetry;

• a close match with conventions used in deeply virtual Compton kinematics;
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• singularity-free kinematical dependence.

Instead of the light-cone vectors, the external particle vectors are employed in the con-

struction of the tensors. To make the tensors dimensionless, the scalar product used is

p ·q = (s−u)/2, proportional to the positive energy variable ν , in denominators. Equipped

with the above conditions and building blocks, the transverse metric tensor entering the

leading-twist parametrization, which received corrections from the twist-three effects men-

tioned above, gets promoted to the following expression:

g⊥µν → g̃µν = gµν −
q1µ pν

p ·q −
q2ν pµ

p ·q +
q1 ·q2

p ·q
pµ pν

p ·q , (2.115)

where the twist-four component pµ pν follows from the expansion of g⊥µν . This tensor

already appeared in our toy example (2.98) and its gauge invariance is easily verified by

making use of the relations

p ·qi = p ·q since qν
1 = qν +∆ν/2 and q

µ
2 = qµ −∆µ/2 with p ·∆ = 0 .

Going to the Breit frame, where the transverse momentum is entirely carried by the nu-

cleons, i.e., p⊥2 = −p⊥1 and q⊥i = 0, one realizes that the gauge-invariant tensor (2.115)

projects onto photons with the same transverse helicity, having even parity in the t-channel.

The counterpart of this contribution, having t-channel odd parity, is expressed in terms of

the Levi-Civita tensor that generalizes the above ε⊥µν beyond leading twist,

ε⊥µν → ε̃µν =
1

p ·q

[
εµν pq +

pµ

2 p ·qε∆ν pq− εµ∆pq

pν

2 p ·q + εµν∆q

p · p
2 p ·q

]
. (2.116)

Here, for later convenience a power-suppressed p · p/p · q-term is added, which respects

current conservation by itself. The coupling of longitudinal and transverse photon-helicity

states may be naturally encoded in terms of the following tensor structures:

(
q2µ −

q2
2

p ·q pµ

)(
gνρ −

pν q
ρ
1

p ·q

)
and

(
q1ν −

q2
1

p ·q pν

)(
gµρ −

pµ q
ρ
2

p ·q

)
,
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which are to be contracted with vector CFFs. Here the projectors, satisfying the relations
(

gµρ − pµ q
ρ
2

p ·q

)
pρ = 0 ,

(
gνρ − pν q

ρ
1

p ·q

)
pρ = 0 , (2.117)

(
gµρ − pµ q

ρ
2

p ·q

)
∆ρ = ∆

µ
⊥+

t

2p ·q pµ ,

(
gνρ − pν q

ρ
1

p ·q

)
∆ρ = ∆ν

⊥−
t

2p ·q pν ,

where ∆
ρ
⊥ = ∆ρ −η pρ , ensure electromagnetic gauge invariance. Notice that in the above

tensors the longitudinal components were chosen in the form11,

q2µ −
q2

2

p ·q pµ and q1ν −
q2

1

p ·q pν .

Obviously, they do not contribute in the real photon limit. Last but not least, the current

conservation in the transverse helicity-flip amplitudes can be implemented by utilizing the

transverse projectors (2.117), yielding the substitution

τ⊥µν;ρσ
∆ρT σ

M2
→

(
g

α
µ −

pµ qα
2

p ·q

)(
g

β
ν −

pν q
β
1

p ·q

)
τ⊥αβ ;ρσ

∆ρ T σ

M2
. (2.118)

It is important to realize that a different choice of dual light-cone vectors will result in

a parameterization, where the kinematically suppressed effects will be incorporated in a

different fashion, see discussions in Ref. [46].

By analogy with the hadronic electromagnetic current, decomposed in terms of the

Dirac bilinears accompanied by Dirac and Pauli form factors (2.57), a similar representa-

tion for the VCS in CFFs is now introduced, expanded in terms of the longitudinal and

transverse components. To generalize the first three terms in the r.h.s. of Eq. (2.113) to the

setup incorporating the exact kinematics, one replaces the light-cone vector n, projecting

out the (axial-)vector CFFs by the average photon momentum q, whose leading compo-

nent is indeed n, but it also encodes subleading-twist effects as well. Then the following

expansion is used

V
ρ
i = ū2

(
pρ

p ·q

[
6qH+ iσαβ

qα∆β

2M
E
]
+

∆
ρ
⊥

p ·q

[
6qHi + iσαβ

qα∆β

2M
Ei

])
u1 ,

11In previous studies on the subject, the longitudinal pieces in terms of q1µ − q1 · q2 pµ/p ·q are written

and q2ν − q1 · q2 pν/p ·q, which to twist-three accuracy can be replaced by the vectors that are displayed

above.
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(2.119)

A
ρ
i = ū2

(
pρ

p ·q

[
6qγ5 H̃+

∆ ·q
2M

γ5 Ẽ
]
+

∆
ρ
⊥

p ·q

[
6qγ5 H̃i +

q ·∆
2M

γ5 Ẽi

])
u1 , (2.120)

with the subscript i standing for i ∈ {T,L}. The same expansion can be adopted for the i ∈

{LT,TL} cases. However, for these, the component proportional to pρ will not contribute

to the VCS and can be ignored, while the transverse part is approximatly expressible in

terms of twist-three CFFs introduced earlier, namely,

FLT
tw−3
= F 3

+−F 3
− , FTL

tw−3
= F 3

++F 3
− . (2.121)

To write the transversity CFFs in the same form, let us recall the following facts about

the amplitude Tρ entering the leading-twist DVCS tensor (2.113). It is parametrized by

four transverse photon helicity-flip amplitudes [36] according to the suggestion of [51] as

follows:

Tσ = u2

[
iσασ

qα

p ·qH
[51]
T +

∆⊥σ

2M2
H̃[51]

T +
1

2M

( 6q
p ·q∆σ −

∆ ·q
p ·qγσ

)
E [51]

T

+
6qpσ − γσ p ·q

2Mp ·q Ẽ [51]
T

]
u1 . (2.122)

However, this can be represented analogously to Eqs. (2.119) and (2.120) in terms of two

parity-even and -odd Dirac bilinears,

V
ρ
TT =

pρ

p ·qū2

[
6qHT + iσαβ

qα∆β

2M
ET

]
u1 , (2.123)

A
ρ
TT =

pρ

p ·qū2

[
6qγ5 H̃T +

∆ ·q
2M

γ5 ẼT

]
u1 , (2.124)

that are proportional to ∆⊥σ and ∆̃⊥σ = εσ∆pq/p ·q, respectively,

Tρ

(F [51]
T

)
= ∆⊥ρ

q ·VTT(FT )

p ·q + i∆̃⊥ρ
q ·ATT(FT )

p ·q +O(1/Q2) , (2.125)

where ∆̃⊥µ is transverse with respect to both photon momenta q1 and q2. The relation among

the two sets of CFFs, introduced in Eq. (2.122) and Eqs. (2.123), (2.124), respectively, is

found to be

HT = H[51]
T +E [51]

T +2H̃[51]
T
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− t

t +(4M2− t)
(

η2 +ξ 2 t
Q2

)
[
(1−η2)H[51]

T −η2E [51]
T −η Ẽ [51]

T

]
, (2.126)

ET = −2H̃[51]
T

+
4M2

t +(4M2− t)
(

η2 +ξ 2 t
Q2

)
[
(1−η2)H[51]

T −η2E [51]
T −η Ẽ [51]

T

]
, (2.127)

H̃T =
4M2

t +(4M2− t)
(

η2 +ξ 2 t
Q2

)
[
ηH[51]

T +
η t

4M2
E [51]

T +
t

4M2
Ẽ [51]

T

]
, (2.128)

ẼT =
4M2

η t
H[51]

T

− 4M2

t +(4M2− t)
(

η2 +ξ 2 t
Q2

)
[

η
4M2

t
H[51]

T +ηE [51]
T + Ẽ [51]

T

]
, (2.129)

which reduce in the real photon case q2
2 = 0 to Eqs. (2.126)–(2.129). Notice that the con-

venience of the representation (2.125) had forced us to introduce kinematical singularities

into the transverse CFFs. These are exhibited in the VCS kinematics as poles in t− tmin,

t +(4M2− t)

(
η2 +ξ 2 t

Q2

)
=− 4K̃2

(2− xB + xBt

Q2 )2
∝ (t− tmin).

Since in the helicity amplitudes the transversity CFFs are multiplied with K̃2, these poles

will be canceled and, moreover, if changes are made in the expressions for the cross section

back to the basis of Ref. [51], one will find in the transversity sector the CFFs are appro-

priately accompanied by a factor of K̃2, so that Fourier harmonics possess the expected

behavior in the t→ tmin limit, see discussion in Sect. 2.2.2.

Having defined the tensor structures and the corresponding CFFs, now it is time to

write down the complete Compton scattering tensor:

Tµν = −g̃µν
q ·VT

p ·q + iε̃µν
q ·AT

p ·q +

(
q2 µ −

q2
2

p ·q pµ

)(
q1ν −

q2
1

p ·q pν

)
q ·VL

p ·q

+

(
q1ν −

q2
1

p ·q pν

)(
gµρ −

pµ q2ρ

p ·q

)[
V

ρ
LT

p ·q +
iε

ρ
qpσ

p ·q
Aσ

LT

p ·q

]
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+

(
q2 µ −

q2
2

p ·q pµ

)(
gνρ −

pν q1ρ

p ·q

)[
V

ρ
TL

p ·q +
iε

ρ
qpσ

p ·q
Aσ

TL

p ·q

]

+

(
g

ρ
µ −

pµ q
ρ
2

p ·q

)(
g σ

ν −
pν qσ

1

p ·q

)[
∆ρ∆σ + ∆̃⊥ρ ∆̃⊥σ

2M2

q ·VTT

p ·q

+
∆ρ ∆̃⊥σ + ∆̃⊥ρ ∆σ

2M2

q ·ATT

p ·q

]
, (2.130)

where electromagnetic gauge invariance is implemented exactly. From our exact param-

eterization of the tensor (2.130), the helicity-dependent CFFs Fab used in Sect. 2.2.2 and

2.2.3 can now be found for the evaluation of the cross sections in the target rest frame.

Comparing Eq. (2.13) with (2.130) projected onto the photon polarization vectors, the fol-

lowing expressions are obtained,

F+b =




1+b
√

1+ ε2

2
√

1+ ε2
+

(1− xB)x
2
B(4M2− t)

(
1+ t

Q2

)

Q2
√

1+ ε2
(

2− xB + xBt

Q2

)2


FT

+
1−b

√
1+ ε2

2
√

1+ ε2

2K̃2

M2
(

2− xB + xBt

Q2

)2
FTT

+
4x2

BK̃2

Q2
√

1+ ε2
(

2− xB + xBt

Q2

)3
FLT , (2.131)

F0+ =
(−1)

√
2 K̃

√
1+ ε2Q

(
2− xB + xBt

Q2

)
{

2xB

2− xB + xBt

Q2


1+

2x2
B

(
4M2− t

)

Q2
(

2− xB + xBt

Q2

)


FLT

+xB


1+

2xB(4M2− t)

Q2
(

2− xB + xBt

Q2

)


FT +

4x2
BM2−

(
2xB + ε2

)
t

2M2
(

2− xB + xBt

Q2

) FTT

}
, (2.132)

where b = ±1 is the helicity of the real photon. Notice that the longitudinal helicity-flip

CFFs (2.132) are proportional to the kinematical factor K̃. Moreover, the transverse photon

helicity-flip CFFs (2.131) with b =−1 are mostly proportional to K̃2, except for the term

tmin− t

Q2

1+
√

1+ ε2−2xB

2
(

2− xB + xBt

Q2

)2



4(1− xB)
1−
√

1+ ε2

2
√

1+ ε2
+

(
1+ t

Q2

)
x2

B√
1+ ε2




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=
1−
√

1+ ε2

2
√

1+ ε2
+

(1− xB)x
2
B(4M2− t)

(
1+ t

Q2

)

Q2
√

1+ ε2
(

2− xB + xBt

Q2

)2
, (2.133)

which is proportional to tmin − t. Here, the r.h.s. of this relation may also be written

as K̃2/(t − tmax), see Eq. (2.8). It should also be pointed out that the transformations

(2.131),(2.132) exist in the limit s→ M2 or u→ M2. In the simultaneous limit, where

(2− xB + xBt/Q2) ∝ (s− u) vanishes, 1/(s− u) singularities appear that are associated

with the longitudinal helicity-flip CFFs. This artifact may appear as an obstacle only in

the low-energy expansion and can be overcome in a straightforward manner, either by

removing this singularity by a simple reparametrization of the VCS tensor (2.130), e.g.,

FLT → (p · q/M2)FLT, or be regarded as a constraint for the low energy behavior of its

CFFs.

For completeness, in Appendix A.3 the form of the helicity transitions for the

hadronic tensor parametrization introduced by Tarrach [45] are quoted. The latter does not

suffer from kinematical singularities as well, and it will be used in the next section in the

low-energy expansion. Thereby, it was found that with the CFF basis (2.110)–(2.112) the

map is singularity-free for any values of kinematical variables, i.e., as for Born amplitudes

the “electric” longitudinal helicity-flip CFFs are proportional to the kinematical factor K̃,

as one can read off from explicit formulae (A.31)–(A.42), while the 1/K̃- behavior of the

remaining functions can be absorbed by their rescaling, as suggested in the preceding sec-

tion. An analogous structure holds for the map of the transverse helicity-flip amplitudes

[not explicitly shown in Eqs. (A.43)–(A.54)], where again the “electric” combination of

CFFs is always anticipated with a factor t− tmin.
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2.4 Generalized Polarizabilities and Low-Energy Expansion

Having discussed at length the deeply-virtual regime that gives access to GPDs and pro-

vides a set of observables that exactly account for kinematically suppressed effects, let us

turn to the opposite limit when the incoming photon becomes quasi-real or even real. In

fact the formalism presented in the previous sections can also be utilized in these cases as

well. In doing so, one sets xB = Q2/(s+Q2−M2) as the limit Q2 → 0 is taken where

s = (p1 +q1)
2 is the center-of-mass energy in the real Compton scattering process. Obvi-

ously, the Bjorken and the ε variables vanish as Q2 tends to zero, while the K̃-factor takes

the value

lim
Q2→0

K̃ =

√√√√−t

(
1+

t s

(s−M2)2

)
.

To start with, it is easy to verify that for a point-like particle the longitudinal spin-

flip CFFs H0+, E0+, H̃0+ and the combination E0+ = (∆ · q/p · q) Ẽ0+ ∝Q2Ẽ0+ entering

the C-coefficients all vanish as Q2→ 0. The real-photon limit also exists for the remain-

ing eight transverse-helicity CFFs, where E±+ vanish. Thus, as is known, six amplitudes

remain for real Compton scattering. No further peculiarities arise in the squared DVCS

amplitudes presented in Sect. 2.2.2, and thus they can be used in a straightforward fashion

to recover, e.g., the Klein-Nishina formula and its extension to a polarized point-like target

from the helicity-dependent CFFs (2.102)–(2.109),

d2σ

d cos(θγγ)dϕ
=

R2

2

(
ω ′

ω

)2
[

ω

ω ′
+

ω ′

ω
− sin2(θγγ)

+λ Λ

(
ω

ω ′
− ω ′

ω

)
cos(θγγ)cos(θ)

−λ Λ

(
1− ω ′

ω

)
sin(θγγ)sin(θ)cos(ϕ)

]
. (2.134)
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Here R = αem/M is the classical radius of the point particle and ω is the energy of the

initial-state photon,

ω ′ =
ω

1+ ω
M

[
1− cos(θγγ)

]

is the energy of the outgoing photon, while θγγ is the photon scattering angle in the labora-

tory frame. This provides a further consistency cross-check on our analytical results.

Since a parametrization of the Compton tensor has been devised in the previous

section that can be used for any kinematical settings, the CFFs presented here ca be related

to polarizabilities, and their generalizations used in the description of the deformation re-

sponse of the nucleon to the external long-wavelength electromagnetic probe. To define the

generalized polarizabilities, let us recall that according to Low’s theorem [55], in the low-

energy expansion of the Compton amplitude in the energy of the outgoing photon q0
2 = ω ′,

the pole (ω ′)−1 and the constant (ω ′)0 terms are entirely determined by the elastic form

factors of the nucleon F1 and F2. However, the linear in ω ′-term in the expansion has

yet another component that cannot be solely expressed in terms of the form factors and is

encoded through generalized polarizabilities. These are functions of the incoming photon

three-momentum. Depending on the polarization of the incoming and outgoing photons

and their multipolarity, one can introduce ten different functions. To do it in a consistent

fashion without the contamination from the form factor contributions, one conventionally

splits the total Compton amplitude into the Born term and the rest,

T µν = T
µν

Born +T
µν

non−Born , (2.135)

where the first contribution T
µν

Born stems from the nucleon exchange between the electro-

magnetic vertices,

T
µν

Born =−4παem ū2 Γµ(−q2)(6 p2 + 6q2−M)−1 Γν(q1)u1 + (cross term) , (2.136)

with the Γ’s defined in Eq. (2.57). As it was pointed out above, its low-energy expansion

starts with the inverse power of the photon energy, while the leading term in T
µν

non−Born is

62



O(ω ′). In complete analogy with static multipoles that yield electric and magnetic dipoles

for the linear coordinate moments of charge densities, in order to generate a linear-in-ω ′

effect, the outgoing photon should be either electric or magnetic. Thus the polarizabilities

are labelled by the type ρ1(ρ2) of the incoming (outgoing) photon, with ρ ∈ {0,1,2} corre-

sponding to scalar, magnetic and electric multipoles, respectively, the initial (final) orbital

momentum L1(L2) and spin-flip nature of the transitions, with S ∈ {0,1} standing for non-

flip and flip, accordingly, P(ρ2L2,ρ1L1)S. The final state electric multipoles can be traded in

terms of other charge multipoles the Siegert’s theorem [56], while the initial-state electric

sector reduces to the charged ones only up to an additional contribution from the so-called

mixed generalized polarizabilities P(ρ2L2,L1)S [38].

The center-of-mass frame is used, as spelled out in the Appendix A.4, for relating

our helicity CFFs to generalized polarizabilities. The low-energy expansion is performed

with respect to the energy of the outgoing photon ω ′, with polarizabilities being functions

of the momentum of the incoming virtual quantum q̄. Two of the generalized polarizabili-

ties are q̄2-generalization of the electric α and magnetic β polarizabilities measured in real

Compton scattering,

P(01,01)0(q̄2) =−
√

2

3

α(q̄2)

αem
, P(11,11)0(q̄2) =−

√
8

3

β (q̄2)

αem
, (2.137)

with factored out dependence of the fine structure constant αem. As an intermediate step,

the low-energy expansion is constructed for CFFs in terms of twelve Tarrach’s structure

functions fi. The results are presented in the Appendix A.4.1. However, imposing the

implications of charge conjugation symmetry and nucleon crossing, some of the f ’s vanish

at low energy, i.e., f3, f4, f8, and f10 are of order O(ω ′) and thus vanish at leading order

[39]. This yields a set of relations for the ten generalized polarizabilities resulting in just six

independent ones. The low-energy expansion is verified along the way for the A amplitudes

defined by Guichon et al. in terms of Tarrach’s structure functions fi calculated in Ref. [39].
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The helicity CFFs then read in terms of generalized polarizabilities, where the Born

contribution is neglected and suppressing all higher order terms in ω ′:

• (+1,+1) helicity CFFs

H++ =
ω ′

2
√

2

√
Ei

Ei +M

{
M

[
6q̄P(11,11)1 +

√
6(q̄−ω0)P

(11,11)0(1+ cosϑ)

]

+3q̄

[
(q̄cosϑ −ω0)P

(11,11)1 +
√

2q̄(q̄−ω0 cosϑ)P(01,12)1

]}
, (2.138)

E++ =
ω ′M

2
√

2q̄

√
Ei

Ei +M

{
6(2M−ω0)(2M−ω0 + q̄cosϑ)P(11,11)1 (2.139)

+
√

2q̄

[
6ω0(ω0−2M)P(01,12)1 cosϑ +

√
3ω0P(11,11)0(1+ cosϑ)

+ q̄
[
6(2M−ω0)P

(01,12)1−
√

3P(11,11)0(1+ cosϑ)
]]}

,

H̃++ =
3ω ′q̄3(q̄−ω0 cosϑ)

4ω2
0

√
Ei

Ei +M

{√
2P(11,11)1−2ω0P(01,12)1

}
, (2.140)

Ẽ++ =
3ω ′Mq̄2(2M−ω0 + q̄cosϑ)

2ω2
0

√
Ei

Ei +M

{√
2P(11,11)1−2ω0P(01,12)1

}
, (2.141)

• (0,+1) helicity CFFs

H0+ =−ω ′
√−Mω0

2
√

2qsinθ

√
Ei

Ei +M

{
2
√

3(q−ω0 cosθ)P(11,00)1

+q

[
3ω0P(01,01)1−6qP(01,01)1 cosθ +

√
6q(q−ω0 cosθ)P(11,02)1

+3ω0P(01,01)1 cos2θ +2
√

6MP(01,01)0(1− cos2θ)

]}
, (2.142)

E0+ =−ω ′M
√−Mω0√

2ω0qsinθ

√
Ei

Ei +M

{
ω0

[
(2M−ω0)

(
6P(01,01)1 +

√
6ω0P(11,02)1

)

−2
√

3P(11,00)1

]
cosθ +ω0

[
3P(01,01)1−

√
6P(01,01)0

]
cos2θ

]

+q

[
2
√

3P(11,00)1 +ω0

[√
6P(01,01)0 +3P(01,01)1

64



+
√

6(ω0−2M)P(11,02)1
]}

, (2.143)

H̃0+ =− ω ′M(q−ω0 cosθ)

2
√

2bsinθ
√−Mω0

√
Ei

Ei +M

{
6qP(01,01)1−

√
3
(
2P(11,00)1

+
√

2q2P(11,02)1
)

cosθ)

}
, (2.144)

Ẽ0+ =−ω ′M(q−ω0 cosθ)
√−Mω0√

2bω2
0 sinθ

√
Ei

Ei +M

{
6qP(01,01)1−

√
3
(
2P(11,00)1

+
√

2q2P(11,02)1
)

cosθ

}
. (2.145)

• (−1,+1) helicity CFFs

H−+ =
ω ′

2
√

2

√
Ei

Ei +M

{
3
√

2q̄3P(01,12)1−3ω0q̄P(11,11)1

−
[√

6M(ω0 + q̄)P(11,11)0−3q̄2
(
P(11,11)1−

√
2ω0P(01,12)1

)]
cosϑ

+M

[
6q̄P(11,11)1 +

√
6(ω0 + q̄)P(11,11)0

]}
, (2.146)

E−+ =
ω ′M

2
√

2q̄

√
Ei

Ei +M

{√
6q̄(ω0 + q̄)P(11,11)0(cosϑ −1) (2.147)

+6(2M−ω0)(2M−ω0 + q̄cosϑ)P(11,11)1

−6
√

2

[
ω0(ω0−2M)2− q̄3 cosϑ

]
P(01,12)1

}
, (2.148)

H̃−+ =
3ω ′q̄3(q̄−ω0 cosϑ)

4ω2
0

√
Ei

Ei +M

{
2ω0P(01,12)1−

√
2P(11,11)1

}
, (2.149)

Ẽ−+ =
3ω ′Mq̄2(ω0−2M− q̄cosϑ)

2ω2
0

√
Ei

Ei +M

{√
2P(11,11)1−2ω0P(01,12)1

}
, (2.150)

where the convention for the initial-state energy is used under the condition of the vanishing

final-state one [39],

ω0 ≡ ω|ω ′=0 = M−Ei = M−
√

M2 + q̄2 , (2.151)

where Ei is the incoming nucleon’s energy.
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CHAPTER 3

RENORMALIZATION OF TWIST-FOUR OPERATORS IN LIGHT-CONE GAUGE

In this chapter one computes the one-loop renormalization group equations for non-singlet

twist-four operators in QCD. The calculation heavily relies on the light-cone gauge formal-

ism in momentum fraction space, that essentially rephrases the analysis of all two-to-two

and two-to-three transition kernels to purely algebraic manipulations both for non- and

quasipartonic operators. Fourier transforming the findings to the coordinate space, one

checked them against available results obtained within a conformal symmetry-based for-

malism that bypasses explicit diagrammatic calculations, and confirmed agreement with

the latter [65].

3.1 Motivation

The leading-power approximation to QCD processes with large momentum transfer, such

as the deep-inelastic and deeply-virtual Compton scattering, admits an intuitive probabilis-

tic description in the framework of the Feynman parton model [66], as was elaborated

previously. According to the latter, physical cross sections are expressible in terms of

(generalized) parton distribution functions. The QCD-improved picture arises via system-

atic inclusions of quantum corrections to probe-parton scattering amplitudes, as well as

renormalization effects of leading-twist Wilson operators that parametrize Feynman par-

ton densities. More subtle effects arise from power-suppressed contributions to hadronic

cross sections, since they encode information on interference of hadronic wave functions

with different numbers of partons. On the one hand, these are of interest in their own right

since they provide access to intricate QCD dynamics [67]. On the other hand, they can

be regarded as a QCD contaminating background to high-precision measurements of New

Physics, see, e.g., [68]. In either case, understanding these contributions quantitatively is
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indispensable at the precision frontier. Since data is typically taken at different values of

the momentum transfer, at some point one has to incorporate effects of logarithmic scal-

ing violation stemming from renormalization of higher-twist operators. The task of their

unravelling at twist-four level will be undertaken in the present chapter.

Until very recently, only partial results for certain subsets of operators were avail-

able in the literature [69, 70]. A special class of operators out of all higher twists is known

as quasipartonic. They can be characterized either as composite fields built from on-shell

fields of the Feynman parton model or understood as operators with their twist equal to

their length, i.e., the number of fields that form them. For this class of operators a sys-

tematic approach to constructing high-twist evolution equations was developed about three

decades ago by Bukhvostov, Frolov, Lipatov and Kuraev in Ref. [71]. At leading order

in QCD coupling, the evolution kernel for these was found as a sum of pairwise interac-

tion kernels between elementary fields comprising the operators in question. The particle

number-preserving nature allows one to map it to a Hamiltonian quantum-mechanical prob-

lem. This advantage was explored in a number of works at the twist-three level [72]12 start-

ing from [74]. Eventually, the problem was mapped into an exactly solvable lattice model

[75, 76]. However, while the quasipartonic operators form a subset closed under the renor-

malization group evolution [71, 77], they do not exhaust the set of all operators contributing

at a given twist. The remaining ones are dubbed non-quasipartonic and they contain at least

one “bad” field component in the formalism of light-cone quantization. These operators

are characterized by the property that their twist is greater than their length. Their evolu-

tion does not preserve the number of fields in quantum transitions, and thus their study is

more elaborate. In the twist-three case alluded to above, this was not a pressing issue since

the use of QCD equations of motion allows one to remove all non-quasipartonic operators

from the basis. For even higher twists, this is not sufficient, and particle number-changing

12For a more recent discussion of operator renormalization arising in certain single-spin asymmetries, see

[73].
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transitions involved in the analysis of non-quasipartonic operators have to be addressed

explicitly.

The analysis of the renormalization problem for twist-four operators was completed

recently in coordinate space [78], i.e., in terms of light-ray composite operators. The for-

malism is based on the use of conformal symmetry preserved by leading-order QCD evolu-

tion equations, Poincaré transformations in the transverse plane, and a minimal input from

Feynman graphs. Presently one performs a direct computation of Feynman diagrams in

the light-cone gauge and relies on the momentum-space technique, which makes the un-

derlying calculation rather straightforward. With the exception of a few subtleties with the

use of QCD equations of motion to recover the particle-number increasing transitions, it

reduces to a few algebraic, though rather tedious, steps.

The choice of the operator basis at higher twists is not unique, due to multiple

relations among a redundant set of operators via QCD equations of motion. Thus it is

driven by requirements of simpler transformation properties under residual (conformal)

symmetry, as well as simplicity of the underlying calculations. Here one adopts the basis of

twist-four operators suggested in Ref. [78]. This will allow us to verify our results obtained

by an independent calculation based on a different technique. Since one focuses on on the

twist-four sector, one had three types of building blocks at our disposal as two-particle

elements of operators in question: “good-good”, “good-bad” and “bad-bad” light-cone

field components. According to traditional classification, they possess twists two, (at least)

three and (at least) four, respectively. We will address only the first two types, since the last

one can be eliminated in hadronic matrix elements in favor of the other ones containing

more fields via QCD equations of motion, as discussed below. Our consideration will be

limited to the QCD nonsinglet sector, though partial results for two-to-two transitions will

be reported for the singlet sector as well.
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Our subsequent presentation is organized as follows. In the next section, the oper-

ator basis used in the current calculation is speled out and a dictionary between the twistor

notations adopted in Ref. [78] and the light-cone conventions used in the present analy-

sis is provided. Then, the general structure of twist-four evolution equations is discussed

and a Fourier-transform bridge between the light-ray and momentum fraction space repre-

sentations is provided. In Secs. 3.4.1, 3.4.2 and 3.4.3, one presents evolution kernels for

two-to-two quasipartonic, non-quasipartonic and two-to-three transitions, respectively. As

a result of this analysis, a simplified form of light-ray evolution kernels is found for certain

evolution kernels which are reported in the Appendices. The latter also contain technical

details on the calculation of Feynman diagrams defining operator mixing, as well as singlet

two-to-two transitions.

3.2 Operator Basis

The light-cone dominated processes are parametrized by matrix elements of composite op-

erators built up by fields localized on a light-cone ray defined by the vector nµ =(1,0,0,1)/
√

2

that is reciprocal to the large light-cone component of the momentum transfer. Thus they

have the following generic form

O(z1, . . . ,zN) =CI1...IN [z−0 ,z
−
1 ]I1J1

X
J1

1 (z−1 ) . . . [z
−
0 ,z
−
N ]INJN

X
JN

N (z−N) , (3.1)

where the X -field cumulatively stands for certain components of quark and gluon fields as

explained below. The positions z−
k
= n̄ ·zk of the fields on the light-cone are defined with the

help of a tangent null vector n̄µ = (1,0,0,−1)/
√

2 to the light-cone normalized such that

n · n̄ = 1. The gauge invariance of O is achieved by means of an appropriate contraction of

the color indices Ik (either in the (anti-)fundamental Ik = ik or adjoint representation Ik = ak

of the color group) into an SU(N) singlet with a tensor CI1I2...IN
and field coordinates
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parallel-transported to an arbitrary position z−0 with the help of the Wilson line on the light-

cone,

[z−0 ,z
−
k ] = Pexp

(
ig

∫ z−0

z−
k

dz−A+(z−)

)
. (3.2)

Here

A+ = n ·A = 1√
2
(A0 +A3) (3.3)

is the light-cone projection of the gauge field.

3.2.1 Good and Bad Light-Cone Fields

It is well-known that the light-cone gauge

A+ = 0 , (3.4)

has a number of advantages. First, one observes that the gauge links are gone in Eq. (3.1)

and, as a consequence, this results in reducing of the number of diagrams contributing to

loop amplitudes. Second, the Feynman parton model arises naturally from the light-cone

gauge QCD. Namely, one decomposes the quark Ψ and gluon fields Aµ ,

Ψ = 1
2
γ−γ+Ψ+ 1

2
γ+γ−Ψ≡Ψ++Ψ− , Aµ = nµA−− ē

µ
⊥A⊥− e

µ
⊥Ā⊥ , (3.5)

in terms of the “good” X+ = {Ψ+,A⊥, Ā⊥} and the “bad” X− = {Ψ−,A−} components,

respectively. Note that for the vector Aµ one defined its minus projection as follows

A− = n̄ ·A = 1√
2
(A0−A3) , (3.6)

and, in addition, one decomposed the transverse gauge field in terms of its anti- and holo-

morphic components

Ā⊥ = ē⊥ ·A = 1√
2
(A1− iA2) , A⊥ = e⊥ ·A = 1√

2
(A1 + iA2) (3.7)
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with the help of the vector e
µ
⊥ = (0,−1,−i,0)/

√
2 (and its complex conjugate ē = e∗).

These possess helicity h =±1, respectively, being eigenvalues of the helicity operator [79]

H ≡ ē
µ
⊥eν
⊥Σµν , (3.8)

that is built from the spin tensor Σµν entering the Lorentz generators iMµν . The “bad”

components, being non-dynamical in the light-cone time z+, can be integrated out in the

path integral and, thus, only the on-shell propagating modes Ψ+, A⊥ and Ā⊥ are left. We

will not perform this step, however, and keep all non-propagating degrees of freedom in

the QCD Lagrangian, since the classification of operators will be easier in this case and

moreover, one does not lose Lorentz covariance. Finally, it is straightforward to construct

an operator basis making use of the above building blocks, namely, the field X in Eq. (3.1)

will have the following components (as well as their Hermitian conjugates X†)

X = {X+,X−,D⊥X+} , (3.9)

with D⊥ = e⊥ ·D being the holomorphic covariant derivative Dµ = ∂µ − igAµ .

3.2.2 Twistor Representation

To make a connection to the basis of Ref. [80], let us recall the twistor formalism used

there. We pass to the spinor representation for Lorentz vectors by contracting them with the

two-dimensional block σ µ of four-dimensional Dirac matrices in the chiral representation

γµ = antidiag(σ̄ µ ,σ µ), e.g.,

xαα̇ = xµσ
µ
αα̇ , (3.10)

where σ µ = (1,~σ) and ~σ is the three-vector of Pauli matrices, while σ̄ µ = (1,−~σ). The

light-cone vectors n and n̄ can be factorized into two twistors λα and µα

nαα̇ = λα λ̄α̇ , n̄αα̇ = µα µ̄α̇ , (3.11)
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where λ ∗α = λα̇ and µ∗α = µα̇ . For the light-cone vectors introduced in the previous section,

one can choose the two-dimensional spinors as λ α = (0, 4
√

2) and µα = ( 4
√

2,0). These

twistors will allow us to construct good and bad fields for specific helicities. Namely, using

the decomposition of the Dirac quark field in chiral representation

Ψ =

(
ψα

χ̄ α̇

)
, (3.12)

one can introduce their good and bad components as follows

ψ+ = 〈λψ〉 , ψ̄+ = [ψ̄λ̄ ] , ψ− = 〈µψ〉 , ψ̄− = [ψ̄ µ̄ ] . (3.13)

Identical relations hold for χ upon the obvious replacement ψ → χ . Here one introduced

the bra and ket notations for undotted and dotted SL(2) indices, |λ 〉 = λα , 〈λ | = λ α and

|λ̄ ] = λ α̇ , [λ̄ |= λ̄α̇ that allow us to uniformly contract undotted indices from upper-left to

lower-right and dotted ones from lower-left to upper right, i.e., 〈λψ〉= λ αψα and [µ̄ψ̄ ] =

µ̄α̇ ψ̄ α̇ .

In a similar fashion, the gluon field strength can be decomposed as

Fµνσ
µ
αα̇σ ν

ββ̇
= 2εα̇β̇ fαβ −2εαβ f̄α̇β̇ , (3.14)

in terms of its chiral fαβ = i
4
σ µν

αβ Fµν and anti-chiral f̄α̇ β̇ = i
4
σ̄ µν

α̇β̇ Fµν components

with the help of the self-dual σµν = i
2
[σµ σ̄ν − σ̄ν σ̄µ ] and anti-self-dual tensors σ̄µν =

i
2
[σ̄µσν − σ̄ν σµ ]. The plus and minus fields are found by projections

f++ =−〈λ | f |λ 〉 , f+− =−〈λ | f |µ〉 , f̄++ =−[λ̄ | f̄ |λ̄ ] , f̄+− =−[λ̄ | f̄ |µ̄ ] , (3.15)

etc.

Finally, as for any four-vector, the covariant derivatives are decomposed in twistor

components as follows

D++ = 〈λ |D|λ̄ ] , D+− = 〈λ |D|µ̄] , D−− = 〈µ|D|µ̄ ] . (3.16)
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3.2.3 Bridging Light-Cone and Twistor Projections

The notations introduced in this and preceding sections allow us to establish a dictionary

between the light-cone and twistor components. They are summarized by the following set

of relations:

ψ+ =
4
√

2

4
(1+ γ5)γ

−γ+Ψ , ψ− =
4
√

2

4
(1+ γ5)γ

+γ−Ψ , (3.17)

χ+ =
4
√

2

4
Ψ̄(1+ γ5)γ

+γ− , χ− =−
4
√

2

4
Ψ̄(1+ γ5)γ

−γ+ , (3.18)

for fermions, where γ5 = diag(1,−1), and

f++ =
√

2F+⊥ ,

f a
+− =− 1

2
√

2

(
(∂+A−)a +(D̄⊥A⊥)

a− (D⊥Ā⊥)
a−g f abcĀb

⊥Ac
⊥
)
, (3.19)

for gluons and, finally, covariant derivatives,

D−+ = D̄+− = 2D̄⊥ , D+− = D̄−+ = 2D⊥ , (3.20)

D++ = D̄++ = 2D+ , D−− = D̄−− = 2D− . (3.21)

Making use if these conversion formulas, one can adopt the basis introduce in Ref. [80], on

the one hand, and use the momentum-space technique of Ref. [74] that makes the calcula-

tion more concise while using conventional four-component notations for Lorentz vectors

and Dirac matrices.

3.2.4 SL(2) Invariance and Basis Primary Fields

Though massless QCD is not a conformal theory at the quantum-mechanical level since it

induces a scale due to dimensional transmutation, the classical Lagrangian of the theory

does enjoy SO(4,2) invariance. The one-loop evolution equations is analyzed here inherit

the latter since the symmetry-breaking graphs do not make their appearance till two-loop
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order. Since the light-cone operators (3.1) involve fields localized on a light ray, the full

conformal algebra reduces to its collinear conformal SL(2) subalgebra that acts only on the

minus projections z−k ≡ zk of the Minkowski space-time coordinates z
µ
k . The differential

representation of generators acting on the space spanned by the composite operators (3.1)

reads

S+ =
N

∑
n=1

(z2
n∂zn

+2 jnzn) , S− =−
N

∑
n=1

∂zn
, S0 =

N

∑
n=1

(zn∂zn
+ jn) . (3.22)

The irreducible representations are characterized by the value of the conformal spin jn =

(dn + sn)/2 determined by the canonical dimension dn and light-cone spin sn of the con-

stituent fields Xn. These generators commute with the generator of helicity introduced in

Eq. (3.8) as well as twist E = ∑N
n=1 dn− sn, see, e.g., [81, 82].

The field projections introduced in the previous section transform covariantly under

SL(2) transformations and can be organized into “multiplets” of the same twist. Namely,

the good Φ+ and bad Φ− chiral fields

Φ+ = {ψ+,χ+, f++} , Φ− = {ψ−,χ−, f+−} , (3.23)

as well as their conjugate anti-chiral analogues Φ̄± = Φ∗±, possess twist E = 1 and E = 2,

respectively.

Since covariant derivatives D++, D±∓, and D−− carry twist zero, one and two,

respectively, they can be used to generate additional high-twist “single-particle” fields by

acting on Φ±. Obviously, one can ignore D++ since they just induce an infinitesimal

shift along the light cone. The D−− derivatives acting on Φ+ will produce a twist-three

constituent, which when accompanied by another good field component, will form a twist-

four operator. However, this operator can be safely dropped from the basis thanks to QCD

equations of motion. Next, the transverse derivatives D±∓ can act either on good or bad

fields. However, one can consider only their action on the former, since one can always
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move derivatives from bad to good fields in a twist-four operator of the type Φ+D±∓Φ−.

Moreover, since it is desirable to deal with conformal primary fields as individual building

blocks, as they obey simple SL(2) transformations (3.22) and thus yield evolution equations

with manifest conformal symmetry, one can reduce in half, as advocated in Ref. [80], the

basis of good fields with transverse covariant derivatives acting on them. This is achieved

by eliminating the ones with non-covariant transformation properties. The net result is

that one introduces instead conformal primaries D−−Φ+ which can be safely neglected as

alluded to above. This procedure allows us to trade D−+Φ+, posing “bad” SL(2) trans-

formation properties, in favor of the primary D+−Φ+. Finally, two transverse derivatives

acting on Φ+ can again be reduced to the irrelevant primary D−−Φ+. This concludes the

recapitulation of the reasoning behind the choice of the twist-one X+ and twist-two X−

primaries

X+ = {Φ+, Φ̄+} , X− = {Φ−,Φ̄−,D+−Φ+,D−+Φ̄+} , (3.24)

which build up the operator basis at twist four. The latter is thus spanned by quasipartonic

and nonquasipartonic operators (that read schematically)

O4 = X+X+X+X+ , O3 = X−X+X+ , (3.25)

respectively.

3.3 Evolution Equations

The twist-four light-ray operators (3.25) mix under renormalization. Their mixing matrix

admits perturbative expansion in strong coupling αs = g2/(4π). The goal of our analysis

is to calculate the leading term of the series, namely,

d

d ln µ




O3

O4


=−αs

2π




H(3→3) H(3→4)

0 H(4→4)







O3

O4


+O(α2

s ) . (3.26)
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Notice that the mixing matrix takes a triangular form (to all orders in coupling) since the

quasipartonic operators form an autonomous set under renormalization-group evolution.

Here the transition kernels are some integral operators that shift fields on the light-cone

towards each other. Their form is highly contained by conformal symmetry and was the

subject of a recent analysis [78]. The distinguished feature of nonquasipartonic operators is

that they can change the number of fields upon evolution. Thus, while H(N→N) for N = 3,4

is merely given by the sum of pairwise transition kernels,

H
(N→N) = ∑

j<k

H
(2→2)
jk (3.27)

the kernel H(3→4) involves both two-to-two and two-to-three transitions

H
(3→4) = ∑

j<k

(
H

(2→2)
jk +H

(2→3)
jk

)
, (3.28)

the latter existing whenever there is a bad field involved in a two-particle block, i.e., either

j or k label belongs to a bad field.

Extracting the color structures from these transitions

H
(2→2)
12 [X I1

1 (z1)X
I2

2 (z2)] = ∑
c

∑
J1J2

[Cc]
J1J2
I1I2

Hc[X
J1

1 X
J2

2 ](z1,z2) , (3.29)

H
(2→3)
12 [X I1

1 (z1)X
I2

2 (z2)] = ∑
c

∑
J1J2J3

[Cc]
J1J2J3

I1I2
Hc[X

J1

1 X
J2

2 X
J3

3 ](z1,z2) , (3.30)

the reduced integral operators Hc for two- and three-particle transitions are defined by their

H-kernels are given by

[HcO](z1,z2) = zσ
12

∫ 1

0
dα1dα2 Hc(α1,α2)O(ᾱ1z1 +α1z2, ᾱ2z2 +α2z1) , (3.31)

[HcO](z1,z2) = zσ
12

∫ 1

0
dα1dα2dα3 Hc(α1,α2,α3)O(ᾱ1z1 +α1z2, ᾱ2z2 +α2z1, ᾱ3z2 +α3z1) ,

(3.32)

where σ is a positive/negative integer reflecting the mismatch in the field dimension in a

given operator transition. The manifest SL(2) covariance on conformal primaries building
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up the composite operators, and the fact that one-loop transitions do not receive contribu-

tions from counter-terms that break conformal invariance, implies the commutativity of the

kernels with the generators of the algebra

[S±,0,H] = 0 , (3.33)

and thus impose severe constraints on the form of the kernels.

3.3.1 Renormalization in Momentum Space

Though the conformal symmetry is more explicit in the coordinate space, the actual calcu-

lations of one-loop graphs determining the mixing matrix are far more straightforward and

elementary in the reciprocal momentum space. As it was pointed out in the introduction, a

technique to perform this analysis is available for quasipartonic operators from Ref. [71].

Presently generalizes to nonquasipartonic operators as well. The formalism relies heavily

on the light-cone gauge, where the gluon propagator takes the form

Gab
µν(k) =

(−i)dµν(k)

k2 + i0
, dµν(k) = gµν −

kµnν + kν nµ

k+
. (3.34)

As one can see, the integration over the loop momentum k decomposed in Sudakov vari-

ables kµ = k+n̄µ + k−nµ + k
µ
⊥,

∫
d4k

(2π)4
=

∫ ∞

−∞

dk+

2π

∫ ∞

−∞

dk−

2π

∫ µ

−µ

d2k⊥
(2π)2

, (3.35)

will potentially produce divergences in the longitudinal variable k+ due to an extra pole

in the propagator, in addition to the conventional ultraviolet singularities regularized by a

cut-off µ in the transverse momentum. The former arise due to incomplete gauge fixing

by the condition (3.4) that allows one for light-cone time-independent residual transfor-

mations. To complete gauge fixing, one has to impose a condition on how to go around

the 1/k+ singularity. This will not be a pressing issue for the current study since one fo-

cuses on kinematics away from the phase space boundaries where these have to be treated
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properly. Let us point out however, that the advanced/retarded and symmetric boundary

conditions on the gauge potential on the light-cone infinity impose±i0 and principal value

prescription [25], while the condition consistent with the equal-time quantization yields the

Mandelstam-Leibbrandt prescription [83].

Thus, one converts the light-ray operators to the momentum fraction space

O(x1, . . . ,xN) =

∫ N

∏
n=1

d4kn

(2π)4
δ (k+n − xn)O(k1, . . . ,kN) . (3.36)

by means of the Fourier transform

O(k1, . . . ,kN) =

∫ N

∏
n=1

d4zneikn·zn O(z1, . . . ,zN) . (3.37)

Then, the evolution kernels arise from the N to M-particle transition amplitude,

O(x1, . . . ,xN) =
∫ M

∏
m=1

dym

∫ M

∏
m=1

d4pm

(2π)4
δ (p+m− ym)O(p1, . . . , pM)

×
∫ N

∏
n=1

d4kn

(2π)4
δ (k+n − xn)G(k1, . . . ,kn|p1, . . . , pM) , (3.38)

where G(k1, . . . ,kn|p1, . . . , pM) is a sum of corresponding Feynman graphs. Extraction

of the leading logarithmic divergence from the momentum integrals results in the sought

momentum-space evolution equation,

O(x1, . . . ,xN) =−
αs

2π
lnµ [K(N→M)O](x1, . . . ,xN) , (3.39)

where integral kernel in the momentum representation is

[K(N→M)O](x1, . . . ,xN) =
∫
[DMy]NK(x1, . . . ,xN |y1, . . . ,yM)O(y1, . . . ,yM) , (3.40)

with a notation introduced for the measure

[DMy]N ≡
M

∏
m=1

dymδ

(
M

∑
m=1

ym−
N

∑
n=1

yn

)
. (3.41)
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The N − 1 momentum integrals in (3.38) are eliminated by means of four-momentum

conserving delta functions stemming from Feynman rules, leaving us with a single four-

dimensional loop-momentum integration measure (3.35). The extraction of 1/k2
⊥ contri-

bution in the integrand can be easily achieved by rescaling the k− component of the loop

momentum by introducing a new variable

β = 2k−/k2
⊥ , (3.42)

where k⊥ is the transverse loop momentum. The k+ integral is removed by making use of

the momentum fraction delta functions in Eq. (3.38), while the rescaled k−-integrals are

evaluated in terms of the generalized step-functions [71, 85]

ϑ k
α1,...,αn

(x1, . . . ,xn) =

∫ ∞

−∞

dβ

2πi
β k

n

∏
ℓ=1

(xℓβ −1+ i0)−αℓ . (3.43)

These can be reduced to the simplest one, ϑ 0
11(x1,x2) = [θ(x1)−θ(x2)]/(x1−x2), making

use of a set of known relations [71, 85]. So the advantage of this formalism is that there

are no actual integrals to perform, and the procedure of computing the evolution kernels

is reduced to straightforward but tedious algebraic manipulations with Dirac and Lorentz

structures.

So all one needs for the calculation is Fourier transforms of the conformal primary

fields defining composite operators. When cast in four-dimensional light-cone notations,

they read

Φ+
FT→Φ+ =

{
1
4
(1+ γ5)γ

−γ+Ψ, 1
4
(1− γ5)γ

−γ+Ψ,− i
2
k+A⊥

}
, (3.44)

D̄−+Φ+
FT→−i

√
2(k⊥+gA⊥)Φ+ , (3.45)

Φ−
FT→Φ− =

{
1
4
(1+ γ5)γ

+γ−Ψ, 1
4
(1− γ5)γ

+γ−Ψ,

− i
2
k+A−+ i

2
(k⊥Ā⊥− k̄⊥A⊥)− i

4
g[Ā⊥,A⊥]

}
. (3.46)

The results for the antichiral fields Φ̄ are obtained from above by complex conjugation.
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3.3.2 From Coordinate to Momentum Space

It is straightforward to relate evolution kernels in coordinate and momentum space by a

Fourier transformation. For two-to-two transitions, one immediately finds

K(x1,x2|y1,y2) = (−i∂x1
)σ
∫ 1

0
dα1dα2 H(α1,α2)δ (x1− ᾱ1y1−α2y2) , (3.47)

which are subject to the momentum-fraction conservation condition x1 + x2 = y1 + y2.

Analogously, for two-to-three transitions, one finds

K(x1,x2|y1,y2,y3)

= (−i∂x1
)σ
∫ 1

0
dα1dα2dα3 H(α1,α2,α3)δ (x1− ᾱ1y1−α2y2−α3y3) , (3.48)

where one assumes that x1 + x2 = y1 + y2 + y3. Having results in one representation, one

can easily obtain the other making use of the following two elementary operations

∫ 1

0
dα f (α)δ (x−αy) = f

(
x

y

)
ϑ 0

11(x,x− y) , (3.49)

∫ 1

0
dα ᾱnϑ 0

11(x1− y1ᾱ,x1−ηᾱ) =
1

n

{[
1−
(

x1

η

)n]
ϑ 0

11(x1− y1,−x2)

− y1

y2

[(
x1

η

)n

−
(

x1

y1

)n]
ϑ 0

11(x1− y1,x1)

}
, (3.50)

where η = x1 + x2 = y1 + y2 implies momentum conservation. Finally, the coordinate

kernels possess integrable end-point singularties that have to be regularized in the course

of the Fourier transform. We found the cut-off regularization to be the simplest one to

handle the emerging divergences

∫ 1

ε

dα

α
θ(x− yα) =

[
ln

(
x

y

)
− lnε

]
θ(x)− ln

(
x

y

)
θ(x− y) , (3.51)

∫ 1

ε

dα

α2
θ(x− yα) =

(
1

ε
− y

x

)
θ(x)+

(
y

x
−1

)
θ(x− y) . (3.52)

At the end of the calculation, all singular terms cancel in the limit ε → 0, rendering the

total result regular. We provide an example of explicit transformation in Appendix B.2.2.
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3.3.3 Conformal Symmetry in Momentum Space

Since conformal invariance played a crucial role for the coordinate-space calculations [78],

let us analyze its consequences in momentum space. To this end, following the same

reasoning leading to the expression of Eqs 3.48 and taking care of the ordering of z and

∂z, one observes the following identifications between the light-ray coordinates and the

momentum fractions,

zn
FT−−→−i∂xn

, ∂zn

FT−−→ ixn, . (3.53)

where xn is the reciprocal momentum to the coordinate zn. Thus the conformal generators

shown in Eq. (3.22) can be rewritten in momentum space as

S̃+O(x1, . . . ,xN) = i
N

∑
n=1

(
∂ 2

xn
xn−2 jn∂xi

)
O(x1, . . . ,xN) , (3.54)

S̃0O(x1, . . . ,xN) =−
n

∑
i=1

(∂xn
xn− jn)O(x1, . . . ,xN) , (3.55)

S̃−O(x1, . . . ,xN) =−i
n

∑
n=1

xnO(x1, . . . ,xN) . (3.56)

Imposing the condition of commutativity

[K, S̃±,0]O(x1, . . .xN) = 0 , (3.57)

one finds that the evolution kernels obey the following differential equations (away from

kinematical boundaries)

(
M

∑
m=1

(
ym∂ 2

ym
+2 jm∂ym

)
−

N−1

∑
n=1

(
∂ 2

xn
xn−2 jn∂xn

)
)

×K(x1, . . . ,

(
M

∑
m=1

ym−
N−1

∑
n=1

xn

)
|y1, . . . ,yM) = 0 , (3.58)

(
M

∑
m=1

(ym∂ym
+ jm)+

N−1

∑
n=1

(∂xn
xn− jn)− jN

)
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×K(x1, . . . ,

(
M

∑
m=1

ym−
N−1

∑
n=1

xn

)
|y1, . . . ,yM) = 0 , (3.59)

for S+ and S0, respectively. In arriving at the expressions of Eqs. (3.58) and (3.59), one has

made use of the momentum-conserving Dirac delta function factorized from (3.40). Since

essentially there are only M+N−1 independent variables in the game, one is required to

rewrite one of the variables as a linear combination of the rest before differentiation. Above

one chose to eliminate xN . Finally, S− simply yields the momentum fraction conservation

condition which is trivially obeyed due to an overall delta function (3.41) that accompanies

the transition kernel,

M

∑
m=1

ym−
N

∑
n=1

xn = 0 , (3.60)

Since one is interested in two-to-two and two-to-three transitions in this work, the expres-

sions in Eqs. 3.58 and 3.59 simplify to

[
y1∂y1

+ y2∂y2
+ j1′+ j2′+∂x1

x1− ( j1+ j2)
]
K(x1,y1 + y2− x1;y1,y2) = 0 (3.61)

[
y1∂ 2

y1
+ y2∂ 2

y2
+2 j1′∂y1

+2 j2′∂y2
−∂ 2

x1
x1 +2 j1∂x1

]
K(x1,y1 + y2− x1;y1,y2) = 0 (3.62)

where one uses jn and jn′ to refer to the conformal spins of the incoming and outgoing

particles, respectively. Similarly, for three-particle transitions, one gets

[ 3

∑
i=1

(
yi∂yi

+ ji′

)
+∂x1

x1− ( j1+ j2)
]
K(x1,

3

∑
i=1

yi− x1;y1,y2,y3) = 0 , (3.63)

[ 3

∑
i=1

(
yi∂

2
yi
+2 ji′∂yi

)
−∂ 2

x1
x1 +2 j1∂x1

]
K(x1,

3

∑
i=1

yi− x1;y1,y2,y3) = 0 . (3.64)

3.4 One-Loop Kernels

In this section one reports on our findings of all nonsinglet transition kernels. The latter

will be quoted away from kinematical boundaries, i.e., when some of the momentum frac-

tions (or their sums) could coincide. This will be sufficient to compare our results with
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the Fourier transform of the light-ray evolution kernel derived in Ref. [78] by dropping all

contact, i.e., delta-function, terms emerging from the latter. Of course, one can keep track

of the latter as well and reproduce them from the momentum-fraction formalism by prop-

erly incorporating QCD field renormalization (as well as certain contact terms stemming

from vertex graphs) into the game. Since the light-cone gauge explicitly breaks Lorentz

symmetry, the good and bad components receive different renormalization constants, as

can be immediately seen from the quark and gluon propagators [74, 84]

P(k) = Z
(q)
1 (k)

/k

k2 + i0
Z
(q)
2 (k) , Gµν(k) = Z

(g)
µρ (k)

dρσ (k)

k2 + i0
Z
(g)
σν (k) , (3.65)

computed to one-loop accuracy. Here the Z-factors become momentum-fraction dependent

(contrary to covariant gauges) due to assumed principal value prescription for the 1/k+-

pole in the gluon density matrix,

Z
(q)
1 (k) =

√
1−Σ1

(
1− (Σ2(k)−Σ1)

/kγ+

k+

)
, (3.66)

Z
(q)
2 (k) =

√
1−Σ1

(
1− (Σ2(k)−Σ1)

γ+/k

k+

)
, (3.67)

Z
(g)
µρ (k) =

√
1+Π1(k)

(
gµρ −

1

2
Π2(k)

kµnρ + kρ nµ

k+

)
, (3.68)

where

Σ1 =
αsCF

2π
ln µ , Σ2(k) =

αsCF

2π
ln µ

∫
dq+

k+

k+−q+
ϑ 0

11(q
+,q+− k+) , (3.69)

and

Π1(k) =
αs

π
lnµ

[
CA

∫
dq+

[(q+)2−q+k++(k+)2]2

q+(q+− k+)(k+)2
ϑ 0

11(q
+,q+− k+)− n f

3

]
, (3.70)

Π2(k) =
αs

2π
CA ln µ

×
∫

dq+
5q+(q+− k+)(k+)2 +6(q+)2(q+− k+)2 +2(k+)4

q+(q+− k+)(k+)2
ϑ 0

11(q
+,q+− k+) ,

(3.71)
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i1

i′1

i2

i′2

k1 k2

p1 p2

C1

Figure 3.1: Feynman diagram determining the two-to-two transition of quark fields studied

in Sec. 3.4.1.

for quark and gluon, respectively. Their contribution to the renormalization of the operator

blocks reads

Γµ1...µn
→ Z

(q)
2 Γµ1...µn

Z
(q)
1 Z

(g)
µ1ν1

. . .Z
(g)
µnνn

, (3.72)

where Γµ1...µn
is the Dirac-Lorentz tensor defining the composite operator in question. The

collinearly divergent integrals entering Σ’s and Π’s regulate the end-point singularities in

the momentum-fraction kernels, promoting them to conventional plus-distributions that

become integrable over the entire range of momentum fractions [86].

3.4.1 Two-to-Two Transitions: Quasipartonic Operators

To make our expressions more compact, one introduces a set color structures with open

indices that show up in our expressions,

[C1]
i1i2
i′1i′2

= (ta)i1i′1
(ta)i2i′2

, [C2]
ai
a′i′ = f aa′c(tc)ii′, [C3]

ai
a′i′ = (ta′ta)ii′

[C4]
i1i2
i′1i′2

= (ta)i1i2(t
a)i′1i′2

, [C̃4]
i1i2
i′1i′2

= (ta)i1i2(t̄
a)i′1i′2

, [C5]
i1i2
ab

= (tatb)i1i2,

[C6]
i1i2
ab

= (tbta)i1i2, [C7]
ab
a′b′ = f aa′c f bb′c, [C8]

ab
a′b′ = f a′bc f ab′c. (3.73)

where f abc is the SU(N) structure constants, while ta and t̄a are the SU(N) and SU(N̄)

generators in the fundamental representation and its conjugate, respectively.

The first set of operators under investigation is written as,
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Oi1i2(x1,x2) = {ψ i1
+ψ i2

+ , ψ i1
+χ i2

+ , ψ̄ i1
+ψ̄ i2

+ , ψ̄ i1
+ χ̄ i2

+, χ i1
+χ i2

+, χ̄ i1
+ χ̄ i2

+}(x1,x2)

In this quark-quark sector the fields have open fundamental color indices i1 and i2. The

operator renormalization kernel acts on them as follows:

[KO]i1i2(x1,x2) = [C1]
i1i2
i′1i′2

∫
[D2y]2K(x1,x2|y1,y2)Oi′1i′2(y1,y2), (3.74)

and its explicit expression arises from the graph shown in Fig. 3.1. It is given by

K(x1,x2|y1,y2) =−2
x1 + x2

x1− y1
ϑ 0

111(x1,x1− y1,−x2)−
4x2

x1− y1
ϑ 0

11(x1− y1,−x2). (3.75)

Oi1i2(x1,x2) = {ψ i1
+ χ̄ i2

+ , ψ̄ i1
+χ i2

+ , ψ i1
+ψ̄ i2

+ , χ̄ i1
+χ i2

+}(x1,x2)

For the nonsinglet sector, the Feynman diagram responsible for the evolution is determined

by the very same one-gluon exchange in Fig. 3.1, so that

[KO]i1i2(x1,x2) = [C1]
i1i2
i′1i′2

∫
[D2y]2K(x1,x2|y1,y2)Oi′1i′2(y1,y2) , (3.76)

where

K(x1,x2|y1,y2) =−
4x2

x1− y1
ϑ 0

11(x1− y1,−x2)−
x2 + y1

x1− y1
ϑ 0

111(x1,x1− y1,−x2) . (3.77)

For the quark-antiquark operators of the same flavor Φi1(x1)Φ
i2(x2)

= {ψ i1
+(x1)ψ̄

i2
+(x2), χ̄ i1

+(x1)χ
i2
+(x2)}, there are two extra transitions, corresponding to anni-

hilation channels. Although one does not focus on the flavor-singlet quark operators and

the operators built up solely by gluon fields, one does provide corresponding results for the

2→ 2 evolution kernels in Appendix B.2.

Next consider the evolution kernels of quark-gluon fields,
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ii

i′i′
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k1 k1
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p1 p2p2p2

C2 C3

Figure 3.2: Feynman diagrams of two-to-two transition of quasipartonic gluon-quark fields

in Sec. (3.4.1).

Oai(x1,x2) = { f a
++ψ i

+, f a
++χ i

+, f̄ a
++ψ̄ i

+, f̄ a
++χ̄ i

+}(x1,x2)

For the quark-gluon operator blocks, the renormalization opens up more than one color

channel,

[KO]ai(x1,x2) =−
∫
[D2y]2

{
[C2]

ai
a′i′K1 +[C3]

ai
a′i′K2

}
(x1,x2|y1,y2)Oa′i′(y1,y2) , (3.78)

with corresponding transition kernels calculated from the graphs shown in Fig. 3.2 being

K1(x1,x2;y1,y2) =
x1

y1

2x1

x1− y1
ϑ 0

11(x1,x1− y1)−
2x2

x1− y1
ϑ 0

11(x1− y1,−x2) , (3.79)

K2(x1,y1;y1,y2) =
2x2

y1
ϑ 0

11(x1− y2,−x2) . (3.80)

Last but not least, the evolution kernels for antiquark-gluon operators are

Oai(x1,x2) = { f a
++ψ̄ i

+, f a
++χ̄ i

+, f̄ a
++ψ i

+, f̄ a
++χ i

+}(x1,x2)

Similar results are obtained by replacing the quark and an antiquark field,

[KO]ai(x1,x2) =−
∫
[D2y]2

{
[C2]

ai
a′i′K1 +[C3]

ai
a′i′K2

}
(x1,x2|y1,y2)Oa′i′(y1,y2) , (3.81)

with

K1(x1,x2|y1,y2) =
2x1x2ϑ 0

11(x1,−x2)

y1(x1 + x2)
− 2(x1x2 + y2

1)ϑ
0
111(x1,x1− y1,−x2)

(x1− y1)y1
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− 2x2(x1 + y1)ϑ
0
11(x1− y1,−x2)

(x1− y1)y1
, (3.82)

K2(x1,x2|y1,y2) =−2
x1− y2

y1
ϑ 0

111(x1,x1− y2,−x2)+
2x1x2

y1(x1 + x2)
ϑ 0

11(x1,−x2) . (3.83)

The Feynman graphs involved in the analysis differ from those in Fig. 3.2 only by the

orientation of one of the quark lines.

All of these expressions agree with well-known particle transitions for quasipar-

tonic operators [71, 74, 72, 76, 78].

3.4.2 Two-to-Two Transitions: Non-Quasipartonic Operators

Now, one turns to the analysis of non-quasipartonic operators. According to the adopted

basis (3.25), the new two-particle blocks that one has to address contain a bad field com-

ponent accompanied by a good one, namely

Φ+(z1)⊗Φ−(z2) , Φ−(z1)⊗Φ+(z2)

Φ+(z1)⊗D−+Φ+(z2) , D−+Φ+(z1)⊗Φ+(z2) . (3.84)

Quark-Quark Transitions

To start with, one considers the quark-quark transitions first. To this end, one introduces

non-quasipartonic two-particle operators built up from primary fields and arranged as dou-

blets since they mix under renormalization group evolution,

Oi j
+ =

{ 


ψ i
−ψ

j
+

ψ i
+ψ

j
−


 ,




ψ i
−χ

j
+

ψ i
+χ

j
−


 ,




χ i
−ψ

j
+

χ i
+ψ

j
−


 ,




χ i
−χ

j
+

χ i
+χ

j
−



}
, (3.85)

Oi j
− =

{


ψ i
+D̄−+ψ

j
+

D̄−+ψ i
+ψ

j
+


 ,




ψ i
+D̄−+χ

j
+

D̄−+ψ i
+χ

j
+


 ,




χ i
+D̄−+ψ

j
+

D̄−+χ i
+ψ

j
+


 ,




χ i
+D̄−+χ

j
+

D̄−+χ i
+χ

j
+




}
. (3.86)

The Feynman diagram responsible for the mixing addressed in this section is the same

one as in Fig. 3.1. We elaborate on an example of a specific transition in great detail in
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Appendix B.1, to demonstrate the inner workings of the formalism. As a result, one finds

[KO+]
i j(x1,x2) =−[C1]

i j

i′ j′

∫
[D2y]2K(x1,x2|y1,y2)Oi′ j′

+ (y1,y2) , (3.87)

where the two-by-two mixing matrix

K =




K11 K12

K21 K22


 (3.88)

possesses the elements

K11(x1,x2;y1,y2) =
2y1

x1− y1
ϑ 0

11(x1,x1− y1)−
2x2

x1− y1
ϑ 0

11(x1− y1,−x2) , (3.89)

K12(x1,x2,y1,y2) = 2ϑ 0
11(x1,x1− y1) , (3.90)

K21(x1,x2;y1,y2) = 2ϑ 0
11(x1− y1,−x2) , (3.91)

K22(x1,x2;y1,y2) =
2x1

x1− y1
ϑ 0

11(x1,x1− y1)−
2y2

x1− y1
ϑ 0

11(x1− y1,−x2) . (3.92)

For Oi j
− operator sets, one similarly gets

[KO−]i j(x1,x2) =−[C1]
i1i2
i′1i′2

∫
[D2y]2K(x1,x2|y1,y2)Oi′ j′

− (y1,y2) , (3.93)

where

K11(x1,x2;y1,y2) =
4x2ϑ 0

11(x1− y1,−x2)

x2− y2
+

2(x1 + x2)ϑ
0
111(x1,x1− y1,−x2)

x2− y2

+
4x2ϑ 0

12(x1− y1,−x2)

x2− y2
+

2(x1 + x2)ϑ
0
112(x1,x1− y1,−x2)

x2− y2
, (3.94)

K12(x1,x2;y1,y2) = 2
(y1 + y2)(ϑ

0
112(x1,x1− y1,−x2)+ϑ 0

121(x1,x1− y1,−x2))

x2− y2

+
2(x1 + y1 + y2)ϑ

0
111(x1,x1− y1,−x2)

x2− y2
+

4x2ϑ 0
11(x1− y1,−x2)

x2− y2

+
4x2(ϑ

0
12(x1− y1,−x2)+ϑ 0

21(x1− y1,−x2))

x2− y2

, (3.95)

K21(x1,x2;y1,y2) =
2(y1 + y2)ϑ

0
112(x1,x1− y1,−x2)

x1− y1
+

2x1ϑ 0
111(x1,x1− y1,−x2)

x1− y1

+
4x2ϑ 0

12(x1− y1,−x2)

x1− y1
, (3.96)
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K22(x1,x2;y1,y2) =
2(y1 + y2)(ϑ

0
112(x1,x1− y1,−x2)+ϑ 0

121(x1,x1− y1,−x2))

y2− x2

+
4x2(ϑ

0
12(x1− y1,−x2)+ϑ 0

21(x1− y1,−x2))

y2− x2

+
2x1ϑ 0

111(x1,x1− y1,−x2)

y2− x2
. (3.97)

This concludes our discussion of non-singlet operators. In Appendix B.2.2, one also pro-

vides transitions into gluonic operators involved in this class when it is generalized to the

singlet channel as well.

Quark-Antiquark Transitions

Next, one introduces doublets of quark-antiquark fields,

Oi j =

{ 


ψ i
−ψ̄

j
+

ψ i
+

1
2
D−+ψ̄

j
+


 ,




ψ i
−χ̄

j
+

ψ i
+

1
2
D−+χ̄

j
+


 ,




χ i
−ψ̄

j
+

χ i
+

1
2
D−+ψ̄

j
+


 ,




χ i
−χ̄

j
+

χ i
+

1
2
D−+χ̄

j
+



}
,

(3.98)

where one assumes that the two-particle blocks possess different flavor such that they do

not undergo annihilation transitions into gluon fields. Then the evolution equation can be

written as

[KO]i j(x1,x2) =−[C1]
i j

i′ j′

∫
[D2y]2K(x1,x2|y1,y2)Oi′ j′(y1,y2) . (3.99)

with the elements of the evolution matrix given by

K11 =
2x1y1(y1 + x2)ϑ

0
11(x1,x1− y1)

(y1 + y2)2(y2− x2)
+

2y2ϑ 0
11(x1,−x2)

x1− y1

+
2
(
y2

2(y1 + y2)+ y1x2(y1 +2y2)+ y2x2
2

)
ϑ 0

11(x1− y1,−x2)

(y1 + y2)2(x2− y2)
, (3.100)

K12 =
2x1(y1 + x2)ϑ

0
11(x1,x1− y1)

(y1 + y2)2(x2− y2)
+

2ϑ 0
11(x1,−x2)

x1− y1

− 2
(
y2

2(y1 + y2)+ x2
2(y1 +2y2)− y2x2(y1 +2y2)

)
ϑ 0

11(x1− y1,−x2)

y2(y1 + y2)2(y2− x2)
, (3.101)
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Figure 3.3: Feynman diagrams corresponding to two-to-two transition of non-quasipartonic

quark-gluon blocks in Sect. (3.4.2).

K21 =
2x2

1y1(y1 + x2)ϑ
0
11(x1,x1− y1)

(y1 + y2)2(x2− y2)
− 2x1(x1−2y1)ϑ

0
11(x1,−x2)

x1− y1

+
2y2

(
x3

1− x2
1(2y1 + y2)+ x1(y1 + y2)

2− y1(y1 + y2)
2
)

ϑ 0
11(x1− y1,−x2)

(y1 + y2)2(y2− x2)
, (3.102)

K22 =
2x2

1(y1 + x2)ϑ
0
11(x1,x1− y1)

(y1 + y2)2(x2− y2)
− 2x1(2y1 + x2)ϑ

0
11(x1,−x2)

y1(x2− y2)

+
2

y1y2(y1 + y2)2(y2− x2)

{
x2

1

(
2y3

1 +6y2
1y2 +4y1y2

2 + y3
2

)
− x3

1y1(y1 +2y2)

− x1(y1 + y2)
4− y1y2

2(y1 + y2)
2
}

ϑ 0
11(x1− y1,−x2) . (3.103)

Quark-Gluon Transitions

For the operators involving one quark and one gluon field, one introduces the following

two-vectors:

Oia
+ =

{


ψ i
− f a

++

ψ i
+ f a

+−


 ,




χ i
− f a

++

χ i
+ f a

+−




}
, (3.104)

Oia
− =

{


ψ i
+

[
D̄−+ f++

]a
[
D−+ψ+

]i
f a
++


 ,




χ i
+

[
D̄−+ f++

]a
[
D−+χ+

]i
f a
++



}
. (3.105)

Then, calculating Feynman diagrams responsible for their one-loop renormalization exhib-

ited in Fig. 3.3, one deduces that, as in the quasipartonic case, there are two color-flow

channels that induce the transitions

[KO+]
ia(x1,x2) =−

∫
[D2y]2

{
[C2]

ai
a′i′K(x1,x2|y1,y2)
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− [C3]
ai
a′i′K̃(x1,x2|y1,y2)

}
Oi′a′

+ (y1,y2) , (3.106)

where the elements of the kernels Ki j and K̃i j admit the form

K11 =
y1(2y2

2(y1 + y2)
2− y2(y1 + y2)(3y1 +2y2)x2)ϑ

0
11(x1,x1− y1)

y2
2(y1 + y2)2(y2− x2)

+
x2((y1 + y2)(3y1 +2y2)+(y1 +2y2)x2)ϑ

0
11(x1− y1,−x2)

(y1 + y2)2(x2− y2)

+
x2((2y2

1 + y1y2−2y2
2)x2−3y1y2(y1 + y2))ϑ

0
11(x1,−x2)

y2
2(y1 + y2)(x2− y2)

+
y2

1x2
2(2y1 +3y2)ϑ

0
11(x1,x1− y1)

y2
2(y1 + y2)2(y2− x2)

+
2x2ϑ 0

11(x1,−x2)

y2
, (3.107)

K12 =
2x1(y2(y1 + y2)+ y1x2)ϑ

0
11(x1,x1− y1)

(y1 + y2)2(y2− x2)

+
2x2(x2−2(y1 + y2))ϑ

0
11(x1,−x2)

(y1 + y2)(y2− x2)

+
2y2x2(x2−2(y1 + y2))ϑ

0
11(x1− y1,−x2)

(y1 + y2)2(x2− y2)
, (3.108)

K21 =−
x2

1y1ϑ 0
11(x1,x1− y1)

y2(x1− y1)(y1 + y2)
+

x2
1ϑ 0

11(x1,−x2)

y2(x1− y1)

−
(
x2

2(2y1 +3y2)−4y2x2(y1 + y2)+ y2(y1 + y2)
2
)

ϑ 0
11(x1− y1,−x2)

y2(y1 + y2)(y2− x2)
, (3.109)

K22 =−
(
x2

1y2 +2x1

(
y2

2− y2
1

)
+2y1(y1 + y2)

2
)

ϑ 0
11(x1− y1,−x2)

y1(x1− y1)(y1 + y2)

− x2
1ϑ 0

11(x1,x1− y1)

(x1− y1)(y1+ y2)
+

x1(x1 +2(y1 + y2))ϑ(x1,−x2)

y1(x1− y1)
, (3.110)

K̃11 =
2x2ϑ 0

11(x1,−x2)

y2
+

2y1ϑ 0
111(x1,x1− y2,−x2)

y2
, (3.111)

K̃12 = 2ϑ 0
12(x1,x1− y2)−

2y1ϑ 0
111(x1,x1− y2,−x2)

y2
− 2x2ϑ 0

11(x1,−x2)

y2
, (3.112)

K̃21 =
2x1(y1ϑ 1

111(x1,x1− y2,−x2)−ϑ 0
11(x1,−x2)

y2
, (3.113)

K̃22 = 0 . (3.114)

Similarly for the operators in the O− group, one gets

[KO−]ia(x1,x2) =−
∫
[D2y]2

{
[C2]

ai
a′i′K(x1,x2|y1,y2)
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+[C3]
ai
a′i′K̃(x1,x2|y1,y2)

}
Oi′a′
− (y1,y2) , (3.115)

with

K11 =−2
x2

1ϑ 0
11(x1,x1− y1)

(x1− y1)(y1 + y2)
+2

x1(x1 + y1 + y2)ϑ
0
11(x1,−x2)

y1(x1− y1)

−2

(
2y3

2(y1 + y2)
2−3y3

2x2(y1 + y2)+ y1x3
2(y1 + y2)+ y3

2x2
2

)
ϑ 0

11(x1− y1,−x2)

y1y2
2(y1 + y2)(y2− x2)

,

(3.116)

K12 =
2x1(y1(y1 + y2)− x1y2)ϑ

0
11(x1,−x2)

(x1− y1)y
2
1

− 2x2
1ϑ 0

11(x1,x1− y1)

(x1− y1)(y1 + y2)

+
2x1y2(x1y2− y1(y1 + y2))ϑ

0
11(x1− y1,−x2)

(x1− y1)y
2
1(y1 + y2)

, (3.117)

K21 =
2x2

1ϑ 0
11(x1,x1− y1)

(x1− y1)(y1 + y2)
− 2x2

1ϑ 0
11(x1,−x2)

y1(x1− y1)

+
2(x3

2y1(y1 + y2)+(x2
1− x2

2)y
3
2− x2

2y2(y
2
1 + y1y2− y2

2))ϑ
0
11(x1− y1,−x2)

y1y2
2(y1 + y2)(y2− x2)

, (3.118)

K22 =
2x2

1y2ϑ 0
11(x1,−x2)

y2
1(x1− y1)

+
2x2

1ϑ 0
11(x1,x1− y1)

(x1− y1)(y1 + y2)

− 2
(
x2

2

(
y3

1 + y2
1y2 + y3

2

)
−2y3

2x2(y1 + y2)+ y3
2(y1 + y2)

2
)

ϑ(x1− y1,−x2)

y2
1y2(y1 + y2)(y2− x2)

, (3.119)

K̃11 = 2
x1(ϑ

0
11(x1,x1− y2)+ϑ 0

12(x1,x1− y2))

y2
, (3.120)

K̃12 =
2x1ϑ 0

11(x1,x1− y2)

y2
, (3.121)

K̃21 =−
2x1ϑ 0

12(x1,x1− y2)

y2
, (3.122)

K̃22 = 0 . (3.123)

Having studied the operators generated by primary fields with the same chirali-

ties, one now turns our attention to the cases where the operators are built up by fields of

opposite chiralities, namely,

Oia =

{ 


ψ i
− f̄ a

++

ψ i
+

1
2
D−+ f̄ a

++


 ,




χ i
− f̄ a

++

χ i
+

1
2
D−+ f̄ a

++



}
. (3.124)
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Their one-loop evolution equation is driven by

[KO]ia(x1,x2) =−
∫
[D2y]2

{
[C2]

ai
a′i′K(x1,x2|y1,y2)

− [C3]
ai
a′i′K̃(x1,x2|y1,y2)

}
Oi′a′(y1,y2) , (3.125)

and the transition kernels involved read,

K11 =
2
(
y1x3

2 + y2(y1 + y2)
3− y1x2

2(y1 +2y2)
)

ϑ 0
11(x1,−x2)

y2(y1 + y2)2(y2− x2)

− 2
(
y2

2(y1 + y2)
2 + y1x2

2(y1 + y2)+ y2x3
2

)
ϑ 0

11(x1− y1,−x2)

y2(y1 + y2)2(y2− x2)

+
2x1x2

2y1ϑ 0
11(x1,x1− y1)

y2(x1− y1)(y1+ y2)2
, (3.126)

K12 =
2x2

2(x1 + y2)ϑ
0
11(x1,−x2)

y2(x1− y1)(y1+ y2)2
− 2x1x2

2ϑ 0
11(x1,x1− y1)

y2(x1− y1)(y1+ y2)2

+
2x2

2(x1(y1 +2y2)− (y1 + y2)
2)ϑ 0

11(x1− y1,−x2)

y2
2(x1− y1)(y1 + y2)2

, (3.127)

K21 =
2x2

1y1

(
y1y2 + x2

2

)
ϑ 0

11(x1,x1− y1)

y2(y1 + y2)2(y2− x2)

− 2x1

(
x2

2

(
y2

1 +3y1y2 + y2
2

)
+ y2(y1− y2)(y1 + y2)

2− y1x3
2

)
ϑ 0

11(x1,−x2)

y2(y1 + y2)2(y2− x2)

+
2
(
x4

1−2x3
1(y1 + y2)+ x2

1

(
y2

1 +3y1y2 + y2
2

))
ϑ 0

11(x1− y1,−x2)

(y1 + y2)2(y2− x2)

+
2(y1− x1)y2ϑ 0

11(x1− y1,−x2)

(y2− x2)
, (3.128)

K22 =
2x1

(
x2

2

(
y2

1 +3y1y2 + y2
2

)
+2y1y2(y1 + y2)

2− y1x3
2

)
ϑ 0

11(x1,−x2)

y1y2(y1 + y2)2(y2− x2)

+
2x2

1

(
y1y2 + x2

2

)
ϑ 0

11(x1,x1− y1)

y2(y1 + y2)2(x2− y2)
+

2

y1y2
2(y1 + y2)2(y2− x2)

{
2y1y3

2x2(y1 + y2)

− x3
2(y1 + y2)

(
y2

1 +2y1y2− y2
2

)
− y2

2x2
2

(
y2

1 +3y1y2 + y2
2

)
− y1x4

2(y1 +2y2)

−2y1y3
2(y1 + y2)

2
}

ϑ 0
11(x1− y1,−x2) , (3.129)

K̃11 =
2x2

1y2
1ϑ 0

11(x1− y2,−x2)

y2
2(y1 + y2)2

− 2
(
x2

1y1(y1 + y2)+ y2
2x2

2

)
ϑ 0

11(x1,−x2)

y2
2(y1 + y2)2

+
2x2

1y1ϑ 0
11(x1,x1− y2)

y2(y1 + y2)2
, (3.130)
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K̃12 =−2
x2

1ϑ 0
11(x1,x1− y2)

y2(y1 + y2)2

+
2
(
x2

2

(
y2

1 + y1y2 + y2
2

)
−2y2

1x2(y1 + y2)
)

ϑ 0
11(x1− y2,−x2)

y3
2(y1 + y2)2

+
2y1(y1− y2)ϑ

0
11(x1− y2,−x2)

y3
2

+
2
(
2y1x2(y1 + y2)

2− x2
2

(
y2

1 +2y1y2 +2y2
2

))
ϑ 0

11(x1,−x2)

y3
2(y1 + y2)2

− 2(y1− y2)(y1 + y2)ϑ
0
11(x1,−x2)

y3
2

, (3.131)

K̃21 =
2(x1− y2)

(
(2y1− x2)ϑ

0
111(x1,x1− y2,−x2)+ y1ϑ 0

112(x1,x1− y2,−x2)
)

y2

+
2x1y1x2

2ϑ 0
11(x1,−x2)

y2(y1 + y2)2
, (3.132)

K̃22 =
2(x1− y2)

(
x2

1

(
y2

1 + y1y2 + y2
2

))
ϑ 0

11(x1− y2,−x2)

y3
2(y1 + y2)2

− 2y2(x1− y2)(2y1 + y2−2x2)ϑ
0
11(x1− y2,−x2)

y3
2

− 2x1

(
x2

1

(
y2

1 +2y1y2 +2y2
2

)
− x1y2(y1 + y2)(3y1+5y2)

)
ϑ 0

11(x1,−x2)

y3
2(y1 + y2)2

+
2x2

1(y2− x1)ϑ
0
11(x1,x1− y2)

y2(y1 + y2)2
− 6x1ϑ 0

11(x1,−x2)

y2
. (3.133)

Antiquark-Gluon Transitions

For antiquark-gluon blocks, one introduces the doublets

Oai =

{ 


f a
+−ψ̄ i

+

f a
++

1
2
D−+ψ̄ i

+


 ,




f a
+−χ̄ i

+

f a
++

1
2
D−+χ̄ i

+




}
, (3.134)

whose transitions

[KO]ai(x1,x2) =−
∫
[D2y]2

{
[C2]

ai
a′i′K(x1,x2|y1,y2)

+ [C3]
ai
a′i′K̃(x1,x2|y1,y2)

}
Oa′i′(y1,y2) , (3.135)
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are determined by computing Feynman diagrams in Fig. 3.4 and yield

K11 =
2x1

(
x1(y1 + y2)

2− x2
1y1 + y1

(
y2

1 + y1y2 + y2
2

))
ϑ 0

11(x1,x1− y1)

y1(y1 + y2)2(y2− x2)

+
2x1

(
x2

1y1(y1− y2)+ x1

(
3y2

1y2−2y3
1 +4y1y2

2 + y3
2

))
ϑ 0

11(x1,−x2)

y2
1(y1 + y2)2(x2− y2)

+
2x1(y1−2y2)ϑ

0
11(x1,−x2)

(y1 + y2)(x2− y2)

+
2
(
x2

1(y1 + y2)
3− x3

1y1y2− x1y2
1

(
y2

1 +2y1y2 +2y2
2

))
ϑ 0

11(x1− y1,−x2)

y2
1(y1 + y2)2(y2− x2)

− 2y2ϑ 0
11(x1− y1,−x2)

(y2− x2)
, (3.136)

K12 =
2x1

(
x1(2y1 + y2)(3y1+ y2)−2x2

1y1−3y2
1(y1 + y2)

)
ϑ 0

11(x1,−x2)

y2
1(y1 + y2)2(x2− y2)

+
2x1

(
y2

2

(
y2

1 +3y1y2 + y2
2

)
− x2

(
y3

2− y2
1y2

))
ϑ 0

11(x1− y1,−x2)

y2
1y2(y1 + y2)2(y2− x2)

− 2x1x2
2(y1 +2y2)ϑ

0
11(x1− y1,−x2)

y1y2(y1 + y2)2(y2− x2)
+

2x1

(
x2

1 + y1y2

)
ϑ 0

11(x1,x1− y1)

y1(x1− y1)(y1 + y2)2
, (3.137)

K21 =
2x2

1

(
x1(y1 + y2)− x2

1 + y2
1

)
ϑ 0

11(x1,x1− y1)

(y1 + y2)2(y2− x2)

+
2x2

1

(
y2

2(x2− y1)+ y2x2(y1− x2)+ y1(y1 + x2)
2
)

ϑ 0
11(x1,−x2)

y1(y1 + y2)2(x2− y2)

− 2y2

(
x3

1(y1 + y2)− x4
1 + x2

1y2
1 + y1(y1 + y2)

2(x2− y2)
)

ϑ 0
11(x1− y1,−x2)

y1(y1 + y2)2(x2− y2)
, (3.138)

K22 =
2x2

1

(
y2

1 + x1x2

)
ϑ 0

11(x1,x1− y1)

y1(y1 + y2)2(x2− y2)
− 2

y2
1y2(y1 + y2)2(y2− x2)

×
{

x2
1

(
y2

2

(
6y2

1 +6y1y2 + y2
2

)
−4y1y2

2x2 + y1x2
2(y1 +2y2)

)

− x3
1y2

2(5y1 + y2)+ y2
1y2

2(y1 + y2)
2
}

ϑ 0
11(x1− y1,−x2)

+
2(x2

1

(
x2

(
3y2

1 +2y1y2 + y2
2

)
+2y2

1(y1 + y2)+2y1x2
2

)
ϑ 0

11(x1,−x2)

y2
1(y1 + y2)2(y2− x2)

, (3.139)

K̃11 =
2x1(x1(y1 +3y2)−2y2(y1 + y2))ϑ

0
11(x1,−x2)

y2(y1 + y2)2
− 2x2

1ϑ 0
11(x1,x1− y2)

(y1 + y2)2

− 2x2
1y1ϑ 0

11(x1− y2,−x2)

y2(y1 + y2)2
, (3.140)

K̃12 =
2x2

1ϑ 0
11(x1,x1− y2)

y1(y1 + y2)2
+

2x1(x1(y
2
1− y2

2)−2x2y1y2)ϑ
0
11(x1,−x2)

y1y2
2(y1 + y2)2

(3.141)
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− 2
(
x2

2

(
y2

1 + y1y2 + y2
2

)
−2y2

1x2(y1 + y2)
)

ϑ 0
11(x1− y2,−x2)

y1y2
2(y1 + y2)2

− 2(y1− y2)ϑ
0
11(x1− y2,−x2)

y2
2

, (3.142)

K̃21 = 2
(x1− y2)((x2−2y1)ϑ

0
111(x1,x1− y2,−x2)− y1ϑ 0

112(x1,x1− y2,−x2))

y1

+
2x1x2

2(y1− y2)ϑ
0
11(x1,−x2)

y1(y1 + y2)2
, (3.143)

K̃22 =
2x2

1(y2− x1)
(
y2

1 + y1y2 + y2
2

)
ϑ 0

11(x1− y2,−x2)

y1y2
2(y1 + y2)2

− 2(y2− x1)(2y1 + y2−2x2)ϑ
0
11(x1− y2,−x2)

y1y2

+
2x2

1

(
y3

1− x2

(
y2

1 +2y1y2− y2
2

)
− y1y2

2

)
ϑ 0

11(x1,−x2)

y1y2
2(y1 + y2)2

+
2x2

1(x1− y2)ϑ
0
11(x1,x1− y2)

y1(y1 + y2)2
. (3.144)

i ii

i′ i′i′

a aa

da′ a′

k1
k1k1k2

k2k2

p1 p2 p2 p2p2p2

C2 C3 C2 +C3

Figure 3.4: Feynman diagrams corresponding to two-to-two transitions of nonquasipar-

tonic antiquark-gluon operator blocks in Sec. 3.4.2.

This concludes our analysis of non-singlet two-to-two transitions of nonquasipar-

tonic operators. They agree with corresponding findings in [74], the last paper of Ref. [72]

and [78], after the Fourier transformations. For a partial result in the singlet channel, one

refers the reader to Appendix B.2.

3.4.3 Two-to-Three Transitions: Non-Quasipartonic Operators

Finally, one comes to the analysis of particle number-changing transitions. This is the most

elaborate sector of twist-four operators. Apart from a proliferation of Feynman graphs,
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j′j′ j′

d

dd dd

k1

k1k1 k1k1 k2

k2

k2k2 k2
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p1p1 p1p1 p2

p2

p2p2 p2

p3

p3p3 p3p3

C1 C1 +C2 C1 +C3 C2

C3

Figure 3.5: Feynman diagrams responsible for the evolution kernels of ψ i
−(x1)ψ

j
+(x2)→

ψ i′
+(y1)ψ

j′
+(y2) f̄ a

++(y3) in Sec. 3.4.3 and ψ̄+(x1)ψ−(x1) → ψ̄ i′(y1)ψ
j′
+ f̄ d

++(y3) in Sec.

3.4.3. Cc’s are the color structures defined in Eq. (3.147).

there are also subtle effects related to transitions induced by the use of QCD equations of

motion. We provide for the latter a diagrammatic representation that puts it on the same

footing as the rest of the calculation, and thus reduces the procedure to tedious algebraic

manipulations. An example exhibiting the formalism is worked out in Appendix B.4.

First consider the quark-quark bad-good and good-good operators with a transverse

derivative, respectively,

ψ−ψ+ and 1
2
D−+ψ̄+ψ̄+

Oi j(x1,x2) = ψ i
−(x1)ψ

j
+(x2) , Oi j(x1,x2) =

1
2
D−+ψ i

+(x1)ψ
j
+(x2) , (3.145)

mixing with the following three-particle operator constructed from good field components

Oi ja(y1,y2,y3) = g
√

2ψ i
+(y1)ψ

j
+(y2) f̄ a

++(y3) . (3.146)

In both cases, there are three nontrivial color-flow channels

[C1]
i j

i′ j′d = f dbctb
ii′t

c
j j′, [C2]

i j

i′ j′d = i(tdtb)ii′t
b
j j′, [C3]

i j

i′ j′d = itb
ii′(t

dtb) j j′ , (3.147)
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Figure 3.6: Feynman diagrams defining the evolution kernels for transitions

D−+ψ̄ i
+(x1)ψ̄

j
+(x2) → ψ i′

+(y1)ψ
j′
+(y2) f̄ a

++(y3) in Sec. 3.4.3 and D−+ψ̄ i
+(x1)ψ

j
+(x1) →

ψ̄ i′(y1)ψ
j′
+ f̄ d

++(y3) in Sec. 3.4.3, where Cc are the color structures defined in Eq. (3.147).

The last four diagrams correspond to the contribution of the gauge field in the covariant

derivative D−+.

such that the evolution equation takes the form

[KO]i j(x1,x2) =
∫
[D3y]2

3

∑
c=1

[Cc]
i j

i′ j′aKc(x1,x2|y1,y2,y3)Oi′ j′a(y1,y2,y3) . (3.148)

First, for the Oi j(z1,z2) = ψ i
−(z1)ψ

j
+(z2) case, the evolution kernels computed from the

diagrams in Fig. 3.5 read

K1 =
θ(x1)

y1(y1 + y3)2
− θ(x1− y1)

y1y2
3

+
(y1 +2y3)θ(x1− y1− y3)

y2
3(y1 + y3)2

, (3.149)

K2 =
y3(y1 + y3)− x1(y1 +2y3)θ(x1)

y2
3(y1 + y3)2(y1 + y3− x1)

+
(x1− y3)θ(x1− y3)

y1y2
3(y1 + y3− x1)

+
θ(x1− y1− y3)

y1(y1 + y3)2
, (3.150)

K3 = 0 , (3.151)
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while for Oi j(x1,x2) =
1
2
D−+ψ i

+(x1)ψ
j
+(x2) they are

K1 =

[
y2− x2

y2y2
3

+
y1(y1 + y3)− x1(y1 +2y3)

(y1 + y3)2y2
3

− 1

y2
3

]
θ(y2− x2)

+

[
1

y2
3

− (x1− y1)
2

y1(x2− y2)y
2
3

+
y3(y2 + y3)− x1(y2 +2y3)+ y1(y2 +2y3)

(y2 + y3)2y2
3

]
θ(x1− y1)

+
x2θ(x1− y1− y2− y3)

y2(y2 + y3)2
+

x2
1θ(x1)

y1(y1 + y3)2(x2− y2)
, (3.152)

K2 =
x2

1(y1 +2y3)θ(x1)

y2
3(y1 + y3)2(x2− y2)

+
(y2

3− x2
1)θ(x1− y3)

y1y2
3(y1 + y3− x1)

− (x1 + y1 + y3)θ(y2− x2)

y1(y1 + y3)2
, (3.153)

K3 =−
x2θ(x1− y1)

y2(y2 + y3)2
+

x2θ(x1− y1− y2)

y2y2
3

− x2(y2 +2y3)θ(−x2)

y2
3(y2 + y3)2

. (3.154)

Making use of the differential operators introduced in section 3.3.3, it is straightforward to

verify that these kernels are all conformally invariant.

Next, the good-good quark-gluon operators with transverse derivatives is addressed:

1
2
D−+ψ̄+ f̄++ and ψ̄+

1
2
D−+ f̄++

Oia(x1,x2) =
1
2
D−+ψ̄ i

+(x1) f̄ a
++(x2) , Oia(x1,x2) =

1
2
ψ̄ i
+(x1)D−+ f̄ a

++(x2) (3.155)

evolving into

Oiad = g
√

2ψ̄ i
+(y1) f̄ a

++(y2) f̄ d
++(y3) . (3.156)

Their one-loop evolution equation,

[KO]ia(x1,x2) =
∫
[D3y]2

6

∑
c=1

[Cc]
ia
i′a′dKc(x1,x2|y1,y2,y3)Oa′i′d(y1,y2,y3) , (3.157)

develops six independent color structures:

[C1]
ia
i′a′d =−i(tc)ii′ f

cde f aa′e , [C2]
ia
i′a′d =−(tdte)ii′ f

aa′e ,

[C3]
ia
ia′d′ =−i(tc)ii′ f

ade f ca′e , [C4]
ia
ia′d = i(tdta′ta)ii′ ,

[C5]
ia
i′a′d = i(ta′tdta)ii′ , [C6]

ia
i′a′d = i(ta′tatd)ii′ . (3.158)
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Figure 3.7: Feynman diagrams that induce the transitions in Sec. 3.4.3. For the operators

in Sec. 3.4.3 and operator 1
2
D−+ψ̄ f++ in Sec. 3.4.3, these diagrams correspond to the flat

derivative ∂̄⊥ residing in the covariant derivative D−+, while for the operator ψ̄+ f+− in

Sec. 3.4.3, they account for the contribution of ∂+A− , ∂̄⊥A⊥ and ∂̄⊥Ā⊥ originating from

Eq. (3.19).

100



k2k2

k2

k2 k2

k2k2

k2k2k2

p1p1

p1p1

p1 p1

p1p1

p1p1p1

p2p2

p2

p2 p2

p2p2

p2p2p2

p3p3

p3

p3 p3

p3p3

p3p3p3

k1− p1

k1− p1

k1− p1k1− p1

k1− p3

k1− p3

k1− p3

k1− p2 k1− p2k1− p2

C1

C1 +C2

−(C1 +C3)

(C1 +C3);C1;(−C3) C2 C3
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C4 C5 C6−C5

Figure 3.8: Feynman diagrams corresponding to the contributions of the gauge fields

nested inside the covariant derivatives for the transitions of 1
2
D−+ψ̄ i

+ f̄ a
++ → ψ̄ i

+ f̄ a
++ f̄ d

++

and 1
2
D−+ψ̄ i

+ f a
++→ ψ̄ i

+ f a
++ f̄ d

++ in Secs. 3.4.3 and 3.4.3 respectively.

Translating the evolution kernels of the operator transitions into the following rele-

vant Feynman diagrams:
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The computation of the diagrams in Figs. 3.7 and 3.8 yields for the

1
2
D−+ψ̄ i

+(x1) f̄ a
++(x2) operator:

K1 =
x2

1θ(x1)

y1(y1 + y3)2(x2− y2)
+

x2
2(3y2 + y3)θ(−x2)

y2
2(y2 + y3)3

+
1

y1y2
3(x2− y2)(y2 + y3)3

{
x3

2y1(y2 +3y3)− x2
2

(
y1y2(y2 +3y3)+(y2 + y3)

3
)

+2x2(y2 + y3)
4− (y2 + y3)

5
}

θ(x1− y1)

+
1

y2
2y2

3(y1 + y3)2

{
y2

2x2(y1 +2y3)+ y2
2(2y3(y2 + y3)− (y1(y2 +2y3)))

− x2
2(y1 + y3)

2
}

θ(y2− x2) , (3.159)

K2 =
x2

1(y1 +2y3)θ(x1)

y2
3(y1 + y3)2(y2− x2)

− (x2
1− y2

3)θ(x1− y3)

y1y2
3(x2− y2)

− (x1 + y1 + y3)θ(y2− x2)

y1(y1 + y3)2
, (3.160)

K3 =
x2

1θ(x1)

y1(y1 + y2)2(y3− x2)
− x2

2(y2 +3y3)θ(−x2)

y2
3(y2 + y3)3

+
1

y1y2
2(y2 + y3)3(x2− y3)

{
x2

2

(
y2

3(y1 +3y2)+3y2y3(y1 + y2)+ y3
2 + y3

3

)

− y1x3
2(3y2 + y3)−2x2(y2 + y3)

4 +(y2 + y3)
5
}

θ(x1− y1)

+

(
y2

3(x1(y1 +2y2)− y1(y1 + y2))+ x2
2(y1 + y2)

2
)

θ(y3− x2)

y2
2y2

3(y1 + y2)2
, (3.161)

K4 =
x2

1(y2 +3y3)θ(x1)

y2
3(y2 + y3)3

+

(
x2

1(3y2 + y3)− (y2 + y3)
3
)

θ(y1− x2)

y2
2(y2 + y3)3

+

(
y2

3− x2
1

)
θ(x1− y3)

y2
2y2

3

, (3.162)

K5 =
x2

1

2y2
2

{ y1 +2y2

(y1 + y2)2(x2− y3)
− 2y2

(y2 + y3)3
− 1

(y2 + y3)2

}
θ(x1)

+

(
(y2 + y3)

3− x2
1(y2 +3y3)

)
θ(y1− x2)

2y2
3(y2 + y3)3

− (x1 + y1 + y2)θ(y3− x2)

2y1(y1 + y2)2
+

(x2
1− y2

2)(y1x2− y3(y1 + y3))θ(x1− y2)

2y1y2
2y2

3(x2− y3)
, (3.163)

K6 =
x2

1(y1 +2y2)θ(x1)

2y2
2(y1 + y2)2(y3− x2)

+
(x2

1− y2
2)θ(x1− y2)

2y1y2
2(x2− y3)

+
(x1 + y1 + y2)θ(y3− x2)

2y1(y1 + y2)2
. (3.164)
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Figure 3.9: Additional Feynman diagrams contributing to the transition
1
2
D−+ψ̄ i

+(x1) f̄ a
++(x2)→ ψ̄ i′

+(y1) f̄ a′
++(y2) f̄ d

++(y3) in Sec. 3.4.3.

While for the ψ̄ i
+(z1)

1
2
D−+ f̄ a

++(z2), the contributing graphs are shown in Figs. 3.7

and 3.9 and their computation gives,

K1 =
x1θ(x1)

y1(y1 + y3)2
− 1

y1y2
3(y2 + y3)3

{
y1x2

2(y2 +3y3)− x2(y2 + y3)
(
(y2 + y3)

2

− y1(y2 +3y3)
)
+(y2 + y3)

2
(
y1(y3− y2)+(y2 + y3)

2
)}

θ(x1− y1)

+
1

y2
2y2

3(x1− y1)(y1 + y3)2

{
y2

2x2
2(y1 +2y3)− x3

2(y1 + y3)
2

+ y2
2

(
y2

1(y3− y2)+ y1

(
y2

2 +3y2
3

)
+2y3

(
y2

2 + y2y3 + y2
3

))

− y2
2x2

(
2y1(y2− y3)−2y2

1 + y3(4y2 + y3)
)}

θ(y2− x2)

+
x3

2(3y2 + y3)θ(−x2)

y2
2(x1− y1)(y2 + y3)3

, (3.165)

K2 =
x1(y1 +2y3)θ(x1)

y2
3(y1 + y3)2

− x1θ(x1− y3)

y1y2
3

+
x1θ(y2− x2)

y1(y1 + y3)2
, (3.166)

K3 =−
x1θ(x1)

y1(y1 + y2)2
+

1

y1y2
2(y2 + y3)3

{
− x2(y2 + y3)

(
(y2 + y3)

2− y1(3y2 + y3)
)

+ y1x2
2(3y2 + y3)+(y2 + y3)

2
(
y1(y2− y3)+(y2 + y3)

2
)}

θ(x1− y1)

+
1

y2
2y2

3(x1− y1)(y1 + y2)2

{
(y1 + y2)

2(x2− y3)
3− x1y2

3(x1− y1)(y1 +2y2)

+3y3(y1 + y2)
2(x2− y3)

2
}

θ(y3− x2)−
x3

2(y2 +3y3)θ(−x2)

y2
3(x1− y1)(y2+ y3)3

, (3.167)
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K4 =
x1(x2− y1)(y2+3y3)θ(x1)

y2
3(y2 + y3)3

+
x1(y1− x2)θ(x1− y3)

y2
2y2

3

+
x1(y1− x2)(3y2 + y3)θ(y1− x2)

y2
2(y2 + y3)3

, (3.168)

K5 =
x1

y2
2(y1 + y2)2(y2 + y3)3

{
x1(y1 + y2)

2(3y2 + y3)− (y2 + y3)
[
y3

(
y2

1−3y2
2

)

+ y2

(
3y2

1 +5y1y2 + y2
2

)
− y2

3(y1 +2y2)
]}

θ(x1)+
x1θ(y3− x2)

y1(y1 + y2)2

+
x1(y1− x2)(y2 +3y3)θ(y1− x2)

y2
3(y2 + y3)3

+
x1

y2
2

{
x2− y1

y2
3

− 1

y1

}
θ(x1− y2) , (3.169)

K6 =−
x1(y1 +2y2)θ(x1)

y2
2(y1 + y2)2

+
x1θ(x1− y2)

y1y2
2

− x1θ(y3− x2)

y1(y1 + y2)2
. (3.170)

One of the consistency checks on the above kernels is their conformal invariance: they are

annihilated by the differential operators in Eqs. (3.63) and (3.64). Yet, they when Fourier

transformed to the coordinate space, they look superficially different from the correspond-

ing results obtained using the conformal technique [78]. This is obvious from the fact

that the C6 channel is absent in the latter analysis, and what is more disconcerting is that

the Fourier transform of the light-ray kernels in Ref. [78] for the transitions given in Eq.

(3.157) develops logarithmic dependence on the momentum fraction variables. From the

momentum-space technique that is employed is this work, it is obvious that logarithms

simply cannot emerge at one loop merely because one does not have enough integrations

to generate them in the first place. This disparity between the two results is actually an

agreement in disguise. To observe it, one has to use the symmetry of the operators in-

volved in the transition. Namely, the three-particle operator Oiad defined in Eq. (3.156)

is symmetric under the interchange of the gluon fields, i.e., simultaneous exchange a↔ d

and y2↔ y3. This procedure eliminates the logarithms from the coordinate-space analysis.

To get a complete agreement, one can redistribute the color structure [C6]
ia
ia′d and its cor-

responding kernel K6 into other channels. The final expressions do coincide. To be more

explicit, one inverse-Fourier transforms the results to the coordinate space, and lists results
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in Appendix B.5.1 since it gives a simplified form of the corresponding light-ray transition

kernels.

Now consider operator group,

f̄++ψ− and 1
2
D−+ f̄++ψ+

For the transitions of

Oai(x1,x2) = f̄ a
++(x1)ψ

i
−(x2) , Oai(x1,x2) =

1
2
D−+ f̄ a

++(x1)ψ
i
+(x2) , (3.171)

to

Oaid = g
√

2 f̄ a
++(y1)ψ

i
+(y2) f̄ d

++(y3) , (3.172)

one finds

[KO]ai(x1,x2) =

∫
[D3y]2

6

∑
c=1

[Cc]
ai
a′i′dKc(x1,x2|y1,y2,y3)Oa′i′d(y1,y2,y3) , (3.173)

where the color structures are determined by the following tensors

[C1]
ai
a′i′d =−i(tc)ii′ f

cde f aa′e , [C2]
ia
ia′d′ =−i(tc)ii′ f

ade f ca′e ,

[C3]
ia
i′a′d =−(tdte)ii′ f

aa′e , [C4]
ia
ia′d = i(tdta′ta)ii′ ,

[C5]
ia
i′a′d = i(ta′tdta)ii′ , [C6]

ia
i′a′d = i(ta′tatd)ii′ . (3.174)

For theOai(x1,x2) = f̄ a
++(x1)ψ

i
−(x2) case, the Feynman diagrams responsible for the one-

loop evolution are presented in Fig. 3.10, and produce the following contributions

K1 =−
x2

1

(
8y3

1 +9y2
1(y2 +2y3)+3y1(y2 +2y3)

2 + y3(y2 + y3)(y2 +2y3)
)

θ(x1)

y2
1(y1 + y3)3(x1 + x2)3

+
x2

1(y2 +2y3)θ(x1− y1)

y2
1y2

3(y2 + y3)2
− x2

1(y1 +3y3)θ(y2− x2)

y2y2
3(y1 + y3)3

+
x2

1(y1 +3(y2 + y3))θ(−x2)

y2(y2 + y3)2(x1 + x2)3
, (3.175)
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K2 =
x2

1

(
9y2

3(2y1 + y2)+3y3(2y1 + y2)
2 + y1(y1 + y2)(2y1 + y2)+8y3

3

)
θ(x1)

y2
3(y1 + y3)3(x1 + x2)3

− x2
1(2y1 + y2)θ(x1− y3)

y2
1y2

3(y1 + y2)2
+

x2
1(3y1 + y3)θ(y2− x2)

y2
1y2(y1 + y3)3

− x2
1(3(y1+ y2)+ y3)θ(−x2)

y2(y1 + y2)2(x1 + x2)3
, (3.176)

K3 =
x2

1

(
4y2

1 + y1(5y2 +2y3)+ y2(y2 + y3)
)

θ(x1)

y2
1(y1 + y2)2(x1 + x2)3

− x2
1θ(x1− y1)

y2
1y2(y2 + y3)2

+
(y3− x2)

(
x2

1 + x1y2 + y2(y1 + y2)
)

θ(y3− x2)

y2y2
3(x1− y1)(y1 + y2)2

+
1

y2
3(x1− y1)(y2 + y3)2(y1 + y2 + y3)3

{
x2

1y1(y1(y2 +2y3)

+(y2 + y3)
2(x1 + x2)

3− x3
1(y1(y2 +2y3)+(y2 + y3)(y2 +4y3))

+(y2 + y3)(y2+4y3))
}

θ(−x2) , (3.177)

K4 =
x2

1(3(y1 + y2)+ y3)θ(x1)

y2(y1 + y2)2(y1 + y2 + y3)3
− (x1− y2)

2(3y1 + y3)θ(x1− y2)

y2
1y2(y1 + y3)3

+
(x2− y3)(y2(y1 + y2)− x1(2y1 + y2))θ(y3− x2)

y2
1y2

3(y1 + y2)2

− 1

y2
3(y1 + y3)3(y1 + y2 + y3)3

{
x2

1

(
9y2

3(2y1 + y2)+3y3(2y1 + y2)
2 +8y3

3

+ y1(y1 + y2)(2y1 + y2)
)
−2x1(y1 +3y3)(x1 + x2)

3

+ y2(y1 +3y3)(x1 + x2)
3
}

θ(−x2) , (3.178)

K5 =
x2

1 (y1 + y2 +3y3)θ(x1)

y2y2
3(x1 + x2)3

− (x1− y2)
2(y1 +3y3)θ(x1− y2)

y2y2
3(y1 + y3)3

− x2
1θ(x1− y3)

y2y2
3(y1 + y2)2

+
(x2− y1)

(
x2

1− x1y2 + y2y3

)
θ(y1− x2)

y2
1y2y2

3(y3− x1)

+
1

y2
1y3(x1 + x2)3

{
x2(x1− y2)(x1 + x2)

2

y1 + y3
+

y1(x1 + x2)

(x1− y3)(y1 + y2)2

×
[
x2

1(y3(y1 + y2 + x2)+2x2(y1 + y2))+ x1y3(y1 + y2)(2x2− y1− y2)

+ y3x2
2(y1 + y2)

]
− (x1 + x2)

2
(
x3

1− x2
1(y2 + y3)+ y3(x1y1− x2y2)

)

(x1− y3)(y1 + y2)

− y1(x1− y2)(x1 + x2)(y1− y3)
(
(x1 + x2)

2− x1(2y1 + y2 +2y3)
)

(y1 + y3)3

}
θ(−x2)
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+
x1y1x2(y3− y1)

y1 + y3
− x1y1x2 , (3.179)

K6 =−
x2

1(y1(y2 +2y3)+(y2 + y3)(y2 +4y3))θ(x1)

y2
3(y2 + y3)2(x1 + x2)3

+
x2

1θ(x1− y3)

y2y2
3(y1 + y2)2

+
(x2− y1)

(
x2

1 + x1y2 + y2(y2 + y3)
)

θ(y1− x2)

y2
1y2(x1− y3)(y2 + y3)2

+
1

y2
1(x1− y3)(y1 + y2)2(x1 + x2)3

{
x3

1

(
4y2

1 + y1(5y2 +2y3)+ y2(y2 + y3)
)

− x2
1y3

(
4y2

1 + y1(5y2 +2y3)+ y2(y2 + y3)
)

− (y1 + y2)
2(x1 + x2)

3
}

θ(−x2) . (3.180)

For the Oai(x1,x2) =
1
2
D−+ f̄ a

++(x1)ψ
i
+(x2) operator, the Feynman graphs describing its

transition into f̄ a′
++(z1)ψ

i′
+(z2) f̄ d

++(z3) are shown in Figs. 3.10 and 3.11, such that

K1 =
x3

1

y2
1(y1 + y3)3(x2− y2)(x1 + x2)3

{
x2

[
8y3

1 +9y2
1(y2 +2y3)+3y1(y2 +2y3)

2

+ y3(y2 + y3)(y2 +2y3)
]
+(y1 + y3)

3(3y1 + y2 + y3)
}

θ(x1)

+
1

y2
1y2

3(y2 + y3)2(x2− y2)

{
− x3

1

(
y1(y2 +2y3)+ y2

2 +3y2y3 +3y2
3

)

+ x4
1(y2 +2y3)−3x2

1y2
1(y2 +2y3)+ x1y2

1

(
5y1(y2 +2y3)+2y2

2 +7y2y3 +8y2
3

)

− y2
1

(
2y2

1(y2 +2y3)+ y1

(
y2

2 +4y2y3 +5y2
3

)
− y3(y2 + y3)

2
)}

θ(x1− y1)

− 1

y2y2
3(y1 + y3)3

{
x2

1y2(y1 +3y3)− x3
1(y1 +3y3)

+ x1(y1 + y3)
(
3y2

1 + y1(y2 +6y3)+3y3(y2 + y3)
)

− (y1 + y3)
2
(
2y2

1 + y1(y2 +2y3)− y2y3

)}
θ(y2− x2)

+
x2

(
x2

1(y1 +3(y2 + y3))+ x1(x1 + x2)(y1 +3(y2 + y3))
)

θ(−x2)

y2(y2 + y3)2(x1 + x2)3

− 2x2y1θ(−x2)

y2(y2 + y3)2(x1 + x2)
, (3.181)

K2 =
x3

1

y2
3(y1 + y3)3(y2− x2)(x1 + x2)3

{
x2

(
9y2

3(2y1 + y2)+3y3(2y1 + y2)
2

+ y1(y1 + y2)(2y1 + y2)+8y3
3

)
+(y1 + y3)

3(y1 + y2 +3y3)
}

θ(x1)
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+
1

y2
1y2

3(y1 + y2)2(x2− y2)

{
x3

1

(
y2

1 + x2(2y1 + y2)
)
+ y2

3

(
3x2

1(2y1 + y2)

− x1

(
8y2

1 +7y1y2 +2y2
2

)
− y1(y1 + y2)

2
)
− y3

3

(
5x1(2y1 + y2)

−5y2
1−4y1y2− y2

2

)
+2y4

3(2y1 + y2)
}

θ(x1− y3)

+
1

y2
1y2(y1 + y3)3

{
x1(y1 + y3)

(
y3(6y1 + y2)+3y1(y1 + y2)+3y2

3

)

+ x2
1y2(3y1 + y3)− x3

1(3y1 + y3)

(y1 + y3)
2
(
y3(y2 +2y3)− y1(y2−2y3)

)}
θ(y2− x2)

− x2

(
x2

1(3(y1 + y2)+ y3)+ x1(x1 + x2)(3(y1+ y2)+ y3)
)

y2(y1 + y2)2(x1 + x2)3
θ(−x2)

+
2x2y3

y2(y1 + y2)2(x1 + x2)
θ(−x2) , (3.182)

K3 =
x3

1

(
4y2

1 + y1(5y2 +2y3)+ y2(y2 + y3)
)

θ(x1)

y2
1(y1 + y2)2(x1 + x2)3

− (x1− y1)
2(x1 +2y1)θ(x1− y1)

y2
1y2(y2 + y3)2

+
(x2− y3)

2(x1 +2(y1 + y2))θ(y3− x2)

y2y2
3(y1 + y2)2

− 1

y2
3(y2 + y3)2(x1 + x2)3

{
x3

1

(
y1(y2 +2y3)+(y2 + y3)(y2 +4y3)

)

−3x1(y2 +2y3)(x1 + x2)
3 +2(x1 + x2)

3
(
y1(y2 +2y3)+(y2 + y3)

2
)}

θ(−x2) ,

(3.183)

K4 =−
x3

1(3(y1 + y2)+ y3)θ(x1)

y2(y1 + y2)2(x1 + x2)3
+

(x1− y2)
3(3y1 + y3)θ(x1− y2)

y2
1y2(y1 + y3)3

− (x2− y3)
2
(
2x1y1 + x1y2 + y2

1− y2
2

)
θ(y3− x2)

y2
1y2

3(y1 + y2)2

+
x2

y2
3(y1 + y3)3(y1 + y2 + y3)3

{
3x2(y1 + y3)

(
3y3(2y1 + y2)+ y1(y1 + y2)

+5y2
3

)
(x1 + x2)− x2

2

(
9y2

3(2y1 + y2)+3y3(2y1 + y2)
2

+ y1(y1 + y2)(2y1 + y2)+8y3
3

)
−6y3(y1 + y3)

2(x1 + x2)
2
}

θ(−x2) , (3.184)

K5 =−
x3

1 (y1 + y2 +3y3)θ(x1)

y2y2
3(x1 + x2)3

+
(x1− y2)

3(y1 +3y3)θ(x1− y2)

y2y2
3(y1 + y3)3
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+
(x1− y3)

2(x1 +2y3)θ(x1− y3)

y2y2
3(y1 + y2)2

− (x1− y2 +2y3)(x2− y1)
2 θ(y1− x2)

y2
1y2y2

3

+
1

y2
1y3

{
2x3

1y2
1

y2(x1 + x2)3
− x3

1y2
1

y2(x1 + x2)(y1 + y2)2
− x3

1y2
1

y2(x1 + x2)2(y1 + y2)

− 2y2
1(x1− y2)

3

y2(y1 + y3)3
+

3y3

(
(y1 + y2)

2− x1(2y1 + y2)
)

(y1 + y2)2
+

(x1− y2)
3

y2(y1 + y3)

+
y1(x1− y2)

3

y2(y1 + y3)2
+

2y2
3(2y1 + y2)

(y1 + y2)2

}
θ(−x2) , (3.185)

K6 =
x3

1(y1(y2 +2y3)+(y2 + y3)(y2 +4y3))θ(x1)

y2
3(y2 + y3)2(x1 + x2)3

− (x1− y3)
2(x1 +2y3)θ(x1− y3)

y2y2
3(y1 + y2)2

+
(x2− y1)

2(x1 +2(y2 + y3))θ(y1− x2)

y2
1y2(y2 + y3)2

− x2

y2
1(y1 + y2)2(x1 + x2)3

{
x2

2

(
4y2

1 + y1(5y2 +2y3)

+ y2(y2 + y3)
)
−3x2

(
4y2

1 + y1(5y2 +2y3)+ y2(y2 + y3)
)
(x1 + x2)

+6y1(y1 + y2)(x1 + x2)
2
}

θ(−x2) . (3.186)

In this transition channel, one encounters the same logarithmic conundrum as in

the channel discussed in the previous Sec. 3.4.3 after Fourier transforming corresponding

kernels derived in Ref. [78]. Yet again making use of the symmetry under a↔ d, y1↔ y3,

one manages to get rid of all logarithmic terms, and the resulting expression completely

agree with our Feynman diagrammatic results. All our results here are conformally invari-

ant as expected. The inverse-Fourier transformed kernels are provided in Appendix B.5.2

for comparison with Ref. [78].

Now the following operators are considered under one-loop renormalization,
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f+−ψ+ and f++ψ−

The two-particle blocks

Oai(x1,x2) = f a
+−(x1)ψ

i
+(x2) , Oai(x1,x2) = f a

++(x1)ψ
i
−(x2) , (3.187)

undergo a transition to the following three-field operator

Oaid = g
√

2 f a
++(y1)ψ

i
+(y2) f̄ d

++(y3) , (3.188)

according to

[KO]ai(x1,x2) =
∫
[D3y]2

6

∑
c=1

[Cc]
ai
a′i′dKc(x1,x2|y1,y2,y3)Oa′i′d(y1,y2,y3) , (3.189)

where the decomposition runs over the color structures given in Eq. (3.158).

The evolution kernels for the two casesOai(x1,x2)= f a
+−(x1)ψ

i
+(x2) andOai(x1,x2)=

f a
++(x1)ψ

i
−(x2) read

K1 =
x1(3y1 + y3)θ(x1)

y2
1(y1 + y3)3

− x1θ(x1− y1)

y2
1y2

3

+
x1(y1 +3y3)θ(x1− y1− y3)

y2
3(y1 + y3)3

, (3.190)

K2 =
x1(x1(y1 +3y3)−2y3(y1 + y3))θ(x1)

(x1− y1− y3)y
2
3(y1 + y3)3

− (x1− y3)
2θ(x1− y3)

y2
1y2

3(x1− y1− y3)

− ((y1 + y3)
2− x1(3y1 + y3))θ(x1− y1− y3)

y2
1(y1 + y3)3

, (3.191)

K3 = 0 , (3.192)

K4 = 0 , (3.193)

K5 = 0 , (3.194)

K6 = 0 (3.195)

and

K1 =
(y2 +2y3)θ(x1− y1)

y2
3(y2 + y3)2

− θ(x1− y1− y3)

y2y2
3

+
θ(−x2)

y2(y2 + y3)2
, (3.196)

110



K2 = 0 , (3.197)

K3 =−
θ(x1− y1)

y2(y2 + y3)2
+

(
1− y2

x1− y1

)
θ(x1− y1− y2)

y2y2
3

−

(
y2 +2y3−

(y2 + y3)
2

x1− y1

)
θ(−x2)

y2
3(y2 + y3)2

, (3.198)

K4 =
(x1(3y1 + y3)− y1(y1 +3y2)− y3(y1 + y2))θ(x1)

y2
1(y1 + y3)3

+
(x2− y3)θ(y3− x2)

y2
1y2

3

+
((y3− x2)(y1 +3y3)−2y2

3)θ(−x2)

y2
3(y1 + y3)3

, (3.199)

K5 =
(x1(y1 +3y3)− y1(y2 + y3)− y3(3y2 + y3))θ(x1− y2)

y2
3(y1 + y3)3

+
(x2− y1)θ(y1− x2)

y2
1y2

3

− (2y2
1− x1(3y1 + y3)+3y1(y2 + y3)+ y3(y2 + y3))θ(−x2)

y2
1(y1 + y3)3

, (3.200)

K6 = 0 , (3.201)

respectively. The first set comes from Fig. 3.10, while the second one from both Figs.

3.10 and 3.11. This time one found an exact agreement with the findings of Ref. [78]

without further implementation of symmetry properties. This can be easily explained by

the fact that the operators in this case lack the “field exchanging” symmetries. As a result,

no redundancies in the evolution kernels are allowed to be left over. By taking the heavy

quark limit, one also reproduced the results reported in Ref. [87].

Next, the following transitions are considered:

ψ̄+ f+− and 1
2
D−+ψ̄+ f++

Oia(x1,x2) = ψ̄ i
+(x1) f a

+−(x2) , Oia(x1,x2) =
1
2
D−+ψ̄ i

+(x1) f a
++(x2) , (3.202)

to

Oiad = g
√

2ψ̄ i
+(y1) f a

++(y2) f̄ d
++(y3) . (3.203)

111



It is described by

[KO]ia(x1,x2) =
∫
[D3y]2

6

∑
c=1

[Cn]
ia
a′i′dKc(x1,x2|y1,y2,y3)Oa′i′d(y1,y2,y3) , (3.204)

with the color structures given in Eq. (3.158).

For Oia(x1,x2) = ψ̄ i
+(x1) f a

+−(x2) the kernels are

K1 =−
x1x2(3y1 + y2 +3y3)θ(x1)

y1(y1 + y3)2(x1 + x2)3
+

x1x2(y2 +3y3)θ(x1− y1)

y1y2
3(y2 + y3)3

+
x1x2

(
y2

1(3y2 + y3)+3y1(y2 + y3)(3y2+ y3)+2(y2 + y3)
2(4y2 + y3)

)
θ(−x2)

y2
2(x1 + x2)3(y2 + y3)3

− x1x2(y1 +2y3)θ(y2− x2)

y2
2y2

3(y1 + y3)2
, (3.205)

K2 =−
x1x2

(
y2

1 +2y3(y2 +2y3)+ y1(y2 +5y3)
)
θ(x1)

y2
3(y1 + y3)2(x1 + x2)3

+
x1x2θ(x1− y3)

y1y2
3(y1 + y2)2

+
x1x2

(
y2

1 +2y2(2y2 + y3)+ y1(5y2 + y3)
)
θ(−x2)

y2
2(y1 + y2)2(x1 + x2)3

− x1x2θ(y2− x2)

y2
1y2

2(y1 + y3)2
, (3.206)

K3 =
x1

(
2(x1 + x2)(y1 + y2)− x1(3(y1+ y2)+ y3)

)
θ(x1)

y1(y1 + y2)2(x1 + x2)3

− x1

(
2y2(y2 + y3)− x1(3y2 + y3)+ y1(3y2 + y3)

)
θ(x1− y1)

y1y2
2(y2 + y3)3

− (x2− y3)
2
(
y2

2 + x1(y1 +2y2)
)
θ(y3− x2)

y2
2y2

3(x1− y1)(y1 + y2)2
+

1

y2
3(y2 + y3)3

{(y2 + y3)
3

x1− y1

+
x2

1

(
y2

1(y2 +3y3)+3y1(y2 + y3)(y2 +3y3)+2(y2+ y3)
2(y2 +4y3)

)

(x1 + x2)3

− x1

(
y2

1(y2 +3y3)+3(y2 + y3)
2(y2 +3y3)

)

(x1 + x2)2

+
2x1y1(y2 + y3)(2y2 +5y3)

)

(x1 + x2)2

}
θ(−x2) , (3.207)

K4 =
x1

y2
3(x1 + x2)3(y2 + y3)3

{
x1

(
y2

1(y2 +3y3)+3y1(y2 + y3)(y2 +3y3)

+2(y2 + y3)
2(y2 +4y3)

)
− (x1 + x2)(y2 + y3)

(
y1(y2 +3y3)

+(y2 + y3)(y2 +5y3)
)}

θ(x1)

− x1

(
x1(y1 +2y2)− y1(y2 + y3)− y2(y2 +2y3)

)
θ(x1− y3)

y2
2y2

3(y1 + y2)2
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− x1(x2− y1)(3y2 + y3)θ(y1− x2)

y1y2
2(y2 + y3)3

+
x1x2(3(y1 + y2)+ y3)θ(−x2)

y1(y1 + y2)2(x1 + x2)3
, (3.208)

K5 =
x1

y2
3

{ 2x1y2

y1(y2 + y3)3
− 2y2(y1 + y2)+ x1(y1 +2y2)

y2
2(y1 + y2)2

− 3x1 +2y2

y1(y2 + y3)2

+
4

y1(y2 + y3)
− 2x1(y1 + y2)

y1(x1 + x2)3
+

3x1 +2(y1 + y2)

y1(x1 + x2)2
− 4

y1(x1 + x2)

}
θ(x1)

− (x1− y2)
2θ(x1− y2)

y1y2
2y2

3

+
(x2− y3)

2θ(y3− x2)

y1(y1 + y2)2y2
3

−
(
(x1 + x2)

3−2x1(x1 + x2)(y1 + y2 +2y3)+ x2
1(y1 + y2 +3y3)

)
θ(−x2)

y1y2
3(x1 + x2)3

+
(y1− x2)

(
x1(y2 +3y3)− (y2+ y3)

2
)
θ(y1− x2)

y1y2
3(y2 + y3)3

, (3.209)

K6 =
x1

(
2y2(x1 + x2)(y1 + y2)− x1(y

2
1 +2y2(2y2 + y3)+ y1(5y2 + y3))

)
θ(x1)

y2
2(y1 + y2)2(x1 + x2)3

+
(x1− y2)

2θ(x1− y2)

y1y2
2(y1 + y3)2

− (x2− y3)
2θ(y3− x2)

y1y2
3(y1 + y2)2

+
x2

(
(x1 + x2)

2(y1 +2y3)− x1(y
2
1 +2y3(y2 +2y3)+ y1(y2 +5y3))

)
θ(−x2)

y2
3(x1 + x2)3(y1 + y2)2

, (3.210)

while for Oia(z1,z2) =
1
2
D−+ψ̄ i

+(z1) f a
++(z2) they are found to be

K1 =
x2

1

y1(y1 + y3)2

{ 1

x2− y2
+

2x1y2−3(x1 + x2)(x1 + y2)+5(x1 + x2)
2

(x1 + x2)3

}
θ(x1)

+
1

y2
3

{
1− (x1− y1)

2

y1(x2− y2)(y2 + y3)3

(
y2(x2− y3)

2 + y3(x2− y3)(3y1 +5y2−3x1)

+2y2
3(4y1 +5y2−4x1)+6y3

3

)}
θ(x1− y1)

+
1

y2
2y2

3(y1 + y3)2

{
(y1 + y3)

(
y3

1− y2
2y3 +2y2

1(y2 + y3)+ y1y3(2y2 + y3)
)

− x3
1(y1 +2y3)− x1(x1 + x2)

(
3y2

1 +2y3(y2 + y3)+ y1(y2 +5y3)
)

+ x2
1

(
3y2

1 +4y3(y2 + y3)+ y1(2y2 +7y3)
)}

θ(y2− x2)

+
x2

2

y2
2(y2 + y3)3(x1 + x2)3

{
x1

(
y2

1(3y2 + y3)+3y1(y2 + y3)(3y2 + y3)

+2(4y2 + y3)(y2+ y3)
2
)

− y1(x1 + x2)
(
y1(3y2 + y3)+(y2 + y3)(4y2 + y3)

)}
θ(−x2) , (3.211)
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K2 =
x2

1

y2
3(y1 + y3)2

{
9+

2x1− y1

x2− y2
− 2x1y2(y1 + y2)

(x1 + x2)3
− 4x1 +5y1 +10y2

x1 + x2

+
3(y2(y1 + y2)+ x1(y1 +2y2))

(x1 + x2)3

}
θ(x1)

− x2
1− y2

3

y1y2
3(y1 + y2)2(x2− y2)

{
x2

1 +3y2
1 +(y2 + y3)

2 + y1(4y2 +3y3)

− x1

(
3y1 +2(y2 + y3)

)}
θ(x1− y3)−

x2
2(x1 + y1 + y3)θ(y2− x2)

y1y2
2(y1 + y3)2

+
x2

2

y2
2(y1 + y2)2(x1 + x2)3

{
x1

(
y2

1 +2y2(2y2 + y3)+ y1(5y2 + y3)
)

+(x1 + x2)
(
y2

1 + y1(4y2 + y3)+ y2(3y2 +2y3)
)}

θ(−x2) , (3.212)

K3 =
x2

1

(
x1(3(y1 + y2)+ y3)−3(x1+ x2)(y1 + y2)

)
θ(x1)

y1(y1 + y2)2(x1 + x2)3

− (x1− y1)
2

y1y2
2(y2 + y3)3

{
x1(3y2 + y3)−3y2(y2 + y3)− y1(3y2 + y3)

}
θ(x1− y1)

+
(y3− x2)

3(y1 +2y2)θ(y3− x2)

y2
2y2

3(y1 + y2)2

+
x2

2

y2
3(y2 + y3)3(x1 + x2)3

{
(x1 + x2)

(
2(y2 + y3)

3 +3y1(y2 + y3)(y2 +2y3)

+ y2
1(y2 +3y3)

)
− x1

(
y2

1(y2 +3y3)+3y1(y2 + y3)(y2 +3y3)

+2(y2 + y3)
2(y2 +4y3)

)}
θ(−x2) , (3.213)

K4 =
x2

1

y2
3(y2 + y3)3(x1 + x2)3

{
(x1 + x2)(y2 + y3)

(
2(y2 + y3)(y2 +4y3)

+ y1(2y2 +5y3)
)
− x1

(
y2

1(y2 +3y3)+3y1(y2 + y3)(y2 +3y3)

+2(y2 + y3)
2(y2 +4y3)

)}
θ(x1)

+
x2

1− y2
3

y2
2(y1 + y2)2y2

3

{
x1(y1 +2y2)−2y2(y2 + y3)− y1(2y2 + y3)

}
θ(x1− y3)

− (x2− y1)
2
(
(y2 + y3)(2y2+ y3)+ x1(3y2 + y3)

)
θ(y1− x2)

y1y2
2(y2 + y3)3

+
x2

2

(
(x1 + x2)(2(y1 + y2)+ y3)+ x1(3(y1+ y2)+ y3)

)
θ(−x2)

y1(y1 + y2)2(x1 + x2)3
, (3.214)

K5 =
x2

1

y2
3

{
3y2(y1 + y2)− x1(y1 +2y2)

y2
2(y1 + y2)2

− 2x1y2

y1(y1 + y3)3
+

3(x1 + y2)

y1(y2 + y3)2

114



− 6

y1(y2 + y3)
+

2x1(y1 + y2)

y1(x1 + x2)3
− 3(x1 + y1 + y2)

y1(x1 + x2)2
+

6

y1(x1 + x2)

}
θ(x1)

+
(x1− y2)

3θ(x1− y2)

y1y2
2y2

3

+
(x2− y3)

3θ(y3− x2)

y1y2
3(y1 + y2)2

+
(x2− y1)

2
(
y2(y2 + y3)− x1(y2 +3y3)

)
θ(y1− x2)

y1y2
3(y2 + y3)3

− x2
2

(
(x1 + x2)(y1 + y2)− x1(y1 + y2 +3y3)

)
θ(−x2)

y1y2
3(x1 + x2)3

, (3.215)

K6 =
x2

1

(
x1(y

2
1 +2y2(2y2 + y3)+ y1(5y2 + y3)−3y2(x1 + x2)(y1+ y2))

)
θ(x1)

y2
2(y1 + y2)2(x1 + x2)3

− (x1− y2)
3θ(x1− y2)

y1y2
2(y1 + y3)2

− (x2− y3)
3θ(y3− x2)

y1y2
3(y1 + y2)2

+
x2

2

y2
3(y1 + y3)2(x1 + x2)3

{
(x1 + x2)

(
(y1 +2y3)(y1 + y2)+ y2

3

)

− x1

(
y2

1 +2y3(y2 +2y3)+ y1(y2 +5y3)
)}

θ(−x2) . (3.216)

Here one again finds complete agreement with Ref. [78].

Finally, one compute the one-loop renormalization of operators

ψ̄+ψ− and 1
2
D−+ψ̄+ψ+

i.e., transitions from

Oi j(x1,x2) = ψ̄ i
+(x1)ψ

j
−(x2) , Oi j(x1,x2) =

1
2
D−+ψ̄ i

+(x1)ψ
j
+(x2) , (3.217)

into

Oi jd = g
√

2ψ̄ i
+(y1)ψ

j
+(y2) f̄ d

++(y3) . (3.218)

This sector is determined by

[KO]i j(x1,x2) =

∫
[D3y]2

3

∑
c=1

[Cc]
i j

a′i′dKc(x1,x2|y1,y2,y3)Oi′ j′d(y1,y2,y3) , (3.219)
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expanded over three color structures given in Eq. (3.147), with explicit results forOi j(x1,x2)=

ψ̄ i
+(x1)ψ

j
−(x2) and Oi j(z1,z2) =

1
2
D−+ψ̄ i

+(z1)ψ
j
+(z2) cases being

K1 =
x1(2y1 + y2 +2y3)θ(x1)

y1(x1 + x2)2(y1 + y3)2
− x1(y2 +2y3)θ(x1− y1)

y1y2
3(y2 + y3)2

+
x1(y1 +2y3)θ(y2− x2)

y2y2
3(y1 + y3)2

− x1

(
y1 +2(y2 + y3)

)
θ(−x2)

y2(x1 + x2)2(y2 + y3)2
, (3.220)

K2 =
x1

(
y1(y1 + y2)+2y3(2y1 + y2)+3y2

3

)
θ(x1)

y2
3(x1 + x2)2(y1 + y3)2

− x1θ(x1− y3)

y1y2
3(y1 + y2)

+
x1θ(y2− x2)

y1y2(y1 + y3)2
− x1θ(−x2)

y2(y1 + y2)(x1 + x2)2
, (3.221)

K3 =
x1θ(x1)

y1(y1 + y2)(x1 + x2)2
− x1θ(x1− y1)

y1y2(y2 + y3)2
+

(y3− x2)(x1+ y2)θ(y3− x2)

y2y2
3(x1− y1)(y1 + y2)

+
1

y2
3(x1− y1)(x1 + x2)2(y2 + y3)2

{
(x1 + x2)

2(y2 + y3)
2− x2

1

(
y1(y2 +2y3)

+(y2 + y3)(y2 +3y3)
)
+ x1y1

(
y1(y2 +2y3)+(y2 + y3)(y2 +3y3)

)}
θ(−x2) , (3.222)

and

K1 =
x2

1

(
3y1(y1 + y2)+ y2

2 +3y3(2y1 + y2 + y3)− x1(2y1 + y2 +2y3)
)
θ(x1)

y1(x2− y2)(y1 + y3)2(x1 + x2)2

− 1

y2
3

{(x1− y1)
2
(
y2(y1 + y2)+ y3(2y1 +3y2)+3y2

3− x1(y2 +2y3)
)

y1(x2− y2)(y2 + y3)2

−1
}

θ(x1− y1)−
1

y2
3

{
1− x2

(
y1(y1 + y3)− x1(y1 +2y3)

)

y2(y1 + y3)2

}
θ(y2− x2)

− x2

(
y1(x1 + x2)− x1(y1 +2(y2 + y3))

)
θ(−x2)

y2(x1 + x2)2(y2 + y3)2
, (3.223)

K2 =
x2

1

y2
3(y1 + y3)2

{y1 +2y3

x2− y2
+

y1(y1 + y2)+2y3(2y1 + y2)+3y2
3

(x1 + x2)2

}
θ(x1)

− (x2 + y1)(x
2
1− y2

3)θ(x1− y3)

y1y2
3(x2− y2)(y1 + y2)

− x2(x1 + y1 + y3)θ(y2− x2)

y1y2(y1 + y3)2

+
x2(2x1 + x2)θ(−x2)

y2(y1 + y2)(x1 + x2)2
, (3.224)

K3 =
x2

1θ(x1)

y1(y1 + y2)(x1 + x2)2
− (x1− y1)

2θ(x1− y1)

y1y2(y2 + y3)2
+

(x2− y3)
2θ(y3− x2)

y2y2
3(y1 + y2)

− x2

y2
3(x1 + x2)2(y2 + y3)2

{
(x1 + x2)

(
(y2 + y3)

2 + y1(y2 +2y3)
)
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− x1

(
y1(y2 +2y3)+(y2 + y3)(y2 +3y3)

)}
θ(−x2) , (3.225)

respectively. Again, when Fourier transformed to the coordinate space, one found complete

agreement with the conformally approach of Ref. [78]. This completes our study of flavor-

nonsinglet transitions.
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Figure 3.10: Feynman diagrams defining the evolution kernels in Secs. 3.4.3 and 3.4.3.
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Figure 3.11: Graphs producing the contribution of gluon fields in the covariant derivative

D−+, as for the case of 1
2
D−+ f̄++ψ− in Sec. 3.4.3, or in the form of Ā⊥A⊥ for the case of

f+−ψ in Sec. 3.4.3.
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CHAPTER 4

SUMMARY AND OUTLOOK

4.1 Summary

In the introduction it was argued that, in order to have a better understanding of the nucleon

spin content, the generalized parton distribution functions unifying different aspects of

nucleon observables proved to be an excellent framework to work with.

The second chapter developed a unified framework for virtual Compton scatter-

ing that uses helicity Compton form factors for the analysis of different regimes of the

processes, interpolating between deeply virtual and quasi-real. The main ingredients of the

consideration include: a clear separation between the leptonic and hadronic components via

computation of helicity amplitudes in the target rest frame and an exact reconstruction of

the kinematical tensor decomposition for the hadronic Compton amplitude. The target rest

frame is special since the entire dependence on the azimuthal angle of the photon-nucleon

scattering plane is encoded in the leptonic part of the cross section that was calculated ex-

actly, overcoming the limitation of the scheme from Ref. [36] adopted previously for the

analysis of electroproduction. Since partial results for the hadronic helicity amplitudes with

unpolarized and longitudinally polarized targets were available before, one complemented

them with the ones for the transversally polarized nucleon as well. We also incorporated

the double photon helicity-flip amplitudes, induced by the gluon-transversity GPDs, into

the analysis. To relate the helicity CFFs with the conventional ones emerging in the OPE

analysis of the Compton amplitude, one introduced an exact Lorentz decomposition for the

latter that is free from kinematical singularities, and computed the relations exactly.

One also explored the low-energy limit of Compton scattering and relation of the

CFFs to the generalized polarizabilities in the center-of-mass frame. Along the way, ex-
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pressions of the helicity form factors in terms of the structure functions of the VCS am-

plitude introduced by Tarrach were derived, as well as defined their low-energy expansion.

The formulae set allows one to provide in a rather straightforward manner the low-energy

expansion of the cross section for all possible polarization options in terms of generalized

polarizabilities, in an analytic form. This may, as in the DVCS case, provide a useful

guideline for further experimental measurements. This analysis suggests a complementary

approach to the low-energy limit: instead of relying on a low-energy expansion in order

to extract generalized polarizabilities, where a subtraction procedure (yielding its own am-

biguities) is needed to extract genuine information about nucleon deformation, one may

adopt the known scheme used in DVCS kinematics and seek a complete measurement of

CFFs at low final-state photon energies.

In the third chapter, one generalized the formalism suggested by Bukhvostov-Frolov-

Lipatov-Kuraev for renormalization of quasipartonic operators to include nonquasipartonic

operators as well. The advantage of the method is that at one-loop order, the procedure is

purely algebraic, requiring straightforward though quite tedious manipulations with the

Dirac and Lorentz structure of Feynman graphs. In this chapter, one focused on the evo-

lution equations for non-singlet twist-four operators. Their basis consists of four-particle

quasipartonic and three-particle good-good-bad light-cone operators. While the former

were studied at length in existing literature, the latter were addressed here starting from

Feynman graphs, providing an explicit brute-force calculation of these evolution kernels.

The main ingredients for these transitions are good-bad two-to-two and two-to-three com-

ponents. A crucial role in both cases is played by proper use of QCD equations of motion,

which induce extra contribution that are required for proper closure of evolutions equations.

Since the basis of twist-four operators is built from conformal primary fields, the resulting

evolution kernels should obey a very stringent consistency constraint of being conformally

invariant. This was explicitly confirmed by the analysis.
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One also performed a Fourier transform from momentum to coordinate space and

back and checked the relevant evolution kernels against the only available earlier results for

nonquasipartonic operators that were derived for light-ray operators making use of confor-

mal symmetry and the dynamical part of the Poincaré algebra. One observed agreement in

all cases, and also provided a simplified form of light-ray kernels in certain channels that

made use of the exchange symmetry of the operators involved.

4.2 Outlook

In the future, the constructions and calculations introduced in this thesis can be imple-

mented into the analysis of deep inelastic scattering experiments of a new generation dedi-

cated to the study of nucleon structure [89, 90, 91]. The formalism presented in Chapter 2

is implemented in existing CFF/GPD fitting codes for deeply-virtual kinematics [57, 58].

This is required for an unbiased random variable map of an (almost) complete DVCS mea-

surement by the HERMES collaboration [59, 60, 61, 62], providing 34 asymmetries in 12

kinematical bins, into the space of CFFs. Another advantage of such a tool is that one can

easily switch between various “parton-to-hadron” conventions, which will allow for a pre-

cise numerical cross check with other existing software packages, which are adopted for

GPD model predictions [63, 64]. In addition, the kinematical power-suppressed corrections

from Ref. [65, 49, 50] can be conveniently taken into account relying on our formalism,

thereby, avoiding a recalculation of the leptoproduction cross section.

It is also possible to extend the study introduced in Chapter 3 by computing the full

contributions of one-loop twist-four operators in the non-singlet sector, using techniques

developed within the present thesis in a straightforward manner. These results [65, 78]

provide QCD background information for the study of GPDs, as well as precision mea-

surements of the next generation dedicated to the exploration of New Physics. One may
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also wish to study the two-loop effects of the non-quasipartonic operators, in which case

the conformal symmetry is no long respected and inputs from Feynman diagram calcula-

tions are necessary. These studies have the potential to provide new insights into strong

interactions. One may also proceed to calculate the corrections of the twist-4 operators to

the nucleon structure functions in deep-inelastic scattering as a next step. One should keep

in mind, however, this analysis is expected to be much more complicated, as a result of

the vast numbers of evolution kernels still uncalculated. Another direction is to explore the

possibility of constructing twist-4 2-to-3 kernels from 2-to-2 kernels already known in the

literature as it was pointed out in Refs. [80, 88].
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A.1 Kinematical Decomposition in Target Rest Frame

Let us first quote particles’ momenta involved in scattering in the rest frame of the target.

The components of the corresponding four-vectors read

p1 = (M,0,0,0) , q1 =
Q
ε

(
1,0,0,−

√
1+ ε2

)
, k =

Q
yε

(1,sinθl,0,cosθl) , (A.1)

with the lepton scattering angle being

cosθl =−
1+ yε2

2√
1+ ε2

, sinθl =
ε

√
1− y− y2ε2

4√
1+ ε2

. (A.2)

The outgoing momenta are parameterized in terms of the scattering angles in the hadronic

plane, see Fig. 2.1,

q2 =
Q2 + xBt

2MxB

(
1,cosϕγ sinθγ ,sinϕγ sinθγ ,cosθγ

)
, (A.3)

p2 =

(
M− t

2M
,

√
−t +

t2

4M2
cosφ sinθp ,

√
−t +

t2

4M2
sinφ sinθp,

√
−t +

t2

4M2
cosθp

)
, (A.4)

where the polar angles read in terms of the kinematical variables of the phase space

cosθγ =−
1+ ε2

2
Q2+t
Q2+xBt√

1+ ε2
, cosθp =−

ε2(Q2− t)−2xBt

4xBM
√

1+ ε2

√
−t + t2

4M2

. (A.5)

The azimuthal angle of the photon ϕγ is related to the one of the outgoing hadron φ via

ϕγ = φ +π .

The photon polarization vectors (2.6), (2.7) can be kinematically decomposed in

term of those involved in the virtual Compton scattering process as follows:

ε
µ
1 (0) =−

1

Q
√

1+ ε2
q

µ
1 −

2xB

Q
√

1+ ε2
p

µ
1 (A.6)
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ε
µ
1 (±1) =

√
1+ ε2

√
2K̃

[
∆µ − ε2

(
Q2− t

)
−2xBt

2Q2 (1+ ε2)
q

µ
1 + xB

Q2− t +2xBt

Q2 (1+ ε2)
p

µ
1

]

∓ xB√
2K̃

iε
µ

pq∆

Q2
, (A.7)

ε
µ
2 (±1) =

1+ ε2

2
Q2+t
Q2+xBt√
2K̃

[
∆µ − ε2

(Q2− t
)
−2xBt

2Q2 (1+ ε2)
q

µ
1 + xB

Q2− t +2xBt

Q2 (1+ ε2)
p

µ
1

]

+
K̃√

2(1+ ε2)(Q2 + xBt)

[
ε2 q

µ
1 −2xB p

µ
1

]
∓ xB√

2K̃

iε
µ

pq∆

Q2
, (A.8)

where K̃ is defined in Eq. (2.8). Analogously one finds for the nucleon polarization vector

(2.31)

S
µ
L =

1√
1+ ε2

[
1

M
p

µ
1 −

ε

Q q
µ
1

]
, (A.9)

S
µ
T =

√
1+ ε2

K̃

[
∆µ − ε2

(Q2− t
)
−2xBt

2Q2 (1+ ε2)
q

µ
1 + xB

Q2− t +2xBt

Q2 (1+ ε2)
p

µ
1

]
cos(ϕ)

− xB

iK̃

iε
µ

pq∆

Q2
sin(ϕ) . (A.10)

The photon polarization vectors (A.6)–(A.8) remain well defined in the whole physical

region including the phase-space boundary t = tmin where K̃ vanishes.

The following useful relation is added that was used multiple times in simplification

of analytical results

K̃2

Q2
=−

(
1+

t

Q2

)2 ε2

4
− (1− xB)

(
1+

xBt

Q2

)
t

Q2
. (A.11)

A.2 Fourier Harmonics of the Leptonic Tensor

Let us present explicit expressions for the Fourier coefficients entering the leptonic part

of the interference term (2.56), see Sect. 2.2.3. As in Ref. [36], one uses the following

shorthand notation

K =

√
1− y− ε2

4
y2

K̃

Q ,
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where t ′ is

t ′ = t− tmin .

A.2.1 Unpolarized and Transversally Polarized TP− Target

The angular coefficients for unpolarized target and the transversally polarized TP− part are

given by the expressions

Cab(n) , CV
ab(n) , CA

ab(n) , for n ∈ {0,1,2,3} ,

Sab(n) , SV
ab(n) , SA

ab(n) , for n ∈ {1,2} .

Note that these coefficients are identical with C
unp,···
ab (n) and S

unp,,···
ab (n)/λ of Ref. [44] and

that the third odd harmonics, i.e.,

Sab(n = 3) = SV
ab(n = 3) = SA

ab(n = 3) = 0 ,

and the following third even harmonics in longitudinal helicity flip CFFs

C0b(n = 3) =CV
0b(n = 3) =CA

0b(n = 3) = 0

vanish and will be not listed.

• Conserved photon-helicity coefficients:

C++(n = 0) =−
4(2− y)

(
1+
√

1+ ε2
)

(1+ ε2)2

{
K̃2

Q2

(2− y)2

√
1+ ε2

+
t

Q2

(
1− y− ε2

4
y2

)

× (2− xB)

(
1+

2xB

(
2− xB +

√
1+ε2−1

2
+ ε2

2xB

)
t
Q2 + ε2

(2− xB)(1+
√

1+ ε2)

)}
, (A.12)

CV
++(n = 0) =

8(2− y)

(1+ ε2)2

xBt

Q2

{
(2− y)2K̃2

√
1+ ε2Q2

+

(
1− y− ε2

4
y2

)
1+
√

1+ ε2

2
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×
(

1+
t

Q2

)(
1+

√
1+ ε2−1+2xB

1+
√

1+ ε2

t

Q2

)}
,

CA
++(n = 0) =

8(2− y)

(1+ ε2)2

t

Q2

{
(2− y)2K̃2

√
1+ ε2Q2

1+
√

1+ ε2−2xB

2
−
(

1− y− ε2

4
y2

)

×
[

2K̃2

Q2
− 1+

√
1+ ε2

2

((√
1+ ε2−1+ xB

3+
√

1+ ε2−2xB

1+
√

1+ ε2

)

+1+
√

1+ ε2− xB
t

Q2

)]}
,

C++(n = 1) =
−16K

(
1− y− ε2

4
y2
)

(1+ ε2)5/2

{(
1+(1− xB)

√
ε2 +1−1

2xB
+

ε2

4xB

)
xBt

Q2

− 3ε2

4

}
−4K

(
2−2y+ y2 +

ε2

2
y2

)
1+
√

1+ ε2− ε2

(1+ ε2)5/2

×
{

1− (1−3xB)
t

Q2
+

1−
√

1+ ε2 +3ε2

1+
√

1+ ε2− ε2

xBt

Q2

}
,

CV
++(n = 1) =

16K

(1+ ε2)5/2

xBt

Q2

{
(2− y)2

(
1− (1−2xB)

t

Q2

)

+

(
1− y− ε2

4
y2

)
1+
√

1+ ε2−2xB

2

t ′

Q2

}
,

CA
++(n = 1) =

−16K

(1+ ε2)2

t

Q2

{(
1− y− ε2

4
y2

)(
1− (1−2xB)

t

Q2

+
4xB(1− xB)+ ε2

4
√

1+ ε2

t ′

Q2

)
− (2− y)2

(
1− xB

2

+
1+
√

1+ ε2−2xB

4

(
1− t

Q2

)
+

4xB(1− xB)+ ε2

2
√

1+ ε2

t ′

Q2

)}
,

C++(n = 2) =
8(2− y)

(
1− y− ε2

4
y2
)

(1+ ε2)2

{
2ε2

√
1+ ε2(1+

√
1+ ε2)

K̃2

Q2

+
xBt t ′

Q4

(
1− xB−

√
1+ ε2−1

2
+

ε2

2xB

)}
,
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CV
++(n = 2) =

8(2− y)
(

1− y− ε2

4
y2
)

(1+ ε2)2

xBt

Q2

{
4K̃2

√
1+ ε2Q2

+
1+
√

1+ ε2−2xB

2

(
1+

t

Q2

)
t ′

Q2

}
,

CA
++(n = 2) =

4(2− y)
(

1− y− ε2

4
y2
)

(1+ ε2)2

t

Q2

{
4(1−2xB)K̃

2

√
1+ ε2Q2

−
(

3−
√

1+ ε2−2xB +
ε2

xB

)
xBt ′

Q2

}
,

C++(n = 3) =−8K

(
1− y− ε2

4
y2

)√
1+ ε2−1

(1+ ε2)5/2

{
(1− xB)

t

Q2

+

√
1+ ε2−1

2

(
1+

t

Q2

)}
,

CV
++(n = 3) =−

8K
(

1− y− ε2

4
y2
)

(1+ ε2)5/2

xBt

Q2

{√
1+ ε2−1

+
(

1+
√

1+ ε2−2xB

) t

Q2

}
,

CA
++(n = 3) =

16K
(

1− y− ε2

4
y2
)

(1+ ε2)5/2

t t ′

Q4

{
xB(1− xB)+

ε2

4

}
,

S++(n = 1) =
8K(2− y)y

1+ ε2

{
1+

1− xB +
√

1+ε2−1
2

1+ ε2

t ′

Q2

}
,

SV
++(n = 1) =−8K(2− y)y

(1+ ε2)2

xBt

Q2

{√
1+ ε2−1+

(
1+
√

1+ ε2−2xB

) t

Q2

}
,

SA
++(n = 1) =

8K(2− y)y

(1+ ε2)

t

Q2

{
1− (1−2xB)

1+
√

1+ ε2−2xB

2(1+ ε2)

t ′

Q2

}

S++(n = 2) =−
4
(

1− y− ε2

4
y2
)

y

(1+ ε2)3/2

(
1+
√

1+ ε2−2xB

)

× t ′

Q2

{
ε2− xB(

√
1+ ε2−1)

1+
√

ε2 +1−2xB

− 2xB + ε2

2
√

1+ ε2

t ′

Q2

}
,
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SV
++(n = 2) =−

4
(

1− y− ε2

4
y2
)

y

(1+ ε2)2

xBt

Q2

×
(

1− (1−2xB)
t

Q2

){√
1+ ε2−1+

(
1+
√

1+ ε2−2xB

) t

Q2

}
,

SA
++(n = 2) =−

8
(

1− y− ε2

4
y2
)

y

(1+ ε2)2

t t ′

Q4

(
1− xB

2
+

3ε2

4

)

×
(

1+
√

1+ ε2−2xB

)(
1+

4(1− xB)xB + ε2

4−2xB +3ε2

t

Q2

)
.

• Longitudinal-transverse coefficients:

C0+(n = 0) =
12
√

2K(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
5/2

{
ε2 +

2−6xB− ε2

3

t

Q2

}
, (A.13)

CV
0+(n = 0) =

24
√

2K(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
5/2

xBt

Q2

{
1− (1−2xB)

t

Q2

}
,

CA
0+(n = 0) =

4
√

2K(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
5/2

t

Q2
(8−6xB +5ε2)

×
{

1− t

Q2

2−12xB(1− xB)− ε2

8−6xB +5ε2

}
,

C0+(n = 1) =
8
√

2

√
1− y− ε2

4
y2

(1+ ε2)
2

{
(2− y)2 t ′

Q2

(
1− xB +

(1− xB)xB + ε2

4√
1+ ε2

t ′

Q2

)

+
1− y− ε2

4
y2

√
1+ ε2

(
1− (1−2xB)

t

Q2

)(
ε2−2

(
1+

ε2

2xB

)
xBt

Q2

)}
,

CV
0+(n = 1) =

16
√

2

√
1− y− ε2

4
y2

(1+ ε2)
5/2

xBt

Q2

{(
1− (1−2xB)

t

Q2

)2(
1− y− ε2

4
y2

)

+
K̃2(2− y)2

Q2

}
,
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CA
0+(n = 1) =

8
√

2

√
1− y− ε2

4
y2

(1+ ε2)5/2

t

Q2

{
K̃2

Q2
(1−2xB)(2− y)2

+

(
1− (1−2xB)

t

Q2

)(
1− y− ε2

4
y2

)(
4−2xB +3ε2

+
t

Q2
(4xB(1− xB)+ ε2)

)}
,

C0+(n = 2) =−
8
√

2K(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
5/2

(
1+

ε2

2

)
1+

1+ ε2

2xB

1+ ε2

2

xBt

Q2



 ,

CV
0+(n = 2) =

8
√

2K(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
5/2

xBt

Q2

(
1− (1−2xB)

t

Q2

)
,

CA
0+(n = 2) =

8
√

2K(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
2

t

Q2

{
t ′

2Q2

4xB(1− xB)+ ε2

√
1+ ε2

+1− xB

}
,

S0+(n = 1) =
8
√

2(2− y)y
√

1− y− ε2

4
y2

(1+ ε2)
2

K̃2

Q2
,

SV
0+(n = 1) =

4
√

2y(2− y)
√

1− y− ε2

4
y2

(1+ ε2)
2

xBt

Q2

{
4(1− xB)

t

Q2

(
1+

xBt

Q2

)

+ ε2

(
1+

t

Q2

)2
}
,

SA
0+(n = 1) =−

8
√

2y(2− y)(1−2xB)
√

1− y− ε2

4
y2

(1+ ε2)
2

tK̃2

Q4
,

S0+(n = 2) =
8
√

2Ky

√
1− y− ε2

4
y2

(1+ ε2)
2

(
1+

ε2

2

)
1+

1+ ε2

2xB

1+ ε2

2

xBt

Q2



 ,

SV
0+(n = 2) =−

8
√

2Ky

√
1− y− ε2

4
y2

(1+ ε2)
2

xBt

Q2

{
1− (1−2xB)

t

Q2

}
,
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SA
0+(n = 2) =−

2
√

2Ky

√
1− y− ε2

4
y2

(1+ ε2)
2

t

Q2

(
4−4xB +2ε2

+
2t

Q2
(4xB(1− xB)+ ε2)

)
,

• Transverse-transverse helicity-flip coefficients:

C−+(n = 0) =
8(2− y)

(1+ ε2)
3/2

{
(2− y)2

√
1+ ε2−1

2(1+ ε2)

K̃2

Q2

+
1− y− ε2

4
y2

√
1+ ε2

(
1− xB−

√
1+ ε2−1

2
+

ε2

2xB

)
xBt t ′

Q4

}
, (A.14)

CV
−+(n = 0) =

4(2− y)

(1+ ε2)5/2

xBt

Q2

{
2K̃2

Q2

(
2−2y+ y2 +

ε2

2
y2

)
−
(

1− (1−2xB)
t

Q2

)

×
(

1− y− ε2

4
y2

)(√
1+ ε2−1+

(√
1+ ε2 +1−2xB

) t

Q2

)}
.

CA
−+(n = 0) =

4(2− y)

(1+ ε2)2

t

Q2

{
t ′

Q2

(
1− y− ε2

4
y2

)(
2x2

B− ε2−3xB + xB

√
1+ ε2

)

+
K̃2

Q2
√

1+ ε2

(
4−2xB(2− y)2−4y+ y2− y2(1+ ε2)3/2

)}
,

C−+(n = 1) =
8K

(1+ ε2)
3/2

{
(2− y)2 2−

√
1+ ε2

1+ ε2

×
(√

1+ ε2−1+ ε2

2
(

2−
√

1+ ε2
)
(

1− t

Q2

)
− xBt

Q2

)

+2
1− y− ε2

4
y2

√
1+ ε2

(
1−
√

1+ ε2 + ε2

2

2
√

1+ ε2
+

t

Q2

(
1− 3xB

2
+

xB + ε2

2

2
√

1+ ε2

))}
,

CV
−+(n = 1) =

8K

(1+ ε2)5/2

xBt

Q2

{
2

(
1− (1−2xB)

t

Q2

)(
2−2y+ y2 +

ε2

2
y2

)

+

(
1− y− ε2

4
y2

)(
3−
√

1+ ε2−
(

3(1−2xB)+
√

1+ ε2
) t

Q2

)}
,
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CA
−+(n = 1) =

4K

(1+ ε2)5/2

t

Q2

{(
2−2y+ y2 +

ε2

2
y2

)

×
(

5−4xB +3ε2−
√

1+ ε2− t

Q2

(
1− ε2−

√
1+ ε2

−2xB(4−4xB−
√

1+ ε2)
))

+

(
1− y− ε2

4
y2

)

×
(

8+5ε2−6xB +2xB

√
1+ ε2

− t

Q2

(
2− ε2 +2

√
1+ ε2−4xB(3−3xB +

√
1+ ε2)

))}
,

C−+(n = 2) = 4(2− y)

(
1− y− ε2

4
y2

)
1+
√

1+ ε2

(1+ ε2)
5/2

{
(2−3xB)

t

Q2

+

(
1−2xB +

2(1− xB)

1+
√

1+ ε2

)
xBt2

Q4

+

(
1+

√
1+ ε2 + xB +(1− xB)

t
Q2

1+
√

1+ ε2

t

Q2

)
ε2

}
,

CV
−+(n = 2) =

4(2− y)
(

1− y− ε2

4
y2
)

(1+ ε2)5/2

xBt

Q2

{
4

K̃2

Q2
+1+

√
1+ ε2

+
t

Q2

(
(1−2xB)

(
1−2xB−

√
1+ ε2

) t

Q2
−2+4xB +2xB

√
1+ ε2

)}
,

CA
−+(n = 2) =

16(2− y)
(

1− y− ε2

4
y2
)

(1+ ε2)3/2

t

Q2

{
K̃2

Q2

1−2xB

1+ ε2

− 1− xB

4xB(1− xB)+ ε2

(
2x2

B− ε2−3xB− xB

√
1+ ε2

)

− t ′

Q2

2x2
B− ε2−3xB− xB

√
1+ ε2

4
√

1+ ε2

}
,

C−+(n = 3) =−8K

(
1− y− ε2

4
y2

)
1+
√

1+ ε2 + ε2

2

(1+ ε2)
5/2

×
{

1+
1+
√

1+ ε2 + ε2

2xB

1+
√

1+ ε2 + ε2

2

xBt

Q2

}
,
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CV
−+(n = 3) =

8K
(

1− y− ε2

4
y2
)

(1+ ε2)5/2

xBt

Q2

(
1+
√

1+ ε2
)

×
{

1− t

Q2

1−2xB−
√

1+ ε2

1+
√

1+ ε2

}
,

CA
−+(n = 3) =

16K
(

1− y− ε2

4
y2
)

(1+ ε2)2

t

Q2

{
1− xB +

t ′

Q2

4xB(1− xB)+ ε2

4
√

1+ ε2

}
,

S−+(n = 1) =
4K(2− y)y

(1+ ε2)
2

{
1−
√

1+ ε2 +2ε2−2

(
1+

√
1+ ε2−1

2xB

)
xBt

Q2

}
,

SV
−+(n = 1) =

8Ky(2− y)

(1+ ε2)2

xBt

Q2

(
1+
√

1+ ε2
){

1− t

Q2

1−2xB−
√

1+ ε2

1+
√

1+ ε2

}
,

SA
−+(n = 1) =

4Ky(2− y)

(1+ ε2)2

t

Q2

{
3+2ε2

+
√

1+ ε2−2xB−2xB

√
1+ ε2− t

Q2
(1−2xB)

(
1−2xB−

√
1+ ε2

)}
,

S−+(n = 2) = 2y

(
1− y− ε2

4
y2

)
1+
√

1+ ε2

(1+ ε2)
2

(
ε2−2

(
1+

ε2

2xB

)
xBt

Q2

)

×
{

1+

√
1+ ε2−1+2xB

1+
√

1+ ε2

t

Q2

}
,

SV
−+(n = 2) =

4y
(

1− y− ε2

4
y2
)

(1+ ε2)2

xBt

Q2

×
(

1+
√

1+ ε2
)(

1− (1−2xB)
t

Q2

){
1− t

Q2

1−2xB−
√

1+ ε2

1+
√

1+ ε2

}
,

SA
−+(n = 2) =

2y
(

1− y− ε2

4
y2
)

(1+ ε2)2

t

Q2

(
4−2xB +3ε2 +

t

Q2

(
4xB(1− xB)+ ε2

))

×
(

1+
√

1+ ε2− t

Q2

(
1−2xB−

√
1+ ε2

))
.
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A.2.2 Longitudinally and Transversally Polarized TP+ Target

The angular coefficients for longitudinally and transversally polarized TP+ parts are deter-

mined by the expressions

δCab(n) , δCV
ab(n) , δCA

ab(n) , for n ∈ {0,1,2} ,

δSab(n) , δSV
ab(n) , δSA

ab(n) , for n ∈ {1,2,3} .

Note again, as in the previous section, these coefficients are identical with C
LP,···
ab (n)/λΛ

and S
LP,,···
ab (n)/Λ of Ref. [44] and that the third even harmonics, i.e.,

δCab(n = 3) = δCV
ab(n = 3) = δCA

ab(n = 3) = 0,

and the following third odd harmonics in longitudinal helicity flip CFFs

δS0b(n = 3) = δSV
0b(n = 3) = δSA

0b(n = 3) = 0

vanish and thus will not be presented below.

• Conserved photon-helicity coefficients:

δC++(n = 0) =−
4y
(

1+
√

1+ ε2
)

(1+ ε2)5/2

{
(2− y)2 K̃2

Q2
+

(
1− y− ε2

4
y2

)

×
(

xBt

Q2
−
(

1− t

Q2

)
ε2

2

)(
1+

√
1+ ε2−1+2xB

1+
√

1+ ε2

t

Q2

)}
, (A.15)

δCV
++(n = 0) =

4y
(

1+
√

1+ ε2
)

(1+ ε2)
5/2

t

Q2

{
(2− y)2 1+

√
1+ ε2−2xB

1+
√

1+ ε2

K̃2

Q2

+

(
1− y− ε2

4
y2

)(
2− xB +

3ε2

2

)(
1+

4(1− xB)xB + ε2

4−2xB +3ε2

t

Q2

)
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×
(

1+

√
1+ ε2−1+2xB

1+
√

1+ ε2

t

Q2

)}
,

δCA
++(n = 0) =

4y

(1+ ε2)
5/2

xBt

Q2

{
2(2− y)2 K̃2

Q2
+

(
1− y− ε2

4
y2

)
(1+

√
1+ ε2)

×
(

1− (1−2xB)
t

Q2

)(
1+

√
1+ ε2−1+2xB

1+
√

1+ ε2

t

Q2

)}
,

δC++(n = 1) =−4Ky(2− y)

(1+ ε2)
5/2

(1+
√

1+ ε2− ε2)

×
{

1−
(

1−2xB
2+
√

1+ ε2

1+
√

1+ ε2− ε2

)
t

Q2

}
,

δCV
++(n = 1) =

8K(2− y)y

(1+ ε2)
2

(√
1+ ε2 +2(1− xB)

) t

Q2

×
{

1−
1+ 1−ε2√

1+ε2
−2xB

(
1+

4(1−xB)√
1+ε2

)

2
(√

1+ ε2 +2(1− xB)
) t ′

Q2

}
,

δCA
++(n = 1) =

16K(2− y)y

(1+ ε2)
5/2

xBt

Q2

(
1− (1−2xB)

t

Q2

)
,

δC++(n = 2) =−
4y
(

1− y− ε2

4
y2
)

(1+ ε2)
5/2

(
xBt

Q2
−
(

1− t

Q2

)
ε2

2

)

×
{

1−
√

1+ ε2−
(

1+
√

1+ ε2−2xB

) t

Q2

}
,

δCV
++(n = 2) =−

2y
(

1− y− ε2

4
y2
)

(1+ ε2)
5/2

(
4−2xB +3ε2

) t

Q2

(
1+

4(1− xB)xB + ε2

4−2xB +3ε2

t

Q2

)

×
{√

1+ ε2−1+
(

1+
√

1+ ε2−2xB

) t

Q2

}
,

δCA
++(n = 2) =

4y
(

1− y− ε2

4
y2
)

(1+ ε2)
5/2

xBt

Q2

(
1− (1−2xB)

t

Q2

)

×
{

1−
√

1+ ε2−
(

1+
√

1+ ε2−2xB

) t

Q2

}
,
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δS++(n = 1) =
4K
(

2−2y+ y2 + ε2

2
y2
)

(1+ ε2)
3

(1+
√

1+ ε2)

×
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2
√
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√
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√
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t
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}

+
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4
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)

(1+ ε2)
3

{(
1−
√
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3−
√

1+ ε2
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}
,
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2
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2

t
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√
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+
32K

(
1− y− ε2

4
y2
)

(1+ ε2)
3

(
1− 3+

√
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t
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{
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√
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2
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(
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√
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)
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(√
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2

t
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}
,

δSA
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(
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2
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)

(1+ ε2)
3
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×
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√
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t
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}

+
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(
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4
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)

(1+ ε2)
3

(3+
√
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×
{
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√
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√
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t
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}
,
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4
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)
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×
{
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√
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√
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√
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δSV
++(n = 2) =

4(2− y)
(

1− y− ε2

4
y2
)

(1+ ε2)
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t
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×
{
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2

√
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√
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Q2

}
,

δSA
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xBt

Q2

×
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−
(
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√
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Q2

}
,

δS++(n = 3) =−
4K
(

1− y− ε2

4
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)

(1+ ε2)
3

1+
√
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√
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√
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• Photon helicity-flip amplitudes by one unit:

δC0+(n = 0) =
8
√

2K(1− xB)y
√

1− y− ε2

4
y2

(1+ ε2)2

t

Q2
, (A.16)
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√
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,
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√
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√
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√

1− y− ε2

4
y2

(1+ ε2)2

tK̃2

Q4
,

146



δCA
0+(n = 1) = 0 ,

δC0+(n = 2) =−
8
√
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√
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,
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√
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√
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,
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√

2

√
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+
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(
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,
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+
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√
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√
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√
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√
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√
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• Photon helicity-flip amplitudes by two units:

δC−+(n = 0) =
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√
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+
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√
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√
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, (A.17)

δCV
−+(n = 0) =
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√
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√
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√
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− t
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√
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√
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(
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δSV
−+(n = 3) =−
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A.3 Helicity Amplitudes from Tarrach Tensor

Let us establish a relation of the Compton tensor parametrization introduced in Eq. (2.130)

in terms of CFFs and the one by Tarrach [45] (also quoted in [39]) that is used as a starting

point for the low-energy expansion relevant for generalized polarizabilities. The Tarrach’s

tensor is written as a linear superposition of independent tensor structures ρµν accompanied

by f functions encoding the structural information about the nucleon,

εµ(a)Tµνε
′∗
ν (b) =

12

∑
k=1

fk ū2R
(k)
ab u1 with R

(k)
ab = εµ(a)ρ

µν
k ε

′∗
ν (b) . (A.18)

Now one computes the helicity amplitudes for all polarization states of the photons and

express the result in terms of the Dirac structures used in the parametrization of helicity

CFFs in Eqs. (2.14) and (2.15) multiplied by the functions of the kinematical invariants.

Comparing Eqs. (2.5) and (2.13)–(2.15) with what one finds below, one can establish rela-

tion formulas of CFFs and f ’s. In the following one presents an overcomplete set of 3×12

relations from which an interesting reader can express helicity dependent CFFs in terms of

f ’s or reverse.

• (1,1) helicity amplitude:

R
(1)
++ =

( 6qQε− iσq∆xB)
(
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(
t +Q2

)√
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(A.19)
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• (0,1) helicity amplitude:
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(
t(1−2xB)−Q2

)
√

2(txB +(2− xB)Q2)ε
√

1+ ε2
+ 6q γ5 K̃

(
txB +Q2

)
√

2ε
√

1+ ε2

− ( 6q txB− iσq∆Qε)
(1− xB)

(
txB +Q2

)(
t(1−2xB)−Q2

)
√

2K̃ε (txB +(2− xB)Q2)
√

1+ ε2

+( 6q γ5t + γ5MQ2)
4(1− xB)

(
txB +Q2

)2
+
(
t +Q2

)(
txB +(2− xB)Q2

)
ε2

8
√

2MK̃xBQ
√

1+ ε2

(A.38)

R
(9)
0+ =6q K̃Q2 txB(1−2xB)−Q2

(
xB−2

(
1+ ε2

))
√

2(txB +(2− xB)Q2)ε
√

1+ ε2

+( 6q txB− iσq∆Qε)

{
2(1− xB)

(
txB +Q2

)
+
(
t +Q2

)
ε2

2
√

2K̃xBε
√

1+ ε2

−
(
txB +Q2

)(
2t(1− xB)xB +

(
t +Q2

)
ε2
)

√
2K̃ε (txB +(2− xB)Q2)

√
1+ ε2

}

+ 6q γ5 K̃
(
Q2
(
2− xB + ε2

)
+ t
(
(3−2xB)xB + ε2

))
√

2xBε
√

1+ ε2

+( 6q γ5t + γ5MQ2)
4(1− xB)

(
txB +Q2

)
+
(
t +Q2

)
ε2

8
√

2MK̃x2
BQ
√

1+ ε2

{
Q2
(
2− xB + ε2

)

+ t
(
xB(3−2xB)+ ε2

)}
(A.39)

R
(10)
0+ =6q 2

√
2K̃xB

(
txB +Q2

)

(txB +(2− xB)Q2)ε
√

1+ ε2
+ 6q γ5 2

√
2K̃
(
txB +Q2

)

Q2ε
√

1+ ε2

+( 6q txB− iσq∆Qε)

×
{

2
√

2(1− xB)
(
txB +Q2

)2

K̃Q2ε (txB +(2− xB)Q2)
√

1+ ε2
+

(
t +Q2

)
ε√

2K̃Q2
√

1+ ε2

}

+( 6q γ5t + γ5MQ2)

× 4(1− xB)
(
txB +Q2

)2
+
(
t2xB + t(1+2xB)Q2 +(3− xB)Q4

)
ε2

2
√

2MK̃xBQ3
√

1+ ε2
(A.40)
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R
(11)
0+ = ( 6q txB− iσq∆Qε)

t(1−2xB)−Q2

√
2K̃Q

√
1+ ε2

− 6q γ5 2
√

2K̃
(
t +Q2

)

Q
√

1+ ε2

− ( 6q γ5t + γ5MQ2)ε

{
2Q2

(
2t +Q2

)
+
(
t +Q2

)(
t +2Q2

)
ε2

2
√

2MK̃xBQ2
√

1+ ε2

− txB

(
2t +Q2

)
√

2MK̃Q2
√

1+ ε2
+

4t2− tQ2−Q4

2
√

2MK̃Q2
√

1+ ε2

}
(A.41)

R
(12)
0+ =− 6q K̃Q2

(
t(1−2xB)xB +Q2

(
2− xB +2ε2

))
√

2(txB +(2− xB)Q2)ε
√

1+ ε2
− ( 6q txB− iσq∆Qε)

× (1− xB)
(
txB +Q2

)(
t(1−2xB)xB +Q2

(
2− xB +2ε2

))
√

2K̃xBε (txB +(2− xB)Q2)
√

1+ ε2

− 6q γ5K̃
t(1− xB)xB−Q2

(
xB−2

(
1+ ε2

))
√

2xBε
√

1+ ε2

− ( 6q γ5t + γ5MQ2)

{
t2x2

B

2
√

2MK̃Q
√

1+ ε2
+
Q
√

1+ ε2
(
tε2 +Q2

(
4+ ε2

))

4
√

2MK̃x2
B

+
t2
(
4− ε2

)
+Q4

(
4+ ε2

)
−4tQ2

(
5+2ε2

)

8
√

2MK̃Q
√

1+ ε2

+

(
t−Q2

)(
t
(
ε2−8x2

B

)
+3Q2

(
4+3ε2

))

8
√

2MK̃xBQ
√

1+ ε2

}
(A.42)

• (-1,1) helicity amplitude:

R
(1)
−+ = ( 6q εQ− iσq∆xB)

t−2txB−Q2 +
(
t +Q2

)√
1+ ε2

2(txB +(2− xB)Q2)
√

1+ ε2
(A.43)

R
(2)
−+ =

6q Qε− iσq∆xB

2x2
B

{
(1− xB)Q2

(
t +Q2

)
ε2

(txB +(2− xB)Q2)
√

1+ ε2

− (txB +(2− xB)Q2)(1+
√

1+ ε2)

2
√

1+ ε2
+

(
txB +Q2

)(
tx2

B +(2− xB)
2Q2

)

(txB +(2− xB)Q2)
√

1+ ε2

}

(A.44)

R
(3)
−+ =

( 6q εQ− iσq∆xB)Q2

2xB

{
Q2
(
2− xB + ε2

)
+ t
(
(3−2xB)xB + ε2

)

(txB +(2− xB)Q2)
√

1+ ε2
−1

}
(A.45)

R
(4)
−+ = iσq∆

2M(1− xB)√
1+ ε2

− 6q γ5

(
txB +(2− xB)Q2

)(
1−
√

1+ ε2
)

2xB

√
1+ ε2
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− γ5
M
(
txB +(2− xB)Q2

)(
1−2xB +

√
1+ ε2

)

2xB

√
1+ ε2

− 6q t(1− xB)√
1+ ε2

(A.46)

R
(5)
−+ =6q txB

4
√

1+ ε2
− iσq∆

Qε

4
√

1+ ε2
+ 6q γ5

txB +Q2
(

1−
√

1+ ε2
)

4
√

1+ ε2

+ γ5
MQ2

(
1− xB +

√
1+ ε2

)

4
√

1+ ε2
(A.47)

R
(6)
−+ =− 6q MxB

t2(2−3xB)+(2− xB)Q4

(txB +(2− xB)Q2)
√

1+ ε2

− iσq∆√
1+ ε2

{
4M2xB +

2(2− xB)(1− xB)Q2
(
txB +Q2

)

xB (txB +(2− xB)Q2)

}

− 6q γ5M

{
(1− xB)

(
t +Q2

)
√

1+ ε2
−
(
t−Q2

)
}
+ γ5

{(
txB +(2− xB)Q2

)2

4x2
B

+M2
(
t +3Q2

)
+

M2(1− xB)
(
t +Q2

)
√

1+ ε2

+

(
txB +(2− xB)Q2

)(
txB(1−2xB)+(2−3xB)Q2

)

4x2
B

√
1+ ε2

}
(A.48)

R
(7)
−+ =

6q txB− iσq∆Qε

4
√

1+ ε2
+
(
6q γ5t + γ5MQ2

) 1− xB +
√

1+ ε2

4
√

1+ ε2
(A.49)

R
(8)
−+ =6q xBQ

(
t +Q2

)2
ε

4(txB +(2− xB)Q2)
√

1+ ε2
+ iσq∆

(1− xB)Q2
(
txB +Q2

)

(txB +(2− xB)Q2)
√

1+ ε2

− γ5Q2

8xB

{
txB +(2− xB)Q2 +

txB(1−2xB)+(2−3xB)Q2

√
1+ ε2

}

+ 6q γ5Q
(
t +Q2

)
ε

4
√

1+ ε2
(A.50)

R
(9)
−+ =6q εQ(t2xB +4t(1− xB)Q2− xBQ4

)

4(txB +(2− xB)Q2)
√

1+ ε2

− iσq∆Q2 2(1− xB)xB

(
txB +Q2

)
+
(
txB +(2− xB)Q2

)
ε2

2xB (txB +(2− xB)Q2)
√

1+ ε2

+ 6q γ5 M

2

{
t−Q2 +

(1− xB)(t +Q2)√
1+ ε2

}
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− γ5Q2

8x2
B

{
(1− xB)

(
4(1− xB)

(
txB +Q2

)
+
(
t +Q2

)
ε2
)

√
1+ ε2

−
(
4(1− xB)

(
txB +Q2

)
+
(
t +3Q2

)
ε2
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R
(10)
−+ =6q xBQ

(
t +Q2

)
ε

(txB +(2− xB)Q2)
√

1+ ε2
+ iσq∆

{
1+
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(txB +(2− xB)Q2)
√

1+ ε2

}

+ 6q γ5 Qε√
1+ ε2
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2

{
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(2− xB)Q2
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+

t(1−2xB)xB +Q2
(
2−3xB + ε2

)

xB

√
1+ ε2

}

(A.52)

R
(11)
−+ =6q txB√

1+ ε2
− iσq∆

Qε√
1+ ε2

+ 6q γ5
txB +Q2

(
1−
√

1+ ε2
)

√
1+ ε2

+ γ5M

{
t +2Q2 +

t−2txB− xBQ2

√
1+ ε2

}
(A.53)

R
(12)
−+ =6q xBQ

(
t +Q2

)2
ε

4(txB +(2− xB)Q2)
√

1+ ε2
+ iσq∆

(1− xB)Q2
(
txB +Q2

)

(txB +(2− xB)Q2)
√

1+ ε2

+ γ5Q2

8

{
t +Q2− Q

2
(
4−3xB + ε2

)
+ t
(
(3−2xB)xB + ε2

)

xB

√
1+ ε2

}

+ 6q γ5Q
(
t +Q2

)
ε

4
√

1+ ε2
. (A.54)

A.4 Low Energy Expansion: CFFs and Tarrach f s

For the low energy expansion one adopts the momenta in the center-of-mass frame as

defined in Ref. [39]:

q1 = (
√

ω ′2 +M2 +ω ′−
√

q̄2 +M2,0,0, q̄) (A.55)

q2 = (ω ′,ω ′ sinϑ ,0,ω ′ cosϑ) (A.56)

p1 =
(√

q̄2 +M2,0,0,−q̄
)
,

p2 = (
√

ω ′2 +M2,−ω ′ sinϑ ,0,−ω ′ cosϑ) . (A.57)
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A.4.1 Low Energy Expansions as Functions of fi

Here one quotes our results for the leading term in the low-energy expansion for the he-

licity CFFs in terms of Tarrach’s structure functions (A.18). Only the leading Non-Born

contributions are kept here, i.e., linear in ω ′, and neglect all subleading O(ω ′) effects.

• (+1,+1) helicity amplitude:

H++ =
ω ′M
2q̄

{
4q̄2( f10 +Mq̄ f3)+ω0

[
q̄2
(
4 f11 + f5 + f7−4M( f3−2 f6− f9)

)

+8M f10

]
− q̄

[
ω0

(
4 f10 +ω0(4 f11 + f5 + f7 +8M f6 +4M f9)

)

−2(q̄−ω0)(2Mq̄ f3− f1)

]
cosϑ −2q̄(q̄−ω0) f1

}
, (A.58)

E++ =
ω ′M

q̄

{
q̄

[
(q̄−ω0) f1−Mq̄(4 f11 + f5 + f7 +8M f6 +4M f9

+2q̄ f3−2ω0 f3)

]
−2

[
q̄(q̄−ω0)+2M(q̄+ω0)

]
f10 + q̄

[
(q̄−ω0) f1

−2q̄(Mq̄ f3 + f10)+ω0

(
2 f10 +M(4 f11 + f5 + f7 +8M f6

+4M f9 +2q̄ f3)
)]

cosϑ

}
, (A.59)

H̃++ =
ω ′M(ω0 cosϑ − q̄)

2

{
4 f10 + q̄

(
4 f11 + f5 + f7 +8M f6 +4M f9

)}
, (A.60)

Ẽ++ =
ω ′M2(ω0−2M− q̄cosϑ)

q̄

{
4 f10 + q̄

(
4 f11 + f5 + f7 +8M f6 +4M f9

)}
. (A.61)

• (0,+1) helicity amplitude:

H0+ =−ω ′
√−Mω0

2q

{[
q
[
4Mq2 f12 +ω0

(
4 f10 +ω0(4 f11 + f5 + f7)

)]
cosθ
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−2q2
[
4(M−ω0) f4 +ω0(4 f11 + f5 + f7 +4M f12)

]
−4
(
q2 +ω2

0

)
f10

]
cotθ

+
q

sinθ

[
q2(4 f11−8 f4 + f5 + f7)+4ω0( f10 +Mω0 f12)

]

+4qsinθ

[
q2 f4 +M

(
f1 +4M2 f2−2Mω0( f2 +2 f6 + f9)

)]}
, (A.62)

E0+ =−ω ′M
√−Mω0

q

{[
2q2 (4 f11 + f5 + f7)−8M

(
f10 +2M f4−q2 f12

)

+8ω0( f10 +3M f4)−8ω2
0 f4−qω0 cosθ ( f5 + f7)

]
cotθ

− q

sinθ

[
8 f10−2M

(
4 f11−8 f4 + f5 + f7 +4M f12

)

+ω0

(
8 f11−8 f4 + f5 + f7 +8M f12

)]

+2qsinθ

[
2ω0

(
f11− f4 +M( f2 +2 f6 + f9)

)
− f1 +2 f10 +4M f4

−4M2 f2

]}
, (A.63)

H̃0+ =− ω ′M
2
√−Mω0

{
q2

sinθ

[
4 f10 +(8M−6ω0) f4 +ω0(4 f11 + f5 + f7 +4M f12)

−2ω0 cos2θ f4

]
−
[

q3
(
4 f11−8 f4 + f5 + f7 +4M f12

)
+8qω0 f10

−ω0

(
q2(4 f11 + f5 + f7 +4M f12)+4ω0 f10

)
cosθ

]

+qω2
0

(
4 f11 + f5 + f7 +4M f12

)
cotθ

}
, (A.64)

Ẽ0+ =−ω ′M2(q−ω0 cosθ)

sinθ
√−Mω0

{[
q2
(
4 f11−4 f4 + f5 + f7 +4M f12

)
+4ω0 f10

]

× cosθ −q

[
4 f10 +

(
8M−4ω0

)
f4 +ω0

(
4 f11 + f5 + f7 +4M f12

)]}
. (A.65)

• (−1,+1) helicity amplitude:

H−+ =
ω ′M
2q̄

{
4
(
q̄2 +2Mω0

)
f10 + q̄2

[
ω0(4 f11 + f5 + f7 +8M f6 +4M f9)
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−4M(q̄+ω0) f3

]
−2q̄(q̄+ω0) f1− q̄cosϑ

[
q̄2
(
4 f11 + f5 + f7

−4M( f3−2 f6− f9)
)
+2Mω0(4 f11 + f5 + f7 +8M f6 +4M f9−2q̄ f3)

+4ω0 f10−2(q̄+ω0) f1

]}
, (A.66)

E−+ =
ω ′M

q̄

{
2
(
2M(q̄−ω0)− q̄(q̄+ω0)

)
f10− q̄

[
Mq̄
(
4 f11 + f7 +4M(2 f6 + f9)

− (q̄+ω0) f1− f5 +2(q̄+ω0) f3

)]
+ q̄

[
Mω0(4 f11 + f5 + f7

+8M f6 +4M f9−2q̄ f3)−2Mq̄2 f3 +(q̄+ω0)(2 f10− f1)

]
cosϑ

}
, (A.67)

H̃−+ =
ω ′M

2

{
q̄
(
4 f11 + f5 + f7 +8M f6 +4M f9

)
−4 f10

}(
q̄−ω0 cosϑ

)
, (A.68)

Ẽ−+ =
ω ′M2

q̄

{
q̄
(
4 f11 + f5 + f7 +8M f6 +4M f9

)
−4 f10

}(
2M−ω0 + q̄cosϑ

)
. (A.69)

A.5 Born Term for Compton Scattering off Nucleon

In this Appendix, one lists the results for the computation of the helicity CFFs in the Born

approximation using the target rest frame. These will be extracted from Eq. (2.5) where

the covariant Compton amplitude is replaced by its Born approximation,

T Born
ab = (−1)a−1ε

µ
1 (a)T Born

µν εν ∗
2 (b) , (A.61)

making use of the definitions given in Eqs. (2.13)–(2.15) and (2.136). The r.h.s. can be

decomposed into a sum of four terms that differ by the form factor products accompanying

them, i.e.,

eNF1(−q2
1) , eNF2(−q2

1) , κNF1(−q2
1) , and κNF2(−q2

1) ,

where one sets eN = F1(0) and κN = F2(0) and use in the following also the nucleon mag-

netic moment µN = eN + κN . The following results are found (suppressing superscript
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Born)

H+b =−

(
1+b

√
1+ ε2

)(
2− xB + xBt

Q2

)2

4
√

1+ ε2(1− xB)
(
1+ xBt

Q2

) eNF1

−b
x2

B

(
1+ t

Q2

)2

4(1− xB)
(

1+ xBt

Q2

) [κNF1 +µNF2] (A.62)

−
eN x2

B

(
1+ t

Q2

)

2
√

1+ ε2
(

1+ xBt

Q2

)
{

4M2

Q2
F1−

(
2− xB + xBt

Q2

)
t
Q2 [F1 +F2]

(
1+ t

Q2

)
(1− xB)

+
xB

(
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Q2

)
F2

2(1− xB)

}
,

E+b =−b [κNF1 +µNF2]

− eN ε2

2
√

1+ ε2





2xB F2

ε2
−

(
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Q2

)
F1
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Q2

+

(
2− xB + xBt

Q2

)
[F1 +F2]

(1− xB)
(
1+ xBt

Q2

)



 ,

(A.63)

H̃+b =−
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1+b

√
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)
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Q2

)

2
√
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
κNF2

ε2
+

(
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Q2

)
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2(1− xB)
(
1+ xBt

Q2

)




− xB

4
√
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Q2
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(
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)
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Q2
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]

+

(
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Q2

)
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}
,

(A.64)

Ẽ+b =

(
1+b

√
1+ ε2

)(
2− xB + xBt

Q2

)

2
√

1+ ε2

[
κN [2F1 +F2]
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−
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(
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)
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]
−
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√
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+
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Q2

)

4xB

√
1+ ε2(1− xB)

(
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{
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−µN

(
1+

xBt

Q2

)
[F1 +F2]+µN(1− xB)

[
tF1

Q2
−F2

]}
,

(A.65)

H0+ =

√
2K̃xB

Q
√

1+ ε2
eN





2− xB− xBt

Q2 +
8xBM2

Q2

2(1− xB)
(

1+ xBt

Q2

)
[

F1−
Q2

4xBM2
F2

]
+

1− t
4M2

1+ xBt

Q2

F2





− t E0+

4M2
, (A.66)

E0+ =
(−1)

√
2K̃

Q
√

1+ ε2

eN

[
ε2F1− x2

BF2

]

(1− xB)
(
1+ xBt
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) +

(
1+
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)
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√
2K̃
√

1+ ε2

×


1+
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+
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)
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
eNF2 ,

(A.67)

H̃0+ =

√
2K̃xB

(
2− xB + xBt

Q2

)

Q
√

1+ ε2





eNF2

ε2
−

(
1+ t

Q2

)
µN

[
F1− Q2

4xBM2 F2

]

2(1− xB)
(

1+ xBt

Q2

)






− t Ẽ0+

4M2
, (A.68)

Ẽ0+ =
(−1)

√
2K̃

Q
√

1+ ε2

(
2− xB + xBt

Q2

)
4xBM2

Q2

2(1− xB)
(

1+ xBt

Q2

) µN

[
F1−

Q2

4xBM2
F2

]

−

(
2− xB + xBt

Q2

)
Q

2
√

2K̃xB

√
1+ ε2

[
4−2xB +3ε2 +

(
4(1− xB)xB + ε2

) t

Q2

]
eNF2 . (A.69)

Notice that in the longitudinal helicity-flip CFFs a spurious kinematical 1/K̃ singularity

appears, which cancels, however, in electric-like combinations introduced in Eq. (2.110).

Hence, the Born result is well defined for any value of kinematical variables, except for the

elastic poles at s = M2 (xB = 1) and u = M2 (xB =−Q2/t).
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APPENDIX B

RENORMALIZATION OF TWIST FOUR OPERATORS
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k1 k2

p1 p2

√
2

4
γ+γ−(1− γ5)

a µ b ν

Figure B.1: Feynman Diagram responsible for χ+⊗ψ− → χ+⊗ψ−+ χ−⊗ψ+ in Eq.

(3.85).

B.1 Sample Calculations in Light-Cone Gauge

In this appendix one provides an explicit calculation of the transitions kernel for good-bad

two-to-two quark transitions χ+⊗ψ− → χ+⊗ψ−+ χ−⊗ψ+, shown in Fig. B.1. The

operator in question can be written at one loop in the form

O(x1,x2) =
∫ 2

∏
i=1

d4 pi

(2π)4

d4ki

(2π)4
δ (k+1 − x1)δ (k

+
2 − x1)δ (p+1 − y1)δ (p+2 − y2)

× ψ̄(p2)
{
Vb

ν(k3, p2,−k2)iP(−k2)

√
2

4
γ+γ−(1+ γ5)iP(k1)

×Va
µ(−k3,−k1, p1)(−i)∆ab

µν(k3)
}

ψ(p1) ,

where in the gluon propagator in the light-cone gauge was introduced in Eq. (3.34), while

for reader’s convenience one provides below expressions for the quark propagator and and

the vertex function, respectively,

P(k) = /k

k2 + i0
, Va

µ(k1,k2,k3) = igtaγµ(2π)4δ 4(k1 + k2 + k3) .

Denoting the string introduced in curly brackets asN /D, one can work out the denomina-

tor D stemming from the propagators as D = (p1 + p2− k1)
2(p1− k1)

2k2
1. Choosing the

loop momentum as k = k1, one expands D in inverse powers of the transverse momentum

k⊥ and find immediately for the leading and first subleasing contributions

1

D =
1

k6
⊥

1

[k+β −1][(k+− p+1 − p+2 )β −1][(k+− p+1 )β −1]
(B.1)
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×
[

1− 2(p⊥1 + p⊥2 ) · k⊥
k2
⊥[(k

+− p+1 − p+2 )β −1]
− 2p⊥1 · k⊥

k2
⊥[(k

+− p+1 )β −1]

]
+O(1/k8

⊥) ,

We will parametrize the contributions of the first, second and third terms in the square

brackets as A, B and C contributions, respectively, i.e., A−B−C.

To clarity the manipulations involved in the analysis, the numerator

N =− i
√

2

4
g2ta⊗ taψ̄(p2)[γ

ν(/k− /p1− /p2)γ
+γ−/kγµ ](1+ γ5)ψ(p1)

×
(

gµν +
(k− p1)µnν +(k− p1)νnµ

(p1− k)+

)
, (B.2)

will be calculated term by term. To start with, notice that p−1 and p−2 can be automatically

neglected in the calculation as they vanish for Fourier transform of light-ray operators that

one considers. Let us start with the gµν piece and denote its contraction with the strong

of Dirac matrices in Eq. (B.2) as I1. Then after Sudakov decomposition of all momenta

and little Dirac algebra, one finds after rescaling the k− momentum component according

to Eq. (3.42)

I1 = gµνγν(/k− /p1− /p2)γ
+γ−/kγµ ≃ 4k2

⊥[β (k
+− p+1 − p+2 )−1] (B.3)

where one has neglected all terms that do not produce any divergences, i.e., terms scaling

as kn
⊥ with n < 2. Next, one turns to the second (k− p1)µnν and third (k− p1)νnµ terms.

For their contraction with the scare bracket, one finds in a completely analogous manner

I2 = γν(/k− /p1− /p2)γ
+γ−/kγµ(k− p1)

µnν

≃ 2(k+− p+1 − p+2 )[2k−(k+− p+1 )− k2
⊥]γ

+γ−−2βk2
⊥(k

+− p+1 − p+2 )γ
+
/p
⊥
1 , (B.4)

I3 = γν(/k− /p1− /p2)γ
+γ−/kγµ(k− p1)

νnµ

≃ 4k⊥ · (p1⊥+ p2⊥)/k⊥γ+−2k2
⊥/p2γ+−2k2

⊥[β (k
+− p+1 − p+2 )−1]γ+/k⊥ . (B.5)

Now, combining the above in the integrand, one traces only terms with 1/k2
⊥ behavior

since these are the only contributions yielding logarithmic divergence. Integrating over the
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longitudinal k+ component with the help of the Dirac delta function in Eq. (B.1)

I1A=
1

8π2

∫ 2π

0

dϕ

2π

∫
dβ

2π

×
∫ µ2

dk2
⊥ k2
⊥

4k2
⊥[β (x1− p+1 − p+2 )−1]

k6
⊥[βx1−1][β (x1− p+1 )−1][β (x1− p+1 − p+2 )−1]

=
1

π2
ln µ

∫
dβ

2π

1

[βx1−1][β (x1− p+1 )−1]
=

i

π2
lnµ ϑ 0

11(x1,x1− p+1 ) , (B.6)

where in the last step one restored the omitted causal i0 prescription in the longitudinal

denominators use the defining integral Eq. (B.52) for the generalized step functions. Simi-

larly, one finds

I2A =
i

2π2
ln µ

x1− p+1 − p+2
p+1 − x1

γ+γ−ϑ 0
11(x1,x1− p+1 − p+2 ) (B.7)

− i

2π2
lnµ

γ+/p2⊥
p+1 − x1

[ϑ 0
11(x1,x1− p+1 )+ϑ 0

111(x1,x1− p+1 ,x1− p+1 − p+2 )] .

To proceed further with other contributions, one computes the following integral first

∫ 2π

0

dϕ

2π

∫ µ2
dk2
⊥

k4
⊥

p⊥ · k⊥kα
⊥ = ln µ pα

⊥ . (B.8)

Here one used the fact that the integrand does not have any vectors but k⊥ so that one

can immediately calculate the average in the two-dimensional transverse plane kα
⊥k

β
⊥ →

k2
⊥δ αβ/2. Thus one obtains

I3A =− i

2π2
lnµ

γ+/p1⊥+ p+2 γ−γ+

p+1 − x1

ϑ 0
111(x1,x1− p+1 ,x1− p+1 − p+2 ) (B.9)

I3B =
i

2π2
ln µ

γ+(/p⊥1 + /p⊥2 )

p+1 − x1

ϑ 0
111(x1,x1− p+1 ,x1− p+1 − p+2 ) (B.10)

I3C =
i

2π2
ln µ

γ+/p⊥1
p+1 − x1

ϑ 0
12(x1,x1− p+1 ) . (B.11)

Putting all the pieces together, one gets

G =
αs

π
ta⊗ ta ln µ

∫
dy1dy2

∫
dp−1 d2p1⊥
(2π)4

∫
dp−1 d2 p2⊥
(2π)4

δ (x1 + x2− y1− y2)

× ψ̄(p1)

{
2ϑ 0

11(x1,x1− y1)−
2y2

y1− x1
ϑ 0

111(x1,x1− y1,−x2)
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i1 i1i1i1i2 i2i2i2

i′1 i′2
aaa bbb

k1k1 k2k2

p1 p1p1p1p2 p2p2p2

C4;C̃4 C5−C6 C5 C6

Figure B.2: Two-to-two quark-gluon transitions in Eq. (B.13). The color structures Cc are

defined in Eq. (3.73).

+ γ+γ−
[

y2

y1− x1
ϑ 0

111(x1,x1− y1,−x2)−
x2

y1− x1
ϑ 0

11(x1,x1− y1− y2)

]

+
γ+/p⊥1
y1− x1

[ϑ 0
12(x1,x1− y1)−ϑ 0

11(x1,x1− y1)−ϑ 0
111(x1,x1− y1,−x2)]

+
γ+/p⊥2
y1− x1

ϑ 0
111(x1,x1− y1,−x2)

}√
2(1+ γ5)

4
ψ(p2) . (B.12)

Finally, using equations of motion for the (anti)quark fields, with neglected gluon field

since one after the two-to-two transitions only, (p+2 γ−+/p2⊥)ψ(p2)= 0 and ψ̄(p1)(p+1 γ−+

/p1⊥) = 0, one can trade transverse momenta accompanying the good component of the

quark to the bad quark fields. This way one arrives at Eqs. (3.89)-(3.92).

B.2 Flavor Singlet 2→ 2 Transitions

We complement the non-singlet analysis performed in the body of the paper with particle

results involving the singlet sector. In all cases one found agreement with corresponding

expressions reported in Ref. [78].

B.2.1 Quasi-Partonic Operators

To start with, one presents the quasipartonic quark-antiquark to gluon-gluon kernels and

gluon-gluon transitions as well.
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a aa b bb

a′ a′a′ b′ b′b′

k1k1
k2k2

p1
p1p1 p2 p2p2

C7 C8 C7; C8; C7 +C8

Figure B.3: Two-to-two quasipartonic gluon-gluon transition of Sect. B.2.1. The induced

color-flow structure is defined in Eq. (3.73).

Oi1i2(x1,x2) = {ψ i1
+ χ̄ i2

+ , ψ̄ i1
+χ i2

+ , ψ i1
+ψ̄ i2

+ , χ̄ i1
+χ i2

+}(x1,x2)

In the singlet sector, the quark-antiquark evolution will produce extra annihilation-type

contributions shown by the first two graph in Fig. B.2

[KO]i1i2(x1,x2) = ...−
∫
[D2y]2K1(x1,x2|y1,y2)∑

f

{
[C4]

i1i2
i′1i′2

ψ̄
i′1 f
+ (y1)ψ

i′2 f
+ (y2)

+ [C̃4]
i1i2
i′1i′2

χ
i′1 f
+ (y1)χ̄

i′2 f
+ (y2)

}

− i

∫
[Dy2]2

{
[C5]

i1i2
ab K2 +[C6]

i1i2
ab K3

}
(x1,x2|y1,y2) f a

++(y1) f̄ b
++(y2) ,

(B.13)

in addition to already computed transitions, denoted above by ellipses, and given in Eqs.

(3.76) and (3.77). The index f runs over all quark flavors. The last line represents transi-

tions into gluons, exhibited by the last two graphs in Fig. (B.2). The color structures are

displayed in Eq. (3.73). The transition kernels then read

K1(x1,x2;y1,y2) =
4x1x2ϑ 0

11(x1,−x2)

(x1 + x2)2
, (B.14)

K2(x1,x2;y1,y2) =
2x2

y1y2

{
x1(y2− y1)

(x1 + x2)2
ϑ 0

11(x1,−x2)

−ϑ 0
111(x1,x1− y1,−x2)−ϑ 0

11(x1− y1,−x2)

}
, (B.15)

K3(x1,x2;y1,y2) = 2
x1− y2

y1y2
ϑ 0

111(x1,x1− y2,−x2)+
2x1x2(y1− y2)

y1y2(x1 + x2)2
ϑ 0

11(x1,−x2) . (B.16)
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In the following two subsection, one will list the results of the evolution kernels for

the pure gluonic transitions.

Oab(x1,x2) = { f a
++ f b

++, f̄ a
++ f̄ b

++}(x1,x2)

For gluon blocks of the same chirality, the nonvanshing Feynman graphs that induce the

transition

[KO]ab(x1,x2) =

∫
(D2y)2{[C7]

ab
a′b′K1 +[C8]

ab
a′b′K2}(x1,x2|y1,y2)Oa′b′(y2,y2) , (B.17)

are given in Fig. B.3 and produce

K1(x1,x2;y1,y2) =
x3

1 + x2
1(2x2− y1 + y2)− x2y1(x1 +2x2)

(x1− y1)y1y2
ϑ 0

111(x1,x1− y1,−x2)

+
x1x2(x1 + y1)(x2 + y2)

(x1− y1)y1y2
ϑ 1

111(x1,x1− y1,−x2)

+
x1x2

y1y2
ϑ 0

11(x1,−x2) ,

(B.18)

K2(x1,x2;y1,y2) =
x3

1 + x2
1(2x2− y2 + y1)− x2y2(x1 +2x2)

(x1− y2)y1y2
ϑ 0

111(x1,x1− y2,−x2)

+
x1x2(x1 + y2)(x2 + y1)

(x1− y2)y1y2
ϑ 1

111(x1,x1− y2,−x2)

+
x1x2

y1y2
ϑ 0

11(x1,−x2) . (B.19)

Here one again observes the “exchange symmetry” elaborated in details in Sects. 3.4.3 and

3.4.3. In the present case, it implies the simultaneous interchange of a↔ b and z1↔ z2.

Oab(x1,x1) = { f a
++ f̄ b

++}(x1,x2)

Finally, the opposite-chirality gluon sector evolves as

[KO]ab(x1,x2) =

∫
[D2y]2{[C7]

ab
a′b′K1 +[C8]

ab
a′b′K2}(x1,x2|y1,y2)Oa′b′(y2,y2) , (B.20)
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C7; C8; C7 +C8

Figure B.4: Two-to-two transition of quasipartonic gluon-gluon fields in sect. B.2.1 where

the color structures are define in Eq. (3.73).

according to nontrivial Feynman diagrams in Fig. B.4 with

K1(x1,x2;y1,y2) =
x2

1x2 + x1(x2−2y1)y1 +2(x2− y1)
2y1

(y1− x1)y1y2
ϑ 0

111(x1,x1− y1,−x2)

+
x1x2(x1 +2x2− y1)(x1 + y1)

(x1− y1)y1y2
ϑ 1

111(x1,x1− y1,−x2)

− x1x2(x
2
1 + x2(3x2−2y1)+2x1(2x2 + y1))

(x1 + x2)2y1y2
ϑ 0

11(x1,−x2) , (B.21)

K2(x1,y1;y1,y2) =
2(x1− y2)

2

y1y2
ϑ 0

111(x1,x1− y2,−x2)

+
2x1x2(x2(x2− y1)+ x1(x2 + y1))

(x1 + x2)2y1y2
ϑ 0

11(x1,−x2) . (B.22)

All other quasipartonic singlet transitions can be found in the literature [71, 74, 76,

78]

B.2.2 Non-Quasipartonic Operators

In this Appendix, one complements non-quasipartonic operators with purely gluonic tran-

sitions, thus extending the consideration of Sect. 3.4.2.
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Gluon-Gluon Transitions of Same Chiralities

Extending the class of non-singlet operators Eq. (3.85) to gluons, one introduces two dou-

blets of gluonic blocks,

Oab
+ =

{


f a
+−⊗ f b

++

f a
++⊗ f b

+−



}
, Oab

− =

{


f a
++⊗ D̄−+ f b

++

D̄−+ f a
++⊗ f b

++



}
. (B.23)

Then the transition equation can be written as in the quasipartonic case

[KO+]
ab(x1,x2) =−[C7]

ab
a′b′

∫
(D2y)2K(x1,x2|y1,y2)Oa′b′

+ (y1,y2), (B.24)

though the kernels are now matrix valued and obviously have different components

K11 =
x1x2

(
y2

1−2y1y2−2y2
2

)
ϑ 0

11(x1,−x2)

y1y2(y1 + y2)(x2− y2)

+
x1

(
2x1y2(y1 + y2)+ y2

1x2

)
ϑ 0

11(x1,x1− y1)

y2(y1 + y2)2(y2− x2)

− x2

(
2y1(y1 + y2)

3− x1

(
2y3

1 +5y2
1y2−2y3

2

))
ϑ 0

11(x1− y1,−x2)

y1y2(y1 + y2)2(y2− x2)
, (B.25)

K12 =
x1

(
x2y2

1 +2x1y2(y1 + y2)
)

ϑ 0
11(x1,x1− y1)

y1(x1− y1)(y1 + y2)2

− x1x2(3y1 +2y2)ϑ
0
11(x1,−x2)

y1(x1− y1)(y1 + y2)
+

x1y2x2(3y1 +2y2)ϑ
0
11(x1− y1,−x2)

y1(x1− y1)(y1+ y2)2
, (B.26)

K21 =
x1x2y1(2y1 +3y2)ϑ

0
11(x1,x1− y1)

y2(y1 + y2)2(x2− y2)
− x1x2(2y1 +3y2)ϑ

0
11(x1,−x2)

y2(y1 + y2)(x2− y2)

+
x2

(
2y2

1x2 + y2
2(y1− x2)+2y1y2x2 + y3

2

)
ϑ 0

11(x1− y1,−x2)

y2(y1 + y2)2(x2− y2)
, (B.27)

K22 =
x1

(
x2

(
2y3

1−5y1y2
2−2y3

2

)
+2y2(y1 + y2)

3
)

ϑ 0
11(x1,x1− y1)

y1y2(y1 + y2)2(y2− x2)

+
x1x2

(
2y1(y1 + y2)− y2

2

)
ϑ 0

11(x1,−x2)

y1y2(y1 + y2)(x2− y2)

+
x2

(
2y2

1x2 + y2
2(y1− x2)+2y1y2x2 + y3

2

)
ϑ 0

11(x1− y1,−x2)

y1(y1 + y2)2(x2− y2)
. (B.28)

For Oab
− operator set, one finds

[KO−]ab(x1,x2) =−[C7]
ab
a′b′

∫
(D2y)2K(x1,x2|y1,y2)Oa′b′

− (y1,y2), (B.29)
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where

K11 =
x2

2

(
2y3

1x2 +2y2
1y2x2 + y3

2(y1−2x2)+ y2
2x2(x2− y1)+ y4

2

)
ϑ 0

11(x1,−x2)

y1y3
2(y1 + y2)(x2− y2)

+
x2

2

(
−x2

(
2y2

1 +3y1y2 +2y2
2

)
+ y2

2(y1 + y2)+ y2x2
2

)
ϑ 0

11(x1− y1,−x2)

y1y2(y1 + y2)2(y2− x2)

+
1

y1y3
2(y1 + y2)2(y2− x2)

{
y1x3

2

(
2y3

1 +2y2
1y2− y1y2

2−2y3
2

)

−4y3
2x2(y1 + y2)

3 +2y3
2(y1 + y2)

4 + y1y2
2x4

2

+ y3
2x2

2(3y1 +2y2)(y1 + y2)
}

ϑ 0
11(x1,x1− y1) , (B.30)

K12 =

(
x2

1y2 + x1y1(2y1 + y2)−2y1(y1 + y2)
2
)

ϑ 0
211(x1,x1− y1,−x2)

y1y2(y2− x2)

− x1x2
2ϑ 0

11(x1,−x2)

y1y2(y1 + y2)
+

x1(x1 + y1)(y2 + x2)ϑ
0
21(x1,x1− y1)

y1y2(x2− y2)

+
2x2

2ϑ 0
111(x1,x1− y1,−x2)

y2(x2− y2)
, (B.31)

K21 =
2x2

1ϑ 0
111(x1,x1− y1,−x2)

y1(y2− x2)
− x2

1x2ϑ(x1,−x2)

y1y2(y1 + y2)

−
(
y2x2(y1 +2y2)−2y2(y1 + y2)

2 + y1x2
2

)
ϑ 0

112(x1,x1− y1,−x2)

y1y2(y2− x2)

+
x2(x1 + y1)(y2+ x2)ϑ

0
12(x1− y1,−x2)

y1y2(y2− x2)
, (B.32)

K22 =
x2

1

(
2y2

(
y2(x1 + y1)+ y2

1

)
− y1y2x2− y1x2

2

)
ϑ 0

11(x1,y2− x2)

y1y2(y1 + y2)2(y2− x2)

+
x2

1

(
2x1y2

2(y1 + y2)− y2
1y2x2 + y2

1x2
2

)
ϑ 0

11(x1,−x2)

y3
1y2(y1 + y2)(y2− x2)

− 1

y3
1y2(y1 + y2)2(y2− x2)

{
x4

1y2
1y2− x3

1y2

(
2y3

1 + y2
1y2−2y1y2

2−2y3
2

)

+ x2
1y3

1(y1 + y2)(2y1 +3y2)−2y3
1(y1 + y2)

3(x1− x2)
}

ϑ 0
11(x1− y1,−x2) . (B.33)

Notice that the graphs defining these transitions are the same as the quasipartonic case.
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Gluon-Gluon Transitions of Opposite Chiralities

For opposite-helicity gluon operators, one introduces

Oab =




f a
+−⊗ f̄ b

++

f a
++⊗ 1

2
D−+ f̄ b

+− ,


 (B.34)

and focus on the mixing within the group Oab and disregard transitions into singlet quark

opertaors. The transition then reads

[KO]ab(x1,x2) =−
∫
[D2y]2

{
[C7]

ab
a′b′K(x1,x2|y1,y2)

+ [C8]
ab
a′b′K̃(x1,x2|y1,y2)

}
Oa′b′(y1,y2) . (B.35)

with the matrix elements being

K11 =
x1

y1y2(y1 + y2)3(y2− x2)

{
2x3

2

(
y2

1− y1y2 + y2
2

)
−3y1x2

2

(
y2

1 +2y1y2− y2
2

)

+4y1y2x2(y1 + y2)
2 + y1y2(y1 + y2)

3
}

ϑ 0
11(x1,−x2)

− 1

y1y2(y1 + y2)2(y2− x2)

{
x3

2

(
y1y2−2y2

1 +2y2
2

)
+ y1x2

2

(
2y2

1 +3y1y2− y2
2

)

+3y1y2
2x2(y1 + y2)+ y1y2

2(y1 + y2)
2−2y2x4

2

}
ϑ 0

11(x1− y1,−x2)

+
x1

(
x2

2(3y1 +2y2)−2y1y2x2 + y1y2(y1 + y2)−2x3
2

)
ϑ 0

11(x1,x1− y1)

y2(y1 + y2)2(y2− x2)
, (B.36)

K12 =

(
(y1 + y2)

2−2y2x2 + x2
2

)
ϑ 0

11(x1,−x2)

(y1 + y2)(y2− x2)

− x1

(
x2

2(3y1 +2y2)−2y1y2x2 + y1y2(y1 + y2)−2x3
2

)
ϑ 0

11(x1,x1− y1)

y2(y1 + y2)2(y2− x2)

− x1

(
y3

2(y1 + y2)+2x3
2(y1 +2y2)− y2x2

2(2y1 + y2)−2y3
2x2

)
ϑ 0

11(x1− y1,−x2)

y2
2(y1 + y2)2(y2− x2)

,

(B.37)

K21 =
x2

1

(
−2y2

1y2− x2
2(3y1 +2y2)+ y1y2x2 +2x3

2

)
ϑ 0

11(x1,x1− y1)

y2(y1 + y2)2(y2− x2)
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+
x2

1

y1y2(y1 + y2)3(y2− x2)

{
x2

2

(
3y3

1 +12y2
1y2 +5y1y2

2 +2y3
2

)

−2x3
2

(
y2

1− y1y2 + y2
2

)
+ y1y2x2(y1−3y2)(y1+ y2)

+2y1y2(y1− y2)(y1 + y2)
2
}

ϑ 0
11(x1,−x2)+

1

y1(y1 + y2)2(x2− y2)

×
{(

2x3
1x2

2 + x2
1y1

(
2y1y2− y2x2 + x2

2

)

+2y1y2(y1 + y2)
2(x2− y2)

)}
ϑ 0

11(x1− y1,−x2) , (B.38)

K22 =
x2

1

(
2x3

2−2y2
1y2− x2

2(3y1 +2y2)+ y1y2x2

)
ϑ 0

11(x1,y2− x2)

y1y2(y1 + y2)2(y2− x2)

+
x2

1

y2
1y2(y1 + y2)3(y2− x2)

{
4y2

1y2(y1 + y2)
2 + x2

2

(
3y3

1 +14y2
1y2 +7y1y2

2 +2y3
2

)

−2y1x3
2(y1−2y2)+ y1y2x2(3y1− y2)(y1+ y2)

}
ϑ 0

11(x1,−x2)

− 1

y2
1y2

2(y1 + y2)2(y2− x2)

{
2y5

2

(
x2

1 + y2
1

)
+3x2

1y1y2
2(5x1−7y1)(x1− y1)

−2x2
1y1y2(2x1−5y1)(x2− y2)

2 +2y4
2

(
−2x3

1 +5x2
1y1 +2y3

1

)

+ y3
2

(
2x4

1−21x3
1y1 +23x2

1y2
1 +2y4

1

)
−2x2

1y2
1(x1− y1)

3
}

ϑ 0
11(x1− y1,−x2) , (B.39)

K̃11 =
2x1y1(x2− y1)

2ϑ 0
11(x1− y2,−x2)

y2
2(y1 + y2)2

+
2x1(x1− y2)

2ϑ 0
11(x1,x1− y2)

y2(y1 + y2)2

− 2x1

(
x2

2

(
y2

1 +2y1y2 +4y2
2

)
+ y2

1(y1 + y2)
2−2y1x2(y1 + y2)

2
)

ϑ 0
11(x1,−x2)

y2
2(y1 + y2)3

(B.40)

K̃12 =
2(x2− y1)

2
(
y2

1(y1 + y2)− x2

(
y2

1 + y1y2 + y2
2

))
ϑ 0

11(x1− y2,−x2)

y1y3
2(y1 + y2)2

− 2x1

y1y3
2(y1 + y2)3

{
y3

1(y1 + y2)
2 + x2

2

(
y3

1 +3y2
1y2 +4y1y2

2− y3
2

)

− y1x2(y1 + y2)
2(2y1 + y2)

}
ϑ 0

11(x1,−x2)−
2x1(x1− y2)

2ϑ 0
11(x1,x1− y2)

y1y2(y1 + y2)2
, (B.41)

K̃21 =
2x1x2

2

(
(y2

2− y2
1)y2− x1(y

2
1− y1y2 + y2

2)
)

ϑ 0
11(x1,−x2)

y1y2(y1 + y2)3

− 2(x1− y2)
2

y1y2

{
(x1 + y1− y2)ϑ

0
111(x1,x1− y2,−x2)

+ y1ϑ 0
112(x1,x1− y2,−x2)

}
, (B.42)

K̃22 =
−2x2

1

y1y3
2(y1 + y2)3

{
y2

1(y1− y2)(y1 + y2)
2−2x2

(
y4

1 +2y3
1y2− y1y3

2

)
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+ x2
2

(
y3

1 +3y2
1y2 +4y1y2

2− y3
2

)}
ϑ 0

11(x1,−x2)

+
2(x2− y1)

2

y1y3
2(y1 + y2)2

{
x2

2

(
y2

1 + y1y2 + y2
2

)
+ y1(y1− y2)(y1 + y2)

2

−2y2
1x2(y1 + y2)

}
ϑ 0

11(x1− y2,−x2)−
2x2

1(x1− y2)
2ϑ 0

11(x1,x1− y2)

y1y2(y1 + y2)2
. (B.43)

This concludes the discussion for the two-to-two gluonic transitions in the singlet sector.

All the results presented here coincide with the ones given in Ref. [78].

B.3 Fourier Transform

As an example, one starts with a coordinates-space kernel

[H12](z1,z2) = z2
12

∫ 1

0
dα

∫ 1

ᾱ
dβ

ᾱβ̄

α
ϕ(zα

12,z2,z
β
21) , (B.44)

where zα
i j = ᾱzi +αz j = (1−α)zi +αz j. Then the Fourier transform takes form

K(x1,x2|y1,y2,y3)

= ∂ 2
x1

∫ 1

0
dα
∫ 1

ᾱ
dβ

ᾱβ̄

α
δ [x1− ᾱy1−βy3]

= ∂ 2
x1

∫ 1

0
dα

1

y3
ᾱ
(
ᾱy1− x1 + y3

)
ϑ 0

11(x1− ᾱ(y1 + y3),x1− y3− ᾱy1)

=
1

y3
∂ 2

x1

{[
(x1−2y1− y3)

y1

y3

(
x1− y1− y3

y1 + y3
− x1− y1− y3

y1

)

− y2
1

2y3

((
x1− y1− y3

y1 + y3

)2

−
(

x1− y1− y3

y1

)2)]
ϑ 0

11(x1− y3,x1− y1− y3)

+

[
x1(x1−2y1− y3)

y1 + y3
+

y1

2

(
1−
(

x1− y1− y3

y1 + y3

)2)]
ϑ 0

11(x1,x1− y3)

+
x1− y1− y3

y2
3

[
ln

(
y1 + y3− x1

y1

)(
θ(x1− y1− y3)−θ(x1− y3)

)

− ln

(
y1 + y3− x1

y1 + y3

)(
θ(x1− y1− y3)−θ(x1)

)]}

=
x1(y1 +2y3)− y3(y1 + y3)

y2
3(y1 + y3)2(x1− y1− y3)

θ(x1)−
(x1− y3)θ(x1− y3)

y1y2
3(x1− y1− y3)

+
θ(x1− y1− y3)

y1(y1 + y3)2
,

(B.45)
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where one has employed the results in Eq. (3.48). In the last step of differentiation, one

has dropped all the terms proportional to the Dirac delta function and its derivatives since

one focuses on expressions away from the kinematical boundaries which are sufficient to

confront against the light-ray results of Ref. [78]. In principle, it is very straightforward to

recover the contact terms as well. In this case, all the calculations follow through as in Eq.

(B.45) until the last step of differentiation. Then one gets

K =
x1(y1 +2y3)− y3(y1 + y3)

y2
3(y1 + y3)2(x1− y1− y3)

θ(x1)−
(x1− y3)θ(x1− y3)

y1y2
3(x1− y1− y3)

+
θ(x1− y1− y3)

y1(y1 + y3)2

+
2
[
x1(y1 +2y3)+(y1 + y3)

2 ln
(

x2−y2

y1+y3

)]
δ (x1)

y2
3(y1 + y3)2

−
2
[
x1− y3 + y1 ln

(
x2−y2

y1

)]
δ (x1− y3)

y1y2
3

−
2
[
y3

(
y2

1 +(x2 + y1− y2)y3

)
+ y1(y1 + y3)

2 ln
(

y1

y1y3

)]
δ (y2− x2)

y1y2
3(y1 + y3)2

+

[
x1(x1(y1 +2y3)−2(y1 + y3)

2)−2(x2− y2)(y1+ y3)
2 ln
(

x2−y2

y1+y3

)]
δ ′(x1)

2y2
3(y1 + y3)2

−

[
x2

2− y2
1−2x2y2 + y2

2−2y1(x2− y2) ln
(

x2−y2

y1

)]
δ ′(x1− y3)

2y1y2
3

+
(x2− y2)

[
y3(2y2

1 +(x2 +2y1− y2)y3)+2y1(y1 + y3)
2 ln
(

y1

y1+y3

)]
δ ′(y2− x2)

2y1y2
3(y1 + y3)2

, (B.46)

where one invoked the momentum conservation condition x1+x2 = y1+y2+y3 to simplify

the expression. The extra delta-function terms can be recovered within the momentum

formalism as well by properly taking into account field renormalization as discussed in

Sect. 3.4.

B.4 Equation-of-Motion Graphs

In the preceding Appendix B.1 illustrating the good-bad two-to-two transitions, one al-

ready had to rely on the use of equations of motion to produce correct evolution kernels.
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Figure B.5: Diagrams corresponding to the use of quark and gluon equations of motion in

(a) and (b,c), respectively.

one ignored however the effects of the gluon field. In the analysis of the two-to-three tran-

sitions, one has to restore this neglected contributions. Here one demonstrates how this can

be achieved. Here several nontrivial diagrams from Sect. 3.4.3 etc. are chosen to illustrate

the point [92].

B.4.1 Quark Equation of Motion

To start with, let us consider the twist-three sub-block ψ i
−(x1)ψ

j
+(x2) built from bad/good

components ψ i
∓ of the quark field ψ i = ψ i

+ + ψ i
− of a twist-four operator and unravel

the contribution from the quark equation of motion in the transition channel involving

the quasipartonic operator ψ i
−(x1)ψ

j
+(x2)→ ψ i

+(y1)ψ
j(y2) f̄ d

++(y3). This is shown at the

diagrammatic level in Fig. B.5 (a) and reads in terms of momentum integrals

Oi j(x1,x2) =

∫ 3

∏
i=1

d4 pi

(2π)4
δ (p+i − yi)

2

∏
j=1

d4k j

(2π)4
δ (k+j − x j)ψ̄i′(p1)iVa

µ(p1,−k1,−k3)

× iP(k1)Γ
−+iP(−k2)iVb

ν(p2 + p3,−k2,k3)iP(−p2− p3)iVc
ρ(−p2− p3, p2, p3)

×ψ j′(p2)A
dρ
⊥ (p3)(−i)∆ab

µν(k3) . (B.47)

Here the operator Γ−+-matrix, projecting out on appropriate components of four-dimensional

Dirac spinors, and the quark-gluon interaction vertex are, respectively,

Γ−+ = 1

2
√

2
γ−γ+(1+ γ5) , Va

µ(k1,k2,k3) = gtaγµ(2π)4δ 4(k1 + k2 + k3) (B.48)
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while the quark and light-cone-gauge gluon propagator read

P(k) = /k

k2
, ∆ab

µν(k) =
dµν(k)

k2
, dµν(k) = gµν −

kµnν + kν nµ

k+
. (B.49)

Denoting the integrand in Eq. (B.47) by N /D, one can work out the denominator D orig-

inated from the propagators as D = k2
1(p1− k)2(p1 + p2 + p3− k1)

2(p2 + p3)
2. Notice

that since all field lines of the quasipartonic quark-gluon operator ψ i
+(y1)ψ

j(y2) f̄ d
++(y3)

are on-shell, one immediately encounters a problem. Namely, the external legs possess

collinear momenta pi = (p+i ,0,0⊥) with p+i = yi and thus the propagator (p2 + p3)
2 di-

verges. To alleviate the problem, one has to properly regularize this. One option is

to give a non-vanishing minus component p−i to particles’ momenta. This was done in

the past in Refs.[74] . Presently, one follows a different route and use instead the trans-

verse momentum as a regulator. Choosing the loop momentum as k = k1, one defines

p ≡ p1 + p2 + p3,q ≡ p2 + p3, giving the latter a non-vanishing transverse component

while keeping q− = p−2 + p−3 = 0. This yields a regularized intermediate propagator

q2 = 2q+q−− q2
⊥ = −q2

⊥. Expanding the denominator D in the inverse powers of the

loop’s transverse momentum k⊥, one finds to the lowest few orders

1

D =
1

k6
⊥q2
⊥

1

[k+β −1][(k+− p+1 )β −1][(k+− p+)β −1]

×
[

1− 2p1,⊥ · k⊥
k2
⊥[(k+− p+1 )β −1]

− 2p1,⊥ · k⊥
k2
⊥[(k+− p+)β −1]

]
+O(1/k8

⊥) . (B.50)

Here one kept only terms that induce logarithmic dependence on the ultraviolet cut-off

µ in transverse momentum integrals. These are the renormalization-group logs that one

is resumming. In the above equation, one introduced the β -variable as a rescaled minus

component of the loop momentum β = 2k−/k2
⊥. The Dirac algebra in the numerator

N =−ig3(ta)ii′(t
atd) j j′ψ̄i′(p1)[γ

µ/kΓ−+(/k− /p)γ
ν
/q/A

d
⊥]ψ j′(p2)dµν(k− p1) , (B.51)

can be easily performed by means of Sudakov decomposition of all momenta, loop and

external. Working this out and performing momentum integrations, with k+ momentum
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simply eliminated by means of the delta-function constraints, k− momentum (a.k.a. β )

generating generalized step-functions [19]

ϑ k
α1,...,αn

(x1, . . . ,xn) =
∫ ∞

−∞

dβ

2πi
β k

n

∏
ℓ=1

(xℓβ −1+ i0)−αℓ , (B.52)

and, finally, the k⊥ one yielding ln µ dependence, one immediately arrives at the result

Oi j(x1,x2) =−
g3 ln µ

16
√

2π2q2
⊥

ta
ii′(t

atd) j j′ (B.53)

×
∫

dM3 ψ̄i′(p1)

[
q2
⊥γ+ /A

d
⊥(p3)ϑ

0
111(x1,x1− y1,−x2)

x1− y1
+ . . .

]
ψ j′(p2) ,

where here and below one used the three-particle measure

dM3 ≡
3

∏
i=1

dp−i d2pi,⊥
(2π)4

δ

(
3

∑
i=1

yi−
2

∑
j=1

x j

)
. (B.54)

Since Fig. B.5 (a) corresponds to the quark equation of motion

/pψ(p) =−g

∫
d4p′ /A(p′)ψ(p− p′)

and /q/q = q2 = −q2
⊥, one only needs to keep terms proportional to q2

⊥ thus neglecting

everything else denoted by ellipses in the right-hand side of the above equation. Effectively,

the use of the quark equation of motion can be understood as a contraction of the fermion

propagator iP(−q) into a point. Thus, one gets the final addendum to the rest of the

evolution kernel

Oi j(x1,x2) =

√
2g3

32π2
ta
ii′(t

atd) j j′ ln µ (B.55)

×
∫

dM3

ϑ 0
111(x1,x1− y1,−x2)

x1− y1
ψ̄i′(p1)γ

+ /A
d
⊥(p3)ψ j′(p2) ,

where γ+ /A⊥ provides the correct Dirac structure for the channel. Only after this contribu-

tion is accounted for, the total results coincides with the one available in the literature.

B.4.2 Gluon Equation of Motion

Moving on to the gluon equations of motion, DµFµν = g jν , the same story applies with-

out significant modifications. It becomes more involved though due to Lorentz structures
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of contributing diagrams. Since the focus of the study was a nonsinglet sector, one is not

concerned about gluon-quark transition scenarios. Therefore, one can safely set the QCD

quark current to zero, jν = 0 and simplify the gluon equation of motion to just pure gluo-

dynamics DµF µν = 0. Decomposing it in terms of Sudakov components, one get

(∂+)2Aa−−∂⊤Aa
⊥−∂⊥Aa

⊤−g f abc(Ab
⊥Ac
⊤+Ab

⊤Ac
⊥) = 0 , (B.56)

∂+(F−⊥±F−⊤)+D−(F+⊥±F+⊤)

+1
2
(D⊥∓D⊤)

[
± (F⊥⊥+F⊥⊤)∓ (F⊤⊥+F⊤⊤)

]
= 0 , (B.57)

in the light cone gauge A+ = 0. Here, one introduced conventional notations for helicity

plus/minus gluon fields

A⊥ = A1 + iA2 , A⊤ = A1− iA2 . (B.58)

The same notation will be used below for holomorphic and antiholomorphic components

of any four-vector.

In practice, the use of gluonic equations of motion in Feynman graphs is employed

by keeping contributions in numerators that cancel denominators of on-shell propagators,

in a fashion identical to the one for quarks. Namely, giving these lines a small transverse

momentum does the trick. Let us illustrate this methods with a few examples.

We start with a simple example of a two-to-two particle transition

f a
++(x1) f̄ b

++(x2)→ f a′
++(y1) f̄ b′

++(y2)

that, due to helicity-conservation, possesses an nontrivial annihilation channel as shown in

Fig. B.5 (b). This graph yields

Oab(x1,x2) =

∫ 2

∏
i=1

d4 pi

(2π)4
δ (p+i − yi)

2

∏
j=1

d4k j

(2π)4
δ (k+j − x j)

k+1 k+2

p+1 p+2

×Γρµνσ Vb1b2a1

δλα (−k2, p1 + p2,−k1)Va′b′b3
ρστ (p1, p2,−p1− p2)
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× (−i)∆µν
aa1

(k1)(−i)∆νδ
bb1

(k2)(−i)∆λτ
b2b3

(p1 + p2)A
a′
⊥(p1)A

b′
⊤(p2) , (B.59)

where one uses for convenience a projector in terms of the Dirac matrices Γρµνσ = γ
ρ
⊥γ

µ
⊤γ⊥γν

⊥γσ
⊤

on the transverse holomorphic and anti-holomorphic components of the gluon field, and the

three-gluon vertex being

Vabc
µνρ(k1,k2,k3) = (2π)4δ (4)(k1 + k2 + k3) (B.60)

×g f abc[(k1− k2)ρgµν +(k2− k3)µgνρ +(k3− k1)νgρµ ] .

one also defined the transverse four vectors of Dirac matrices γ
µ
⊥, γ

µ
⊤ and their (anti)holomorphic

combinations γ⊥ and γ⊤,

γ
µ
⊥ = (0,γ1,γ2,0) , γ

µ
⊤ = (0,γ1,−γ2,0) , γ⊥ = γ1 + iγ2 , γ⊤ = γ1− iγ2 .

(B.61)

After some algebra and integration, one arrives at the expression

Oab(x1,x2) =
g2 lnµ

π2
f bca f a′b′cγ⊥ (B.62)

×
∫

dM2 Aa′
⊥(p1)A

b′
⊤(p2)

x1x2(x1− x2)(y1− y2)(ϑ(−x2)−ϑ(x1))

y1y2(y1 + y2)3
,

with now two-particle measure

dM2 ≡
2

∏
i=1

dp−i d2pi,⊥
(2π)4

δ

(
2

∑
i=1

yi−
2

∑
j=1

x j

)
. (B.63)

Above, ϑ(x) is the ordinary step function and γ⊥ structure is maintained to the end as

anticipated. The expression above is obtained through the cancellation of the denominator

of the on-shell propagator (p1 + p2)
2 = −(p1 + p2)

2
⊥ and ignoring all terms that fail to

cancel (p1 + p2)
−2. In fact, the terms that remove the singular dependence on “divergent”

propagator (p1 + p2)
−2 are the only term that survive to the end.

Let us now outline the strategy for a two-to-three transitions, shown in Fig. B.5 (c).

This graphs correspond to the a particular contribution to the transition 1
2
D−+ψ̄ i

+(x1) f̄ a
++(x2)→
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ψ̄ i
+(y1) f̄ a

++(y2) f̄ d
++(y3). Using the vertex Γρχ =

4
√

2
2

γ+γ⊤γ
ρ
⊤γ

χ
⊤ in four-dimensional nota-

tions, one can write the momentum integrals for the transition in question as

Oia(x1,x2) =

∫ 3

∏
i=1

d4pi

(2π)4
δ (p+i − yi)

2

∏
j=1

d4k1

(2π)4
δ (k+j − x j)ψ̄i′(p1)

× iVb1
µ (p1,−k1,−k3)iP(k1)Γ

ρχk1⊤A
d,α
⊥ (p3)Vb2b4b3

νσλ (k3, p2 + p3,−k2)

×Vdab5
αχτ (p3, p2,−p2− p3)(−i)∆

µν
b1b2

(k1)(−i)∆
ρσ
cb3

(k2)(−i)

×∆λτ
b4b5

(p2 + p3)A
a′
⊤(p2) , (B.64)

where as before k1⊤ = k1− ik2 and k1⊥ = k1+ ik2. After some algebraic manipulations that

cancel the on-shell propagator and straightforward integrations over the loop momentum,

one ends up with the following expression

Oia(x1,x2) =−
4
√

2ig3

8π2
t
b1

ii′ f b1b4a f da′b4 (B.65)

×
∫

dM3V (x1,x2|y1,y2,y3)ψ̄i′(p1)γ
+γ⊤Aa′

⊤(p2)A
d
⊤(p3) ,

where the transition kernel stemming from the graph B.5 (c) reads

V (x1,x2|y1,y2,y3) =
x2

[
(y2 + y3)(y1 +2(y2 + y3))−2y3x2

]

y2y3(x1− y1)(y2 + y3)
ϑ 0

12(x1− y1,−x2)

+
1

y2y3(x1− y1)(y2 + y3)

{
2y1y2(y2 + y3)− x2(y2− y3)(y1 +2(y2 + y3))

+2x2
2(y2− y3)

}
ϑ 0

112(x1,x1− y1,−x2)

+
x1x2(y3− y2)ϑ

0
111(x1,x1− y1,−x2)

y2y3(x1− y1)(y2 + y3)
− x1y1x2ϑ 1

112(x1,x1− y1,−x2)

x1y2y3− y1y2y3
. (B.66)

Let us conclude this section by discussing the use of gluon equations of motion

when the field is emitted from an internal off-shell line. The corresponding diagram is

shown in Fig. B.6 (a) and reads

Oia(x1,x2) =

∫ 3

∏
i=1

d4pi

(2π)4
δ (p+i − yi)

2

∏
j=1

d4k j

(2π)4
δ (k+j − x j)ψ̄i′(p1)

× iVb1
µ (p1,−k2,k2− p1)iP(k1− p2− p3)iVb2

ρ (p1− k2, p2 + p3,−k1)
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Figure B.6: In (a), the Feynman graph due to gluon equation of motion in the tran-

sition 1
2
D−+ψ̄ i

+(x1) f a
++(x2)→ ψ̄ i′

+(y1) f a′
++(y2) f̄ d

++(y3). In (b) and (c), diagrams corre-

sponding to the double use of equations of motion for mixing 1
2
D−+ψ̄ i

+(x1) f a
++(x2)→

ψ̄ i′
+(y1) f a′

++(y2) f̄ d
++(y3) and 1

2
D−+ψ̄ i

+(x1) f a
++(x2) → ψ̄ i′

+(y1) f a′
++(y2) f̄ d

++(y3), respec-

tively.

× iP(k1)Γ
ναk1,⊤Vda′b3

χασ (p3, p2,−p2− p3)(−i)∆
µν
ab1

(k2)(−i)

×∆
ρσ
b2b3

(p2 + p3)A
a′
⊥(p2)A

d,χ
⊥ (p3) , (B.67)

where Γνα = 1

2
√

2
γ+γ⊤γν

⊤γα
⊤. After dropping all terms that leave the divergent (p2 + p3)

2

factor in the denominator intact, one finds

Oia(x1,x2) =−
√

2g3 lnµ

4π2
(tatc)ii′ f

da′c (B.68)

×
∫

dM3V (x1,x2|y1,y2,y3)ψ̄i′(p1)γ
+γ⊤Aa′

⊥(p2)A
d
⊤(p3) ,

with the following nontrivial evolution kernel

V (x1,x2|y1,y2,y3) =−
(
y2

1−3y1x2 +2x2
2

)
ϑ 0

112(x1,y1− x2,−x2)

y2y3(y2 + y3)

+
x1(y1−2x2)ϑ

0
22(y1− x2,−x2)

y2y3(y2 + y3)
+

(2x2− y1)(y2− y3)ϑ
1
122(x1,y1− x2,−x2)

y2y3

+
(y1(y3−3y2)+2x2(y2− y3))ϑ

0
122(x1,y1− x2,−x2)

y2y3(y2 + y3)

+
4x2(x2− y1)(−y1− y2− y3 + x2)ϑ

2
122(x1,y1− x2,−x2)

y2(y2 + y3)
. (B.69)
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B.4.3 Double Equations of Motion

In certain mixing channels, one also has to account for graphs that involve double use of

quark and/or gluon equations of motion. In these cases, the method advocated above works

as well. Below, one gives a couple of examples to illustrate the point. First, one discusses

the diagram, shown in Fig. B.6 (b), that possesses two quark on-shell propagators. Its

integral representation reads

Oia(x1,x2) =

∫ 3

∏
i=1

d4 pi

(2π)4
δ (p+i − yi)

2

∏
j=1

d4ki

(2π)4
δ (k+j − x j)ψ̄

i′(p1)

× iVd
ρ (p1, p2,−p1− p2)iP(p1 + p2)iVa′

χ (p1 + p2, p3,−p1− p2− p3)

× iP(p1 + p2 + p3)iVb
µ(p1 + p2 + p3,−k1,−k2)iP(k1)Γ

αχ
⊤

× (−i)∆
ρσ
ab (k2)k1⊤Aa′

⊥(p2)A
ρ
d⊥(p3) ,

where Γ
αχ
⊤ = 1

2
√

2
γ+γ⊤γα

⊤γ
χ
⊤ projects the quark-gluon operator in question. Separating the

terms with cancelled denominators (p1 + p2)
2(p1 + p2 + p3)

2 front the rest, one has the

following contribution to the transition from double quark equation of motion,

Oia(x1,x2) =
ig3 lnµ

2
√

2π2
(tdta′ta)ii′ (B.70)

×
∫

dM3

x1x2ϑ 0
12(x1,−x2)

y2y3(x1 + x2)
ψ̄ i′(p1)γ

+γ⊤Aa′
⊥(p2)A

d
⊤(p3) .

Last but not least, let us address the case involving both quark and gluon equations

of motion. A representative graph in demonstrated in Fig. B.6 (c). It provided an additive

contribution to the following two-to-three transition

1
2
D−+ψ̄ i

+(x1) f a
++(x2)→ ψ̄ i

+(y1) f a
++(y2) f̄ d

++(y3)

and gives

Oia(x1,x2) =
∫ 3

∏
i=1

d4 pi

(2π)4
δ (p+i − yi)

2

∏
j=1

d4k j

(2π)4
δ (k+j − x j)k1,⊤A

a′ρ
⊥ (p2)A

dχ
⊥ (p3)
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× ψ̄(p1)iVb
λ (p1, p2 + p3,−p1− p2− p3)iP(p1 + p2 + p3)

× iVc
σ (−k1,−k2, p1 + p2 + p3)iP(k1)Γ⊤Vb′da′

τχρ (−p2− p3, p3, p2)

× (−i)∆ασ
ac (k2)(−i)∆λτ

bb′(p2 + p3) , (B.71)

with Γ⊤ = 1

2
√

2
γ+γ⊤. Projecting on the channel in question, taking care of the symmetriza-

tion by swapping A
a′ρ
⊥ ↔ A

dχ
⊥ and finally dropping terms with uncancelled denominator

(p2 + p3)
2(p1 + p2 + p3)

2, one gets

Oia(x1,x2) =−
g3 lnµ

8
√

2π2
(tbta)ii′ f

ba′d (B.72)

×
∫

dM3

x1x2(y2− y3)ϑ
0
12(x1,−x2)

(x1 + x2)y2y3(y2 + y3)
ψ̄ i′(p1)γ

+γ⊤Aa′
⊥(p2)A

d
⊤(p3) .

B.5 Light-Ray Kernels in Section 3.4.3

Here one converts the diagrammatic results given in Sects. 3.4.3 and 3.4.3 into the co-

ordinate space. This is done by inverse-Fourier transform the corresponding kernels in

momentum space making use of formulas in Sect. 3.3.2 and applied in Appendix B.2.2.

B.5.1 Coordinate Kernels for Operators 3.145 in Sect. 3.4.3

We start with the operators involving transverse derivatives13

O
ia(z1,z2) =

1
2
D−+ψ̄ i

+(z1) f̄ a
++(z2)

and Oia(z1,z2) = ψ̄ i
+(z1)

1
2
D−+ f̄ a

++(z2) evolving into

O
iad(z1,z2,z3) = g

√
2ψ̄ i

+(z1) f̄ a
++(z2) f̄ d

++(z3) .

For both of them, the transition gets decomposed into the same color-flow structures and

reads

[H(2→3)
O]ia(z1,z2) =

6

∑
c=1

[Cc]
ia
a′i′d[HcO

i′a′d](z1,z2,z3) , (B.73)

13Here, Oia and Oi′a′d corresponds to operator X and Y in Ref. [78], respectively.
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where Cc are defined in Eq. (3.158). The kernels for the first operator, i.e.,

1
2
D−+ψ̄ i

+(z1) f̄ a
++(z2) read

[H1O]ia(z1,z2) = z12

{∫ 1

0
dα

∫ 1

ᾱ
dβ

β̄ 2

β
O

i′a′d(zα
21,z2,z

β
12)

+2

∫ 1

0
dα
∫ 1

ᾱ
dβ αβ̄ O

i′a′d(z1,z
α
12,z

β
21)

+

∫ 1

0
dββ̄ O

i′a′d(z1,z2,z
β
12)

}
, (B.74)

[H2O]ia(z1,z2) = z12

∫ 1

0
dα
∫ 1

ᾱ
dβ

ᾱβ

α

(
2− ᾱβ̄

αβ

)
O

i′a′d(zα
12,z2,z

β
21) , (B.75)

[H3O]ia(z1,z2) =−z12

{∫ 1

0
dα

∫ 1

ᾱ
dβ

β̄ 2

β
O

i′a′d(zα
21,z

β
12,z2)

+2

∫ 1

0
dα
∫ 1

ᾱ
dβ αβ̄ O

i′a′d(z1,z
β
21,z

α
12)

+

∫ 1

0
dββ̄ O

i′a′d(z1,z
β
12,z2)

}
, (B.76)

[H4O]ia(z1,z2) =−2z12

∫ 1

0
dα
∫ 1

ᾱ
dβ ᾱβ O

i′a′d(z2,z
α
12,z

β
21) , (B.77)

[H5O]ia(z1,z2) = z12

{∫ 1

0
dα

∫ 1

ᾱ
dβ

ᾱβ

α

(
2− ᾱβ̄

αβ

)
O

i′a′d(zα
12,z

β
21,z2)

−2

∫ 1

0
dα
∫ ᾱ

0
dβ ᾱβ O

i′a′d(z2,z
α
12,z

β
21)

}
, (B.78)

[H6O]ia(z1,z2) =−z12

∫ 1

0
dα

∫ 1

ᾱ
dβ

ᾱβ

α

(
2− ᾱβ̄

αβ

)
O

i′a′d(zα
12,z

β
21,z2) . (B.79)

Here the symmetry of a↔ d,w2↔ w3 described in the main text of Sect. 3.4.3 becomes

manifest. Notice that the kernels H1 and H3 can be mapped into each other by a simple

exchange of the gluon fields O(w1,w2,w3)↔O(w1,w3,w2). This serves as another check

for the kernels.

For the Oia(z1,z2) = ψ̄ i
+(z1)

1
2
D−+ f̄ a

++(z2) case, one finds

[H1O]ia(z1,z2) = z12

{∫ 1

0
dα
∫ 1

ᾱ
dβ

ᾱ2β

α
O

i′a′d(z1,z
β
12,z

α
21)

+

∫ 1

0
dα

∫ 1

ᾱ
dβ

αβ̄ 2

β

(
2− ᾱβ̄

αβ

)
O

i′a′d(z1,z
α
12,z

β
21)

+
∫ 1

0
dα
∫ ᾱ

0
dβ β O

i′a′d(zα
12,z2,z

β
21)
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−
∫ 1

0
dβ β̄ O

i′a′d(z1,z2,z
β
12)

}
, (B.80)

[H2O]ia(z1,z2) = z12

∫ 1

0
dα
∫ 1

ᾱ
dβ β O

i′a′d(zα
12,z2,z

β
21) , (B.81)

[H3O]ia(z1,z2) =−z12

{∫ 1

0
dα

∫ 1

ᾱ
dβ

ᾱ2β

α
O

i′a′d(z1,z
α
21,z

β
12)

+
∫ 1

0
dα
∫ 1

ᾱ
dβ

αβ̄ 2

β

(
2− ᾱβ̄

αβ

)
O

i′a′d(z1,z
β
21,z

α
12)

+
∫ 1

0
dα
∫ ᾱ

0
dβ β O

i′a′d(zα
12,z

β
21,z2)

−
∫ 1

0
dβ β̄ O

i′a′d(z1,z
β
12,z2)

}
, (B.82)

[H4O]ia(z1,z2) =−z12

{∫ 1

0
dα
∫ 1

ᾱ
dβ ᾱβ̄ O

i′a′d(z2,z
α
12,z

β
21)

+

∫ 1

0

∫ ᾱ

0
dβ ᾱβ̄ O

i′a′d(z2,z
β
21,z

α
12)

}
, (B.83)

[H5O]ia(z1,z2) =−z12

{∫ 1

0
dα
∫ 1

ᾱ
dβ ᾱβ̄ O

i′a′d(z2,z
β
21,z

α
12)

+

∫ 1

0

∫ ᾱ

0
dβ ᾱβ̄ O

i′a′d(z2,z
α
12,z

β
21)

+
∫ 1

0
dα
∫ 1

ᾱ
dβ β O

i′a′d(zα
12,z

β
21,z2)

}
, (B.84)

[H6O]ia(z1,z2) =−z12

∫ 1

0
dα

∫ 1

ᾱ
dβ β O

i′a′d(zα
12,z

β
21,z2) . (B.85)

B.5.2 Coordinate Kernels for Operators 3.171 in Sect. 3.4.3

As in Sect. B.5.1, one presents here coordinate-space transition ofOai(z1,z2)= f̄ a
++(z1)ψ

i
−(z2)

and Oai(z1,z2)=
1
2
D−+ f̄ a

++(z1)ψ
i
+(z2) into three-particle operatorOaid = g

√
2 f̄ a

++(z1)ψ
i
+(z2) f̄ d

++(z3).

The action of the Hamiltonian yields the decomposition

[H(2→3)
O]ai(z1,z2) =

6

∑
c=1

[Cc]
ia
a′i′d[HcO

a′i′d](z1,z2,z3) , (B.86)

where the color structures are introduced in Eq. (3.174).

Then for f̄ a
++(z1)ψ

i
−(z2), one gets

[H1O]ai(z1,z2) =−z2
12

{
2

∫ 1

0
dα
∫ ᾱ

0
dβ
∫ ᾱ

β
dγ ᾱγ Oa′i′d(zα

12,z
β
21,z

γ
21)
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+

∫ 1

0
dα

∫ 1

ᾱ
dβ β̄ O

a′i′d(z1,z
α
12,z

β
21)

}
, (B.87)

[H2O]ai(z1,z2) =−z2
12

{
2

∫ 1

0
dα
∫ ᾱ

0
dβ
∫ 1

ᾱ
dγ ᾱγ Oa′i′d(zα

12,z
β
21,z

γ
21)

−
∫ 1

0
dα

∫ α

0
dβ α O

a′i′d(zα
21,z

β
21,z1)

}
, (B.88)

[H3O]ai(z1,z2) = z2
12

{
2

∫ 1

0
dα

∫ ᾱ

0
dβ

∫ β

0
dγ ᾱγ Oa′i′d(zα

12,z
β
21,z

γ
21)

+
∫ 1

0
dα
∫ 1

ᾱ
dβ

ᾱβ̄

α
O

a′i′d(z1,z
α
21,z

β
12)

}
, (B.89)

[H4O]ai(z1,z2) = 2z2
12

∫ 1

0
dα

∫ 1

ᾱ
dβ

∫ ᾱ

0
dγ ᾱγ Oa′i′d(zα

12,z
β
21,z

γ
21) , (B.90)

[H5O]ai(z1,z2) = z2
12

{
2

∫ 1

0
dα
∫ 1

ᾱ
dβ
∫ 1

ᾱ
dγ ᾱγ Oa′i′d(zα

12,z
β
21,z

γ
21)

+

∫ 1

0
dα

∫ 1

ᾱ
dβ

ᾱβ̄

α
O

a′i′d(z
β
12,z

α
21,z1)

}
, (B.91)

[H6O]ai(z1,z2) =−z2
12

{
2

∫ 1

0
dα
∫ 1

ᾱ
dβ
∫ 1

β
dγ ᾱγ Oa′i′d(zα

12,z
β
21,z

γ
21)

+
∫ 1

0
dα
∫ 1

ᾱ
dβ

ᾱβ̄

α
O

a′i′d(z
β
12,z

α
21,z1)

}
. (B.92)

Here the w1↔ w3 symmetry is readily observed. While for 1
2
D−+ f̄ a

++(z1)ψ
i
+(z2) case, the

transitions are

[H1O]ai(z1,z2) = z12

{∫ 1

0
dα
∫ 1

ᾱ
dβ

ᾱ2β

α
O

a′i′d(z
β
21,z2,z

α
12)

+

∫ 1

0
dα

∫ ᾱ

0
dβ

∫ ᾱ

β
dγ ᾱγ

(
4− αγ

ᾱγ̄

)
O

a′i′d(zα
12,z

β
21,z

γ
21)

+
∫ 1

0
dα
∫ ᾱ

0
dβ
∫ 1

ᾱ
dγ ᾱγ

(
2+

ᾱ γ̄

αγ

)
O

a′i′d(z
γ
21,z

β
21,z

α
12)

+

∫ 1

0
dα

∫ 1

ᾱ
dβ

αβ̄ 2

β

(
2− ᾱβ̄

αβ

)
O

a′i′d(zα
21,z2,z

β
12)

+
∫ 1

0
dβ β̄ O

a′i′d(z1,z2,z
β
12)

}
, (B.93)

[H2O]ai(z1,z2) =−z12

{∫ 1

0
dα

∫ 1

ᾱ
dβ

ᾱ2β

α
O

a′i′d(zα
12,z2,z

β
21)

+
∫ 1

0
dα
∫ ᾱ

0
dβ
∫ ᾱ

β
dγ ᾱγ

(
4− αγ

ᾱγ̄

)
O

a′i′d(z
γ
21,z

β
21,z

α
12)

+
∫ 1

0
dα
∫ ᾱ

0
dβ
∫ 1

ᾱ
dγ ᾱγ

(
2+

ᾱ γ̄

αγ

)
O

a′i′d(zα
12,z

β
21,z

γ
21)
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+

∫ 1

0
dα

∫ 1

ᾱ
dβ

αβ̄ 2

β

(
2− ᾱβ̄

αβ

)
O

a′i′d(z
β
12,z2,z

α
21)

+
∫ 1

0
dβ β̄ O

a′i′d(z
β
12,z2,z1)

}
, (B.94)

[H3O]ai(z1,z2) = z12

{∫ 1

0
dα
∫ ᾱ

0
dβ
∫ β

0
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0
dβ

∫ β

0
dγ ᾱγ
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