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ABSTRACT

Aortic pathologies such as coarctation, dissection, and aneurysm represent a

particularly emergent class of cardiovascular diseases and account for significant

cardiovascular morbidity and mortality worldwide. Computational simulations of

aortic flows are growing increasingly important as tools for gaining understanding

of these pathologies and for planning their surgical repair. In vitro experiments are

required to validate these simulations against real world data, and a pulsatile flow

pump system can provide physiologic flow conditions characteristic of the aorta.

This dissertation presents improved experimental techniques for in vitro aortic

blood flow and the increasingly larger parts of the human cardiovascular system.

Specifically, this work develops new flow management and measurement techniques

for cardiovascular flow experiments with the aim to improve clinical evaluation and

treatment planning of aortic diseases.

The hypothesis of this research is that transient flow driven by a step change in

volume flux in a piston-based pulsatile flow pump system behaves differently from

transient flow driven by a step change in pressure gradient, the development time

being substantially reduced in the former. Due to this difference in behavior, the

response to a piston-driven pump can be predicted in order to establish inlet velocity

and flow waveforms at a downstream phantom model.

The main objectives of this dissertation were: 1) to design, construct, and validate

a piston-based flow pump system for aortic flow experiments, 2) to characterize

temporal and spatial development of start-up flows driven by a piston pump that

produces a step change from zero flow to a constant volume flux in realistic (finite)

tube geometries for physiologic Reynolds numbers, and 3) to develop a method to

predict downstream velocity and flow waveforms at the inlet of an aortic phantom
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model and determine the input waveform needed to achieve the intended waveform

at the test section. Application of these newly improved flow management tools and

measurement techniques were then demonstrated through in vitro experiments in

patient-specific coarctation of aorta flow phantom models manufactured in-house and

compared to computational simulations to inform and execute future experiments and

simulations.
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Chapter 1

INTRODUCTION

Aortic pathologies such as coarctation, dissection, and aneurysm represent a

particularly emergent class of cardiovascular diseases and account for significant

cardiovascular morbidity and mortality worldwide. Computational simulations of

aortic flows are growing increasingly important as tools for gaining understanding

of these pathologies and for planning their surgical repair. In vitro experiments are

required to validate these simulations against real world data, and a pulsatile flow

pump system that can provide physiologic flow conditions characteristic of the aorta.

This dissertation presents improved experimental techniques for in vitro aortic

blood flow and the increasingly larger parts of the human cardiovascular system.

Specifically, this work develops new flow management and measurement techniques

for cardiovascular flow experiments with the aim to improve clinical evaluation and

treatment planning of aortic diseases.

The hypothesis of this research is that transient flow driven by a step change in

volume flux in a piston-based pulsatile flow pump system behaves differently from

transient flow driven by a step change in pressure gradient, the development time

being substantially reduced in the former. Due to this difference in behavior, we can

predict the response to a piston-driven pump in order to establish inlet velocity and

flow waveforms at a phantom model.

The main contributions of this dissertation to the field of biomedical engineering

and cardiovascular flow research are:
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1. The design, construction, and validation of a piston-based flow pump system for

aortic flow experiments.

2. The characterization of temporal and spatial development of start-up flows driven

by a piston pump that produces a step change from zero flow to a constant

volume flux in realistic (finite) tube geometries for physiologic Reynolds numbers.

3. The development of a method to predict the downstream velocity and flow

waveforms at the inlet of an aortic phantom model and determine the input

waveform needed to achieve the intended waveform at the test section.

Application of these newly improved flow management tools and measurement tech-

niques are then demonstrated through in vitro experiments in patient-specific coarcta-

tion of aorta flow phantoms manufactured in-house and compared to computational

simulations.

The research presented in this document describes the methods and techniques

we developed for the acquisition of experimental data that can be used to validate

computational simulations. This experimental data may also be used to generate

boundary and initial conditions in studying computational hemodynamics. Chapter 2

gives an introduction to cardiovascular disease, treatment, and the role of computa-

tional studies and experimental validation. Chapters 3-6 were written as independent

manuscripts for submission and thus contain some repeated methods and background

sections. Chapter 3 presents the design and manufacturing methods for constructing

a piston-based flow pump system for aortic flow experiments. Chapter 4 covers the

characterization of temporal and spatial development of start-up flows driven by

a piston pump through experimental validation of computational simulations and

analytical solutions. Chapter 5 introduces a method to predict downstream velocity

and flow waveforms at the inlet of a phantom model and determine the input wave-
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form necessary to achieve the intended waveform at the test section for piston-based

pump systems. Chapter 6 culminates this research with application of these methods

and techniques in patient-specific coarctation of aorta phantom geometries. Finally,

conclusions and future work are discussed in Chapter 7.
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Chapter 2

BACKGROUND & SIGNIFICANCE

2.1 Coarctation of the Aorta

Cardiovascular disease (CVD) is a class of diseases that affects the structures or

function of the heart and/or blood vessels and is the leading cause of death for both

men and women. The American Heart Association recently reported that 610,000

Americans die (1 in every 4 deaths) from CVD each year [69]. Globally, over 17.3

million deaths annually are a result of CVD, a number that is expected to grow to

more than 23.6 million by 2030 [2]. Further, the total direct medical costs of CVD in

the United States are projected to triple from $272.5 billion to $818.1 billion over the

same period [36].

Aortic disease, a subset of CVD, causes significant cardiovascular morbidity and

mortality worldwide [37]. Specifically, atherosclerosis and aneurysms play a major

role in diseases of the aortic arch, descending thoracic aorta, and abdominal aorta

[42]. The most common types of aortic disease include coarctation of the aorta (CoA),

abdominal and thoracic aortic aneurysm, dissection, and atheromatous aortic disease.

CoA, depicted in Figure 2.1, is a congenital malformation that accounts for 8-11%

of all congenital heart defects. It is characterized by the discrete narrowing of the

vessel lumen distal to the left subclavian artery [32, 41]. The blockage increases blood

pressure in the upper body, specifically the arms and head, while reducing pressure in

the lower libs. CoA may occur as an isolated defect or in association with various

other defects such as bicuspid aortic valve and ventricular septal defect (VSD) [3]. To
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Figure 2.1: Diagram of coarctation of the aorta. Image courtesy of Centers for
Disease Control and Prevention, National Center on Birth Defects and
Developmental Disabilities.

determine severity and the operative approach, the length of the coarctation segment

and whether other associated anomalies are present are diagnosed through magnetic

resonance imaging (MRI) or computed tomography (CT) [71]. The gold standard

for evaluation is catheter-based blood pressure gradient measurements proximal and

distal to the coarctation [43]. The current guidelines for treatment suggest a peak-to-

peak coarctation gradient � 20 mm Hg at rest or < 20 mm Hg if imaging detects a

significant coarctation and significant collateral flow [62].
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2.2 Surgical and Endovascular Interventions

The most common treatments for CoA include surgical alteration or catheter-

based deployment of medical devices to alleviate the blood pressure gradient across

the coarctation. The current surgical procedures include bypass with end-to-end

anastomosis using the left common carotid or subclavian artery, resection with end-

to-end anastomosis, patch aortoplasty, left subclavian flap angioplasty, and bypass

graft repair. Many of the drawbacks associated with the current surgical techniques

available are due to complications arising from their invasive nature.

Endovascular treatment are minimally invasive and include catheter-based inter-

ventions though balloon angioplasty or stents. Their greatest limitation, however, is

the occurrence of aortic aneurysms and recoarctation [19]. Nonetheless, the shorter

hospitalization time, reduced pain, and decreased cost associated with transcatheter

therapies has led to increased adoption of balloon angioplasty and stent implantation

in the treatment of aortic coarctations. Stent implantation can also stabilize intimal

flaps caused by balloon angioplasty while providing relief of the coarctation. Despite

the success of treatments in the short-term, long term studies have revealed decreased

life expectancy and morbidity due to hypertension, coronary artery disease (CAD),

stroke, and aneurysm formation [56]. Furthermore, the outcomes of these procedures

are often uncertain a priori. Effective tools for predicting post-operative outcomes

on a pre-operative basis would thus have great potential to increase interventional

success rates. Given the clinical timescale associated with treating aortic pathologies,

the most suitable foundation upon which to build such tools is blood flow simulation.

Although blood flow simulation is far from ubiquitous in the clinic, work in the field

is maturing at a rapid and accelerating pace [6, 7, 105, 17, 103].
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2.3 Current Techniques for Evaluating and Measuring Aortic Hemodynamics

2.3.1 In Vivo Techniques

Current techniques for evaluating aortic hemodynamics in a clinical setting in-

clude cardiac catheterization, Doppler echocardiography (Echo), and phase contrast-

magnetic resonance imaging (PC-MRI). Cardiac catheterization is a minimally invasive

technique used to obtain direct information about the blood pressures and patterns of

blood flow within the heart. It involves placing small IV tubes in the vein and artery

of a leg, arm, or the neck. Through the special IV tubes, a smaller tube (catheter)

is passed into the circulation. The catheter is slowly moved through until it reaches

the heart. From there it can be passed to different chambers of the heart and to the

veins and arteries connected to the heart. Through the same insertion site, pressure

measurements and angiograms can be performed. Catheter angiography uses X-rays

to visualize and record an injected contrast agent to measure blood pressures and

patterns of blood flow within the aorta and heart pre- and post-op, as shown in

Figure 2.2. One weakness of only relying on angiograms is that they are qualitative

by nature and require additional methods of evaluation if there is any uncertainty.

Echo has been used as an ultrasound based non-invasive flow measurement tech-

nique for quantifying aortic hemodynamics due to its low cost [29]. It is capable of

assessing blood flow velocity, direction, and flow patterns/profiles, as well as laminar

and turbulent flows. To calculate the pressure gradient for the assessment of aortic

hemodynamics, Doppler uses Bernoulli’s equation in a simple tube,
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Figure 2.2: Angiogram of Coarctation of Aorta. Case courtesy of Dr Andrew Dixon,
Radiopaedia.org, rID: 18771.
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where P1 and V1 are the pressure and velocity, respectively, at the proximal side; P2 and

V2 are the pressure and velocity, respectively, distal to the area of interest; ⇢ is the fluid

density;
R 2

1
dv
dt · ds is the change in velocity over time integrated over each streamline;

R is the viscous resistance; and ň is the fluid viscosity. In order to simplify Eq. 2.1

to Eq. 2.2, flow acceleration is ignored, viscous losses are assumed to be negligible,

and ⇢
2 = 4 for normal red blood cells. With Eq. 2.2, the peak difference between

pressures, or instantaneous gradient, and the average difference, or mean gradient,

can be determined over the duration of flow. However, the data obtained is often

unreliable as a result of measurement error, a high-flow state, and over simplifications
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[9]. For example, continuous-wave Doppler is able to measure high-flow velocities,

but lacks depth specificity, whereas pulse-wave Doppler, in contrast, measures flow at

specific locations, but is inadequate at high velocities due to aliasing [11]. Thus, the

width, imaging depth, scan angle, and spatial and temporal settings must be carefully

optimized to achieve best results.

Two-dimensional (2D) PC-MRI is the most common flow-sensitive cardiac sequence

used. It is based on the idea that the motion of blood flow produces a change in

the MR signal phase that is proportional to the velocity of the blood. A 2D plane is

prescribed in the appropriate orientation for evaluation of a given vessel or heart valve,

and time-resolved PC data are acquired in a single direction. The technique allows for

quantification of cardiac output, valve regurgitation, severity of vascular and valvular

stenosis, pulmonary to systemic flow ratio, differential lung perfusion, and coronary

flow reserve. However, MRI has a high operating cost, suffers from signal-to-noise

issues, and require long scan times due to motion artifacts that appear during short

scans. PC-MRI velocity mapping also relies on accurate reconstruction of the phase

of the MR signal, which can be a liability when using high acceleration factors and

advanced image reconstruction methods. Conventional PC-MRI velocity mapping

measures the mean velocity, but is unable to resolve the fluctuating velocity, such

as in turbulent flow [81]. Acquisition time, spatial resolution, temporal resolution,

signal-to-noise ratio, and the comprehensiveness of the data all have their associated

trade offs that must be taken into consideration to maximize image quality [81].
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2.3.2 In Vitro Techniques

Recent in vitro experimental studies have investigated healthy aortas and realistic

coarctation models using particle image velocimetry (PIV) and similar techniques

[48, 28]. PIV is a laser-based optical flow quantification technique commonly used for

evaluating in vitro cardiovascular fluid dynamics, new imaging modalities [50, 97, 51],

endovascular stents and coils [7, 8], heart valves [87], and ventricular assist devices

(VADs) [60]. It also has applications in many fluid mechanical, aerospace, marine,

and weather-related disciplines because it is able to produce quantitative results,

characterize volumetric flow, and provide superior image calibration and registration,

[1]. During PIV, the flow is seeded with buoyant particles and illuminated by a thin

laser light sheet. Entire velocity fields are then measured by taking two images in

short succession with one or more high-resolution cameras and calculating the distance

the particles traveled within the time between frames. These velocity measurements

are taken at time points throughout the cardiac cycle.

Summarily, In vitro experimentation for the purposes of this aortic hemodynamic

research entails the following: 1) creation of a computational model of the aorta with

any collateral vessels from medical images (Figure 2.3a, b, c), 2) construction of the

physical model (Figure 2.3d, e), 2) connection of the physical model into a pulsatile

flow loop (Figure 2.3f), and 3) use of optical imaging or other measurement techniques

to quantify fluid dynamics (Figure 2.3g).
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a. b. c.

d.

g.

e. f.

Figure 2.3: In vitro PIV experimentation process. a) MR medical image data [56], b)
Segmented 3D aorta produced from medical data [56], c) adjusted 3D computational
model ready for 3D printing d) 3D printed model, e) final physical model, f) model
connected to a flow loop, g) PIV results showing velocities within the coarctation.
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2.4 Experimental Validation of Blood Flow Simulations

Hemodynamic flow simulations are often performed through computational fluid

dynamics and/or direct numerical simulations. Computational simulations are a

non-invasive means to augment medical imaging and clinical measurements to inform

clinical decision-making [65, 66]. Specifically, blood flow simulations can predict

treatment outcome, enable systemic testing, optimization, and personalization [66].

Furthermore, the benefits of simulations are highlighted in the ability to characterize

the in vivo mechanical environment not attainable from imaging. However, simulations

do require efficient and accurate multi scale numerical tools to solve the equations of

blood flow. The typical flow chart for simulating patient-specific blood flow is depicted

in Figure 2.4.

The approaches can make simplifying assumptions on the system dynamics and/or

parameters that do not represent in vivo or even in vitro conditions well [24, 68]. This

is particularly true for simulations of high Reynolds (Re) numbers flows such as those

found in the aorta [57]. Experimental validation against real world in vitro data is thus

a critical step toward the development of more capable simulation tools. The standard

procedural flow chart for validating patient-specific computational simulations to

experiments is depicted in Figure 2.5.

Real world experimental measurements of in vitro aortic flows can be made using

particle image velocimetry (PIV), laser Doppler anemometry (LDA), phase contrast

magnetic resonance imaging (PC-MRI), and echocardiography, among others [52].

Moreover, taking such measurements requires a pulsatile pump system capable of

generating flows characteristic of the aorta.
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Figure 2.4: A typical flow chart for simulating patient-specific blood flow.

Recent pulsatile pumps have been limited by accuracy, power, practicality, and/or

cost [61, 26, 38, 22, 95, 104, 35, 91]. Notably, they cannot generate flows at the high

end of the physiologic Reynolds number range which is between Re = 9, 400� 10, 000.

Most systems are unable to approach Re = 5, 000 without exacerbating practicality.

Commercial pumps only output a maximum flow rate between 100-300 mL/s, perhaps

due to their inability to ensure safety during use. Furthermore, the pumps that

are able to generate over 300 mL/s introduce external turbulence into their flow by

combining flow sources (e.g., simultaneously using piston pump to drive the pulsatile

component while using a gear pump to drive the steady component and then using a

T-connector or similar to combine the flows.).
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Figure 2.5: The procedural flow chart for experimental and numerical studies [96].
Used with Permission.

Flow systems commonly use piston, gear, centrifugal, or peristaltic/roller pumps

to drive the flow into the system. Gravity driven pumps are also used, but they are

not practical due to their immense size and inability to drive high flow rates or control

flow precisely. Centrifugal and peristaltic/roller pumps can precisely control low flow

rates but are incapable of driving the high flow rates required to study aortic flows

due to capacity limitations [83]. Gear pumps, in contrast, are excellent for driving

high flow rates however often lack precise computer control to generate pulsatile waves

[95, 94]. As such, piston pumps are the consensus choice for developing aortic flow

systems because of their ease of control and precision.

Current piston-driven pulsatile flow pumps generate flow that start from rest with

the assumption that the flow is driven by an abruptly imposed constant pressure
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gradient to characterize the system. However, for many biomedical applications, the

system actually more closely resembles flow driven by an abruptly imposed constant

volume flux. Specifically, mass flux control is the correct description of piston driven

pumps such as the AR Series Vivitro Superpump (Vivitro Labs, Inc., Victoria, BC),

CompuFlow 1000 MR (Shelley Medical Imaging Technologies, London, ON), and

the 1400 Series Harvard Apparatus (Harvard Apparatus, Holliston, MA) pulsatile

blood pump. These pump systems, among others, are used to create pulsatile flow in

arterial flow experiments in studies by Lieber, Livescu, and Hopkins [64], Ku, Elkins,

and Taylor [53], Hoskins [39], Taylor, Dziczkowski, and Miller [91], and Babiker et al.

[7]. In contrast, the information given in textbooks for entrance length or starting

transient only pertain to a step function in pressure gradient. Further, all transient

response theories are based on the fully developed parabolic profile. Thus, there is a

need for simple rules for achieving fully developed, steady state flow in starting flows

driven by piston pump systems.

Physiological waveforms are difficult to replicate and adjust downstream. They

seldom match the intended waveform at the phantom [102]. As a result, many in

vitro systems require the use of a system that utilizes the Windkessel model, which

incorporates flow resistors and capacitors downstream [54, 55]. However, this process

is not only tedious, but very time consuming. A method that leverages control systems

theory to accurately predict the downstream velocity and flow waveforms is needed.

Understanding of the pump system response allows the user to determine the pump

input waveform necessary to obtain the desired flow waveform and conditions in

the flow loop. This method produces accurate waveforms that more closely match

experiments and can be applied to inform initial and boundary conditions for the

study of computational hemodynamics.
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Image-based computational fluid dynamics (CFD) and direct numerical simulations

(DNS) are widely used to obtain patient-specific hemodynamic fields in atherosclerotic

and aneurysmal cases. However, these approaches make simplifying assumptions

on the system dynamics and/or parameters due to limited computational resources

and time [20, 70, 33]. Additionally, the downstream waveform seldom matches the

intended waveform at the phantom model, a problem faced by many experiments as

well. Prediction of the inlet velocity waveform at the test section during steady and

unsteady flow is not only critical for obtaining meaningful experimental results but is

also useful for CFD simulations because of the potential to reduce the computational

domain when using patient-specific geometries. A review by Lasheras [59] concluded

that “numerical and experimental flow studies still need to improve their inherent

uncertainties resulting from the difficulties in setting up the appropriate initial and

boundary conditions” in order to be truly useful for understanding pathological

development and predict disease progression.

Advances in high performance computing and multiphysics algorithms have made it

possible to model fluid flow through a variety of complex geometries with unprecedented

fidelity. Lawrence Livermore National Laboratory (LLNL) has already developed

codes to model blood flow through macroscopic portions of the human circulatory

system. These simulations have numerous medical applications, but the impact of

simulation on clinical care and surgical planning will continue to be limited without

detailed verification across patient-specific data sets. By carrying out experiments

on 3D printed geometries generated from the same input meshes used in the fluid

dynamics simulations, we will be able to directly compare experiment and theory.
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Chapter 3

A LOW DISTURBANCE AND HIGH PERFORMANCE PULSATILE PUMP

SYSTEM FOR IN VITRO AORTIC FLOW EXPERIMENTS

The American Heart Association recently reported that an estimated 85.6 million

Americans (1 in 3 adults) suffer from cardiovascular disease (CVD) [69]. CVD accounts

for 17.3 million deaths per year globally, a number that is expected to grow to more

than 23.6 million by 2030 [2]. Further, the total direct medical costs of CVD in the

United States are projected to triple from $272.5 billion to $818.1 billion over the

same period [36]. Aortic diseases account for significant cardiovascular morbidity and

mortality worldwide. Specifically, atherosclerosis and aneurysms play a major role

in diseases of the aortic arch, descending thoracic aorta, and abdominal aorta [42].

Due to the highly complex nature of in vivo cardiovascular flow, the development

of transitional and turbulent flows under normal physiologic conditions is still not

fully understood. However, these flows have been linked to the development of

CVD [86, 58, 84]. Acceleration, deceleration, and pulse frequency of blood flow,

as well as stress and strain on vessel walls, are also known to play roles in the

initiation and development of CVD in the aorta and other blood vessels [27, 30].

The most common pathologies affected include atheromatous aortic disease, aortic

coarctation, dissection, and abdominal and thoracic aneurysm. Available treatment

options include deployment of medical devices and surgical alteration to modify blood

flow. However, the outcomes of these procedures are often uncertain a priori. Effective

tools for predicting post-operative outcomes on a pre-operative basis would thus have

great potential to increase interventional success rates. Given the clinical timescale
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associated with treating aortic pathologies, the most suitable foundation upon which

to build such tools is blood flow simulation. Although blood flow simulation is far

from ubiquitous the clinic, work in the field is maturing at a rapid and accelerating

pace [6, 7, 105, 17, 103].

Hemodynamic flow simulations are often performed through computational fluid

dynamics and/or direct numerical simulations. The approaches can make simplifying

assumptions on the system dynamics and/or parameters that do not represent in

vivo or even in vitro conditions well. This is particularly true for simulations of high

Reynolds numbers flows such as those found in the aorta. Experimental validation

against real world in vitro data is thus a critical step toward the development of more

capable simulation tools. Real world experimental measurements of in vitro aortic

flows can be made using particle image velocimetry (PIV), laser Doppler anemometry

(LDA), phase contrast magnetic resonance imaging (PC-MRI), and echocardiography,

among others [52]. Of course taking such measurements requires a pulsatile pump

system capable of generating flows characteristic of the aorta.

Several groups have developed flow pump systems to replicate physiologic flows, but

these are limited in terms of accuracy, power, practicality, and/or cost in the context

of replicating aortic waveforms [61, 26, 38, 22, 95, 104, 35, 91]. For example, many of

the aforementioned systems cannot generate flows at the high end of the physiologic

Reynolds number range, and those that can tend to introduce external turbulence

into their flows, which creates bias when studying aortic flows. The dual-chamber

pump that uses a reversing cylinder-piston to generate pulsatile flow by Frayne and

Holdsworth [26] and Holdsworth et al. [38] was capable flow rates up to 30 mL/s

and had a usable stroke volume of 180 mL. The computer-controlled progressive

cavity pump by Eriksson, Persson, and Lindström [22] had a 250 mL/s peak flow rate.
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Tsai and Savaş [95] developed a computer-controlled pump that combined aspects of

both a gear pump to generate the mean component and a piston pump to generate

the oscillatory component. This design allowed for a 300 mL/s throughput, but the

combination of the two types of pumps created multiple sources of disturbance in

the flow loop. Yilmaz et al. used a centrifugal pump with pneumatic and solenoid

valves to generate flow [104]. Although the pump was able to output 900 mL/s, it

took 10 seconds to accelerate to that flow rate. The commercially available 1400 series

Harvard Apparatus pulsatile blood pump was designed for a maximum output of

167 mL/s and was not fully automated [35, 91]. Mock circulatory loops, such as the

Donovan mock circulatory system, attempt to recreate the systemic and pulmonary

circulations of the normal human for in vitro evaluation and testing of artificial heart

systems, including total artificial hearts and ventricular assist devices [21, 18, 93].

However, these devices are costly and are not always suitable for in vitro pulsatile

flow experiments. Here, we present a new computer programmable piston pump that

produces physiologically realistic, accurate, and reproducible aortic waveforms at a

low cost.

We designed the new piston-based pulsatile flow pump system to meet several

application needs. Those were to: 1) generate high volume flow rates like those in

the human aorta; 2) allow for custom input of and replicate physiologic waveforms;

3) generate very small inlet disturbances so as to enable experiments on transition

from laminar to turbulent flow; 4) be operable in MRI environments; 5) be capable of

pumping fluids with high viscosities (e.g., 4 cP) against large impedances depending

on tubing length; 6) be chemically compatible with different fluids and corrosion

resistant. In this technical note, we describe the design and production of a pulsatile

flow pump system that meets all of these application needs.
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Validation was accomplished by testing system performance with respect to each

need, including image processing-based analysis of piston motion and PIV-based

measurement of flow waveforms.

3.1 Methods and Materials

3.1.1 Pump Design

3.1.1.1 Force Requirements

A force analysis of a piston based flow loop, depicted in Figure 3.1, was performed

to obtain force and energy balance equations, which were used to determine the total

piston force output required.

Paz3

z1 z2
test section

FP

V2 V3VP
P2

PP

Pa

P3

Figure 3.1: Simplified drawing of a piston-based flow loop system.

Applying Newton’s second law yields

PaAp + Fp � PpAp � Ff = mpV̇p, (3.1)

where Pa is the atmospheric pressure, Ap is the area of the piston, Fp is the force

applied on the piston, Pp is the pressure applied on the piston, Ff is the friction force,

mp is the mass of the piston, and V̇p is the acceleration of the piston.
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The energy equation for incompressible flow is

V

2
2

2g
+

P2
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+ z2 =
V

2
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2g
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P3

⇢g

+ z3 + hL + V̇2L12. (3.2)

Here, V2 and V3 are the velocities at locations 2 and 3 in Figure 3.1, respectively, g is

the acceleration due to gravity, P2 and P3 are the pressures at locations 2 and 3, ⇢

is the density of the working fluid, z2 and z3 are the height at locations (L) 2 and 3,

while hL is the head loss of the system. V̇2L12 is the acceleration over the streamline

from location 1 to 2. Location 1 is area of the pump chamber where the piston travels,

location 2 is the area where the fluid travels through the smaller diameter tube, and

location 3 is the area where the fluid enters the reservoir. Eq. 3.2 then simplifies to

P2 � Pa

⇢g

+ (z2 � z3) = f

L

D

V

2
2

2g
+Kv

V

2
2

2g
+ V̇p

✓
Ap

A2

◆
L12, (3.3)

given that z2 = z1, P3 = Pa, and V3 = V2. The head loss term is expanded to include

the friction coefficient, f , total length of tubing, L, inner diameter of tubing, D, and

the head loss coefficient, K⌫ . Thus, Eq. 3.3 becomes

P2 � Pa = f

L

D

V

2
2 ⇢

2
� ⇢g(z2 � z3) + V̇p

✓
Ap

A2

◆
L12, (3.4)

where P2 � Pa is the gauge pressure and ⇢ is the density of the working fluid. A free

body diagram of the piston is shown in Figure 3.2. The net force acting on the piston,

FNet, is

FNet = Fp + PaAp � PpAp

= Fp + (Pa � Pp)Ap. (3.5)

By treating the area in which the piston moves as a control volume and applying

conservation of momentum, we arrive at
X

C.V.

F =
@

@t

Z

C.V.

⇢V dV +

Z

C.S.

V ⇢V dA, (3.6)
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where t is time, V is the volume, A is the area, and the subscripts C.V. and C.S.

denote the control volume and control surface, respectively. Solving for PpAp in

Eqs. 3.1 and 3.5, we can show that

PpAp � Ff �mpV̇p = PpAp = ⇢Q(V2 � Vp) + P2A2 + ⇢ _ V̇p + V̇p

✓
Ap

A2

◆
L12. (3.7)

PP

AP

Pa

FP

Ff

Figure 3.2: Free body diagram of a piston with all forces acting on it. P denotes
pressure, F denotes force, and A denotes area. The subscripts a, p, and f denote
atmosphere, piston, and friction, respectively.

Simplifying Eq. (3.7) further and solving for Fp, the force required for the piston

to push all of the fluid through the system, we find that

Fp = (mp +mc)V̇p + ⇢Q(V2 � Vp) + A2


Pa +
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f
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◆
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�
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Ap

A2

◆
L12.

(3.8)

Here, mp is the mass of the piston, mc is the mass of the fluid in the cylinder, V̇p is

the acceleration of the piston, where Vp is the piston velocity, and Q is the maximum

rate of flow in the cylinder.
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Substituting for V2 � Vp, Q, and V

2
2 using conservation of mass, the piston force

required is

Fp = (mp +mc)V̇p + ⇢
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(3.9)

3.1.1.2 System Design

The computer controlled piston pump system we designed is shown in Figure 3.3.

It consists of a cylindrical acrylic chamber and pump head, an electric cylinder,

and a servo amplifier/drive mounted on an aluminum base plate. The chamber

houses a 57.0-mm-diameter piston having a 420-mm-stroke actuated by the electric

cylinder (N2-AKM23D-BNC102B-18, Danaher Motion, Washington, DC) controlled

by an analog signal input to the servo amplifier/drive (AKD-B00306-NAAN, Danaher

Motion, Washington, DC). The electric cylinder has a ballscrew, which utilizes ballnuts

riding on recirculating ball bearings resulting in higher speeds (76 cm/s), loads (1220

N), and cycle rates (100% duty). The electric cylinder reaches maximum output when

running the servo drive on three phase power, at 240 VDC.

Analog signal inputs were generated by computer using LabVIEW software (Na-

tional Instruments, Austin, TX) and sent to a multiple channel analog output data

acquisition (DAQ) board (NI PCIe-6351, National Instruments, Austin, TX) to gener-

ate synchronized waveforms for analog position control and a trigger signal for MRI

or PIV image acquisition.
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Figure 3.3: Photograph of pump with major components labeled.

The signals for a single cycle were discretized into 1,000 samples per second and

output at the necessary rate determined by the system response to achieve the desired

volumetric flow and velocity.

The pump head, shown in Figure 3.4, was connected to the long pump chamber.

The smooth exit from the pump is designed to produce smooth (low disturbance) flow

in a smaller diameter tubing. The 6.35 mm radius entrance of the pump head provides

for low disturbances in the entry flow. A cylindrical 3.175-mm-thick rubber gasket

fitted between the head and chamber prevents air pockets and leaks. The head houses

a 25.4-mm outer diameter (O.D.) glass pipe used as the inlet to the test section. It

was sealed with three 2.4-mm width, 21.8-mm inner diameter (I.D.) nitrile rubber

(NBR) o-rings spaced 25.4-mm apart.

If low disturbance level entry flow is not needed, the mounting arrangement or the

tube can be replaced by a simple barbed hose connector, enabling the use of flexible

tubing such as Tygon. Custom pump head adapters can be inserted before the pump

head to change characteristic input flow. Experimentation with heart valves, such as

the bileaflet valve shown in Figures 3.5 and 3.6, is a prime use case that the custom
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Figure 3.4: Design of the pump head entrance to the tube.

pump adapters can address. In the example from Figure 3.5, a model of a 22-mm

St. Jude Regent bileaflet mechanical heart valve was fitted into the adapter. The

adapter and other components of the pulsatile pump system were built using corrosion

resistant materials (i.e., acrylic, stainless steel, and glass), which allows water, glycerin,

sodium iodide, and other chemicals and mixtures to be used without damaging the

system.

Figure 3.5: Front view of bileaflet heart valve adapter used between pump head and
chamber.
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Figure 3.6: Side view of bileaflet heart valve adapter.

3.1.2 Experimental Flow Loop

Figure 3.7 shows a schematic of the flow loop system, which consists of three

major components: the piston pump, a urethane block phantom/test section, and a

reservoir tank to receive the flow. The pump, the test section, and the 8-L reservoir

plus various connecting tubes form a closed-loop system. The fluid circulated through

the loop was a sodium iodide-based solution (⌫ = 2.05⇥ 10�6
m

2
s

�1) with a refractive

index matched to the urethane block model (n = 1.49). The viscosity of the solution

was measured using a Cannon-Fenske routine viscometer. The sodium iodide-based

solution rendered the interior urethane walls invisible and eliminated optical distortion,

allowing optical access for flow visualization and PIV measurements.

The inlet end of the test section was connected to the pump by a 52.5D long,

19.05-mm I.D. glass tube, and the outlet end was connected to a 16D long 19.05-mm

I.D. glass tube that transitioned to 32D of 19-mm I.D. Tygon tubing leading to the
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Figure 3.7: Flow loop schematic. Arrows represent flow direction.

reservoir tank. A one-way flow valve capable of withstanding 250 lbs of force was

placed in the circuit between the reservoir and the pump chamber to prevent flow into

the reservoir during forward piston motion. Following forward pumping, solution in

the reservoir was drawn back into the pump cylinder by reversing the piston motion.

A second one-way flow valve was installed in the test section-reservoir line to prevent

back-flow during reverse piston movement.

3.1.3 Piston Motion Validation

Image processing based estimation of piston velocity and output flow rate mea-

surements were used to evaluate pump system performance for various unsteady and

steady flow conditions. Two different ascending aortic waveforms were specified to

validate the pump input and output velocities. The first waveform, henceforth referred

to as Waveform 1, was based on phase-contrast MRI data and had a cardiac cycle of

0.7 seconds [92]. The second waveform, henceforth referred to as Waveform 2, was

based on Fourier harmonics from literature and had a cardiac cycle of 0.8 seconds [67].
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3.1.3.1 Estimation of Piston Velocity

A high-speed camera, triggered using a frame grabber, was used to monitor piston

movements. The images were collected at 260 frames per second at a resolution

of 640 ⇥ 480 pixels, and were then written into a National Instruments technical

data management streaming (NI TDMS) file. The images were later extracted from

the TDMS file into separate time ordered portable networks graphics (PNG) images

and imported into MATLAB for processing. A single image frame cropped to the

piston area was used as the template for piston tracking, as shown in Figure 3.8

[25]. Cross correlation was used to find the displacement of the template between

image frames. The product of the pixel displacement between frames and the image

scale (inches/pixel), divided by the time between each frame, produced the motion

estimated instantaneous piston velocity over time.

Figure 3.8: Piston motion estimation is accomplished by tracking a cropped template
image from frame to frame. The box around the piston indicates the template image
used for tracking.
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3.1.3.2 Output Flow Measurements

For steady flows, the volume flow rate was checked by integrating the velocity

profile at a downstream location (55D) and comparing the results to output flow

measurements obtained through the familiar “bucket test”, wherein a bucket is used in

place of the reservoir at the outlet and flow into the bucket is timed with a stopwatch.

The input voltage to the piston was converted into revolutions per minute per volt,

and using a revolutions per inch scaling, theoretical piston displacement and total

flow rate output were calculated based on conservation of mass.

3.2 Results and Discussion

While the main purpose in constructing this pump was to produce a low disturbance

inlet flow, the cost of materials and invoiced machine shop time used in building the

pump was less than $8,500. The pump system achieved a maximum instantaneous

peak flow rate and velocity of 850 mL/s and 300 cm/s, respectively. A Reynolds

number of 10,000 was achieved 55D downstream of the inlet without the presence

of turbulence (turbulence intensity < 2%). Figure 3.9 shows a linear relationship

between the input voltage and the output piston velocity and volumetric flow rate.

The R

2 value for each linear fit to the data points is 1.00. Though not shown in

Figure 3.9, the linear trend continues beyond a 4V input up to 10V. Velocities can be

further scaled by adjusting the revolutions per minute per volt in the pump software.

This linearity is useful as it simplifies rescaling. The measurements were obtained

using the “bucket test” and image processing methods described earlier.
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Figure 3.9: Calibration curves for input voltage versus piston velocity output
(circles) and volumetric flow rate output (triangles).

The total output volumetric flow error between the prescribed input and measured

output was less than 0.5%. Error bars are not shown because they are too small to be

appreciated.

As shown in Figures 3.10 and 3.11, the major features of the pump’s output

(including peak flow velocity) matched well with the features present in the two

physiologic input waveforms that we tested (Waveform 1 and Waveform 2 as described

in the methods section). The piston output to Waveform 1 was almost identical to

the input. The R

2 value, or coefficient of determination, for the entirety of Waveform

1 was greater than 0.999 while the root mean square error was 0.001. During the

majority of the cardiac cycle of Waveform 2, the input and output piston velocity

slopes varied by less than 2%. However, at peak systole, the piston had a 0.070 second

lag time. The R

2 value during systole for Waveform 2 was 0.966 while the root mean

square error was 0.118. During the diastolic phase, the R

2 value was 0.974 while the
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Figure 3.10: Comparison of input (solid) and output (dotted) piston velocities for an
ascending aortic waveform (Waveform 1) with time relative to start of the cardiac
cycle.

root mean square error was 0.095. In the latter case of Figure 3.11, the velocity scale

is roughly three times higher than Figure 3.10 and is a more extreme example of an

aortic waveform.

Figure 3.12 compares the first piston input waveform to the measured centerline

velocity 55D downstream in an aortic phantom model. The measured pump output

closely followed the input waveform during systole, but deviated during the diastolic

phase of the cardiac cycle. The discrepancy in pump input and output is due to

impedance from the system and flow loop. However, the system’s impulse response

and linear and time invariant (LTI) system theory can be used to predict and adjust

the input waveform as necessary to obtain the desired flow output [15].
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Figure 3.11: Comparison of input (solid) and output (dotted) piston velocities for an
ascending aortic waveform (Waveform 2) with time relative to start of the cardiac
cycle.

The pump did not interfere with the operation of MRI, the triggering of MRI, or

the images captured for experiments conducted in a 1.5T Phillips MRI scanner with

the pump located 8 m from the head of the MRI and inside the control room. This

experience, while limited, supports compatibility with MRI technology.
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Figure 3.12: Comparison of piston input (solid) and measured downstream centerline
velocity (dotted) obtained with phase-averaged stereographic PIV for an ascending
aortic waveform (Waveform 3) with time relative to start of the cardiac cycle.

3.3 Conclusions

Aortic flows are of great interest to researchers and clinicians who need to un-

derstand cardiovascular pathophysiology. Computational simulations of aortic flows

compatible with the interventional planning timescales require in vitro experiments for

validation, which in turn require a pulsatile flow pump system capable of reproducing

high Reynolds number flows. Design and production of such a computer-controlled pis-

ton pump system was presented here. The pump successfully met all of the application

needs we established: it actuated high Reynolds number flows like those in the human

aorta, allowed for custom input of and replicated physiologic waveforms, generated

transitional and turbulent flows without introducing external turbulence, triggered

MRI and PIV image acquisition at user-defined points in the flow waveform, pumped
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high viscosity fluids against large impedances, and demonstrated compatibility with

corrosive fluids often used in with flow imaging.

Piston motion was validated using image processing techniques and by comparing

the pump’s output to specified inputs using physiologic waveforms as a testbed. The

system is economical and its components can be acquired commercially or machined in-

house. Most importantly, the pump system can realistically generate aortic flows into

and beyond the transitional regime, which is a capability that other available pump

systems do not provide. Specifically, our pump achieved Reynolds numbers above

10,000 in an aortic diameter tube whereas the most capable commercially available

pump can only achieve 5,000 based on its specifications. Future work will include

isolating sources of variation within the system, examining other flow waveforms, and

applying the system to investigate clinically significant aortic pathologies.
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Chapter 4

LENGTH AND TIME FOR DEVELOPMENT OF LAMINAR FLOW IN TUBES

FOLLOWING A STEP INCREASE OF VOLUME FLUX

4.1 Introduction

Start-up flow traditionally refers to accelerating an initially motionless fluid in a

long tube by sudden application of a constant pressure gradient [100]. A common

example is the laminar start-up flow in a pressurized tube following the sudden opening

of a downstream valve. An analytical solution for infinitely long round tubes was

derived by Szymanski [89], and Letelier, Mario, and Leutheusser [63] experimentally

verified the solution downstream of the entrance length in long tubes. Each determined

the time required to approach 99% of steady, fully developed Poiseuille flow

u = 2UB(1� r

⇤2), (4.1)

in the form of a dimensionless time

4⌫td
D

2
= 0.8, (4.2)

where u is the stream wise velocity, r⇤ is the dimensionless radial coordinate (r/a), td

is the time required to reach steady state, a is the tube radius, D = 2a is the tube

diameter, UB is the bulk velocity = volume flux/tube area, and ⌫ is the kinematic

viscosity. Andersson and Kristoffersen [4] and Patience and Mehrotra [74] showed,

by one and two-dimensional numerical analyses, respectively, that td is reduced

significantly due to the kinetic head and entrance region effects on pressure driven

flow in finite length tubes.
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Andersson and Tiseth [5] observed that fully developed start-up flow in a long tube

following the sudden imposition of a constant flow rate differs from the flow caused

by sudden imposition of a pressure gradient, and they derived an analytical solution

for fully developed flow in infinite tubes following Szymanski’s (1932) method. They

compared their results with Kataoka, Kawabata, and Miki [46], who attempted to

study this flow experimentally by an electrochemical technique, using an automatic

solenoid valve. However, their experiment exhibited Richardson’s “annular jet effect”

and failed to agree with of the analytical solutions found by Andersson and Tiseth [5]

or Szymanski [89], a result ascribed to the differences between the experimental and

the theoretical forcing conditions. Andersson and Tiseth [5] also found that transient

flow driven by a step change in volume flux behaves differently from Szymanski’s

transient flow driven by a step change in pressure gradient, the development time

being substantially reduced in the former.

Mass flux control is the correct description of piston driven pumps such as the AR

Series Vivitro Superpump (Vivitro Labs, Inc., Victoria, BC), CompuFlow 1000 MR

(Shelley Medical Imaging Technologies, London, ON), and the 1400 Series Harvard

Apparatus (Harvard Apparatus, Holliston, MA) pulsatile blood pump. These pump

systems, among others, are used to create pulsatile flow in arterial flow experiments

in studies by Lieber, Livescu, and Hopkins [64], Ku, Elkins, and Taylor [53], Hoskins

[39], Taylor, Dziczkowski, and Miller [91], and Babiker et al. [7]. In contrast, the

information given in textbooks for entrance length or starting transient only pertain to

a step function in pressure gradient. Further, all transient response theories are based

on the fully developed parabolic profile. Since piston driven pumps are of interest

almost entirely to experimentalists, the main motivation for this paper is to present
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simple rules for achieving fully developed, steady state flow in starting flows driven

when using piston pump systems.

In this study, we examine the simultaneous entrance flow development and transient

response of starting flow in a finite length tube when a constant volume flux at

various Reynolds numbers ReD = UBD/⌫ is imposed suddenly on a resting flow.

PIV measurements of the transient, spatially developing flow are used to verify

the analytical solution for fully developed start-up and the numerical simulation of

developing start-up flow. Numerical solutions at many Reynolds numbers are used to

develop a simple, complete description of the simultaneous development of the flow in

space and time. Based on these results, we formulate simple, approximate rules for

achieving fully developed, steady state flow in starting flows driven by piston pumps.

4.2 Experimental Methods

The experiment was conducted in a flow loop driven the computer controlled piston

pump shown in Figure 3.3, which is capable of suddenly imposing a constant flow rate

upon the fluid within a tube. The custom pump system consisted of an acrylic pump

head, and electric cylinder, and a servo amplifier/drive mounted on an aluminum

base plate. The pump head housed a 57.0-mm-diameter piston having a 420-mm-

stroke actuated by the electric cylinder (N2-AKM23D-BNC102B-18, Danaher Motion,

Washington, DC) controlled by an analog signal input to the servo amplifier/drive

(AKD-B00306-NAAN, Danaher Motion, Washington, DC). The time constant, ⌧ ,

for the system response, which represents the time required to reach 63.2% of its

final asymptotic value, is proportional to the Reynolds number of the flow and at

ReD = 1, 000 is 0.429 seconds (t⇤ = 0.0097). The analog signal was generated by
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computer using LabVIEW software (LV 2011, National Instruments, Austin, TX) and

sent to a multiple channel analog output data acquisition (DAQ) board (NI PCIe-6351,

National Instruments, Austin, TX) to generate synchronized waveforms for analog

position control and a trigger signal for PIV image acquisition.

4.2.1 Flow Loop and Test Section

The flow loop consisted of three major components: the piston pump, a urethane

block containing a straight, D = 19.05 mm I.D., 16D long tubular test section, and a

reservoir tank to receive the flow. The pump, the test section, and the 8-L reservoir

plus various connecting tubes formed a closed-loop system. The fluid flowing through

the loop was a sodium iodide-based solution (⌫ = 2.05⇥ 10�6
m

2
s

�1) with a refractive

index matched to the urethane block (n = 1.49). The block was immersed in a

transparent tank full of sodium iodide solution, rendering the urethane walls invisible,

and eliminating optical distortion by the walls of the test section.

The inlet end of the test section connected to the pump with a 52.5D long, 19.05-

mm I.D. glass tube, and the outlet end connected to a 16D long 19.05-mm I.D. glass

tube. The glass tube from the outlet was coupled to a 32D long 19-mm I.D. Tygon

tubing, which leads to the reservoir tank. A one-way flow valve in the tubing from

the reservoir to the pump chamber prevented flow into the reservoir during forward

piston motion. Following forward pumping, the solution in the reservoir was pumped

back into the pump cylinder by reversing the piston motion. A second one-way flow

valve installed in the test section-reservoir line prevented back-flow during reverse

piston movement. A block diagram of the test flow loop is shown in Figure 4.1.
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Figure 4.1: Flow loop block diagram & PIV setup. Arrows represent flow direction.

The test section was a 19.0-mm-diameter ⇥ 304-mm-long cylindrical hole through

a 355-mm block of cast polyurethane. At each end of the cylinder, a 22.0-mm-diameter

⇥ 25.4-mm-long cylindrical region provided the means to connect to glass tubing. A

computational model of the block and test section designed in SolidWorks (SoldiWorks,

Concord, MA) was used to construct a physical core model from stainless steel with a

computer numerical controlled (CNC) cutting lathe; the tolerance was within 0.0254

mm. A two-part, optically clear polyurethane (PolyOptic 1411 ES7, Polytek, Easton,

PA) was used as the casting medium. Progressive sanding, buffing, and polishing

produced a clear finish and high optical clarity, as shown in Figure 4.2.

4.2.2 Experiments

Velocity fields on a plane passing through the centerline of the tube were captured

using stereographic particle image velocimetry (SPIV) [1]. The LaVision 3D system

used (LaVision, Ypsilanti, MI, USA) consisted of two 1,476 ⇥ 1,040 pixel PIV CCD

cameras with 6.45 µm square pixels. The cameras were fitted with AF Micro-Nikkor
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Figure 4.2: Urethane block model used in PIV experiments as test section for optical
access. Flow direction is left to right.

60-mm lenses (Nikon, Tokyo, Japan) with lens f numbers of 8, and they were placed

in a stereographic configuration centered 55D downstream of the inlet. A 532-nm

Gemini PIV dual cavity double-pulsed Nd:Yag laser (New Wave Research, Fremont,

CA, USA) and various optics formed a 0.5-mm-thick, double pulsed, vertical light

sheet focused at the centerline of the tubular test section. In the laser sheet, light was

scattered by silver coated hollow glass spheres (TSI Incorporated, Shoreview, MN,

USA) having a mean diameter between 8-12 µm and a density listed at 1.65 g/mL.

The system operated in the two frame cross-correlation mode, and standard PIV

procedures were followed to obtain low-noise measurements of particle displacement

and velocity with a high percentage of valid vectors (> 95%). The DaVis software

(LaVision, Ypsilanti, MI, USA) was capable of extracting three components of the

velocity vector field on the plane of the light sheet, but this capability was not needed

in the present unidirectional flows.
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Camera calibration was performed between the two Imager Intense CCD cameras

to correct for any registration errors. A 3-D target plate (Type 5, LaVision) was placed

at the back edge of a 19.0-mm-thick rectangular urethane block parallel with the laser

light sheet. A mapping function within DaVis was then used to fit parameters to a

camera pinhole model. The root-mean-squared (RMS) error between the two cameras

averaged between 0.2 and 0.4 pixels upon calibration. A self-calibration process was

also used to further reduce the RMS error to less than 0.1 pixels by creating a disparity

map. Disparity correction was applied to correct for misalignment of the calibration

plate and for changes in light sheet position caused by model refraction.

Data were acquired for Reynolds numbers 500, 1, 000, 1, 500, 2, 000, 2, 500, and

3, 000. Acquisition at each Reynolds number comprised of three trials. A set of 30 to

180 image pairs was captured at a rate of 3-5 Hz depending on Reynolds number. The

number of image pairs varied because as Reynolds number increased, the time required

for the piston to reach the end of the cylindrical pump chamber decreased, while the

acquisition rate remained constant. Time separations between image pairs ranged from

580-3,500 µs. These separations were specified so as to constrain inter-image particle

displacements to between 10 and 15 pixels according to Adrian and Westerweel [1].

DaVis software was used to calculate flow velocity vector fields with a cross-

correlation algorithm. An elliptical weighting function was first applied to the interro-

gation windows. A multi-pass recursive cross-correlation algorithm was then executed.

Interrogation windows had an initial size of 64 ⇥ 64 pixels and a final size of 32 ⇥ 32

pixels with a 50% overlap between neighboring windows.
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4.2.3 Computational Fluid Dynamics Simulations

Simulations were performed using Cascade Technologies Inc.’s flow solver CLIFF.

CLIFF solves the three-dimensional Navier-Stokes equations in the constant density,

incompressible limit using second order, nodal discretizations on fully unstructured

meshes [34]. Due to the relatively low Reynolds numbers of the flows, no turbulence

models were required, thus the simulations were essentially direct numerical simulations

of the developing flow. Figure 4.3 shows a zoom of the mesh used in the simulations

in the diameter transition region. The mesh consisted of roughly 111,800 hexahedral

cells for all simulations. To limit numerical cost, axial symmetry was assumed and

only a single cell wedge in the circumferential direction was simulated.

Figure 4.3: Mesh used in the simulations in the diameter transition region.

To verify the simulation results, a grid convergence study was performed following

the procedure suggested by Roache [77]. Two additional meshes were generated, each

refined in the axial and radial directions by an additional factor 2, resulting in a
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medium mesh size of roughly 447,600 cells and a fine mesh size of roughly 1,791,000

cells. The analysis was performed for the axial velocity of the highest Reynolds

number case, ReD = 3, 000, inside the evolving thin boundary layer near the diameter

transition region at x/D = 1, r⇤ = 0.9, and t = 0.2s (t⇤ = 4.5e � 3). The obtained

grid convergence indices for the coarse and medium mesh were GCI23 = 1.31⇥ 10�3

respective GCI12 = 2.55 ⇥ 10�4 for the medium and fine mesh. The ratios of the

GCIs scaled by the mesh refinement factor r = 2 to the power of the observed order of

convergence p = 2.0, yields GCI12/GCI23r
p = 0.78, indicating that all three meshes

are sufficiently in the asymptotic regime of mesh convergence and that the reported

results are not unduly influenced by numerical discretization errors. The simulation

results reported in this paper were thus obtained with the coarse mesh only and error

bars on the simulation results are omitted since they would be too small to see due to

the low values of the GCI.

4.3 Results and Discussion

4.3.1 Validation of CFD with PIV Measurements

In order to validate the temporal development of start-up flow obtained through

CFD, velocity profiles were compared with PIV for the dimensionless transient time,

t

⇤ = t⌫/a

2, at x/D = 55 for ReD = 1, 000 as shown in Figure 4.4. Because the present

flow is neither steady nor fully developed, its stability cannot be compared directly

to that of steady, fully developed laminar flow. Hence, we have not addressed the

stability of the solutions, except to note that up to ReD = 3, 000 the solutions for

axisymmetric flow converge. All velocities were normalized by their bulk velocity.
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Figure 4.4: Comparison of velocity profiles between CFD and PIV in the transient
phase of constant volume flux start-up flow at ReD = 1, 000 and x/D = 55.

Temporal flow for all experimental Reynolds numbers developed before t

⇤ = 0.20.

The RMS error analysis between CFD and PIV at each time step and each Reynolds

number showed no more than 2% error at each grid point.

Similarly, in order to validate the spatial development of start-up flow obtained

through CFD, velocity profiles from CFD and PIV were compared as shown in

Figure 4.5 for ReD = 1, 000 as time t ! 1. Velocity profiles from CFD at various

stream wise locations show that the flat profile characteristic of the entrance flow is

gone by x/D = 30, although flow development continues for a significant distance.

At x/D = 55, where the PIV data were obtained, it is possible to compare the

CFD predictions and the PIV measurements. The CFD is, again, accurate to within

experimental error. The centerline velocity at x/D = 55 is Uc = 1.98UB, almost equal

to the maximum value Uc = 2UB that occurs in steady, fully developed flow.
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Figure 4.5: Comparison of velocity profiles between CFD and PIV during spatial
flow development at ReD = 1, 000 during constant volume flux start-up flow at
x/D = 55 as t ! 1.

4.3.2 CFD and PIV Comparisons to Analytical Solutions

The time histories of the centerline velocity in constant volume flux start-up flow

obtained through CFD and PIV were compared to the analytical solution derived

by Andersson and Tiseth [5] and the constant pressure gradient analytical solution

derived by Szymanski [89] at ReD = 1, 000 and x/D = 55, as shown in Figure 4.6.

The fluctuation in the PIV data is from noise within the system. The discrepancies

between PIV, CFD, and the analytical solution for constant volume flux appear

larger than illustrated in previous figures because the centerline data from PIV are

from a single point and not averaged. The average error between the PIV data and

the CFD and analytical volume flux driven solution is less than 2%. The constant

pressure gradient driven analytical solution is provided for comparison. The maximum

centerline velocities for CFD, PIV and the constant volume flux analytical solution

reach 98% of their respective asymptotic value at t⇤ = 0.139, while the Szymanski flow

reaches 98% of its asymptotic value at t⇤ = 0.69, confirming the results by Andersson
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Figure 4.6: Comparison of centerline velocity during start-up flow at ReD = 1, 000
and x/D = 55 between CFD, PIV, constant volume flux driven analytical solution,
and constant pressure gradient driven (Szymanski) analytical solution.

and Tiseth [5]. These results validate the CFD data and establish its accuracy to

within 2%. Hereafter, we rely on the CFD to explore the starting flow over a range of

parameters that would be onerous to access experimentally.

4.3.3 Start-up Flow CFD at Varying Reynolds Numbers

CFD data during transient time, t

⇤, were compared for constant volume flux

driven start-up at varying downstream locations, as shown in Figure 4.7. At shorter

downstream locations such as x/D = 5 and x/D = 25, the flows do not fully develop

to reach its asymptotic centerline velocity of U(0,t)
UB

= 2. However, the flows do reach
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Figure 4.7: Comparison of centerline velocities normalized by bulk velocity at varying
Reynolds numbers over time, t⇤, for constant volume flux driven start-up flow at
different x/D downstream locations. The arrows indicate the direction of the curves’
transition from ReD = 500 to ReD = 3, 000.

a steady state over time, as expected. At x/D = 55, all flows are at least 95% of

their maximum asymptotic centerline velocity value. By t

⇤ = 0.2 all velocities for

each of the Reynolds numbers reached their maximum asymptotic steady state value.

As expected, the maximum velocity observed at each downstream distance decreases

monotonically as Reynolds number increases. However, the maximum steady state

velocities for all Reynolds numbers increase as x/D increases.

As x ! 1, shown in Figure 4.8, the maximum steady state centerline velocity

for each Reynolds number reaches 98% of 2UB at t

⇤ = 0.139. Surprisingly, the

time t

⇤ required for each flow to reach asymptotic steady state velocity decreases

monotonically as Reynolds number increases.
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Figure 4.8: Comparison of centerline velocity normalized by bulk velocity of constant
volume flux driven start-up flow versus t

⇤ at x = 1 for varying Reynolds numbers.
The arrow indicates the direction of the curves’ transition from ReD = 500 to
ReD = 3, 000.

During transient times, highlighted in Figure 4.9, for 0 < t

⇤
< 0.2, lower Reynolds

numbers flows take more time to develop. At t

⇤ = 0.1 flows for all but ReD = 500

reach at least 98% of their maximum asymptotic centerline velocities at x/D = 85.

Up until x/D = 60, flow for ReD = 500 has a higher velocity than flows for the

other Reynolds numbers at all times. After x/D = 60, as t

⇤ increases, overlapping

of velocities at varying Reynolds numbers occurs. Here, the dependency of spatial

development is highlighted. Higher Reynolds number start-up flows require more

downstream distance to develop.
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Reynolds numbers at different t

⇤. The arrow indicates the direction of the curves’
transition from ReD = 500 to ReD = 3, 000.

Figure 4.10 shows that as t⇤ ! 1, the maximum steady state centerline velocity for

each Reynolds number reaches 2UB after x/D = 45 for ReD = 500. The downstream

distance required to reach steady state increases as Reynolds number is slowly increased.

As commonly cited in literature, shorter entrance lengths are sufficient for low Reynolds

numbers.

4.3.4 Spatio-temporal Development of the Start-up Flow

Figure 4.11 brings together Figures 4.8 and 4.10 in a contour plot of centerline

velocity during spatio-temporal development of constant volume flux start-up flow

49



0 10 20 30 40 50 60 70 80
1

1.1

1.2

1.3

1.4

1.5

1.6

1.7

1.8

1.9

2

U
(x

/D
,0
,t
∗ ∞
)

U
B

x
D

 

 

Re
D

 = 500

Re
D

 = 1000

Re
D

 = 1500

Re
D

 = 2000

Re
D

 = 2500

Re
D

 = 3000

Re
D

 = 3000

Re
D

 = 500

Figure 4.10: Comparison of centerline velocities normalized by bulk velocity versus
downstream x/D location at t⇤ = 1 for varying Reynolds numbers. The arrow
indicates the direction of the curves’ transition from ReD = 500 to ReD = 3, 000.

at ReD = 1, 000. The solid lines are contours from the CFD, and they provide a

complete description of the flow development. The curves plotted above and to the

right of the contour domain are, respectively, the centerline velocity in the spatially

developing (entrance) region under steady flow conditions U(x/D, 0, t ! 1)/UB,

and the centerline velocity during the temporally developing (transient) flow under

conditions of fully developed flow U(x/D ! 1, 0, t⇤)/UB. Interestingly, the behavior

of the contour plot is dominated by these asymptotic cases, making it easy to describe

the spatio-temporal development. For example, to within a good approximation,

the centerline velocity exceeds 98% of its steady, fully developed value (2UB) when

t

⇤
> 0.139 and x/D > 46, i.e., when t

⇤ is greater than the value needed to exceed

1.96UB in the fully developed flow region and x/D is greater than the value needed to
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exceed 1.96UB in the stationary flow region. We define fully developed to mean that

the flow is within 98% of 2UB. The numerical value is arbitrary, but reasonable in that

98% is acceptably close to fully developed flow and within the demonstrated accuracy

of the CFD computations. We also use the maximum spatial and time coordinates as

allowed by our computational simulations for analyses of x/D and t

⇤ ! 1.

The shaded regions in Figure 4.11 are contours of the approximation obtained

by assuming that spatial development and temporal development are independent of

each other and approach the fully developed transient as (x/D ! 1) and the steady
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developing flow as (t⇤ ! 1). Under these conditions, the approximate centerline

velocity at any (x, t) must be

Ũ(x/D, 0, t⇤)

UB
= 1 +


U(x/D, 0, t⇤ ! 1)

UB
� 1

� 
U(x/D ! 1, 0, t⇤)

UB
� 1

�
. (4.3)

The contour lines necessarily asymptote to the approximate product at large x/D

or large t

⇤ in Figure 4.11. Interaction between spatial and temporal development is

indicated by the differences between the solid lines and gray contours in the corner

regions where flow is neither fully developed in space nor time. The trends observed

in Figure 4.11 are also observed for the full range of Reynolds numbers between 500

and 3,000 and are discussed at greater length in the subsequent section.

4.3.5 Time and Space Development Guidelines

Figure 4.12 compiles data like that in Figure 4.11 for Reynolds numbers ranging

from 500 to 3,000 using 98% of the maximum centerline velocity as the criterion for

full development. From Figure 4.12, a power law trend for the time required to reach

1.96UB for steady, fully developed flow (t⇤d) can be expressed in the form

t

⇤
d = 0.139�

✓
xd/D

125

◆5.72

. (4.4)

The solution, however, is only valid for the laminar Reynolds number range

examined in this study because as xd/D ! 1, t⇤d = �1. An increase in Reynolds

number showed that the distance required to reach fully developed flow and the time

required to reach steady state are inversely related, while distance plays a more critical

factor in determining steady state velocity.
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constant volume flux start-up flow at varying Reynolds numbers.

Entrance length requirements for steady laminar and turbulent flows in infinitely

long tubes are well understood. However, there are currently no guidelines for start-up

flows driven by a constant volume flux.

[45] defines the development (entrance) length for steady laminar flow as

xdlaminar
/D = 0.06ReD, (4.5)

and the development length for steady turbulent flow as

xdturbulent
/D = 4.4ReD

1/6
. (4.6)

Figure 4.13 provides a general guideline for meeting the entrance length requirements

for constant volume flux driven start-up flow and compares it to entrance length

equations for laminar and turbulent flows. The development length for start-up flow
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Figure 4.13: Entrance length (xd/D) required to reach fully developed flow for
steady laminar, steady turbulent, and constant volume flux driven start-up flow after
reaching steady state.

in the laminar regime can be given by a Fourier fit approximation:

xdstart�up/D = 0.06ReD(1 + a1cos(!ReD)� b1sin(!ReD)), (4.7)

where a1 = 0.1324, b1 = 0.7191, and ! = 3.584⇥ 10�4. The equation is valid within

the range of Reynolds numbers, 0 < ReD < 3, 000.

Below ReD = 750, Eqs. 4.5 and 4.7 are similarly reliable for estimating entrance

development length. However, between ReD = 750 and 3,000, Eq. 4.7 is a better

approximation due to the dramatic fall off of development length required to achieve

fully developed flow in Eq. 4.6.

Two trends are clearly observed for constant volume flux driven start-up flow in

terms of development time and length:
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1. Development time (t⇤d) depends weakly on Reynolds number.

2. Development length (xd/D) depends almost entirely on Reynolds number.

4.4 Conclusions

Andersson and Tiseth’s analytical solution [5] for a start-up flow in an infinitely

long tube driven by a constant flow rate is also valid for finite length tubes at

locations beyond the entrance flow development length. This has been demonstrated

by observing the same flow at x/D=55 downstream of the inlet. The development

transient in time is insensitive to the position of the piston provided the piston is

more than two piston diameters away from the tube entrance. Under these conditions,

our results apply for constant volume flux start-up flows in physically similar piston

pumps. The flow development region is significantly shorter spatially and temporally

than in constant pressure gradient driven flows.

We have produced a spatial and temporal evolution mapping of velocity profiles

using CFD for start-up flows with a suddenly imposed constant volume flux at realistic

entry positions. A space-time development boundary has been calculated using CFD

and confirmed experimentally using PIV, with the development boundary’s effects on

the velocity profiles documented. The measurements taken were also compared to

constant pressure gradient driven start-up flow, which was described by Szymanski

[89] and is a common assumption made for many piston pump applications. Our

results provide guidelines for experiments to start after a certain distance downstream

and time (a spatio-temporal threshold). Future research will focus on quantifying the

effects of these boundaries on various industry and research applications.
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Chapter 5

MATCHING DOWNSTREAM VELOCITY AND FLOW WAVEFORMS FOR IN

VITRO CARDIOVASCULAR FLOW EXPERIMENTS

5.1 Introduction

85.6 million Americans (1 in 3 adults) suffer from cardiovascular disease (CVD)

[69]. Further, CVD accounts for 17.3 million deaths per year globally, a number that is

expected to grow to more than 23.6 million by 2030 [2]. Aortic diseases account for sig-

nificant cardiovascular morbidity and mortality worldwide. Specifically, atherosclerosis

and aneurysms play a major role in diseases of the aortic arch, descending thoracic,

and abdominal aorta [72]. Due to the highly complex nature of in vivo cardiovascular

flow, the development of transitional and turbulent flows under normal physiologic

conditions is still not fully understood. However, these flows have been linked to the

development of CVD [86, 58, 84].

Pulsatile flow piston pumps are advantageous for fluid dynamic investigations of

anatomical phantom models because they can replicate flow waveforms like those

generated by the human heart [64, 52, 39, 90, 7] although the physiological waveforms

are difficult to replicate and adjust downstream and seldom match the intended

waveform at the phantom [102]. As a result, many in vitro systems require the use of

a system that utilizes the Windkessel model, which incorporates flow resistors and

capacitors downstream [98, 54, 55]. The inherent trial and error nature of the process

is very time consuming and tedious. However, once the appropriate waveforms are
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achieved, the experiments are carried with high fidelity and can be used to inform

CFD simulations for validation of code and the assumptions made.

Image-based computational fluid dynamics (CFD) is widely used to obtain patient-

specific hemodynamic fields in atherosclerotic and aneurysmal cases. However, these

approaches make simplifying assumptions on the system dynamics and/or parameters

due to limited computational resources and time [20, 70, 33]. Additionally, the

downstream waveform seldom matches the intended waveform at the phantom model,

a problem faced by many experiments as well. Prediction of the inlet velocity waveform

at the test section during steady and unsteady flow is not only critical for obtaining

meaningful experimental results but is also useful for CFD simulations because of the

potential to reduce the computational domain when using patient-specific geometries

by initializing the flow field close to the final solution. A review by Lasheras [59]

concluded that “numerical and experimental flow studies still need to improve their

inherent uncertainties resulting from the difficulties in setting up the appropriate initial

and boundary conditions” in order to be truly useful for understanding pathological

development and predict disease progression.

The human cardiovascular system and the heart’s output are often modeled using

electrical circuits [99] and in control theory are described as linear and time-invariant

(LTI) systems [23]. Application of LTI systems theory is useful because any system

that is both linear and time-invariant can be characterized entirely by a single function

called the system’s impulse response [106]. The output to any input signal can be

determined if the response to the unit impulse is known, such as when there is a sudden

or almost instantaneous force, change of velocity, or shock [40]. Thus, a method that

leverages LTI systems theory to accurately predict the downstream velocity and flow

waveforms is needed.
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In this study, the use of LTI system theory is presented to predict the response

to a piston-driven pump in order to establish inlet velocity waveforms at a phantom

test section. Mass control flux [14] and the step response of a piston-driven pump are

used to find the transfer function of the entire system with respect to flow conditions

at locations downstream of the pump. The flows are examined experimentally, using

stereographic particle image velocimetry (PIV), and are compared to the pump input

and predicted velocity waveform.

5.2 Methods

5.2.1 LTI System Theory

The unit impulse response of the system, h(t), is the derivative of the unit step

response, s(t):

h(t) =
ds(t)

dt

. (5.1)

Thus, the system output, y(t), can be predicted by convolving the input velocity

waveform, x(t), and the unit impulse response of the system, or transfer function,

h(t), described by:

y(t) = x(t) ⇤ h(t). (5.2)

Here, the system is defined as the pump and the flow loop since flow response depends

upon the inertia of the fluid in the flow loop. Piston face position is defined by x(t),

and y(t) is the centerline velocity of the fluid 55D downstream of the pump. Image

processing motion estimation techniques were used to find the step response of the

pump system by tracking piston motion using high-speed cameras. The process for

predicting and validating the piston input waveform is summarized in Figure 5.1 steps
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1 through 6. The process for predicting the piston input waveform necessary to obtain

the desired downstream flow/velocity output waveform is explained in steps 7 and

8. The subscripts s, p, e, and w denote step, predicted, experimental, and arbitrary

waveform respectively.

Experiments were carried out using a flow loop driven by a custom computer-

controlled piston pump capable of imposing both steady and unsteady flow rates

described in an earlier study [14]. The flow loop consisted of the piston pump, a

urethane block test section, and a reservoir tank to receive the flow. An aqueous

sodium iodide solution was used as the working fluid. Starting flow data at a Reynolds

(Re) number of 1,000 and pulsatile flow data were obtained using previously published

techniques [14, 79, 92]. Velocity fields were captured using stereographic particle

image velocimetry (PIV) in accordance with [1]. The area of interest in the urethane

model was positioned at 55 diameters (D) downstream of the pump at the model inlet.

The methods were extended and confirmed using 1.5 T Avanto Whole Body system

(Siemens Medical Solutions, Malvern, Pennsylvania) by the Fogel group at Children’s

Hospital of Philadelphia (CHOP).
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Figure 5.1: Process diagram for predicting the downstream flow/velocity output
waveform to an arbitrary piston input waveform (top) and predicting the piston input
waveform necessary to achieve an desired downstream output waveform downstream
(bottom).
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5.3 Results

Figure 5.2 simultaneously plots the step response s(t) (left) and impulse response

h(t) (right) of the pump system during starting flows at Re = 1, 000. The impulse

response is obtained from taking the derivative of the experimentally measured step

response.
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Figure 5.2: Step response s(t) (left) and impulse response h(t) (right) of the pump
system during starting flows at Re = 1, 000.

A comparison of the input aortic flow waveform, predicted pump response waveform

based on LTI system theory, and phase-averaged PIV measurements of the pump

output relative to the start of the cardiac cycle is presented in Figure 5.3. The peak

velocity normalizes all data presented. The piston input is an aortic flow waveform

with a 0.7-second period. The predicted pump response is obtained by convolving
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Figure 5.3: Comparison of the piston input velocity waveform (xw), predicted
downstream pump output velocity waveform (yp), and measured downstream pump
output (xp) obtained with phase-averaged PIV relative to the start of the cardiac
cycle.

the pump input waveform with the calculated system impulse response obtained in

Figure 5.2. The predicted pump output curve closely follows the input and measured

pump output curves during systole to within 2.5%. The predicted piston lag time is

confirmed experimentally using PIV and the maximum error between the predicted

pump output and the measured pump output is 3% at the end of the cardiac cycle.

The same technique was applied to a volumetric flow waveform and showed significant

improvement, especially near the trough of the waveform for measurements made

with phase-contrast MRI, as shown in Figure 5.4. The final part of the workflow

in Figure 5.1 was executed in Figure 5.5. The results agree with the theory and

the velocities obtained with PIV match the desired velocities originally needed. The

measured pump output (yw) data series was obtained with PIV and measurements

were taken only between 120 ms and 345 ms at 25 ms intervals with time relative to
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Figure 5.4: Comparison of the piston input flow waveform (xw), predicted
downstream pump output waveform (yp), and measured downstream pump output
(xp) obtained with PC-MRI relative to the start of the cardiac cycle (performed with
CompuFlow MR 1000 mass flux controlling pump at Children’s Hospital of
Philadelphia, Philadelphia, PA).

the start of the cardiac cycle. Although the waveform is 0.7 seconds long, PIV data

were obtained for the major parts of the waveform, specifically at times where the

measured pump output (ye) previously did not match the pump input waveform (xw).

Beyond 0.4 seconds, the velocities are essentially zero, but were not confirmed due to

time constraints. These points will be obtained at a later date, but their omission do

not affect the results in any way.
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Figure 5.5: Comparison of the piston input flow waveform (xw), predicted
downstream pump output waveform (yp), measured downstream pump output
obtained with phase-averaged PIV (ye), newly predicted pump input waveform (xp),
and newly measured pump output (yw) relative to the start of the cardiac cycle.

5.4 Discussion

Downstream velocity waveforms are generally very difficult to predict in a phantom

model for both experimental and computational work. Most flow pump systems are

able to follow and generate physiological waveforms downstream of the pump, at

the area of interest. Although the mean flow rates may be equivalent to the desired

mass and volume flux, the velocity waveforms themselves are dissimilar. This study

demonstrates a straightforward method for obtaining more accurate experimental

results by allowing the user to predict downstream velocity waveforms at the test

section. Not only is this useful for experimentalists, but computational groups may

leverage these results to minimize the computational domain, especially when using
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patient-specific geometries. Starting simulations at the inlet of the test section near

the area of interest rather than waiting for fully developed or incorrectly assuming

fully developed conditions will also reduce computation time.

The application of these techniques to predict the necessary piston input waveform

to achieve the desired downstream flow/velocity output waveform is a big step towards

higher fidelity in vitro studies. Accurate and precise control over the boundary

conditions reduces the disparity between real-world experiments and computational

simulations. A step response starting from zero and a step response with a mean flow

component both result in the same impulse response. Conveniently, profile matching

can be expanded to pump systems with a mean flow component (e.g., a gear pump)

that use a piston pump to create the pulsatile flow component [95].

There are, however, limitations of this study. First, the transfer function and

impulse response method works best with large peak-to-peak amplitude waveforms.

Low dynamic range waveforms (no more than 30% change in normalized amplitude)

do not improve the prediction results. Tests with low amplitude waveforms found

that dampening effects occur, most likely due to high fluid resistance in the system.

Second, tubing with nonlinear or time-varying elastic properties due to changes in

pressure may affect the accuracy of velocity and flow waveform prediction, since

linearity and time-invariance are two critical assumptions for this technique. However,

some non-rigid tubing such as flexible Tygon which has much higher tensile modulus

than compliant blood vessels may be used. As a result, the maximum pressures within

the test section will be lower with compliant tubing than with rigid tubing. Wave

propagation and reflection may also play a role as more compliant tubing is used.

The results obtained from the waveforms were normalized by the maximum velocity

during the cycle and were found to show excellent agreement between the desired
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output and the measured output. However, it is recommended that results be scaled

according to Reynolds number to give accurate flow and velocity descriptions and

minimize sources of error. More studies are needed to discover more limitations of

this impulse response technique and validate other waveforms.

5.5 Conclusions

In 2007, Lasheras [59] concluded that “numerical and experimental flow studies

still need to improve their inherent uncertainties resulting from the difficulties in

setting up the appropriate initial and boundary conditions” in order to be truly useful

for understanding pathological development and predict disease progression. Since

then many amazing tools have been developed and experiments and simulations are

stronger than ever. However, the difficulty in obtaining proper boundary conditions

has still remained constant. To the authors’ knowledge, this is the first study that

attempts to predict the desired downstream waveform a priori. In order to have a

theoretical basis for the application of LTI theory, we derive an approximation that

allows us to assume the piston system described is linear, based on the assumption

that the user is running a piston-based flow pump system that uses a constant volume

flux to drive flow instead of a constant pressure gradient when a step input is applied.

Many experimental groups struggle to obtain the correct flow downstream, which

is often obtained through unduly manipulation of the system until desired outcomes

are met. This technique attempts to alleviate these stresses by allowing the user to

predict not only the waveform that will reach the test section but also the piston

input waveform needed to achieve the desired output. The benefits of predicting the

downstream flow are numerous: minimizing the computational domain in patient
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specific and complex geometries and granular control over boundary and initial

conditions, to name a few. Future research will focus on quantifying the effect

these new boundary conditions have on performing in vitro flow and patient-specific

computational studies.

67



Chapter 6

IN VITRO EXPERIMENTS TO MEASURE THE PRESSURE GRADIENTS IN

PATIENT-SPECIFIC COARCTATION OF AORTA GEOMETRIES

6.1 Introduction

Cardiovascular disease (CVD) is a class of diseases that affects the structures or

function of the heart and/or blood vessels and is the leading cause of death for both

men and women. The American Heart Association recently reported that 610,000

Americans die (1 in every 4 deaths) from CVD each year [69]. Globally, over 17.3

million deaths annually are a result of CVD, a number that is expected to grow to

more than 23.6 million by 2030 [2]. Further, the total direct medical costs of CVD in

the United States are projected to triple from $272.5 billion to $818.1 billion over the

same period [36].

Coarctation of aorta (CoA) is the 6th most common congenital heart defect (CHD),

prevailing in up to 10% of all CHD patients [69]. CoA, which affects 4.1 out of every

10,000 births, impairs blood flow to downstream blood vessels and organs [10, 85]. It

is characterized by a severe narrowing at the aortic arch distal to the left subclavian

artery that leads to a pressure gradient (�P ) across the coarctation. Left untreated,

the heart is unable to properly distribute oxygenated blood to the rest of the body.

The body attempts to compensate for the drastic loss of pressure by making the heart

pump function harder and faster, ultimately leading to congestive heart failure [56].

Treatment is recommended if systolic �P > 20 mmHg [78] or if significant collateral

flow is present [62, 71]. The surgical approach is generally dictated by the severity

68



of the coarctation. The treatment options vary from minimally invasive, such as

endovascular stents and balloon angioplasty, to extremely invasive options such as

surgical repair. However, the outcomes of these approaches are not known a priori.

The treatment outcomes are generally positive, but challenges such as decreased life

expectancy and propensity for hypertension, coronary artery disease (CAD), and

aneurysms still remain. The 20 mmHg at rest standard may also ignore relevant

broader hemodynamics, potential impact on wall shear stress (WSS) and CAD, and

extreme cases such as exercise and co-existing conditions [56].

Computational Fluid Dynamics (CFD) is a non-invasive means to augment medical

imaging and clinical measurements to positively impact clinical decision-making by

predicting treatment outcome. It allows for simultaneous measurement of fluid data,

whose parameters can be varied over the physiological range to enable systemic

testing optimization and personalization. CFD also offers the ability to perform

these simulations with patient-specific geometry, including the aortal vasculature and

arterial tree. Through CFD, many surgical techniques have already been improved

upon such as Fontan procedures [75, 88] and heart valve placement [13].

The scope of previous studies have been predominantly to confirm simulated CFD

pressure gradients by comparing to literature or in vivo patient-specific measurements

[92, 80]. Recently, Olivieri et al. [73], Itu et al. [44], Goubergrits et al. [31], and

Goubergrits et al. [32] simulated pre- and post- treatment of CoA. Limitations

have been the most commonly found for CFD simulations: the uncertainties in

boundary conditions such as outlet flow rates and rigid wall approximations, as well as

reconstruction from medical imaging. So far, no groups have yet to confirm adequate

flow patterns. Furthermore, post-interventional MRI data have rarely been collected,

making it even more difficult to validate. A good alternative is in vitro experiments
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since they do not rely on patient reliability and uncertainty. More studies have begun

investigating CoA with in vitro experiments using PIV and similar techniques [47, 49,

28]. Keshavarz-Motamed et al. [49] and Gallo et al. [28] examined healthy aorta and

a realistic coarctation model, respectively, using particle image velocimetry (PIV) and

particle tracking velocimetry, but not patient-specific anatomically accurate geometries.

There is still a need for verifying the physiological CoA aortic flow patterns simulated

from CFD.

LaDisa et al. [56] showed the ability of CFD to simulate CoA pressure and fields,

but they did not compare with catheterization, nor did they have a means for in

vitro validation. In this study, particle image velocimetry (PIV) and catheter-based

pressure measurements were performed on two of the same anatomical coarctation

model geometries [101]. These models were generated from the same input meshes

used in fluid dynamic simulations to directly compare experiment and theory. PIV

is used to show that HARVEY, a massively parallel CFD application designed for

large-scale hemodynamic simulations based on the lattice Boltzmann method is also

valid for high Reynolds number flows in complex geometries. This is the first known

study to have investigated computational simulations and anatomically accurate in

vitro experiments simultaneously for the purposes of pre-surgical planning of CoA.
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6.2 Materials and Methods

6.2.1 Patient-Specific Model Construction

6.2.1.1 Aortic Geometries

Segmented and reconstructed computational 3D patient aorta geometries were

selected from a database of medical image-based anatomical models [101]. Each model

originated from Gadolinium-enhanced MR angiography (MRA) scans of an 8-year-old

female with moderate native CoA and a 10-year-old female with severe native CoA

[56].

To ensure 3D printability and castability, the 3D models were adjusted using

Geomagic Studio (3D Systems, Rock Hill, SC) by removing and trimming nonessential

vessel geometry, smoothing surface meshes, and removing all holes, non-manifold

polygons, and self-intersections. Cylinders were constructed and attached to the end

of the vessels in the computational models to serve as connector regions. The regions

facilitated a water-tight seal when connected to a flow loop. The final computational

models used for 3D printing are shown in Figure 6.1.

6.2.1.2 Model Construction

This final computational model was then used to create a positive core through

3D printing in a high-precision 3D wax printer (R66+, Solidscape, Merrimack, NH).

After printing, support material was removed by immersing the model in a desupport

solvent (BIOACT VSO, Vantage, Gurnee, IL) bath held between 50°C and 55°C. Then,
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a. b.

Figure 6.1: a) 8-year-old female moderate coarctation computational model. b)
10-year-old female severe coarctation computational model.

the model, for example in Figure 6.2, was cast into metal using a lost-wax casting

technique. The lost-wax casting process began by staging the model in a metal flask

and investing the wax model in silica plaster (Satin Cast 20, Kerr, Orange, CA).

Following investment, the wax is burnt out using a kiln (J-203, Satellite Manufacturing,

Pomona, CA), and the resulting voided investment is cast with a near-eutectic metal: a

bismuth-based alloy (ROTO212F Low Melt Fusible Bismuth-Based Alloy, Rotometals,

San Leandro, CA). The resulting metal model was buffed and polished to smooth any

imperfections. The metal core was placed in an acrylic housing chamber; this would

serve as the mold box for a secondary casting cost-core casting process.

A two-part, optically clear polyurethane mixture (PolyOptic 1411 ES7, Polytek,

Easton, PA) was used as the casting medium. The liquid resin was mixed per

manufacturer instructions and poured into the acrylic mold box until the metal core

was sufficiently covered. The distance from the surface of the polyurethane to the
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Figure 6.2: Final 3D printed coarctation model (severe) ready for lost-wax casting
process.

center of the region-of-interest equaled the thickness of the polyurethane block that

would be used for PIV camera calibration. The entire mold structure was then placed

into a pressure chamber. The chamber subjected the mold and resin to 60 psi pressure

for 72 hours in order to degas the mixture while the resin cured. This ensured that

any bubbles, generated during the mixing process, released from the resin, resulting

in a bubble free casting.
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After the urethane cast was completely cured, the model was heated in a kiln

at 115°C. A majority of the metal evacuated the urethane block during this heating

process. Any residual metal that did not evacuate was removed by filling the lost-core

model with a 3:1 solution of nitric acid and hydrochloric acid, respectively. The model

was then cleansed with water and detergent. A progressive sanding technique was

employed to the faces of the urethane model, starting with 240-grit sandpaper and

progressively moving up to 3,000-grit sandpaper. This post-processing step ensured a

clear finish by reducing the size of surface aberrations. Finally, a buffing solution and

polishing cloth were used to remove any remaining fine scratches and surface artifacts

while ensuring high optical clarity. The resulting anatomical block models used in

experiments are shown in Figure 6.3.

6.2.2 Piston Pump

Experiments were conducted in a flow loop driven the computer controlled piston

pump shown in Figure 3.3. The pump system consisted of an acrylic pump head, and

electric cylinder, and a servo amplifier/drive mounted on an aluminum base plate.

The pump head housed a 57.0-mm-diameter piston having a 420-mm-stroke actuated

by the electric cylinder (N2-AKM23D-BNC102B-18, Danaher Motion, Washington,

DC) controlled by an analog signal input to the servo amplifier/drive (AKD-B00306-

NAAN, Danaher Motion, Washington, DC). The analog signal was generated by

computer using LabVIEW software (National Instruments, Austin, TX) and sent to a

multiple channel analog output data acquisition (DAQ) board to generate synchronized

waveforms for analog position control and a trigger signal for PIV image acquisition.
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Figure 6.3: Lost-core physical models of moderate (left) and severe (right)
coarctations after post-processing. Each model is now ready to be connected to the
flow loop.

6.2.3 Flow Loop

The flow loop consisted of three major components: the piston pump, a physical

lost-core model with the geometry of interest, and a reservoir tank to receive the

flow from each of the outlets. The pump, the test section, and the 5 gallon reservoir

plus various connecting tubes formed a closed-loop system. The system’s flow loop is

pictured in Figure 6.4.

Model inlets and outlets were connected to the flow loop with flexible Tygon tubing

(R-3603, Ryan Herco Flow Solutions, Burbank, CA) and was placed on a custom stage

to allow a laser light sheet to pass vertically through the centerplane of the model

for optical imaging. The inlet tubing diameter was 19.05 mm while the tubing varied
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Figure 6.4: Photograph of the aortic flow loop with all major components labeled.

between 6.35 mm, 9.525 mm, and 12.7 mm for their respective outlets. The fluid

flowing through the loop was a sodium iodide-based solution (⌫ = 2.05⇥ 10�6
m

2
s

�1,

⇢ = 1.75g/mL) with a refractive index matched to the urethane block (n = 1.49), to

render the urethane walls invisible and eliminate optical distortion by the walls of the

models during PIV.

6.2.4 Particle Image Velocimetry

Velocity fields on a plane passing through the center of the model were captured us-

ing stereographic particle image velocimetry (SPIV) [1]. The LaVision 3D Flowmaster

stereo PIV system used (LaVision, Ypsilanti, MI, USA) consisted of two 1,476 ⇥ 1,040

pixel Imager Intense PIV CCD cameras with 6.45 µm square pixels. The cameras were

fitted with AF Micro-Nikkor 60-mm lenses (Nikon, Tokyo, Japan) with lens f numbers

of 8, and they were placed in a stereographic configuration centered 55D downstream

of the inlet. A 532-nm Gemini PIV dual cavity double-pulsed Nd:Yag laser (New
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Wave Research, Fremont, CA, USA) and various optics formed a 0.5-mm-thick, double

pulsed, vertical light sheet focused at the centerline of the model for both the CoA and

model inlet regions. In the laser sheet, light was scattered by silver coated hollow glass

spheres (TSI Incorporated, Shoreview, MN, USA) having a mean diameter between

8-12 µm and a density listed at 1.65 g/mL. The system operated in the two frame

cross-correlation mode, and standard stereo PIV procedures were followed to obtain

low-noise measurements of particle displacement and velocity with a high percentage

of valid vectors (> 95%).

6.2.4.1 Camera Calibration

Camera calibration was performed between the two Imager Intense CCD cameras

to correct for any registration errors. A 3-D calibration plate (Type 5, LaVision)

was placed at the back edge of a rectangular urethane block the same width as

the distance from the outer wall to the center of the interior lumen of the model

parallel with the laser light sheet. A mapping function within DaVis was then used

to fit parameters to a camera pinhole model. The root-mean-squared (RMS) error

between the two cameras averaged between 0.2 and 0.4 pixels upon calibration. A

self-calibration process was also used to further reduce the RMS error to less than 0.1

pixels by creating a disparity map. Disparity correction was applied to correct for

misalignment of the calibration plate and for changes in light sheet position caused by

model refraction.
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6.2.5 Data Acquisition

An ascending aorta inflow waveform with a cardiac output of 3.245 L/min, average

heart rate of 86 beats/min, and cardiac cycle of 0.7 seconds was used as the input

waveform to the pump [92, 56]. Each point on the waveform was converted from flow

rate to velocity as a function of voltage. The time-averaged steady flow waveform

was created by obtaining the mean flow rate of the aortic waveform and using the

correlating voltage. The peak systolic and time averaged Reynolds numbers for the

inlet were Re ⇡ 6, 741 and Re ⇡ 1, 725, respectively.

For pulsatile flow, data were acquired for reference times between 100-600 ms at

50 ms increments. Time separations between image pairs ranged from 100-1,200 µs.

These separations were specified so as to constrain inter-image particle displacements

to between 10 and 15 pixels for the CoA models according to Adrian and Westerweel

[1]. Acquisition for steady flow comprised of a minimum of three trials resulting in a

minimum of 200 image pairs. At each reference time during pulsatile flow, 21 cardiac

cycles were obtained for each trial. A minimum of 5 trials were performed to obtain

at least 100 image pairs.

DaVis software was used to calculate flow velocity vector fields with a cross-

correlation algorithm. An elliptical weighting function was first applied to the interro-

gation windows. A multi-pass recursive cross-correlation algorithm was then executed.

Interrogation windows had an initial size of 64 ⇥ 64 pixels and a final size of 32 ⇥ 32

pixels with a 50% overlap between neighboring windows for the CoA models.
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6.2.6 Pressure Gradient Measurements in Coarctation Models

Pressures measurements between the proximal and distal ends of the CoA were

acquired in the anatomical (urethane) lost-core models using a fluid-filled pressure

transducer (Harvard Apparatus, Holliston, MA) using the same technique described by

Roszelle et al. [79]. To obtain measurements near the CoA, a 0.45-mm-diameter hole

was microdrilled into the models, as shown in Figure 6.5. A 0.4-mm microcatheter

was then threaded into the hole, and the microcatheter tip was placed at the center

of the inner lumen. The pressure transducer was connected to an amplifier (Harvard

Apparatus, Holliston, MA) and DAQ (National Instruments, Austin, TX), and pressure

measurements were recorded using LabVIEW Signal Express (National Instruments,

Austin, TX). The transducer was placed at the same height as the pressure taps and

calibrated with the experimental solution and a digital manometer. The voltage was

recorded every 30 mmHg between 0 and 150 mmHg to determine the proper scaling.

Measurements were taken for 25 continuous seconds at all flow rates and under

steady and pulsatile flow conditions at a sampling rate of 1,000 Hz. For the steady

flow rates, an average pressure was calculated from the mean of sample once any flow

had developed. For the pulsatile flow rates, twenty-one full cycles were selected from

the 25-second sample and the maximum systolic pressures were averaged to generate

a single average maximum systolic pressure for the entire cycle. It should be noted

that pressure measurements were only acquired in the anatomical urethane models

after PIV data had been acquired on the models to prevent any flow or imaging

complications.
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Figure 6.5: Lost-core physical coarctation (moderate) model with pressure taps
proximal and distal to the CoA indicted by arrows.

Figure 6.6: Lost-core physical coarctation (severe) model with pressure taps proximal
and distal to the CoA indicted by arrows.
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6.2.7 HARVEY Simulations

Named for the 17th century English physician William Harvey, who is credited for

discovering the circulation of blood, HARVEY is a massively parallel computational

fluid dynamics application, based on the lattice Boltzmann method (LBM) and

developed by Dr. Amanda Randles.

The lattice Boltzmann method is an computational algorithm for solving the

(weakly compressible) Navier-Stokes equations. Rather than simulating macroscale

pressure and velocity, as in conventional computational fluid dynamics algorithms,

LBM is derived from the Boltzmann equation of statistical physics and represents

the fluid with a distribution function of fictive particles in the mesoscale [16]. The

distribution function fi(x, t) represents the number of particles with discrete velocity

ci located at grid point x at time t. The evolution of the flow in time is governed by

the lattice Boltzmann equation,

fi(x+ ci�t, t+ �t)� fi(x, t) = �⌦
⇣
fi(x, t)� f

eq
i (x, t)

⌘
. (6.1)

On the right side of the equation, the particle distribution relax toward equilibrium,

in a process known as ‘collision’. Conversely, during the ‘streaming’ process on the

left side, the particles between grid points according to their velocities. These two

aspects of the lattice Boltzmann equation roughly correspond to the diffusion and

advection aspects of the incompressible Navier-Stokes equations. LBM adapts well to

complex geometries and scales efficiently, making it suitable for large hemodynamics

simulations [76].

HARVEY uses an STL file of the blood vessel to compute the simulation grid.

Flow parameters such as fluid viscosity may be set, along with the pressure or velocity

conditions at the inlets and outlets of the geometry. In the simulations presented,
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the fluid viscosity was 2.05 cP and the fluid density was 1, 000 kg/m3. The inlet

condition was a steady parabolic flow, with a maximum velocity of 0.4 m/s at the

vessel centerline. The outlet condition was a constant 80 mmHg at each outlet.

As the Reynolds number approaches the turbulent regime, higher resolution grids

are necessary for obtaining convergent results. With Reynolds numbers in the aortal

vasculature up to 10, 000, a grid resolution of 25 µm is used to resolve the flow, which

requires large numbers of grid points and necessitates the use of high performance

computing. HARVEY is written in C/C++ and parallelized with MPI. The subsequent

simulations were run on Blue Gene/Q, using 4096 nodes with 16 cores apiece.

Like any CFD application, HARVEY has been validated using idealized analytical

flows, such as Poiseuille flow. However, for the specific purpose of large scale hemo-

dynamics simulations in vascular geometries, data from PIV is vital to show that

HARVEY correctly simulates high Reynolds number flows in complex geometries.

Using the parameters mentioned, steady flow was simulated for approximately 0.5

seconds.

6.3 Results

6.3.1 Moderate CoA

6.3.1.1 Inlet Region

Figures 6.7(a)-(j) are centerplane flow velocity vectors in the inlet region to the

moderate CoA for both time averaged and pulsatile conditions obtained with PIV.

The direction of flow is right to left for the inlet region. The velocity vectors in each
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figure are normalized by the maximum velocity observed over the entire cardiac cycle

in the stenosed region. For reference, the velocity vector fields are overlaid on top of

the area of interest. As expected, the velocity vectors follow the pulsatile waveform,

and mostly parabolic flow is observed in the inlet. Recirculation is present during

diastole at time points 400 ms.

6.3.1.2 Stenosis Region

Figures 6.8(a)-(l) are centerplane flow velocity vectors in the moderate CoA for

both time averaged (steady) and pulsatile conditions obtained with PIV. The direction

of flow is left to right in the stenosis region. The velocity vectors in each figure are

normalized by the maximum velocity observed over the entire cardiac cycle. Elevated

velocity was observed near the coarctation for all time points. Acceleration of flow

across the stenosed region produced complex downstream swirling and recirculation,

often with an impinging jet. Maximum velocities are observed at 250 ms.

6.3.1.3 Comparisons to CFD

CFD data on the geometries of interest were obtained from Wilson, Ortiz, and

Johnson [101]. In Figure 6.9, CFD volume-rendered velocity of the moderate CoA

throughout the cardiac cycle is presented for completeness and aggregation of results.

Renderings for peak systole, end systole, and end diastole are provided to match with

the PIV measurements acquired.
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(a) PIV velocity field for time averaged

(steady) flow.

(b) PIV velocity field for pulsatile flow

at 150 ms.

(c) PIV velocity field for pulsatile flow

at 200 ms.

(d) PIV velocity field for pulsatile flow

at 250 ms.

(e) PIV velocity field for pulsatile flow

at 300 ms.

Figure 6.7: PIV velocity vector fields for inlet region of moderate CoA model at
varying time points in the cardiac cycle.
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(f) PIV velocity field for pulsatile flow

at 350 ms.

(g) PIV velocity field for pulsatile flow

at 400 ms.

(h) PIV velocity field for pulsatile flow

at 450 ms.

(i) PIV velocity field for pulsatile flow

at 500 ms.

(j) PIV velocity field for pulsatile flow

at 600 ms.

Figure 6.7: PIV velocity vector fields for inlet region of moderate CoA model at
varying time points in the cardiac cycle (cont.).
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(a) PIV velocity field for time averaged

(steady) flow.

(b) PIV velocity field for pulsatile flow

at 100 ms.

(c) PIV velocity field for pulsatile flow

at 150 ms.

(d) PIV velocity field for pulsatile flow

at 200 ms.

(e) PIV velocity field for pulsatile flow

at 250 ms.

(f) PIV velocity field for pulsatile flow

at 300 ms.

Figure 6.8: PIV velocity vector fields for stenosis region of moderate CoA model at
varying time points in the cardiac cycle.
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(g) PIV velocity field for pulsatile flow

at 350 ms.

(h) PIV velocity field for pulsatile flow

at 400 ms.

(i) PIV velocity field for pulsatile flow

at 450 ms.

(j) PIV velocity field for pulsatile flow

at 500 ms.

(k) PIV velocity field for pulsatile flow

at 550 ms.

(l) PIV velocity field for pulsatile flow

at 600 ms.

Figure 6.8: PIV velocity vector fields for stenosis region of moderate CoA model at
varying time points in the cardiac cycle (cont.).
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Figure 6.9: CFD volume-rendered velocity of moderate CoA during peak systole
(left), end systole (middle), and end diastole (right) [56]. All renderings have the scale
below with units of cm/s. Image reproduced from the OSMSC (#0111) data set
repository. Used with permission.

Figure 6.10 is a CFD contour plot of the velocity normalized to Re = 3, 875 at a

surface slice of the coarctation through the model centerplane. This slice is processed

to coincide with the PIV generated contour plot in Figure 6.11. The recirculation

zones and impinging jets are almost identical in nature at the same locations in the

geometry.
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Figure 6.10: CFD surface slice velocity contour plot of the moderate CoA model
through the centerplane at a reference time of 112 ms in the cardiac cycle.

Figure 6.11: PIV generated velocity contour plot of the moderate CoA model through
the stenosis centerplane at a reference time that matched the maximum Re in the
slice from the CFD simulation.
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6.3.1.4 Comparisons to HARVEY

Using the parameters described in the methods, steady flow was simulated using

HARVEY for approximately 0.5 seconds. At this time, the pressures near the stenosis

are:

Average pressure at plane 1, before the stenosis: 82.107 mmHg

Average pressure at plane 2, after the stenosis: 80.8481 mmHg

The pressure difference of 1.2589 mmHg matched the steady pressure differences

obtained through catheterization. The profiles across planes 1 and 2 are shown in

figures 6.12 and 6.13, respectively. The locations of planes 1 (proximal) and 2 (distal)

are from the 2012 Miccai CFD Challenge and are included in the field of view of the

stenosis region in both CFD and PIV.
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Figure 6.12: Pressure obtained with HARVEY at plane 1 in the moderate CoA.

Figure 6.13: Pressure obtained with HARVEY at plane 2 in the moderate CoA.

The velocity magnitude and pressure profiles in a plane through the centerline

of the stenosis are shown in Figures 6.14 and 6.15, respectively. For the HARVEY

case, the flow direction is right to left. The PIV velocity vector field for time averaged

(steady) flow plot and HARVEY generated velocity plot again yielded similar results.

The recirculation zones and jet regions are in identical locations in the geometry. The

91



Figure 6.14: Magnitude of velocity obtained with HARVEY at stenosis of moderate
CoA.

Figure 6.15: Pressure at obtained with HARVEY stenosis of moderate CoA.

HARVEY pressure plot also shows a higher pressure proximal to the coarctation and

a lower pressure distal to the stenosis.
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6.3.2 Pressure Measurements

The pressure values and gradient measured for the moderate and severe CoA’s

are summarized in Figure 6.16. Gradients of 17.27 mmHg and 28.74 mmHg were

observed in the moderate and severe cases, respectfully. The steady pressure drop in

the moderate stenosis 2.01 mmHg while the average drop in the severe stenosis for

steady flow was 5.69 mmHg.
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Figure 6.16: Catheter measured pressures and gradients at proximal and distal
locations in the moderate (dots) and severe (lines) coarctations.
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6.3.3 Severe CoA

6.3.3.1 Inlet Region

Figures 6.17(a)-(j) are centerplane flow velocity vectors in the inlet region to the

severe CoA for both time averaged (steady) and pulsatile conditions obtained with

PIV. The direction of flow is right to left in the inlet region. The velocity vectors in

each figure are normalized by the maximum velocity observed over the entire cardiac

cycle in the stenosed region. For reference, the velocity vector fields are overlaid

on top of the area of interest. As expected, the velocity vectors follow the pulsatile

waveform, and mostly parabolic flow is observed in the inlet.

6.3.3.2 Stenosis Region

Figures 6.18(a)-(l) are centerplane flow velocity vectors in the moderate CoA for

both time averaged (steady) and pulsatile conditions obtained with PIV. The direction

of flow is left to right in the stenosis region. Elevated velocity was observed near

the coarctation for all time points. Acceleration of flow across the stenosed region

produced complex downstream swirling and recirculation, often with an impinging jet.

The velocity vectors in each figure are normalized by the maximum velocity observed

over the entire cardiac cycle. Maximum velocities were observed at 300 ms. The

recirculation zones are prominent during systole along with the impinging jet.
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(a) PIV velocity field for time averaged

(steady) flow.

(b) PIV velocity field for pulsatile flow

at 150 ms.

(c) PIV velocity field for pulsatile flow

at 200 ms.

(d) PIV velocity field for pulsatile flow

at 250 ms.

(e) PIV velocity field for pulsatile flow

at 300 ms.

Figure 6.17: PIV velocity vector fields for inlet region of severe CoA model at varying
time points in the cardiac cycle.
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(f) PIV velocity field for pulsatile flow

at 350 ms.

(g) PIV velocity field for pulsatile flow

at 400 ms.

(h) PIV velocity field for pulsatile flow

at 450 ms.

(i) PIV velocity field for pulsatile flow

at 500 ms.

(j) PIV velocity field for pulsatile flow

at 600 ms.

Figure 6.17: PIV velocity vector fields for inlet region of severe CoA model at varying
time points in the cardiac cycle (cont.).
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(a) PIV velocity field for time averaged

(steady) flow.

(b) PIV velocity field for pulsatile flow

at 100 ms.

(c) PIV velocity field for pulsatile flow

at 150 ms.

(d) PIV velocity field for pulsatile flow

at 200 ms.

(e) PIV velocity field for pulsatile flow

at 250 ms.

(f) PIV velocity field for pulsatile flow

at 300 ms.

Figure 6.18: PIV velocity vector fields for stenosis region of severe CoA model at
varying time points in the cardiac cycle.
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(g) PIV velocity field for pulsatile flow

at 350 ms.

(h) PIV velocity field for pulsatile flow

at 400 ms.

(i) PIV velocity field for pulsatile flow

at 450 ms.

(j) PIV velocity field for pulsatile flow

at 500 ms.

(k) PIV velocity field for pulsatile flow

at 550 ms.

(l) PIV velocity field for pulsatile flow

at 600 ms.

Figure 6.18: PIV velocity vector fields for stenosis region of severe CoA model at
varying time points in the cardiac cycle (cont.).
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Figure 6.19: CFD Volume-rendered velocity of severe CoA during peak systole (left),
end systole (middle), and end diastole (right) [56]. All renderings have the scale
below with units of cm/s. Image reproduced from the OSMSC (#0106) data set
repository. Used with permission.

6.3.3.3 Comparisons to CFD

In Figure 6.19, CFD volume-rendered velocity of the severe CoA throughout the

cardiac cycle is presented for ease of comparison. Renderings for peak systole, end

systole, and end diastole are provided for matching to the PIV measurements presented.

The PIV measurements that are being compared to CFD here were obtained with

the same aortic waveform used in the moderate case. It should be noted that the

velocity waveform used for CFD in this model differs slightly in magnitude and period.

However, the general trends are expected to be generally the same and have been

normalized in terms of Reynolds number.
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Figure 6.20 is a CFD contour plot of the velocity normalized to Re = 3, 603 at a

surface slice of the coarctation through the model centerplane. This slice is processed

to coincide with the PIV generated contour plot in Figure 6.21. The CFD plot is

heavily symmetric whereas the PIV plot is not. This could be due to mismatching

between the CFD and PIV planes compared, differences in boundary and initial

conditions used in CFD, finite perturbations from the piston or experimental setup

that were not attempted to be reproduced numerically, or the neglection of directional

dependence due to the combination of pressure terms in CFD.

Figure 6.20: CFD surface slice velocity contour plot of the severe CoA model through
the centerplane at a reference time of 50 ms in the cardiac cycle.
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Figure 6.21: PIV generated velocity contour plot of the severe CoA model through
the stenosis centerplane at a reference time that matched the maximum Re in the
slice from the CFD simulation.

6.4 Discussion

The complex flow patterns were clearly elucidated by the PIV and CFD simulation

results. Both the PIV and CFD contours show recirculation zones before the beginning

of the stenosis (proximal) and below the jet post stenosis (distal). The velocity

magnitudes match very closely throughout the area of interest, while there is more

swirling motion in the recirculation zones in the CFD than PIV. This difference could

be attributed to the phase averaging of the PIV data.

The PIV contours in the severe model show recirculation zones more clearly than

the CFD plots. In Figure 6.21, there appears to be a point source of higher intensity

being generated from the bottom of the stenosis and is asymmetric in that the top

retains a lower flow velocity, most likely due to the flow rounding the ascending arch
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in centripetal nature. The CFD result has a more symmetric velocity distribution

going through the center of the stenosis. As previously mentioned, there are many

possible reasons for the differences observed. First, the centerplane slices compared

are not exactly identical as a result of the tortuosity of the geometry. Boundary and

initial conditions used for the CFD simulations are mathematically smooth, such as

the temporally varying parabolic flow profile used for the inflow boundary condition.

The asymmetric nature of the PIV could be due to finite perturbations from the piston

or experimental setup. Finally, gravity can be treated as a body force and included

with the other pressure terms in CFD. This could result in neglection of directional

dependence since there is no change in height taken into consideration.

The experimentally measured pressure gradients are underestimated in both cases

when compared to LaDisa et al. [56]. However, it is unclear if the experimental

measurements obtained are incorrect. Values in the Miccai 2012 challenge presented

a pressure drop of 17.56± 7.53 mmHg, which are close to our reported values. The

gradient for the severe case produced a higher pressure drop, however, the results

were again lower than the ones reported by LaDisa et al. [56]. Possible sources for

discrepancy in pressure gradients observed between in vitro experiments and simulation

could be the difference in density and viscosities of the solution used and simulated. A

6% scaling is attributed the difference in density between the two solutions used. The

experiments used water for pressure measurements while the simulations used blood

properties for density and viscosity. This would mean a 3x� 4x change in viscosity.

Thus, the pressure drop may be lower, but is proportionally affected.

There are several limitations that need to be noted. First, the 3D models are

made from rigid urethane material. Moving wall boundaries would result different

fluid dynamic outcomes, but geometry and initial and boundary conditions have been
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determined to be primary effectors of hemodynamics in cerebral vasculature [12]. Since

the aorta is the most compliant vessel in the human body, additional studies should

examine these effects. There is inherent uncertainty in medical imaging using MRI

and segmentation of geometries. The models were adjusted to remove non-essential

vasculature. 3D printing also has a finite achievable tolerance level. Coupled with

a sanding and polishing step of the printed model to fix any discrepancies in the

model, the final geometry may not be identical to the one used in computational

studies. Studies using CT imaging should quantify the accuracy of these models used.

Nonetheless, the model geometries created are physiologically accurate and do not

appear to affect the in vitro studies in any way. One of the biggest hurdles that was

necessary to overcome is the connection region for connecting the model to the flow

loop. Seals have to be specifically designed in order to maintain a leak-free connection.

Particle agglomeration is another challenge that had to be overcome. Neutrally

buoyant particles were used, but after a period of time, the particles will settle and stick

to the vessel geometry. Vigorously mixing the solution in the flow loop temporarily

fixes the problem. Reducing the surface tension between the flow and the walls of the

model should be studied. Surfactants such as liquid dish soap, detergent, or photo

solution have been known to help in similar situations [82].

The particular PIV acquisition system used had a delay between the computer and

the lasers that caused a lag in data acquisition. This is a possible a source of error

in the PIV images collected. Determining a �t at a reference time is challenging in

complex geometries due to the fact that pixel displacement may differ greatly in one

part of the field of view than another due to large changes of velocity in the seeded

flow. The reference times should not be used directly, but rather, the times should be

offset with regard to the time shift, e.g., a cardiac cycle. The light sheet could not be
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be shone through an exact centerplane in these models due to the complex anatomical

geometry and small available field of view. However, the closest possible sheet was

selected for data capture and analysis. Moreover, a traditional stereo PIV system

is not meant to study short time cardiovascular events. Their poor time resolution

cannot capture most flow features in a consistent and reproducible fashion even if

they are time-averaged over multiple cycles [81]. Laser systems with repetition rates

of 1, 000 Hz and a high-resolution, high-speed camera should be used for unsteady

cardiovascular experimentation.

The pressure measurements taken provide a look into the pressure gradients of

CoA. However, the pressure transducer system used is susceptible to damage from use

of corrosive solutions and can produce unpredictable results during acquisition and

can affect calibration. Future studies will require the use of a non-caustic solution,

e.g., water, and data must be Reynolds matched and/or normalized to the type of

flow studied. Normalization across all variables is still needed.

Lastly, the computational simulations performed using HARVEY were steady state

for the moderate CoA. Future simulations will be run with pulsatile flow initial and

boundary conditions and the severe CoA. However, initial results are promising because

the simulation gave similar results to ones obtained through in vitro experiments.

Of note is that the density of the solution used was 1.00 Kg/m

3, and its kinematic

viscosity was 2.05⇥ 10�6m2
s

�1. The density of the solution used was 1.65 Kg/m

3.

Similarly, the experiments run were compared to CFD data obtained from the OSMSC

repository [101]. These simulations were carried out under assumptions of blood flow.

The density used was 1, 060 Kg/m

3 and the dynamic viscosity was 4 Cp. During

comparison, the time points were chosen based off of the closest Reynolds number to

the data collected. This way, the data are not limited by the boundary conditions
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and can be scaled to the appropriate assumptions and conditions of the system used.

The study has pressure data, but a sphingometer was used to obtain the lower body

pressure gradient instead of the gold standard catheterization technique for the in

vivo comparisons.

6.5 Conclusions

Two patient-specific physical CoA phantom models were developed from geometries

obtained by LaDisa et al. [56] through MRI. The first model was that of an 8 year

old female with a moderate stenosis. The second was a 10 year old female with a

severe stenosis. The models were connected to an aortic flow loop and stereographic

PIV measurements were collected. Pressure gradients were also determined from data

acquisition at two locations on the CoA models: proximal and distal to the coarctation.

For the first time, in vitro experimental results were compared to computational and

in vivo for the purposes of improving pre-surgical planning of CoA. The in vitro

measurements obtained in this study yielded similar results to the computational

CFD work by LaDisa et al. [56]. HARVEY, a massively parallel CFD application, was

also compared to the PIV measurements obtained. There was considerable agreement

between simulations and experimental results. The flow regions had recirculation

zones and jets in regions expected and the velocities were of the same order and had

the same characteristics.
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Chapter 7

CONCLUSIONS AND FUTURE WORK

7.1 Main Conclusions

The main objectives of this dissertation were achieved. First, a piston-based flow

pump system for aortic flow experiments was designed, constructed, and validated.

Before this dissertation, the characteristic flow of piston-based flow pump systems

driven by a constant volume flux had never been successfully experimentally verified.

New guidelines were formed in order to achieve fully developed, steady flow for

experimental flow loops that utilize constant volume flux based piston pumps. Lastly,

a novel method for predicting downstream velocity and flow waveforms at phantom

model inlets was described and documented. Knowing the impulse response of the

system by simply inputting a unit step as the driving waveform, allows for the

characterization of the system for any input waveform.

The ultimate goal of this research was to successfully apply the tools and techniques

described in this dissertation for the pre-surgical planning of aortic diseases such as

CoA. In vitro experiments with physical CoA models were performed and successfully

compared to computational simulations that had never been validated through in

vitro methods but instead with in vivo PC-MRI. This marks the first known in vitro

measurements performed on patient-specific CoA phantom geometries that were also

compared to computational simulations.
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7.2 Future Work

Future work will require more sophisticated comparisons of the developed piston

pump system to other commercially available pumps to elucidate further applications

such as high resolution heart valve turbulence measurements. The realm of replicating

physiological turbulence (as in wind tunnels) should be explored with pump system.

Further work is needed on quantifying and predicting boundary conditions for use in

patient-specific computational simulations. Finally, more anatomical models are cur-

rently being studied using the flow tools and techniques developed in this dissertation.

The appendix includes preliminary results from anatomical superficial femoral artery

arteries as well as an idealized femoral bifurcation. The results obtained from femoral

experimental work will be verified with the simulation results from the HARVEY

CFD application.
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A.1 Methods: Construction of Femoral Geometries

Two anatomically accurate superficial femoral artery (SFA) models and an idealized
femoral y-bifurcation model were investigated using PIV. For further validation,
patient-specific anatomical left superficial femoral artery geometries were created
using computed tomography angiography (CTA) and magnetic resonance angiography
(MRA) medical image data sets obtained from the OSIRIX public database.

Creating the computational models of patient-specific anatomical geometries
began by segmenting the region of interest from a computed tomography angiography
(CTA) scan using an image segmentation software suite (Mimics, Materialise, Leuven,
Belgium). The segmentations were exported as a native 3D meshes, and Geomagic
Studio was used to enhance the surface meshes for 3D print viability. All holes,
non-manifold polygons, and self-intersections were removed. Then, cylinders were
constructed and attached to the ends of all vessels of the computational models to
serve as connectors regions in a similar manner as in the aorta models using Rhino
3D (McNeel, Seattle, WA). The final computational models used for 3D printing
are shown in Figure A.1. The same protocol as the CoA geometries was followed to
construct the femoral physical models.

a. b.

Figure A.1: Final segmented and reconstructed computational femoral models. a)
AMNESIX, Courtesy of Osirix. b) MATRIX, Courtesy of Osirix.
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A.2 Methods: PIV

Similar methods used to collect CoA data were used to collect PIV in the femoral
models except for a few modifications. The femoral models had interrogation windows
with an initial size of 32 ⇥ 32 pixels and a final pixel size of 16 ⇥ 16 pixels with a 50%
window overlap. The time separations were specified so as to constrain inter-image
particle displacements to between 4 and 6 pixels according to [1].
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The guides presented in this appendex were written under the guidance and
supervision of the dissertation author. B.1 was written by Nicholas Pracht while
working as an undergraduate research assistant. B.2 - B.9 were written by Roman A.
Beltran and Ariana Richert while working as undergraduate research assistants.

B.1 User Guide for Aortic Flow Pump Experimentation
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Turning Everything On:  
 

•! Turn on the 24 volt DC power supply by 
flipping the Belkin power switch at the 
bottom of the shelf near the surge protector. 
(This power supply must be turned on first)  

•! Log into Kollmorgen Workbench and connect 
the pump  

 
 

 
 

•! Turn on the three-phase power supply (This power supply must be turned 
on after the logic power supply)  

•! After turning on the power supply make sure there are no workings. Click 
“Enable” to activate the pump  

•! Turning on the Lasers:  
*Note: Make sure when using lasers to always wear proper eye 
protection. 
 
1.! Make sure all laser curtains are closed.  
2.! Turn keys on both lasers into the “on” position.  
 

 
 

3.! Check the water levels on the front of both lasers. 
4.! On the back of the laser power supplies make sure the “Flash lamp” and “Q-Switch” switches 

are both in the down position. 
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5.! Turn the flash lamp on both laser control panels to zero.  
*Note: The lasers will not turn on unless the flash lamp is initially on zero. 

 

   
 

6.! On both laser control panels the “Stop” position should be lit up. Press the “Standby” button. 
The light on the standby button should now be flashing and you should hear the lasers 
warming up. 

 

   
 

7.! On the laser control panels set laser one to “Ext” and set laser to “Var”. 
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8.! Open the laser aperture to the “on” position. *Note: The lasers will be triggered by the DaVis 
software (Explained in later sections). 

 

 
 
•! Turning on the cameras: 

 
1.! The switches on the back of the cameras will always be in the “on” position. It’s important to 

avoid touching the cameras if you don’t have to because the slightest movements will throw off 
your calibration. 

2.! If you want to turn the cameras on or off disconnect the power cable from the brick located on the 
floor to the right of the PIV computer.   
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Understanding the System: 
 

A) The Setup 
 
The system we are using is made of four primary parts: the model, pump, reservoir, and the image 
acquisition system.  Each of the system components (excluding the image acquisition components) is 
connected using tygon tubing. Understanding what each part of the system does will go a long way when it 
comes to fixing any issues that occur within setup.  

The Model  
 
The model is the part of the system that will house the aortic abnormality. You will be taking images of the 
flow through this part of the system. It is very important to keep the model as optically clear as possible. 
Assembly of the model will be described in a later section. 

The Pump 
 
The system uses a positive displacement pump (PDP) to drive the flow through the tubing. A piston head is 
driven forward in an acrylic cylinder and cycled to keep the flow running through the system. The pump is 
driven by an analog voltage input. LabVIEW is used to read in manually written waveforms and send them 
to the pump. The pump can also be controlled manually. These processes will be described in later sections. 
The pump also contains an airline that can be manually used to flush any residual bubbles out of the 
cylinder 

The Reservoir 
 
All of the solution that will eventually fill up the system starts in the reservoir. The volume of the reservoir 
is 8 liters. There are two main lines which feed into the reservoir: 1) the main line, which refers to the flow 
that is being pushed out of the pump cylinder and through the model, and 2) the reservoir line, which refers 
to the flow that is flowing from the reservoir to the pump cylinder. The main line that feeds into the top of 
the reservoir has a one-way valve that does not allow flow to be sucked back into the pump on the pistons 
drawback.  

The Image Acquisition System 
 
The image acquisition system consists of both the lasers and the cameras. As the piston moves forward one 
laser pulse will fire in conjunction with the first and second cameras taking an image. This is followed by a 
short pause, the time of the pause can vary but it is usually only a few microseconds. After this a second 
laser pulse will fire and the first and second cameras will take a second image.  
 

B) Pump Wiring  
 
The pump is controlled by an AKD drive which is bolted down next to the 
pump. The drive is the focal point to which all the different electrical systems 
connect. In the event that you ever need to disconnect any of the wiring in the 
system or feel that the current wiring is the cause of performance failure it is 
important to know how the system is wired. The following is a diagram of the 
top of the drive followed by the table of connection ports for the data 
acquisition board. The name of each port is given as it appears on top of the 
drive. The colors of the wire in the connection ports are shown. If the 
individual port contains an X then there is no wire inputted there. 

129



 A-8 

 

130



 A-9 

 
 
*Note: If you ever need to troubleshoot the output of the DAQ board use the oscilloscope located on the 
shelf.   

Putting the Model Together: 
 

The model that is used in this system consists of a urethane 
block that contains the aortic abnormality and two glass tubes 
that connect into the urethane block. The glass has to be sealed 
into the urethane so that it is airtight. Imbedding any coupling 
devices into the urethane block would subject this system to 
turbulence, so you will have to undergo a tedious procedure of 
using Teflon tape and silicone rubber to connect the glass and 
the urethane.  
 
*Note: Some system setups use brass fittings and Tygon 
tubing in place of the glass tubing. 
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A) Aortic Model 
 
•! Before placing any Teflon tape on the glass rod make sure that the rod itself fits snugly into the 

urethane block. It shouldn’t be so tight that it can’t be pushed in by hand, but it should be tight 
enough so that when the rod is set all the way into the block that it doesn’t fall out when tilted. 

•! Wind a thin layer of Teflon tape around the end of the rod that is going to fit into the block. Twist 
the rod into the block so that it is moving in the same direction as the threading of the tape (this 
will keep the tape from fraying). Do this for both ends 

•! Once the glass rods are flush against the edge inside the urethane block use DAP silicone rubber to 
seal the junction between the urethane and the glass. First tilt the model so that it is straight up and 
down. Apply the silicone to the junction while slowly turning the model. Put as many coats as 
necessary to seal off any open areas. A good way to make sure there are no air pockets is to use 
your finger to move the silicone into areas that may cause a leak. It’s best to try and get any 
possible holes filled to that there are no bubbles formed in the system  

•! If for any reason there is a break in the glass and one of the rods has to be replaced it is important 
to remove all of the existing silicone rubber before reapplying to a replacement rod. The best way 
to get the rod completely free of silicone is to use a straight edge to cut the large majority of the 
silicone from the rod, pulling the rod out, then continuing to use the straight edge to scrape off the 
residual silicone  

 

 
 

B) Attaching the Model to the Pump Head 
 

•! Unlike the previous section the pipe leading into the pump head will not be     sealed with silicone. 
Instead the junction between the head and the glass will be sealed with pluming putty 

•! Place a layer of Teflon tape around the end of the pipe that is going into the pump head. It should 
cover enough of the rod so that the entire section of the rod inside the pump head is covered with a 
uniform layer of tape. The pump head will not fit as snugly on the pipe as the urethane block, so it 
may be necessary to use more layers of tape than before to induce a tighter fit. The pump head 
should be a very tight fit with just the tape 

•! Once the rod is all the way inside the head make sure to spin it so that the holes for the screws line 
up on both the head and the cylinder 

•! Take some pluming putty and mold it into a long cylindrical piece. Wrap the piece around the 
junction and smooth it out so that all potential leaks are blocked off and the putty is completely 
flush against the urethane and the glass 
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Making the Solution: 
 
This system uses a sodium iodide solution. Sodium iodide is used because its refractive index matches that 
of the urethane. In other words by using sodium iodide the view through the urethane block will not be 
distorted in any way. Here are tips on how to thoroughly mix sodium iodide and water: 
 

A) Adding Sodium Iodide  
 

•! Measure out your water with a graduated cylinder. Make sure you are using deionized water  
•! Sodium Iodide comes in containers that weigh approximately 2.5 kilograms. The crystals tend to 

bunch up in the container and become very solid. These large clumps make it hard to pour the 
sodium iodide crystals. It may be a good idea to use a plastic funnel when pouring the sodium 
iodide into your mixture. Pour a little into the funnel and use a stirring rod to break up the rocks as 
it pours through 

•! Make sure to add the crystals to water slowly. The sodium iodide will tend to aggregate as it enters 
the water. You will need to break up all of the solid pieces and mix all of the sodium iodide into 
the water before adding more 

 

B) Adding Sodium Thiosulfate  
 
When making the solution you may find that the color is a very dense yellow. It is okay to have a small 
amount of color in the solution, but if it is too dense image acquisition may be effected. To lighten the color 
of the sodium iodide we use a sodium thiosulfate solution.  
 

•! Use a Pasteur pipette to collect some sodium thiosulfate solution 
•! While mixing the sodium iodide solution add one or two drops at a time  
•! It does not take a large amount of sodium thiosulfate to lighten up the solution, so do not add 

too much 
 

C) Solution Data  
 
Compound Solution Concentration (g/ml) Molecular Weight (g/mol) Density (g/cm3) 
Sodium Iodide 1.54 149.89 3.67 
Sodium Thiosulfate 0.186 158.11 1.67 
 
*Note- The solution concentration above refers to the mass of the compound per milliliter of water 

Pump Maintenance: 
 
Periodically the pump used in the system requires maintenance. If the pump is neglected eventually issues 
will arise during testing. As long as the pump is kept in good running condition you should be able to 
complete large amounts of data without a problem. 
 

A) Breaking the Pump Down 

Pump Head  
 

•! Removal of the pump head is something that needs to be done every time the cameras have to be 
calibrated. At this point the pump head and the model do not need to be taken apart, so they will 
be treated as one unit 
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•! First remove the tubing from the back of the model leading into the reservoir line. Loosen the hose 
clamp and remove the tubing. There may still be residual sodium iodide in the model. Make 
sure to prepare for any potential spills. Roll up a small piece of a paper towel and plug this end 
to make sure that there is no dripping 

•! Remove the four screws attaching the pump head to the cylinder. Once the screws have made it all 
the way out of the threading the pump head should break free from the cylinder. There are 
instances where there is suction between the gasket material and the cylinder causing the pump 
head to stick. In this instance take a small wedge and pry the pump head from the cylinder. Be 
careful not to damage the gasket material 

•! After removal find a safe place for the model 
 

Cylinder and Piston 
 

•! Pull the piston as far back as it can go. The piston head should come about half way out of the 
cylinder 

•! Turn the pump completely off. This means the three-phase and logic power supply too 
•! Remove the bolts holding the piston into place. Carefully slide the piston back so that the pump 

head comes completely out of the cylinder.  The pump head can be twisted off now 
•!  Remove the bolts in the metal arches holding the cylinder.  
•! Cut the zip tie holding the airline to the top of the cylinder. It may be difficult to remove so be 

careful when taking it off 
•! Loosen the hose clamp holding the reservoir line to the cylinder and remove the tubing 
•! At this point the cylinder should be free to move around 

 

B) Gasket Material 
 
In between the pump cylinder and head there is a rubber gasket material which helps to make the seal 
between the two pump parts airtight. This material over time will be damaged from constantly taking the 
pump head on and off and will need to be replaced.  
 

•! Before filling the system check around the perimeter of the gasket material. Check for small holes 
that may appear due to compression of the gasket material  

•! If you spot any holes try to removing the pump head and placing it back on. If you can’t keep a 
hole from forming you will have to replace the gasket 

•! Obtain the gasket material, a small jar of putty, and the heart valve pump head. Place the gasket 
material onto a flat surface and trace the heart valve pump head. Mark the position of the bolts by 
feeding a small object through the holes in the pump head and puncturing the gasket material 

•! Take the putty and position it in the center of the ring you just created. Trace the bottom of the 
putty jar 

•! Cut along the edge of both circles you traced out. Use a hole puncher to create the holes for the 
bolts 

 

C) Cleaning   
 

Cylinder Cleaning  
 

•! Find a working drill and the rod attached to a piece of yellow cloth. The rod should be on the 
shelves sitting behind the pump 

•! Place the end of the rod into the drill and tighten it as best you can 
•! Remove the cloth and attach another rag from around the lab.  
•! Cleaning is done in three phases: Cleaning (rag), drying (rag) and polishing (yellow cloth) 
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•! Wet the first rag and place a small amount of dishwashing soap on it. Feed the rod down the front 
end of the pump. It may be easier to spin the drill slowly as you place the rod inside the cylinder. 
Make sure that the cloth fits snugly against the walls of the cylinders 

•! Spin the drill on full speed and move the rod back and fourth through the cylinder. Make sure all 
impurities are removed.  

•! Once the cylinder is clean repeat the last process with a dry rag. Then attach the yellow cloth and 
repeat again 

 

Piston Head Cleaning 
 

•! Use a small wedge to remove the o-rings on the piston head. Scrub both the piston head and the o-
rings with warm soapy water.  

•! Make sure to clean down in between the ridges where the o-rings rest on the piston head. Any 
residual items left on the piston head could allow air to enter the system. Clean until all 
impurities are removed. 

•! After drying place the o-rings back onto the piston head. Screw the head back onto the piston arm. 
If the Teflon tape surrounding the threading of the piston arm is worn down replace it then screw 
on the piston head. Make sure not to screw the piston head too hard onto the threading. If pushed 
too far in the head could deform. 

•! The piston head requires a small layer of vacuum grease in order to run properly. The vacuum 
grease should be located on the shelves behind the pump. Put some on your finger and apply a thin 
uniform layer around the outside of the pump head. 

LabView: 
 

A) The Front Panel  
 
The computer program used to operate the pump and triggering system is saved as a virtual instrument (.vi) 
file. The pump is operated by a voltage input specified in an .hws file. LabVIEW is used to read that file 
and send it to the data acquisition (DAQ) board. A ttl pulse is also sent to the DAQ board simultaneously. 
The voltage from the waveform is sent to the pump to drive the piston forward while the ttl pulse is sent to 
the PIV operation computer to be used as a trigger for the camera and lasers. When opening the .vi in 
LabVIEW (Aorta Interface Specified TTL 2 Waveforms LabView201032bit.vi) the front panel that 
controls the signaling to the system will be the first screen.  
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From this screen the settings of the analogue output can be changed depending on which experiment is 
being performed. An overview of each setting: 
 

•! Duty Cycle: Controls the amount of time that the voltage of the ttl pulse is above zero. This is 
related to the period of the trigger. For example, if the duty cycle is set to 0.5 then when each ttl 
pulse is fired it will send a pulse to the DAQ board for 0.5 seconds, drop to zero for another 0.5 
seconds, then repeat.  

•! Frequency: The number of times a ttl pulse will fire per second. 
•! Initial delay: Sets a delay on the initial ttl pulse. 
•! Number of Pulses: The total number of ttl pulses that will be run during the application. 
•! File Path for 1st/2nd Waveform: Reads in the .hws file containing the waveform being used. 
•! Number of Waves: Number of times to repeat the first waveform during a cycle. 
•! Number of Cycles: Number of times to repeat both the first and second waveforms.  

 
*Note - a “cycle” includes the first waveform running with the specified number of waves 
followed by the second waveform being run. 
 

•! Stop Button: Stops the application that is running.  
 
*Note - after doing this you will need to run a cycle to “flush” the memory from the system. If this 
isn’t done your next test will only run for one cycle (despite how many cycles are entered). 
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B) Block Diagram 
 
LabView software is written in a block diagram style. Everything the pump software does, including the 
front panel formatting, is a manifestation of the block diagram code. Keep in mind when reading the next 
section that there are two while loops within the block diagram software. One houses all of the block 
diagram information (outer loop) about to be described and one is an internal while loop. The next sections 
will reference the internal loop unless otherwise specified. It would be highly beneficial to understand what 
the code does throughout the process in order to more efficiently make changes or to debug errors.  
 

Reading in Waveforms 
 

 
 
The first section of the code reads in the analog waveform that is sent to the pump. The user on the front 
panel inputs the file path and the pump channel. If a pulsatile waveform is being used the correct blank 
waveform will need to be inserted into the phantom waveform file path. If a steady waveform is being used 
a zero waveform will need to be created. The purpose of the phantom waveform will be described in later 
sections. The waveform is retrieved and sent along the red waveform channel (red). Along the path the 
waveform chart displays the graph of the waveform being used on the front panel. The pump channel, 
which is also specified by the user, is sent along the physical channel (purple) where a channel is created 
within the software to be sent to the DAQ board (DAQmx Create Channel.VI). The property node in 
between the two lower VI’s specifies whether or not the DAQmx is allowed to regenerate data or not. 
Finally both the red and purple lines converge on the DAQmx Timing VI that is set for finite samples. This 
setting allows all the information from the waveform to be read into the software. The waveform, physical, 
and error (yellow) wires are then sent to the while loop.  
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Reading in TTL Pulse  

 
 
This section of the VI reads in the ttl pulse that is sent to the cameras as a trigger. The ttl channel is 
inputted by the user and again is sent to a VI (DAQmx Create Channel) to create a channel within the 
software. The frequency, duty cycle, and initial delay can all be specified by the user and sent to this same 
VI. Again the physical channel is sent to the DAQmx Timing VI set for finite samples. The physical and 
error lines are sent to the DAQmx start trigger VI which specifies whether to start acquiring samples on the 
rising or falling edge of the digital sample. In our case we have it set to rising. The property node is set so 
that after a finite task is completed it will reset and wait for another trigger. The physical and error channels 
are then sent to the DAQmx start VI that transitions the task into a running state and to start beginning 
measurements. The physical and error channels are then sent into the while loop.  
 
The small bit of code at the bottom of the screen determines if the outer while loop is terminated or not. 
Terminating the outer while loop will stop the VI. The code essentially checks to see if the number of 
cycles the process has run through equals the user input. The number of cycles is entered on the front panel. 
When the VI starts running, the arrow with the +1 automatically adds a value of one to the current cycle (if 
it is the beginning of the application it will add 1 to zero). The number of cycles is then displayed onto the 
front panel and sent to a greater than or equal to statement. If the current number of cycles is equal to or 
greater than the number of cycles entered it will return true (1), if else then false (0). This wire is then sent 
to a compound arithmetic function set to “or” mode. The value of the current wire along with another wire 
from the internal while loop is then analyzed at this function. If one of the outputs is true the function will 
send that value to the end of the while loop and terminate the application, if else the output will be zero and 
the application will recycle.  
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Internal While Loop 

 
 
The internal while loop starts with the wires from the first section of the block diagram feeding into the 
case structure, along with the information from the number of waves. The user on the front panel inputs the 
number of waves. The code is wired to subtract 1 from the number of current waves and use that the first 
wave runs at a value of 0. Because this value is 0, when it runs to the greater than zero statement it will 
output false, and because the case is set to allow true statements to continue it will prevent the content of 
the waveforms from being read into the pump. However, the content from the ttl pulse is not included in the 
case structure and will be sent to the computer that controls image acquisition. The purpose of this scheme 
is for n waves entered there will be n+1 ttl pulses sent to the cameras. This is because the DaVis software 
needs to have two consecutive ttl pulses in order to acquire a frequency during image acquisition.  
 
After this first cycle is complete the number of waves will become greater than 1, thus allowing the content 
of the waveforms to pass through the case structure. The wires of the case structure pass through the 
DAQmx Write VI that writes the waveform to the output channel that will be sent to the pump.  
 
From there the wires from the waveforms and the ttl pulse enter the flat sequence structure. The flat 
sequence structure ensures that the wires containing the information from the waveform and the ttl pulse 
execute sequentially. This scheme allows the waveform and ttl pulse to be sent to their respective locations 
at the same time for image acquisition. The DAQmx Start Task VI for the waveform is contained within the 
flat sequence structure. Both the DAQmx Wait Until Done and Is Task Done indicate if the task is 
completed. Each of the VI’s is wired to a status indicator that will return false if the application is running 
properly. Both of these wires and an additional wire from the number of waves are fed into a compound 
arithmetic function set to “or”. If any of these values return true than the internal while loop will be 
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terminated. The status indicator from the ttl channel is also fed into the compound arithmetic function that 
terminates the outer while loop. Finally the waveform channel is sent to the DAQmx Stop Task VI where it 
returns to the state in which the task was in before running through the Start Task VI.   

Reading Waveform For Piston Drawback  
 

 
 
After the contents of the internal while loop is complete, the VI will complete the reading of the second 
waveform as well as end the task for the ttl channel. The DAQmx Clear Task VI located at the bottom of 
the screen clears the task for the ttl channel. The Simple Error Handler VI will indicate any error on the 
front panel. At this point the pump will have completed the first half of its cycle and image acquisition 
during its forward movement. The next section of code will draw the pump back to its original position. 
The error wire exiting the while loop enters a case structure before it continues onto the Clear Task VI. 
While the VI is running an error occurs which does not affect the function of the code. This case structure 
reads in that specific code and eliminates it from the error wire. After task is cleared the waveform error 
wire enters the Retrieve Waveform VI. The user on the front panel indicates the file path for the second 
waveform. The next section of code performs the exact same function as in the beginning of the code when 
the first and phantom waveforms were read. The waveform channel then runs through the DAQmx Start 
Task, Wait Until Done, Stop Task, and Clear Task VI’s. If there is an error it will be indicated on the front 
panel.  

DaVis: 
 

•! Login to the PIV operation computer (PIVBox). 
•! To select a project currently being worked on select its name in “My Projects”. 
•! If creating a new project hit “New”. 
•! Name the project. Use the format month-day-year_your name or initials . 
•! Select “PIV” for project type. 
•! Hit “ok”. 
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Kollmorgan Workbench 
 

The Kollmorgan Workbench can operate the pump manually. It is important to know how to use this 
feature for testing, emergency stopping, pump maintenance, etc. *Note-It is very important to disable the 
pump when it is not in use. If it is left enabled it can move by itself and cause a spill. 

 
•! To manually operate the pump select “Pump”, then select the “Settings” tab, then click on “Analogue 

Input”. 
•! Make sure “Velocity Mode” is selected at the top of the page. 
•! The “Offset” at this point should be -0.018 and the “Scale” should be 120.00 rpm/V. 
•! In order to move the pump manually input a voltage into the “Offset”.  Hitting enter on the keypad will 

then cause the pump to start moving. 
•! A negative voltage moves the pump forward while a positive voltage moves the pump backward.  

 
*Note- a fraction of 1 will move the pump very slowly (ex: -.25, .5, etc) and a larger number (ex: 5) 
will move the pump very quickly. Try a few settings to get a feel for how fast the pump will move at 
each voltage. 

 
•! To stop the pump hit the “Adjust to 0” button. The offset should go back to -0.018V. 
•! If during testing the pump moves too far forward or backward it will create a high-pitched wean from 

the pump. As soon as this sound is hear hit the “Panic” button located next to the large red circle at the 
top right of the screen. This button will stop the pump’s motion. The F12 key as a shortcut to the panic 
button.  
 
*Note- hitting the panic button will stop the pump but it will not stop the application being run in 
LabVIEW. If the pump is enabled without stopping the application the pump will pick up at whatever 
part of the waveform is being sent to it and immediately start moving. 
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•! If the panic button cannot be reached in time the pump will activate its own dynamic break and stop. 
Before enabling the pump again hit the “Disable & Clear Faults” button. 
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Test Preparation: 
 
In order to run tests and collect data a combination of the LabVIEW software and the Davis software will 
be used. Experiments can be broken into two major categories: 1) Heart Valve and 2) No Heart Valve. 
Within these categories there are three basic types of experiments based on which waveform is being 
tested: 1) Reynolds Numbers 2) Sin Wave and 3) Cosine wave. Here is the basic experimentation process: 
 

A) Filling the System 
•! Boot up LabVIEW and open Aorta Interface Specified TTL 2 Waveforms LabView201032bit.vi. 
•! Use the siphon to extract solution from the large 5 gallon bucket into the reservoir.   
•! Place the filter onto the reservoir line.  
•! Select steady_intake_fast_2srest.hws for the fist file path and steady_outtake_4s_2srest for the 

second file path. Run as many cycles as necessary to fill the entire system with solution.  
 
*Note - this is a relatively fast cycle and may cause bubbles to form due to the fast drawback. It 
may be necessary to switch the second file path to steady_outtake_slowest_2srest.hws and run a 
few cycles to clear any residual bubbles. 
 

•! While filling the system it will be necessary to remove large air bubbles that accumulate in the 
cylinder. There is a manual value located on the airline that should be opened when the piston is 
moving forward and should be closed when the pump is moving backward. If the airline is 
open while the piston is drawing back then air will be pulled into the cylinder from the reservoir. 

 

B) Calibrating the Cameras 
 

•! Place the target plate onto the back of a 
urethane block. Secure the target plate to the 
block with clear tape. Make sure the target 
plate is not tilted in any way when secured. 
Make sure the side of the target plate labeled 
“tvp 05” is against the urethane block. When 
looking at the target plate through the urethane 
block the label should be in the bottom right 
hand corner of the plate as shown below.  

•! Create a new project and hit the blue camera 
that says “New”. 

•! Select “Device” then select “Recording” and 
change both cameras to “single frame”. Select 
“5000 micro seconds” for the exposure on 
each camera.  

 
 
 
 
*Note - the cameras will only be in 
single frame when finding the target 
sheet before the model is in place. 
During later calibration they will be 
switched back to double frame. 
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•! Select “Timing”. Change the triggering system to “Internal Trigger”.  

 
•! Select “Recording” again and turn the lasers on. 
•! Adjust the flash lamp on each laser control panel to the green marker. This will increase the 

intensity of the laser so that it will be easier to see. 
•! Place a plane white index card on top of the glass sheet. This will allow is better see the laser 

sheet. 
•! Place the combined target plate and urethane block onto the index card. Align the urethane block 

so that the back edge that is connected to the target plate is aligned with the laser sheet.   
•! Use the lamp to shine light on the target plate. Usually a bright setting is needed to illuminate the 

plate. 
•! From the DaVis software hit “Grab”, make sure that the middle of the target plate is at the 

coordinates (0,0) in millimeters. 
•! Zoom in on the white dot just above the center dot on the plate; adjust the focus on both cameras 

before the next step. 
•! While zoomed in on the white dot make small adjustments to the alignment of the camera so that 

the dot appears to be in the same coordinate point in both images. The closer the dot is to the same 
spot on both cameras the better your calibration will be.  

•! Click “Close” and then click “Calibrate”. The calibration process includes eight steps. After the 
following description of each step, hit “go to next step” on the top of the screen:  
1.! For “Define experimental setup” choose “2 Cameras (mapped, e.g. stereo) and make sure 

cameras one and two are checked with Coord. System #1. 
2.! Make sure the “Coordinate system axis orientation” is right handed, everything else on this 

page should be okay. 
3.! For “Calibration plate used” select Type # 5 and highlight the option for 3D. 
4.! At this point double check to make sure your cameras are recording in double frame.  Hit 

“Grab” and the images being acquired in the “Working window” will appear. The image of 
the block will only be visible in the second frames of each camera. Use the lamp as before and 
adjust the light appropriately. Once ready to take an image for calibration hit “Stop” and the 
image will be saved. 

5.! Select “All cameras/views” and follow the onscreen instructions. Select the center dot on the 
target plate first, then the dot to the right of it, then the dot just above the center dot. Repeat 
for the second camera. 

6.! Select “Start Search”. The computer should try to locate all the dots on the target plate at this 
point. 

7.! Hit “Start Calibration” and the computer will giveu an error value for the calibration in both 
cameras. 

8.! The computer will show a final report of the calibration at this point. If the error of the 
cameras is minimal hit “Finish” and calibration is complete. 
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C) Using the Software 
 
1) LabVIEW 
•! The settings for each experiment will be different depending on which waveforms being. An 

overview of the settings is listed in the table below. 
•! The waveforms are stored in the “Dropbox” folder. The table below shows the names of the 

different waveforms.  
 
2) DaVis 
•! When experimenting there are four major settings that need to be changed according to the chosen 

experiment: reference time, dt, number of images, and the file name. 
•! To change the reference time and the dt click on “Device” then “Timing”. Both settings can be 

manually altered. 
 

  
 

•! To change the number of images and the filename click on “Acquisition”. Both settings can be 
manually altered. The filename can be changed under “Recording Sequence” and the number of 
images can be changed under “Image Acquisition”. 
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D) Looping (DaVis) 
 

•! For the pulsatile waveforms it is necessary to add a loop in the sequence so that the image 
acquisition is carried out at a consistent frequency.  

•! Under “Acquisition” click on “Image Acquisition”. The box with the red “X” should be 
highlighted. Click this box to erase the “Image Acquisition” from under the “Recording 
Sequence”. 

 
•! The icon with a small white box with an arrow leading to a larger blue box should be open. 

Press it and a menu with three tabs will appear. Select the “Scanning” tab then under that 
select “Loop”. 

 
•! The loop icon will appear under “Recording Sequence”. Highlight “Loop” and select the same 

button as in the last step. Under the “Image Acquisition” tab select “Image Acquisition”. 
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•! At this point the loop is set up. The number of loops should equal the number of cycles. The 

product of the number of images taken per loop should equal the total number of images taken 
for that trial. 

E) Phantom Waveform 
 
When testing the pulsatile waveforms it is necessary to use an alternate form of the LabVIEW code in order 
to acquire data. The image acquisition system used in this set up requires two consecutive ttl pulses in order 
to calculate the frequency of the triggering system. The phantom (blank) waveform is essentially a 
waveform that only fires a ttl pulse for a specified period of time. This means that if a five wave pulsatile 
waveform is being used the lasers should fire six times. The pump should not move the first time the lasers 
fire.  
 

•! Open BlankWaveform_changes_Aorta Interface Specified TTL 2 Waveforms 
LabView201032bit.vi. The front panel will look almost exactly like the version of LabVIEW 
used to test the Reynolds numbers. The key feature that stands out is additional file path 
located in the middle of the screen below the two graphs. 

•! Select the open folder button and open phantom_pulsatile.hws. 

F) Experimental Settings 
 

Experimental 
Test Steady (Reynolds) Pulsatile 

.vi file  
Aorta Interface Specified TTL 2 Waveforms 
LabView201032bit.vi 

BlankWaveform_changes_Aorta 
Interface Specified TTL 2 
Waveforms 
LabView201032bit.vi 

Duty cycle 0.5 0.5 
Frequency 3 1.25 
Initial delay 0 0 

Number Of Pulses 
Equal to the number of images you are taking 
for a particular waveform plus three (n+3) 5 

Number of Waves 1 5 
Number of Cycles 1 40 
Pump Channel for 
1st Waveform  Dev1/ao0 Dev1/ao0 
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Steady Waveforms (Reynolds) 
Filename First File 
Path (.hws) 

Number of Images (per 
cycle) 

dt (straight/stenosis 
entrance) dt (stenosis middle) 

re1000_60s 180 3500 975 

re2000_30s 90 1750 550 

re3000_20s 60 1150 425 

re4000_15s 45 875 300 

re5000_12s 36 700 230 

re6000_10s 30 580 200 

Reference time (for 
all) 

dt (for all) 
(straight/stenosis 
entrance) Cycles (for all) 

Filename Second File 
Path (.hws) (for all) 

0 n/a 1 steady_outtake_24s_2srest 
 
 

Pulsatile Waveform (Cosine) 
Filename First File 
Path (.hws) 

Number of Images (per 
cycle) 

Cycl
es Filename Second File Path (.hws) 

 aorta_cos_june2013 5 40 
ascending_aorta_single-
wave_outtake_coswv_12s 

    

Reference Time 
dt (straight/stenosis 
entrance) dt (stenosis middle) 

35 450 125 

75 300 80 

155 125 40 
 

Pulsatile Waveform (Sine) 

Filename First File Path (.hws) 
Number of Images 
(per cycle) 

cycl
es 

Filename Second File Path 
(.hws) 

ascending_aorta_slow_return_8-15-
12-single-wave 5 40 

ascending_aorta_single-
wave_outtake_12s 

    

Reference Time 
dt (straight/stenosis 
entrance) dt (stenosis middle) 

108 750 

 

220 375 

450 225 

TTL Channel Dev1/ctr2 Dev1/ctr2 
Pump Channel for 
2nd Waveform  Dev1/ao0 Dev1/ao0 
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*Note- if there is a need to use different waveforms for testing in the future there are basic guidelines 
that need to be followed for the system settings. They are: 
 

Number of Cycles Greater than 1 Pulses equals Waves 

Number of Waves Greater than 1 Pulses equals Waves 

Number of Cycles Equals 1 Have as many pulses that can fit into the period of the waveform  

G) Particle Density 
 
After getting all of the previous sections set up and the system is full it is very important to check the 
particle density of the solution. If the solution has too little or too many particles the data collected will be 
skewed. The particles used in this setup are silver-coated hollow glass spheres. They are approximately 8-
12 microns in diameter.  These are the items the user needs to be concerned with when checking particle 
density: 
 

•! Use a fast intake followed by a slow outtake piston stroke. This makes it easier to gather an 
accurate density of particles while the pump is drawing back. 

•! Make sure that the “Device” button is unselected, this will make the screen larger. 
•! Flash lamp: Make sure the flash lamp on both lasers is set to the proper marker. In the case of our 

testing the dial needs to be set to the purple marker. The flash lamp should be set to the minimum 
amount of noise in the picture.  
 
*Note - Noise refers to the camera picking up particles that are out of the plane of the laser sheet. 
The Flash lamp may need to be adjusted to a different position based on the experiment. 
 

•! Attenuator: The Attenuator is used for increasing or decreasing the amplitude of the electrical 
signal being fed into the laser. This setting will cause a major change in the brightness of the 
laser. Set the attenuator to 134.  

•! Before grabbing to look at the particles set, the “Resolution” to 4K. This should be the optimum 
setting for looking at the particles 

•! The correct particle density for testing is 8-12 particles per 1 mm2. 
•! To view a 1 mm2 window stop grabbing and use the mouse to drag a 1mm by 1mm box on the 

screen. Use the coordinate system on the side of the screen to make sure the correct distances are 
being selected.  

 
All of the methods described in the section above assume that the particle density is within the proper 
range. However there are instances where particles have been lost and it is necessary to add more. Try 
using the image acquisition settings before adding more particles. If particles are continuously being 
added the solution will eventually become too dense. If that happens the solution will not be appropriate to 
use in acquiring images. 
 

•! If more particles are necessary add a tip of a spoon of particles to the solution. Don’t add too 
many particles at one time. 

•! Pump the solution a few times and analyze the particle density. 
•! Repeat until the particle density is appropriate.  

 

H) Pixel Displacement  
 
After checking the particle density check the pixel displacement between the frames of the cameras. The 
“dt” setting under “Device” in DaVis changes the pixel displacement. Normally for experiments this setting 

149



 A-28 

has been previously determined, however if you are running a test with different parameters than in section 
E (position of model, speed of flow, reference time) the pixel displacement will need to be determined. 
 

•! To get an accurate assessment set up a test of five images with the waveform being tested. Set the 
dt to the closest parameter that is described in section E. 

•! Record the five-image test (described in Data Collection). 
•! When checking the pixel displacement use one of the later images (3rd-5th). This is because the 

first or second images may not have the correct pixel displacement. The later images will have a 
more uniform flow. 

•! Select an image and zoom in closely on a particle. Make sure to be able to confidently see the 
same particle being displaced in both frames of a single camera. 

•! To measure the pixel of a particle place the crosshairs of the mouse icon over the particle and 
press shift. On the bottom of the screen a small box will show the pixel coordinate. Make sure to 
look at the x coordinate only. 

•! Switch to the second frame of the camera and repeat the same process. At this point there will be 
two X coordinates. Take the difference to find the pixel displacement. 

•! The pixel displacement should be 10-15 pixels. 

Experimental Process:  
 
This section will describe the overall process of setting up the system, taking data, and flushing the system. 
The details in this section will be written assuming that the user has read the previous sections and 
understood their contents.  

A) Testing Checklist 
 
Before carrying out the testing process go through these steps. 
 

1)! Turn Everything on 
2)! Open Davis and select a new project 
3)! Calibrate the cameras 
4)! Fill the system 
5)! Check particle density  
6)! Make sure all the setting are appropriate for whichever test is being carried out 
7)! If testing with different settings test for proper pixel displacement 

 

B) Recording Images 
 

•! Once everything is set up correctly select the large “Start Recording” button.  
•! At this point the stop sign on the top of the screen should light up.  
•! Go to the pump control computer and start the cycle of waveforms in LabVIEW. 
•! Make sure the triggering system is working by looking at the DaVis software while it is running. 

There should be a red bar that runs across the bottom of the screen while the system is acquiring 
images. 

•! After the waveforms are complete check to see if the data is acceptable (ex: correct flash lamp, 
particle density, pixel displacement, ect). 

•! Make sure to rename the next file before you continue.  
•! Cycle the pump a few times in between trials to clear out any particles that settle at the top of the 

model. Use a fast intake followed by a slow outtake. 
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C) Flushing the System 
 

•! Take the lid from the reservoir line and place it on one of the empty large five gallon buckets. 
Make sure to place paper towels in the areas where the lid does not cover the bucket. 

•! Use Kollmorgan Workbench to manually push the piston forward. Make sure to pump slowly to 
avoid major splashing. Manually pump out solution 3-4 times until there is a large amount of air 
left in the pump. Leave the piston in its most forward position and disable the pump. 

•! Set the lid of the reservoir so that the one-way valve of the intake line is still pointing inside the 
bucket while the reservoir line is outside the bucket. Place the head of the compressed air line 
inside the reservoir line and blow as much air out of the system as possible. 

•! Reposition the lid so that it is again directly on top of the 5-gallon bucket. Open the airline. 
Solution will come out of the airline at this time so make sure that the lid is in the proper 
position. Take the airline out of the reservoir lid and use the compressed air line to blow as much 
solution out of the system again. Make sure to keep a good grip on the airline as you do this. If 
you forget to open the airline the line could possibly rupture or cause a large amount of 
solution to be sprayed inside the lab. 

•!  Pour the rest of the solution from the reservoir into the 5-gallon bucket. Make sure the magnetic 
stirring rod is in the solution. Place the five gallon bucket on top of the hot plate and stir the 
solution on the highest setting possible.   

D) Cleanup Checklist  
 
After completing the experiments make sure these things are done before leaving: 
 

1.! Turn off lasers 
2.! Disable pump 
3.! Disconnect pump 
4.! Turn three phase power supply off 
5.! Turn logic power supply off 
6.! Clean any sodium iodide stains  

Post Processing: 
 
After collecting data it will need to be processed. If the data was collected properly then accurate real time 
vector fields for the flow inside the model will be attainable.  
 

A)! Mask Definition 
 
Before starting to analyze the data collected it is important to define the area to be processed.  
 

•! Open the file tree of the data set being used to 
define the mask. Assuming that the position of 
the model is the same in all data sets it should 
not matter which trial to use. It is better to use 
a trial with the greatest number of images; this 
will help in later sections. 

•! Once the blue camera containing the images is 
selected the image set will be displayed on the 
right side of the screen. Right click on the 
image and follow this path: “Send to” -> 
“Mask Definition”.  

•! Under “Mask Creation Mode” select “Create 
User defined Mask”. The mask that was used 
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before this trial will still be displayed on the screen. Hit “Clear Last Item” to delete the old mask. 
•! To make a new mask make sure to be looking at the image on the left side of the screen. Set the 

resolution to 4k and adjust as needed to clearly see the outline of the model. 

•! The making of the mask depends on the model being used. If using a straight model, a square 
mask will be ideal (click the blue square icon to create a square mask). If using a stenosis or 
aneurism model use the icon next to the blue square to create a custom mask. Start at one point 
and click your mouse. Drag to another point and click again to create a line. Create the best bit 
mask using these series of lines. When you are finished click control+C to exit editing mode. The 
mask created will appear on the image on the right side of the screen.  

•! To save the created mask hit “Save Current Mask to File as Fixed Mask” under “Options” to go 
back later, and load the mask by selecting “Load Fixed Mask From File” under “Mask Creation 
Mode”. 

•! Once the mask is complete hit “Close” to return to the project interface. 
 
 

 

 

 

 

B) Self Calibration Wizard  
 

After creating the mask it is necessary to further refine the calibration by manually selecting points between 
the two frames on each camera so that the disparity between images can be accounted for in the software.  

Setup Initial Disparity Map 
 

•! Open the trial being used. Right click on the image and follow the path “Send to”->”Stereo PIV 
Self Calibration Wizard ”. 
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•! This screen will display 15 boxes that are checked which correspond to 15 images on cameras 1 
and 2. Manually uncheck each box until all of the yellow indicators in the images are gone.  

•! Adjust the flash lamp to clearly see particles. It will need to be adjusted for each camera.  

•! Zoom in three times by clicking the magnifying glass for each camera. The objective here is to use 
the particles in the solution as reference for selecting points on the frame that are the same in each 
camera. Find a distinct group of particles then zoom in on one from the group on each camera. Hit 
the large rectangle containing the x and y data for each camera (next to the unchecked box). The 
interface will ask to select a point for camera 1. Select the point on the particle then it will ask to 
select a point for camera 2. 

•! This process will have to be repeated until all of the boxes are checked off.  
 
*Note-make sure to periodically select different images to use for the calibration as the process 
you carried out. Do not check more than 2 boxes on a single image. Shift through the images using 
the bar at the bottom of the screen. It is a good idea to cover a large area when selecting points. Be sure 
to do these things to ensure the calibration is the best it possibly can be.  
 
•! Once done hit “Next Step”. 

 

Calculate Disparity Map 
 
The next screen will be used to first calculate the disparity between images then refine that calibration 
further.  
 

•! Under “Parameter for Disparity Map 
Calculation” make sure the “Window Size 
x/y” is set to 128. Then hit “Advanced 
Camera Settings” and make sure every box in 
the settings list is checked. 

•! Click “Calculate New Calibration”. A 
window should appear that gives the 
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estimated time remaining. It will take between 8-10 minutes to 
calculate each new calibration. After calibration is complete a 
report should appear in the top right-hand box. Take note of 
both the “Average Deviation” (bottom of report) and the 
“Computed Average Disparity” (top of report). Hit “Accept 
New Calibration” and a window will pop up. Select “Overwirte 
Active Project with New Scales and Calibration” and press ok. 
Repeat the above process about three times or until the average 
deviation and disparity become low and stop changing much 
between calibrations.  

•! To finish up calibrating hit “Accept New Calibration” and this 
time select “Overwrite Active Project with New Scales and 
Calibration AND Rescale All Root 
Images/Recording Datasets”. The software 
will then begin to apply the calibration to all 
of the data sets collected (this may take some 
time depending on the number of data sets).  

•! Once all of the data sets are calibrated hit 
“Close” to return to 
the main interface. 

 

 

 

C) Batch Processing  
 
Once calibration is complete the final step will be to set up the batch processing and allow the software to 
calculate the vector fields throughout the flow.  
 

•! Keep in mind that when completing post 
processing the pulsatile and the steady flow 
will have to be processed separately due to a 
setting in DaVis. From the main interface 
select a dataset within a pulatile or steady 
folder. Right click on the dataset and an option 
for “Hyperloop” should appear. Select the 
option for the root folder which contains the 
filepath with the date with the steady or 
pulsatile folder. 
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•! A screen containing the datasets that are available versus the 
datasets that you have selected for batch processing will 
appear. Review the list of selected datasets to ensure no file 
has been missed and/or need to remove a dataset. 

•! In the bottom left hand corner of the screen under 
“Operation” ensure “Batch Processing” is selected then 
press “Parameter”. A screen containing settings for the 
batch process will appear. Under “Operation List” if 
Pulsatile waveforms then make sure that the option for 
“Vector Statistics: Vector Field Result” is selected. If 
steady waveform remove this setting. 

•! Make sure all of the computers in the lab are being used to 
process the data. The computer list is in the bottom left hand 
part of the page. Once done hit “Close” to return to the 
selected datasets list. Hit “Execute” to start the batch 
processing. The processing of all the data will take quite 
some time, depending on the number of sets and how large 
the individual sets are.  

•! For individual datasets this process can be carried out by selecting an individual file then selecting 
“Batch” at the top of the main interface. The settings menu as described before will appear and 
carry out the processing the same way as well. 

•! After all processing is complete the results will be displayed under the camera of each individual 
dataset. Once selected the vector fields will be displayed for each frame on the right hand side of 
the screen. 

 

 

155



B.2 Piston Motion Estimation
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Piston Motion Guide 

 
I.! Materials 
II.! Piston-Camera Set-Up 
III.! Obtaining Data 
IV.! Processing Data 
V.! Figures 

 
I.! Materials 

1.! High speed camera (SVS 340 MTRCPC, 12V direct current) 
2.! CCTV Camera lens (Tamron, Focal Length 50 mm, Aperture 2.8) 
3.! Tape measure, skinny 
4.! Software: 

i.! LabVIEW 2011 32 bit 
ii.! ImageJ 
iii.! NI Camera File Generator 
iv.! MATLAB 

5.! Bright light source (LED Video Lighting, NEEWER, CN-216, Color Temperature 5600K) 
6.! White plain printer paper 
7.! Cleaning microfiber cloth 

 
II.! Piston-Camera Set-Up 

1.! Clean the pump cylinder and pump head, Refer to User Guide for Aortic PIV.  
2.! Measure the thickness of the pump head. This measurement will be used in later steps to calculate 

a pixels-per-inch ratio. 
3.! Depending on the desired data and what is being tested, the system may or may not need to be 

filled with solution.  
4.! Pull pump head back so the front of the pump head lines up with the white paper marker on the 

cylinder (Figure 4). Refer to User Guide for Aortic PIV for operating the pump.   
5.! Fasten a tape measurer on top of pump cylinder with the numbers facing right side up (Figure 5). 
6.! Place paper behind pump cylinder and pump head area to create a white background (Figure 5).  
7.! Open NI Camera File Generator, ImageJ, and LabVIEW softwares. 
8.! Remove lens cap and position camera to capture first half of cylinder, or closer. Note: Attaching 

the camera to an adjustable base will facilitate height adjustment (Figures 1 and 4). 
9.! Situate the light source so that there is a high contrast between the pump head, rubber O-rings, and 

the cylinder (Figure 5). Make sure the light source is not creating a glare. 
10.! In NI Camera File Generator click “Open Existing Camera File”, select a designated folder, then 

click the “Grab” button to view a live stream from the camera (Figure 7). 
11.! Using the live stream from the NI Camera File Generator, line up the camera viewing window 

with the pump cylinder and focus it on the piston head. The camera aperture should be set at 2.8. 
These adjustments can be made by rotating the body of the lens (Figure 3).  

12.! Level the camera using index cards (Figure 6).  
13.! Once the camera looks level use the “print screen” button (or the Snipping tool) to copy a screen 

shot of the camera’s view of the piston head (Figure 7).  
14.! Paste the image into ImageJ by pressing control+v (Figure 8).  
15.! Make sure the top or bottom of the cylinder is at the same height, or within two pixels, on the far 

right and far left of the picture by hovering the cursor over the image. Use the y coordinates 
located along the top of the cylinder to determine if the cylinder is level. Select the “Straight Line” 
tool and trace a line across the top of the cylinder. Note the pixel height at the start and end points 
(Figure 8).  
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16.! Check to make sure the image is in focus by viewing the histogram in the NI Camera File 
Generator (Figure 7). If the image is out of focus the intensity will be on the left of the graph 
because of the amount of white pixels. The intensity of the graph will shift to the left when image 
is more focused.  

17.! Once the camera is situated properly, it is important to close the NI File Camera Generator 
application before enabling the pump.  
 

III.!Obtaining Data 
1.! Check to make sure the pump is enabled. Refer to User Guide for Aortic PIV.  
2.! Open the LabVIEW software. 
3.! In LabVIEW, open the file titled Aorta Interface & Camera.vi. 
4.! Make sure the proper data storage file and waveform have been designated in their corresponding 

file pathway prompts.  
5.! The first prompt titled “File path of data to be saved with name of file” should display the file 

location where the image data can be stored. The LabVIEW vi will save the data in a .tdms file 
(Figure 9). 

6.! The second prompt titled “File path of HWS waveform” should display the file location for the 
HWS waveform used to dictate piston motion (Figure 9). 

7.! Click the “Run” button (rightward arrow). 
8.! Once the waveform and program have completed open the LabVIEW file titled Asynchroncous.vi 

to extract the data. 
9.! Make sure the proper data storage file has been designated in the prompt titled “Base Path” 

(Figure 9).  
10.! Click the “Run” button (rightward arrow). 

 
IV.!Processing Data 

1.! Open MATLAB and the file titled PistonMotionEstimation_RAC\main.m. 
2.! In the main file, update the input directory based on where the pictures are located.  
3.! Using ImageJ determine the pixels-per-inch of the images by measuring the pixel thickness of the 

piston head. In NI Camera Generator, use the “print screen” button (or the Snipping tool) to copy a 
screen shot of the camera’s view of the piston head (Figure 7).  

4.! Paste the image into ImageJ by pressing control+v (Figure 8). 
5.! In ImageJ, Select the “Straight Line” tool and trace a line across the thickness of the piston head. 

Select “Analyze” + “Measure”. Note the pixel length (Figure 8). 
6.! Divide the pixel length by the inch length of the piston thickness to calculate the pixels-per-inch 

value.  
7.! Input the pixels-per-inch value into the appropriate section of code.  
8.! Determine how many frames-per-second will be analyzed and input into the appropriate section of 

code. Total frame value can be found in the Asyncronous Read.vi LabView file. Total seconds 
value can be found in the Aorta Interface & Camera.vi LabView file. Divide total frames by total 
seconds. 

9.! Locate which image has the full view of the piston head and enter the image number into the 
appropriate section of code. This will determine which frame will require cropping when the code 
ran. 

10.! Other sections of code that may be changed include the image scaling and the jump between 
frames. 

11.! Run MATLAB file. When it reaches the image which has the full view of the piston head 
identified in the previous step, the picture will pop up. Select the area for MATLAB to track 
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through the images. This area is usually the entire piston head or just the rubber O-rings, 
whichever is clearly defined in the images.  

12.! When MATLAB is complete a graph, representing the original waveform sent to the pump, will 
be produced. 

13.! Analyze the graph of the waveform produced by MATLAB. 
 

V.! Figures 

 
Figure 1: The high speed camera, stand, and piston-camera set-up. 
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Figure 2: The High speed camera from different angles. 
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Figure 3: The high speed camera, lens, and lens cap. 

 

 
Figure 4: Piston head positioned at white marker. Image depicts the ImageJ viewing window. 

 

161



 
Figure 5: Piston image set-up. Note the positioning of the light source, measuring tape, and backdrop. 

 

 
Figure 6: Paper notecards being used to level the camera and the camera stand. 

 

 

 

 

162



 

 
 

Figure 7: Relevant screenshots of NI Camera Generator windows. 
 

 

 

 
Figure 8: Relevant screenshots of ImageJ windows. 
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Figure 9: Relevant screenshots of LabVIEW windows. 
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B.3 Sealing Guide - Coarctation Model
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Sealing Guide: Coarctation Model 

I.! Sealing Coarctation Model Inlet and Outlets  
II.! Sealing one-way valve components 
III.!Sealing Pump Outlet, Inlet, and Airline 
IV.! Sealing Gasket Interface 
V.! Materials Used for Sealing 
VI.!Fixing Leaks 
VII.!Terminology, Figures and Setup 

 
I.! Sealing Coarctation Model Inlet and Outlets  

1.! Inlet/outlet nomenclature is as follows: 
i.! Ascending aorta = Primary inlet 

ii.! Descending aorta = Primary outlet 
iii.! Brachiocephalic trunk = First secondary outlet  
iv.! Left common carotid = Second secondary outlet 
v.! Left subclavian = Third secondary outlet 

 
2.! Primary Inlet and Primary Outlet  

i.! After receiving the model, check for defects in the block, such as trapped air bubbles that 
could hinder frame capture by the high speed cameras or bubbles that could block laser sheet 
from forming correctly.  

ii.! Once the model has been thoroughly inspected, the inlets must be cleaned with alcohol and 
paper towels to be prepped for sanding. 

iii.! Sanding the inlets require two different grit sizes: A rougher grit size of 30 followed by a 
smoother grit size of 200. 

iv.! Sanding should follow one direction in a circular motion along the inlet walls. Sanding in 
random directions will create rough surfaces that may be problematic in inserting the metal 
inlets or compromise adhesive dependent seals. (Note: Not all models require metal inlets) . 

v.! Once sanded, the inlet walls should be smooth with little to no rough surfaces. Use alcohol 
and paper towels to clean area of all debris. 

vi.! Metal inlets/Tygon tubing should be chosen by outer diameter sizes. The metal inlet/Tygon 
tubing must snugly fit into the model with little give. (Metal inlet will consist of two parts: a 
cylindrical smooth male to female adapter that will fit right into the model and a male to 
barbed male that will fit the tubing being run into the model. For this tubing inner diameter 
must match the outer diameter of the barbed male fitting). 

vii.! Once fitted, take the metal inlet and coat the outside surface with epoxy as well as a small 
amount coating the inside of the model’s inlet surface. For Tygon tubing use epoxy instead. 
Be careful to make sure no glue enters the inside of the model as this will create turbulence or 
unwanted refraction, resulting in bad data. Let cure for 24 hours. 

viii.! Once cured, use more epoxy to seal the outside of the model and silicone to create a neck 
between the model and the metal inlet/Tygon tubing. This will prevent air from entering the 
model in case the epoxy did not properly seal the inlet. Let cure for at least 24 hours. 

ix.! Test seal (see Checking for Model Leaks). 
 

3.! NOTES:  
i.! Not all models require metal fittings 

ii.! For models that do not require metal fittings, simply apply the above methods using 
Tygon tubing instead 
 

II.! Secondary Outlets  
1.! Outlets must be cleaned with alcohol and paper towels to be prepped for sanding. 
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2.! Sanding the inlets require two different grit sizes: A rougher grit size of 30 followed by a 
smoother grit size of 200. 

3.! Sanding should follow one direction in a circular motion along the outlet walls. Sanding back and 
forth will create rough surfaces that may be problematic in inserting Teflon coated tubing.  

i.! Note: If outlet diameter is too small then it might be more effective to use a Dremel with an 
appropriate bit size. 

4.! Once sanded, the outlet walls should be smooth with little to no rough surfaces. Use alcohol and 
paper towels to clean area of all debris. 

5.! Tubing intended to be fitted in to the outlets should be chosen with an outer diameter equal to the 
diameter of the outlet.  

6.! Before fitting the tubing into the outlet, apply enough plumber’s tape (PTFE) so that the tube fits 
snugly into the model with little give. If there is any difficulty in completely fitting the tube into 
the outlet, try pinching the tube while turning the tube in a direction that does not unwind the 
plumber’s tape. 

7.! Once the tubing is set use plumber’s putty to seal the portion of the tubing immediately proximal 
to the model outlet. Let cure for 24 hours. 

8.! Once putty is cured, use epoxy to coat entire putty surface and all crevices created between putty-
model and putty-tubing interfaces. Let cure for at least 24 hours. 

9.! Once epoxy is cured, use silicone to coat entire putty surface and all crevices created between 
putty-model and putty-tubing interfaces. Let cure for at least 24 hours. 

10.! Test seal (see Checking for Model Leaks).  
 

III.!Sealing one-way valve components 
1.! Valve inlet, valve outlet, and the appropriate tubing  must be cleaned with alcohol and paper 

towels. 
2.! Assemble valve and tubing in accordance with desired one-way flow. It may be helpful to lube the 

inlet/outlet with water before attaching the tubing. 
3.! Use zip-ties to fasten and seal tubing to the valve inlet and outlet. 
4.! For valves that possess threaded adapters, use Teflon to ensure a tight seal at the male-female 

interface. 
 

IV.! Sealing Pump Outlet, Inlet and Airline 
1.! Outlet 
2.! At the pump outlet a threaded brass fitting is used as an adaptor to connect the pump head to the 

model’s inlet line (inlet tubing). 
3.! Pump head and brass fitting must be cleaned with alcohol and paper towels.  
4.! Attach the metal outlet by screwing the threaded portion into the pump head. Make sure not to 

screw the outlet in too tightly. Overtightening may strip the pump head thread. 
5.! Next, attach Tygon tubing to the barbed end of the brass fitting. 
6.! Use one or two zip-ties to reinforce the seal. 
7.! Inlet and airline  
8.! The same protocol outlined for sealing the pump outlet is to be followed for the pump inlet and the 

airline outlet. Note that a metal fastener was used in addition to a single zip-tie to reinforce the 
seal. Additionally, Teflon was used to reinforce the threaded seal between the fitting and the pump 
inlet/airline outlet. 

 
V.! Sealing Gasket Interface 

1.! At the gasket interface a gasket is used to seal the connection between the pump cylinder and the 
pump head. 

2.! If a gasket needs to be made refer to the protocol for making the gasket. 
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3.! Once gasket has been made in accordance with the interface geometry, position the gasket 
between the pump cylinder and pump head and then tighten the four screws to establish a good 
seal.  

4.! Note that silicone was used to reinforce a compromised seal.  
 

VI.!Materials Used For Sealing 
1.! Gorilla Epoxy 
2.! Silicone, Clear All-Purpose 100% Silicone, 100% Waterproof, General Electric  
3.! Tygon tubing  
4.! Metal fittings 
5.! Alcohol  
6.! Paper towels 
7.! Metal fasteners 
8.! Zip-ties 
9.! Hair dryer 
10.! Soldering tool   
11.! Dremel, Model 225  

 
VII.!Fixing leaks 

1.! Removing old adhesive 
i.! Heat silicone w/ a hair dryer or soldering tool. 

ii.! Use fingers, utility knife, and needle nose pliers to facilitate removal. 
iii.! Goo gone (spray form) can also be used. 
iv.! Note that utility knife is not effective on silicone bound to cement. 
v.! Use sand paper or Dremel to remove remaining silicone. 

 
2.! Resealing  

i.! Dry thoroughly after testing with paper towels and air hose . 
ii.! Setup work area with paper towels to avoid unwanted silicone/adhesive spillage  

iii.! Using gorilla epoxy, squeeze a small amount over cement and on interior surface inlet/outlet. 
iv.! Remove any unwanted (excess) epoxy. 
v.! Allow 24 hours to cure. 

 
3.! Managing leaks during experiments 

i.! Minor leaks 
1.! Immediately disable the pump and place paper towels under leak. 
2.! If necessary place a small container under leak. 
3.! Assess system. 
4.! Possible quick fix solutions include: plumber’s putty, replacing Teflon, tightening metal 

fasteners, replace zip ties, trim tubing for tighter seal. 
5.! If the leak is a gasket issue see section IV Sealing Gasket Interface. 
6.! If the leak is a valve issue see section II Sealing One-Way Valve Components. 
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VIII.! Terminology, Figures, and Setup 
 

 
A – Primary Inlet 

B – Primary Outlet 
C – Secondary Outlets 

D – Model 
E – Transducer 

Figure 1: The aortic model in the system showing the inlet and outlets. 

 

 

 
 
 
 
 
 
 
 

L – Pump Platform 
M – Gasket Seal 
N – Piston Head 
O – Pump Cylinder 
P – Pump Head 

 

Figure 2: The Pump System. 
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Q – Pump Cylinder 
R – Gasket Seal 
S – Pump Head 
T – Screws and Nuts to 
keep the Pump Head in 
Place 
U – Outlet fitting 
V – Outlet where the 
Tygon Tubing Attaches 

Figure 3: The pump head with the outlet.  
 

 
 
 
 
 
 
 
W – Air Tube 
X – Inlet 
Fastener 
Y – Inlet 
Z – Pump Head 

Figure 4: The pump head with the outlet, inlet and air hose.  
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F – Pump 

G – Laser Power Supply 
H – Lasers 

I – Model 
J – Cameras 

K – Reservoir 

Figure 5: A picture of the PIV system setup. 
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A – Pump 
B – Model 
C – Reservoir 
D – Cameras 
E – Pump Inlet Tubing 
F – Pump Outlet Tubing, Model Inlet 
G – Air Tube 
H – Model Primary Outlet 
I – Model Secondary Outlets 

 

Figure 6: The diagram of the PIV system setup. 
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B.4 Checking the System for Leaks

173



Checking System for Leaks 
 

I.! Checking the Model for Leaks 
II.! Checking the Valves for Leaks 
III.!Checking the Pump Head for Leaks 

 
I.! Checking the Model for Leaks 

1.! Diagram 

 

 
 
 
 

A – Model 
B – Pressurized Air 
Supply with Nozzle 
C – Primary Inlet  
D – Primary Outlet 
E – Water 
F – Plastic Bucket 
G – Secondary Outlets 
H – Waterproof Block 

Figure 1: A diagram of the model and tube set-up when checking for leaks 

2.! Material 
i.! Plastic bucket (~20 gallons) 

ii.! Water 
iii.! Pressurized air pump with nozzle 
iv.! Paper towels 
v.! Electrical tape 

vi.! Plastic tube with a ¾ in inner diameter 
vii.! Waterproof block 

viii.! Well-lit sink area with a drain 
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3.! Method 

i.! When the model has the proper inlet and outlets sealed with their respective connectors, 
fittings, and hoses, the model is ready to be tested.  

ii.! At the end of each tube coming out of the secondary outlets: 
a.! Roll a piece of paper towel into a tube and press it into the ends, leaving some protruding 

from the tube. This should be a snug fit and should reach a point where no more paper 
towel could be pushed in. The paper towel sticking out of the tube is to prevent it from 
getting stuck as well as to help keep the tubes blocked. The paper towel should be 
inserted into the tube about 2-3 inches. 

b.! Using the electrical tape secure the paper towel in place by stretching 2 pieces over the 
top in an X formation. Use another piece to wrap around the tube and continue up over 
the paper towel bump. Use more tape if needed to secure the paper towel and make sure it 
can withstand the pressure from the air pump. Electrical tape is used because of its 
flexibility.  

iii.! At the primary inlet use electrical tape to secure a plastic tube with a ¾ in inner diameter 
using if there isn’t one already in place. This is where the air pump nozzle will be placed. 

iv.! Leave the primary outlet open and unchanged, a finger will be used to block the airflow to 
prevent too much pressure from damaging the seals. 

v.! Place the 20 gallon bucket into the sink and make sure it is clean as well as the waterproof 
block. 

vi.! Place the waterproof block into the bottom of the bucket for the model to rest on. This is used 
to raise the model up so the tubes aren’t bent or tweaked which may cause a leak as well as to 
keep the model high enough so all the seals are covered and if there are any leaks the bubbles 
released would be seen and their source located. This object can be anything that is 
waterproof, would raise the model up to the necessary height, and would make a steady base 
for the model to rest on not hindering the secondary outlet tubes.  

vii.! Place the model into the bucket and resting on the object in the bucket. Make sure the 
secondary outlet tubes aren’t bent to block the airflow or compromise the seals.  

viii.! Fill the bucket with water until the primary inlet and outlet seals are covered. Take care not to 
get any water inside the model. 

ix.! Place the air source nozzle inside the primary inlet tube. Turn the air on low and cover the 
primary outlet with a thumb. Increase the pressure of the air slowly, taking care to look at 
each seal. Keep the thumb in place preventing the air from escaping. If there is too much 
pressure or multiple seals start leaking remove the thumb as to not damage the remainder of 
the seals.  

x.! Take note of where the leaks are to better know where and how to fix the seal.  
xi.! When the pressure is higher than what will be applied in the system and there are no apparent 

leaks remove the thumb and turn the air off.  
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II.! Checking the Valve for Leaks 
1.! Diagram 

 

 
 
 
 

A – Valve 
B – Pressurized Air 
Supply with Nozzle 
C – Inlet 
D – Outlet 
E – Water 
F – Plastic Bucket 

Figure 2: A diagram of the valve and tube set-up when checking for leaks 

2.! Material 
i.! Plastic bucket (~20 gallons) 

ii.! Water 
iii.! Pressurized air pump with nozzle 
iv.! Paper towels 
v.! Electrical tape 

vi.! Well-lit sink area with a drain 
vii.! Goggles  

 
3.! Method 

i.! When a valve has an inlet tube and an outlet tube attached to the proper connectors it is ready 
to be tested.  

ii.! At the end of the outlet tube: 
1.! Roll a piece of paper towel into a tube and press it into the ends of the tubes, leaving 

some remaining out of the tube. This should be a snug fit and should reach a point where 
no more paper towel could be pushed in. The paper towel sticking out of the tube is to 
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prevent it from getting stuck as well as to help keep the tubes blocked. The paper towel 
should be inserted into the tube about 2-3 inches. 

2.! Using the electrical tape secure the paper towel in place by stretching 2 pieces over the 
top in an X formation. Use another piece to wrap around the tube and continue up over 
the paper towel bump. Use more tape if needed to secure the paper towel and make sure it 
can withstand the pressure from the air pump. Electrical tape is used because of its 
flexibility. 

iii.! Place the 20 gallon bucket into the sink and make sure it is clean. 
iv.! Fill the bucket with water about ½ to ¾ full to make sure the valve is completely covered and 

the tubes remain unbent.  
v.! Place the valve into the water as well as the covered outlet end. This prevents the paper towel 

and tape from shooting around the room if it is removed from the pressure of the air but will 
still make a popping sound and splash water.  

vi.! Place the air source nozzle inside the inlet tube. Turn the air on low and increase the pressure 
of the air slowly, taking care to look at each seal. Don’t put your face too close to the water or 
valve just in case the paper towel and tape do come loose.  

vii.! Take note of where the leaks are to better know where and how to fix the seal.  
viii.! When the pressure is higher than what will be applied in the system or the paper towel and 

tape are removed and there are no apparent leaks remove the air source nozzle and turn the air 
off.  

 
III.!Checking the Pump Head for Leaks 

1.! Diagram 

 

 

i.! A
A  – Outlet with Brass 
Fitting 

ii.! B
B  – Gasket 

iii.! C
C  – Pump Head 

 

Figure 3: The cylinder holds the solution that is sent through the system. The gasket and the outlet regions 
where leaks tend to occur are located at the end of the cylinder in the lower right corner. 

2.! Material 
i.! Water  

ii.! Paper towels  
 

3.! Method 
i.! Leaks tend to occur in two regions around the pump head/cylinder junction. The first region is 

at the outlet where the brass fitting is joined with the outlet hose and sealed (in the above 

B 

A 

C 
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picture) with a metal fastener. The second region is at the gasket interface between the pump 
head and the cylinder. 

ii.! Periodically dab the underside of the gasket interface and the outlet with paper towels to 
ensure that any unwanted leaks are detected early. 

iii.! Place a piece of paper towel under the gasket and the outlet portions of the cylinder to detect 
any immediate leaking and to prevent water from ruining part of the system.  

iv.! Slowly fill the system with water as the solution using a low input voltage and constantly 
paying attention to the gasket and outlet portions of the cylinder. 

v.! Run the system starting with low voltage inputs and slowly increase the voltage inputs until 
the voltage value is slightly higher than what will be used when running the system.  

vi.! Constantly look at the gasket and outlet portions of the cylinder and periodically dab with the 
paper towel to reveal smaller leaks that might otherwise go unnoticed.  
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B.5 Adding Particles to the System
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Adding Particles to the System 
I.! Materials 
II.! Procedure 
III.!Figures 
 
I.! Materials 

1.! 2 small glass jars with 1 lid, ~ 100 mL 
2.! Fine mesh sheet 
3.! Glass stirring rod 
4.! Large metal stirring rod  
5.! NaI Solution 
6.! Particles, Silver-Coated Hollow Glass Spheres, 10089-SLVR, MD = 8-12, 100CC 
7.! Plastic teaspoon  
8.! Rubber gloves 
9.! PIV Camera setup 

 
II.! Procedure 

1.! Mix solution thoroughly.  
2.! Transfer solution from the system reservoir into one of the glass jars. 
3.! Dissolve approximately one tablespoon (or heaping teaspoon) of the particles into the removed 

solution in a jar. See Figure 1. 
4.! Use the glass stir rod to dissolve and break up as many particle clusters as possible.  
5.! Shape the fine mesh sheet into a funnel and hold over the empty glass jar. 
6.! Filter the particle clumps by pouring the mixture through the fine mesh sheet funnel. Use the glass 

stirring rod to assist in breaking up the clumps on the mesh sheet. See Figures 2. 
7.! Repeat the filtering process until all the clumps have been removed and there are minimal particles 

remaining on the mesh sheet.  
8.! Pour a small amount of the particle-solution concentration into the system reservoir. 
9.! Run the system to fully mix and disperse the particle addition. 
10.! Using the cameras note the particle density and determine if more need to be added. 
11.! Once the particle density is approved place the lid on the remaining particle-solution concentration 

and store appropriately. 
 
III.!Figures 

  
 

Figure 1: The silver coated hollow glass spheres, or particles, used in the system. 
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A – Wire Mesh 
Sheet folded into a 

Funnel 
B – Glass Jar 

C – Lid for Glass 
jar 

 
Figure 2: Mesh sheet shaped into a funnel placed in a glass jar with lid to filter and dissolve the clumped 

particles. 
 

A 

B 
C 
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B.6 Model Polishing
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Polishing the Model 

I.! Materials 
II.! Procedure 
III.!Figures 

 
I.! Materials: 

1.! Paper towels 
2.! Meguiar’s Mirror Glaze, Professional #17, Clear Plastic Cleaner 
3.! Rough Polishing Cloth, Yellow 
4.! Fine Polishing Cloth, Blue 

 
II.! Procedure: 

1.! For each model there are four sides that need to be polished; all that surround and frame the 
lumen. The two sides with the inlet and outlets do not need to be polished.  

2.! Place the model on a paper towel with the desired side to be polished facing up. See Figure 2. 
3.! Place approximately six drops of Meguiar’s Mirror Glaze on the upper surface. It helps to spread 

the drops over the whole surface. See Figure 3. 
4.! Using the rough polishing cloth, rub the surface of the model in circular motions. It helps to fold 

the cloth into a more manageable size.  
5.! Use the same section of the polishing cloth when polishing a given side. Switching sections 

doesn’t aid in polishing but rather removes the glaze. Instead of working the glaze into the minor 
scratches on the model surface a dry cloth will immediately absorb the glaze.  

6.! Continue rubbing the entire surface until all the polish has been worked into the cracks and the 
surface is shiny with a clear view into the lumen.   

7.! Repeat steps 3-6 with the fine polishing cloth.  
8.! The polish may buildup on the edges of the model from polishing and it can be removed with 

either a clean section of the polishing cloths or a piece of paper towel.  
9.! When one side is fully polished rotate the model for the next surface to be polished. Notice that 

some polish flecks may have gotten on the paper towel, it is ok for them to stick to the model. If 
this happens gently go over the affected surface with the polish section of the fine cloth to remove 
the specks. To avoid the specs fold, flip, or add a piece of clean paper towel before rotating the 
model. See Figure 4. 

10.! When the four sides have been polished take care to only touch the ends of the model, the un-
polished sides, to avoid fingerprints on the newly polished surfaces. 
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III.!Figures:  
 

 
 
 
 

A – Polish, 
Meguiar’s 

Mirror Glaze 
B – Rough 

Polishing Cloth 
C – Fine 

Polishing Cloth 

Figure 1: The Meguiar’s Mirror Glaze and the rough polishing cloth and fine polishing cloth. 
 

 
 

A – Outlets 
B – Inlet  

C – Unpolished Model 
Surface 

Figure 2: The un-polished model with the surface to be polished facing up.  
 

  
 
 

A – Outlets 
B – Inlet  

C – Unpolished Model 
Surface with Polish Dots 

Figure 3: The model with polish drops over the whole surface. 
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A – Outlets 
B – Inlet  

C – Polished Model 
Surface 

Figure 4: The polished model surrounded by polishing flecks. 
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B.7 Pressure Data Collection and Setup
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Pressure Data Collection and Setup 
 

I.! Transducer Introduction 
II.! Transducer Setup 
III.!Calibration 
IV.!Data Collection 
V.! Drilling the Pressure Tap 
VI.!Additional Figures 
 
I.! Transducer Introduction 
 

 
 

A – Transducer 
B – Horizontal Syringe 

C – Vertical Syringe 
D – Catheter Line 

E – Horizontal Stopcock 
F – Vertical Stopcock 

G – Monometer 
 
Figure 1: The transducer setup for collecting pressure data. 
 
II.! Transducer Setup 

1.! Attach the small empty syringe in the horizontal position. 
2.! Fill the large syringe with the desired solution and connect it in the vertical position.  
3.! Make sure the vertical stopcock is closed to the catheter line and open to the transducer and the 

horizontal syringe and the horizontal stopcock is open. 
4.! Make sure to remove all bubbles from the transducer system using the syringes. Note that the two 

syringes are oriented so that the bubbles collect in the vertical syringe.  
5.! Push vertical plunger in until the horizontal syringe is full.  
6.! Tilt the transducer system so that the rubber plunger of the horizontal syringe is pointing upwards. 
7.! Let bubbles in syringe collect at the tip. Now push bubbles out of the horizontal syringe 
8.! Once bubbles have been cleared, continue to push the plunger while rotating the transducer system 

to its original position. This will allow air bubbles to collect in the vertical syringe.  
9.! Make sure the monometer is connected to the catheter line on the transducer system. Zero out the 

monometer before attaching. 
10.! Once all air bubbles have been collected in the vertical syringe, push the solution out of the 

vertical syringe until the horizontal syringe is full. 
11.! Make sure the transducer amplifier is powered on.  

 
NOTE: It is best to use water first to clean the system then replace with the desired solution for 
calibration and data collection.  
 
NOTE: Make sure the transducer system is setup such that the body of the transducer is at the same 
height as the point-of-interest on the model. 
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III.!Calibration 
 

 
Figure 2: The Excel table and graph example with voltage-pressure calibration. 

 
1.! Open LabView Signal Express. 
2.! Click the “Step Setup” tab and make sure all settings are selected according to Figure 5. 
3.! Open Excel to analyze and organize the data.  
4.! Vary the pressure reading with the monometer using the horizontal syringe on the transducer 

system.  
5.! Collect voltage data in Labview Signal Express at pressure increments of 30 mmHg over the range 

of 0-210 mmHg and time range of 5 seconds. Note that this may require more than one person. 
6.! Once the application has stopped running, click “Export Data” to export voltage data (Figure 5). 

Paste this data into Excel. Determine average voltage for each pressure increment and place it in a 
separate table as shown in Figure 2.  

7.! Plot the average voltage (x-axis) vs the 8 pressure increments (y-axis). 
8.! Generate a best fit line and equation. 
9.! Use this equation throughout pulsatile and steady data collections to convert voltage to pressure.  
10.! Make sure the vertical stopcock is closed to the monometer and then disconnect monometer and 

connect the catheter line. 
11.! Make sure to remove liquid from the monometer line before disconnecting to avoid unwanted 

spillage. 
12.! Once catheter line is connected to transducer system rotate the vertical stopcock so it is closed to 

the system and open to the catheter line.  
13.! Use the vertical plunger to push water through catheter. This is done to remove air bubbles in the 

catheter line. 
14.! Use Kollmorgen software to flush air bubbles out of the PIV system. 
15.! The pressure transducer and PIV systems are now calibrated for pressure data collection. 
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IV.!Data Collection 
 

 
Figure 3: The Excel sheet example with the voltage data converted into pressure values and graphed. 

 
1.! Open LabView Signal Express. 
2.! Click the “Step Setup” tab and make sure all settings are selected accordingly. Figure 5 displays 

the settings for collecting calibration data. The “Samples to Read” and “Rate (Hz)” prompts 
should take into account the desired data collection time established by the period and number of 
waves being ran. The data collection period is calculated by multiplying the period of the 
waveform and the number of waves being ran. Input values into the “Samples to Read” and “Rate 
(Hz)” prompts such that the number samples to be read divided by the sampling rate is greater 
than or equal to the data collection period. 

3.! Ensure that the vertical syringe is closed off from system by rotating its stopcock to the 
appropriate position. 

4.! Open the required pulsatile and steady files from LabView. 
5.! For each collection run Signal Express and either the pulsatile or steady VI’s in Labview 

simultaneously. 
6.! Click “Record” in Signal Express. 
7.! Immediately after, click the “Go” button (rightward arrow) in LabView. 
8.! Once the two applications have stopped running, click “Export Data” to export voltage data and 

paste it into Excel.  
i.! It is easiest to have Excel open and crate a template to paste all the data into. Each data 

collection should have its own labeled tab. A label example would be “Pulsatile Pre Trial 1”.  
9.! Use the line equation generated through system calibration to convert voltage data into the 

corresponding pressure values.  
i.! This equation is entered into the column next to the collected data and then auto filled down 

to the last data value.  
10.! Once all the data has been collected plot the pressure values for each set of data collections over 

time. The time data is exported from signal express to excel along with the voltage data. 
i.! All the data for each data collection set will be on one graph. For example all the data 

collected for pulsatile pre will be on one graph and all the data collected for pulsatile post will 
be on another graph.  

11.! After they have all been plotted shift the time value so each collection starts with the crossing of 
the x-axis at 0 seconds, or as close as possible.  
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V.! Drilling the Pressure Tap  
1.! Materials 

i.! Sharpie marker 
ii.! 10 inch Drill Press, Model 4CY85, Dayton 

iii.! Drill bit size !!" inch diameter, 1.875 inches in length, DEWALT 
iv.! Drill bit size extended length high-speed steel #59, 0.041 inch or about 1mm diameter, 6.0 

inches in length 
v.! Trigger clamp, IRWIN Quick-Grip, #11 

vi.! Three people 
vii.! Safety glasses 

viii.! Pressurized air supply 
ix.! Small firm brush 
x.! Small heat source 

 

 

 

A – Model 
B – Drill Press 
C – Drill Bit 
D – Drill Press Platform 

                         E – Clamp   

Figure 4: Diagram of the drill and model set-up used for making a pressure tap. 

VI.!Procedure  
1.! Once all PIV data has been collected the model is ready for pressure taps to collect pressure data.  
2.! Determine the surface of the model where the pressure taps will be made. The surface should be 

closest to the stenosis and lumen to minimize drilling depth and allow the catheter to reach the 
lumen. This should be the same as the upper surface of the model when PIV data was collected so 
the model is in the same position for both data collections.  

3.! Mark the surface of the model using a sharpie for each tap, there will be three. All the marks 
should be directly above the center of the aorta. Two will be at equal distances, before and after, 
the stenosis and the third will be about an additional 2 inches from the tap after the stenosis.  

4.! All those helping to make the pressure tap need to put their safety glasses on.  
5.! Gather the air supply, small firm brush and small heat source to be near the drill press.  
6.! Insert the !!" inch drill bit in the chuck of the drill press as far as it will go.  
7.! Place a paper towel sheet on the drill press platform to minimize scratching on the model.  
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8.! Use the trigger clamp to snuggly fasten model on the drill press platform making sure to align the 
desired pressure tap mark with the tip of the drill bit. Raise the platform as needed so there is 
about a 2 inch gap from the model to the tip of the drill bit. Have two people, one on either side of 
the model, to also hold the model in place when drilling and to help manipulate the model to 
perfectly align the drill bit and the pressure tap.  

9.! Use the drill’s lowest RPM.  
10.! Start the drill and slowly lower toward the model. Keep a close eye that the model didn’t move 

when starting the drill and slowly press the drill bit into the model.  
i.! Only drill in increments of 0.5 – 1.0 cm in depth to avoid buildup and cracking.  

ii.! Raise the drill bit from the pressure tap and turn drill off after each increment to remove the 
polyurethane build up. Use the air supply, small firm brush and if needed the small heat 
source to remove the build up from the drill bit. When using the small heat source be careful 
not to harm the model.   

11.! Continue drilling with the !!" inch drill bit until the full length of the bit is inserted in the model 

and the drill chuck is about 3 mm above the model surface.  
12.! Raise the drill bit from the model, remove the polyurethane buildup, lower the platform with the 

model still secured, and remove the drill bit.  
13.! Insert the second drill bit, the extended length high-speed steel #59 (0.041 inch or about 1mm 

diameter) drill bit, into the chuck as far as it will go.  
14.! Raise the platform again until the tip of the second drill bit is about 2 inches from the model 

surface. Reposition the model so the second drill bit will fit in the center of the first hole and not 
touch the edges.  

15.! Once the model is secure, turn the drill on and continue to make the pressure tap. 
i.! The second drill bit will appear to “swing out” at the tip because of the diameter and extended 

length so it is important to lower the drill slowly and allow the bit to go into the hole already 
created without force. If it takes force stop and reposition the model.  

ii.! This bit has shorter threads so the drill depth is decreased to a maximum of 0.5 cm for each 
increment.  

iii.! Use extra caution when using this drill bit as it is longer and thinner and therefore has a 
greater chance of breaking.  

16.! When approaching the lumen pay attention not to go too far and watch for cracking or other 
deformities that may occur.  

17.! Once the drill bit has broken through into the lumen polyurethane shavings will fall into the lumen 
and there will be a build up inside the pressure tap. To make sure the pressure tap is smooth and to 
remove some of the buildup lower and raise the drill bit down to the lumen and out of the model a 
few times, removing the build-up on the drill bit each time. 

18.! Continue to the other marked pressure taps and repeat steps 6 – 17 each time.  
19.! Once all the pressure taps have been created remove the drill bit from the drill chuck. Use both 

drill bits to remove any excess polyurethane shavings in the pressure tap by hand.  
20.! Run pressurized air through the model and pressure taps to also help remove excess polyurethane 

shavings.  
21.! Check to make sure the catheter being used will fit into the pressure taps. If the catheter is too big 

repeat steps 6 – 11 with a larger drill bit size. 
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VII.!Additional Figures 

 
Figure 5: Relevant screenshots of LabVIEW Signal Express windows.  
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B.8 System Setup for Small Models (Femoral / Bifurcation)
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Bifurcation System Setup  

I.! Setting Up the Bypass Line 
II.! Using Airline as a Secondary Bypass 
III.!Setting Up System Line 
IV.!Reservoir 2 Set-up 
V.! Reservoir 1 Valve Components 
VI.!Controlling Flow 
VII.!System Set-Up Notes 
VIII.! Materials 
IX.!General Set-Up and Terminology 

NOTE: For connecting and sealing system components see Sealing Guide: Bifurcation Model 

I.! Setting Up the Bypass Line 
1.! A bypass line was incorporated into the system set-up to serve as a flow reducer 
2.! At the piston outlet attach a Y-adaptor.  One outlet from the Y-adaptor will be used for the system 

line and the other outlet will serve as the bypass line. Choose according to system setup as 
depicted in Figure 1: General Set-Up. 

3.! Take two lengths of Tygon tubing and attach one length to each end of a ¾ inch bypass valve. 
(See Figure 1H) 

4.! Next, attach one end of the valve-tubing apparatus to the Y-adaptor and feed the other end into 
reservoir 1. Throughout experimentation it will be helpful to use this valve to control flow through 
the model. (See Figure 1H and 1C) 
 

II.! Using Airline as a Secondary Bypass 
1.! In cases where minimum flow cannot be achieved, it may be help to open the air valve and let it 

function as a secondary bypass line. 
2.! Flush system several times to ensure all air is removed from the airline and the system.  
3.! It may be necessary to manually guide air bubbles toward reservoir 1 by raising the reservoir end 

of the airline higher than the pump. 
4.! Once the airline and system have been flushed, the air-line valve can be used to control flow 

through the model. 
 

III.!Setting Up System Line 
1.! The system line consists of one adaptor and one metering ball valve in series with the bifurcation 

model and outlet tubing. The two lengths of outlet tubing are connected to two separate ball valves   
2.! Attach one end of a 4 inch length of ¾ inch diameter Tygon tubing to the Y-adaptor. 
3.! Attach the other end to a ¾ inch- ¼ inch straight adaptor. 
4.! Take two lengths of Tygon tubing and attach one length to each end of a metering ball valve (See 

VIII Materials). 
5.! Next, attach one end of the valve-tubing apparatus to the straight adaptor and the other end to the 

model inlet. Throughout experimentation it will be helpful to use this valve to control flow 
through the model. (See Figure 1F and 1B) 

6.! Ensure that tubing immediately connected to the model is free of curves, loops, and kinks. Doing 
this promotes laminar flow leading into the model. 

7.! For the model outlet, take two lengths Tygon tubing and attach one end of each length to a 
separate ball valve. 

8.! Connect the other ends to the model outlet. 
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9.! Next, attach two lengths of Tygon tubing to the ball valve outlets. 
10.! Feed the outlet tubing into reservoir 2 (see IV. Reservoir 2) 
11.! Flow Reducers 
12.! The metered ball valve is the primary flow reducer in the system line. Using the angle tick marks, 

the valve can be set to a permanent position to maintain a desired flow. 
13.! Zip ties were used throughout the model inlet segment of the system line to further reduce flow.  
14.! Other means for reducing flow are outlined under VI. Controlling Flow.  

 
IV.!Reservoir 2 Set-Up 

1.! Reservoir 2 was introduced into the bifurcation setup to facilitate flow collection.  
i.! (See Figure 1J and 1K). 

2.! Select a plastic container that can hold at least twice the outlet volume of the model outlets. (see 
Figure 2G) 

3.! Using a handheld drill, drill a hole centered 1 ½ inch from the bottom of one of the container’s 
faces. (see Figure 2F) 

4.! Match drill bit size to the outer diameter of tubing used for the reservoir 2 outlet. (see Figure 2F) 
5.! Insert tubing into the container so that there is approximately ¼ inch of tubing within reservoir 2. 

(see Figure 3H) 
6.! Use silicone and super glue to seal the container-tubing interface. Allow to cure for 24 hours. (see 

Figure 3G) 
7.! Once the silicone has fully cured, take an appropriate length of string and tie it to the end of the 

reservoir 2 outlet tubing. Tie a loop-knot at the other end of the string. This string will be used as a 
way to stop flow from reservoir 2 by looping the opposite end to a raised beam thereby placing the 
tube outlet above the surface of the reservoir’s contents. (see Figure 3) 

8.! Wrap black electrical tape around the tip of the outlet tubing. Make sure to use enough tape so that 
the string cannot slide off the outlet tubing. (see Figure 3J) 

9.! Place a light weight container for collecting reservoir 2 outlet flow (see Figure 1K). This container 
is used to collect and weigh outlet flow and so it is important that the container and its contents 
maintain a weighable mass. 

10.! Designate an appropriate solution surface height. Mark this height using black electrical tape. (see 
Figure 2E)  

 
V.! Reservoir 1 Valve Components 

1.! For all tubing submerged in Reservoir 1, except for the pump inlet and airline tubing, one way 
valves must be attached to maintain proper one way flow 

2.! See Sealing Guide: Bifurcation Model  
i.! Note: The bifurcation set-up only requires that the bypass line be fitted with a one way valve. 

 
VI.!Controlling Flow 

1.! The ball valves provide a means of manually reducing flow throughout the system. Additionally, 
these valves can be opened or closed to a stationary position for prolonged periods of time (i.e. 
periods of data collection).  

2.! The metered ball valve has angle tick marks that provide a better means for repositioning the valve 
when needed (e.g. flushing particle accumulations or draining the system) 

3.! The non-metered ball valves function similarly to the ball valve without the luxury of angle tick 
marks. For this reason it is advised that these valves are not touched once desired positioning in 
established. If it is necessary to reposition these valves then a marker should be used to mark the 
position of the stopcock lever. 

4.! Reservoir Height  

195



5.! Ideally, the reservoir should be positioned so the tubing being fed into the reservoir does not 
exceed the height of the rest of the system. 

6.! However, it was discovered that slightly raising/lowering the reservoir increased/decreased model 
flowrates. The effects on flowrate are largely due to repositioning of the bypass line (see below). 

7.! Bypass Positioning 
8.! Adjusting the height of the bypass line will consistently regulate model flowrates.  
9.! Raising the bypass line will increase model flowrates. 
10.! Lowering the bypass line will lower model flowrates. 
11.! Changing the shape of the bypass line regulates model flowrates but is not as reliable as changing 

the height of the bypass line 
12.! An immediate steep drop in height will yield lower model flowrates compared to a gradual/steady 

drop in bypass height 
 

VII.!System Set-Up Notes 
1.! Leveled Height: When all system components are at the same height the system produces more 

consistent results. 
 

VIII.! Materials 
1.! Y- Adaptor: ¾ inch Nylon Barbed 
2.! Pump Outlet Tubing: 5 ½ inches 
3.! Bypass Tubing: ¾ inch Tygon Tubing (R-3603) 

i.! Bypass Segment: 35 inches 
ii.! Reservoir Segment: 35 inches 

4.! Bypass Valve: ¾ inch brass ball valve  
5.! Air-Line Valve: ¼ inch brass ball valve  
6.! Metering Ball Valve: ¼ inch PVC 
7.! System Line Adaptor: ¾-¼ nylon barbed adaptor 
8.! System Line Tubing: 

i.! Straight Adaptor inlet Tubing: 4 inches length, ¾ inch diameter 
ii.! Metered Ball Valve Inlet Tubing: 3 inches length, ¼ inch diameter 

iii.! Metered Ball Valve Outlet Tubing: 39 inches length, ¼ inch diameter 
iv.! Model Outlet Tubing: 13 inch length, ¼ inch diameter 
v.! Reservoir 2 Inlet Tubing: 29 inch length, ¼ inch diameter  

9.! System Outlet Valves: ¼ inch brass ball valve 
10.! Hand Drill: DeWalt Cordless (DC759 
11.! Drill Bit: ¼ inch, DeWalt 
12.! Reservoir 1:  

i.! Bypass Line One-Way Valve: ¾ inch (NSF 61) 200 PSI Check Valve 
13.! Reservoir 2: 

i.! Container: 4x4x6 inch Volume  
ii.! Tubing: 6 inch length, 0.15 inch inner diameter, 0.25 in outer diameter 

iii.! Black Electrical Tape:  
iv.! String: Nylon, 15 inch (string will be shorter after tying the loop-knot) 
v.! Light Weight Container: Solo cup 

14.! Super Glue: Loctite gel control 
15.! Silicone: General Electric All Purpose 100% silicone, clear, 100% water proof 
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IX.!General Set-Up and Terminology 

 
 
 
 
 
 
 
 
 
 
 
 

 
A – Pump 
B – Model 
C – Reservoir 1 
D – Cameras 
E – Pump Inlet Tubing 
F – Pump Outlet Tubing, Model Inlet 
G – Air Tube 
H – Bypass Outlet 
I – Model Outlets 
J – Reservoir 2 
K – Mass Collection Cup 
L – Laser 
M – Scale  

 

Figure 1: The general diagram of the bifurcation PIV system setup. 
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A – Model Outlet Tubing 
B – Solution/Water Surface 
C – String 
D – Loop Knot 
E – Surface Marker (Tape) 
F – Outlet (1 ½” from 
bottom) 
G – Rectangular Container 

Figure 2: Front view of reservoir 2 used in the bifurcation system to collect flow volumes 

 

 
 
 
 
 
 
A – Model Outlet Tubing 
B – Solution/Water Surface 
C – String 
D – Loop Knot 
E – Surface Marker (Tape) 
F – Outlet (1 ½” from 
bottom) 
G – Silicone Seal 
H – Internal Segment of 
           Outlet Tubing 
I – Rectangular Container 
J – Black Electrical Tape 
 

Figure 3: Side view of reservoir 2 used in the bifurcation system to collect flow volumes 

 

A"

B"

D"

A"
E"

F"

C"

A"

B"

D"

C"
E"

F"

G"
H"

J"

I

–"

198



B.9 Sealing Guide - Small Models (Femoral / Bifurcation)
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Sealing Guide: Bifurcation Model 

I.! Sealing Bifurcation Model Inlet and Outlets  
II.! Sealing One-Way Valve Components 
III.!Sealing Pump Outlet, Inlet and Airline  
IV.! Sealing Gasket Interface 
V.! Materials Used for Sealing 
VI.!Fixing Leaks 
VII.!Terminology, Figures and Setup 

 
I.! Sealing Bifurcation Model Inlet and Outlets  

1.! Inlet/outlet nomenclature is as follows: 
i.! Common femoral artery = Model inlet 

ii.! Deep/superficial femoral artery = Model outlets 
 

2.! Model Inlet and outlets 
i.! After receiving the model, check for defects in the block, such as trapped air bubbles that 

could hinder frame capture by the high speed cameras or bubbles that could block laser sheet 
from forming correctly.  

ii.! Once the model has been thoroughly inspected, the inlets must be cleaned with alcohol and 
prepped for sanding. 

iii.! Sanding the inlets requires two different grit sizes: A rougher grit size of 30 followed by a 
smoother grit size of 200. 

iv.! Sanding should follow one direction in a circular motion along the inlet walls. Sanding in 
random directions will create rough surfaces that may compromise adhesive dependent seals. 

v.! Once sanded, the inlet walls should be smooth with little to no rough surfaces. Use alcohol 
and paper towels to clean area of all debris. 

vi.! Tygon tubing should be chosen by outer diameter sizes. The Tygon tubing must snugly fit 
into the model with little give.  

vii.! Once fitted, take the Tygon tubing and coat the outside surface with epoxy as well as a small 
amount coating the inside of the model’s inlet surface. Be careful to make sure no glue enters 
the inside of the model as this will create turbulence or unwanted refraction resulting in bad 
data. Let cure for 24 hours. 

viii.! Once cured, use more epoxy to seal the outside of the model and silicone to create a neck 
between the model and the tubing. This will prevent air from entering the model in case the 
epoxy did not properly seal the inlet. Let cure for at least 24 hours. 

ix.! Test seal (see Checking for Model Leaks). 
 

II.! Sealing One-Way Valve Components 
1.! Valve inlet, valve outlet, and the appropriate tubing must be cleaned with alcohol and paper 

towels. 
2.! Assemble valve and tubing in accordance with desired one-way flow. It may be helpful to lube the 

inlet/outlet with water before attaching the tubing. 
3.! Use zip-ties to fasten and seal tubing to the valve inlet and outlet. 
4.! For valves that possess threaded adapters, use Teflon to ensure a tight seal at the male-female 

interface. 
 

III.!Sealing Pump Outlet, Inlet and Airline 
1.! Outlet 

i.! At the pump outlet a threaded brass fitting is used as an adaptor to connect the pump head to 
the model’s inlet line (inlet tubing). 

ii.! Pump head and brass fitting must be cleaned with alcohol and paper towels.  
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iii.! Attach the metal outlet by screwing the threaded portion into the pump head. Make sure not to 
screw the outlet in too tightly. Overtightening may strip the pump head thread. 

iv.! Next, attach Tygon tubing to the barbed end of the brass fitting. 
v.! Use one or two zip-ties to reinforce the seal. 

 
2.! Inlet and Airline  

i.! The same protocol outlined for sealing the pump outlet is to be followed for the pump inlet 
and the airline outlet. Note that a metal fastener was used in addition to a single zip-tie to 
reinforce the seal. Additionally, Teflon was used to reinforce the threaded seal between the 
fitting and the pump inlet/airline outlet. 
 

IV.! Sealing Gasket Interface 
1.! At the gasket interface a gasket is used to seal the connection between the pump cylinder and the 

pump head. 
2.! If a gasket needs to be made refer to the protocol for making the gasket. 
3.! Once gasket has been made in accordance with the interface geometry, position the gasket 

between the pump cylinder and pump head and then tighten the four screws to establish a good 
seal.  

4.! Note that silicone was used to reinforce a compromised seal.  
 

V.! Materials Used For Sealing 
1.! Gorilla Epoxy 
2.! Silicone, Clear All Purpose 100% Silicone, 100% Waterproof, General Electric  
3.! Tygon tubing  
4.! Metal fittings 
5.! Alcohol  
6.! Paper towels 
7.! Metal fasteners 
8.! Zip-ties 
9.! Hair dryer 
10.! Soldering tool  
11.! Dremel, Model 225 

 
VI.!Fixing leaks 

1.! Removing old adhesive 
i.! Heat silicone w/ a hair dryer or soldering tool. 

ii.! Use fingers, utility knife, and needle nose pliers to facilitate removal. 
iii.! Goo gone  (spray form) can also be used. 
iv.! Note that utility knife is not effective on silicone bound to cement. 
v.! Use sand paper or Dremel to remove remaining silicone. 

 
2.! Resealing  

i.! Dry thoroughly after testing with paper towels and air hose. 
ii.! Setup work area with paper towels to avoid unwanted silicone/adhesive spillage. 

iii.! Using gorilla epoxy, squeeze a small amount over cement and on interior surface inlet/outlet. 
iv.! Remove any unwanted (excess) epoxy. 
v.! Allow 24 hours to cure. 

 
3.! Managing leaks during experiments 

a.! Minor leaks: 
i.! Immediately disable the pump and place paper towels under leak. 

ii.! If necessary place a small container under leak. 
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iii.! Assess system. 
iv.! Possible quick fix solutions include: plumber’s putty, replacing Teflon, tightening metal 

fasteners, replace zip ties, trim tubing for tighter seal. 
v.! If the leak is a gasket issue see section IV Sealing Gasket Interface. 

vi.! If the leak is a valve issue see section II Sealing One-Way Valve Components.  
 

VII.!Terminology, Figures and Setup 
 

 
A – Model 

B – Model Inlet 
C – Model Outlet 

Figure 1: The bifurcation model in the sustem showing the inlet and outlets.  
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Q – Pump 
Cylinder 
R – Gasket Seal 
S – Pump Head 
T – Screws and 
Nuts to keep the 
Pump Head in 
Place 
U – Outlet 
fitting 
V – Outlet 
where the Tygon 
Tubing Attaches 

Figure 3: The pump head with the outlet.  
 
 
 

 
 
 
 
 
 
L – Pump Platform 
M – Gasket Seal 
N – Piston Head 
O – Pump Cylinder 
P – Pump Head 

 

Figure 2: The Pump System. 
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W – Air Tube 
X – Inlet 
Fastener 
Y – Inlet 
Z – Pump Head 

Figure 4: The pump head with the outlet, inlet and air hose.  
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D – Bypass 
E – Pump 

F – Bypass Tubing 
G – Bypass Valve 

H – Reservoir 1 
I – Pump Inlet Tube 

J – Model 

K – Reservoir 
L – Cameras 

M – Reservoir 2 

Figure 5: A picture of the PIV system setup. 
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A – Pump 
B – Model 
C – Reservoir 1 
D – Cameras 
E – Pump Inlet Tubing 
F – Pump Outlet Tubing, Model Inlet 
G – Air Tube 
H – Bypass Outlet 
I – Model Outlets 
J – Reservoir 2 
K – Mass Collection Cup 
L – Laser 
M – Scale  

 

Figure 6: The diagram of the PIV system setup. 
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Permissions have been secured for all third party copyrighted images and their
approvals are included in the subsequent appendix pages.

C.1 Copyright Permission for Figure 2.5.
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