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ABSTRACT

A theoretical study of a three-dimensional (3D) N/S interface with arbitrary spin

polarization and interface geometry is presented. The 3D model gives the same in-

trinsic spin polarization and superconducting gap dependence as the 1D model. This

demonstrates that the 1D model can be use to fit 3D data.

Using this model, a Heusler alloy is investigated. Andreev reflection measurements

show that the spin polarization is 80% in samples sputtered on unheated MgO(100)

substrates and annealed at high temperatures. However, the spin polarization is

considerably smaller in samples deposited on heated substrates.

Ferromagnetic FexSi−x alloys have been proposed as potential spin injectors into

silicon with a substantial spin polarization. Andreev Reflection Spectroscopy (ARS) is

utilized to determine the spin polarization of both amorphous and crystalline Fe65Si35

alloys. The amorphous phase has a significantly higher spin polarization than that of

the crystalline phase.

In this thesis, (1111) Fe SmO0.82F0.18FeAs and Pb superconductors are used to

measure the spin polarization of a highly spin-polarized material, La0.67Sr0.33MnO3.

Both materials yield the same intrinsic spin polarization, therefore, Fe-superconductors

can be used in ARS. Based on the behavior of the differential conductance for highly

spin polarized LSMO and small polarization of Au, it can be concluded that the Fe-Sc

is not a triplet superconductor.

Zero bias anomaly (ZBA), in point contact Andreev reflection (PCAR), has been

utilized as a characteristic feature to reveal many novel physics. Complexities at a

normal metal/superconducting interface often cause nonessential ZBA-like features,

which may be mistaken as ZBA. In this work, it is shown that an extrinsic ZBA,

which is due to the contact resistance, cannot be suppressed by a highly spin-polarized

current while a nonessential ZBA cannot be affected the contact resistance.
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Finally, Cu/Cu multilayer GMR structures were fabricated and the GMR% mea-

sured at 300 K and 4.5 K gave responses of 63% and 115% respectively. Not only

do the GMR structures have a large enhancement of resistance, but by applying an

external magnetic field it is shown that, unlike most materials, the spin polarization

can be tuned to values of 0.386 to 0.415 from H = 0 kOe to H = 15 kOe.
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Chapter 1

INTRODUCTION

Unlike today’s conventional electronics, which just utilize charge, the next gener-

ation of electronics will also take advantage of the conduction electrons’ spin angular

momentum, or spin. These electronics have the advantage of nonvolatilty, low power

consumption, higher integration density, and higher processing speeds [1]. The main

advantage of spintronics is its use in embedded memories and non-volatile memory

devices such as the Magnetoresistive Random Access Memory (MRAM).

Spin was first realized in 1925 by physicist Ralph De Laer Dronig who was ob-

serving the anomalous Zeeman Effect and, in particular, the resulting orbital angular

momentum. Dronig discovered that not only is there angular momentum but an elec-

tron can have additional angular momentum which is caused by the electron spinning

about its axis with a fixed rotation of 1
2
~. Just like angular momentum, the spin

also has a magnetic moment. The interacting electrons can affect the magnetic and

electrical properties of a material causing many types of magnetism including ferro-

magnetism [2]. Three years before Dronig’s discovery, Stern and Gerlach unknowingly

measured spin while trying to measure the quantum numbers m, l, and n. Using sil-

ver they believed their results showed a spin of ~ but it was later disproved by other

groups who correctly found a spin of 0 [2].

The next major advancement in spintronics did not occur until the discovery of

the giant magnetoresistive effect (GME) in 1988 by Albert Fert and Peter Gruenburg.

Using Fe(001)/Cr(009) superlattices they discovered a reduction in resistivity of up

to 2 in some samples. GMR describes a magnetoresistive effect in thin-film structures

composed of alternating ferromagnetic and non-magnetic conductive layers. At zero
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field there is an enhanced resistivity which can be as high as 120%. In 2007, both

Fert and Gruenburg were awarded the Nobel Prize in Physics for this discovery [3].

IBM, in 1989, began to measure the GMR in various structures. In 1997, a group

at IBM lead by Stuart Parkin created the first GMR hard disk head. It was based on

the spin valve. The spin valve has been extensively used in magnetic recording read-

heads and other magnetic field sensors. In conventional electronics, current carries

no spin information. However, in spintronics, the current is spin-polarized and the

spin polarization is used to describe the degree of polarization in a spin-polarized

current. Tunneling magnetoresistance (TMR) or GMR values, for example, can be

greatly enhanced if highly spin-polarized magnets are used as spin electrodes. This

givesa critical current, used to manipulate nanomagnets , which can be prominently

reduced if a current with high spin polarization is injected [4, 5].

Since the breakthrough of spin valve devices, many interesting discoveries have

been made in the further development of GMR devices. Notable examples include the

discovery, in 2001, of successful spin injection of a stream of electrons, with identical

spins, into a semiconductor [6]. A device was developed, in 2003, which one could

transfer spin electrons across molecular bridges between quantum dots [7]. Another

example is the fabrication, in 2010, of thermo-spintronic chips that could run on heat

[8]. However, one of the most notable breakthroughs is the fabrication of MRAM

devices.

The first MRAM research was conducted in 1995 by Motorola. However, IBM

was the key company in the early development of this device. Since then, MRAM has

become the standard product and is used as the universal memory device [9]. Unlike

random access memory (RAM), MRAM uses magnetic storage elements instead of

storing memory as electric charge. To do this, two ferromagnetic plates separated

by a dielectric insulator are used. The first plate is a permanent magnet and the
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second can chance magnetic polarity with the external field. Therefore MRAM is

just a specific type of spin valve. Some disadvantages to MRAM are that they need

a substantial current to generate the magnetic field, and as you shrink the device,

the induced fields can overlap and incorrectly store the memory [10]. One proposed

solution is to use a GME device but progress has been slow due to other experimental

factors that cause issues with this device.

Other proposed techniques include spin transfer torque (STT), which uses aligned

spin electrons to torque domains in the device. These torques can be transferred

to nearby layers and thus the torque, not current, will write the memory [11]. An-

other method is thermal assisted switching (TAS-MRAM), which quickly heats up

the magnetic tunnel junctions (MTJs) while data is being written which then keeps

the MTJs stable at colder temperatures. This helps with heating induced by high

currents needed for MRAM [12]. Many groups are currently working on MRAM im-

provements which indicates that the development of spintronic devices will be crucial

in future technologies.

In spintronics, the search for a circuit that perform logic operations, which is

controlled by spin currents, is a crucial component. It can be faster and more effi-

cient than charge-based semiconductor transistors currently in use today [13]. The

physicist Alexander F. Andreev, in which Andreev Reflection Spectroscopy (ARS),

is named was the first to experiment with ferromagnetic/superconducting interfaces

in the 1960s. Before the discovery of ARS, the spin polarization of a metal and su-

perconducting gap of a superconductor were very difficult to measure in an actual

experiment. However, ARS allows one to measure both the spin polarization and

superconducting gap rather easily. At the interface, it was thought that the op-

posing electrons destructively interfered, however, at temperatures below the critical

temperature, which is the temperature where the superconductivity is killed, of the
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superconductor the superconductivity and spin polarization can interact creating a

sharp increase in the differential conductance about zero magnetic field [14]. ARS is

described in greater detail in chapter 4. Using materials such as highly spin polarized

materials or half metals, one can allow for spin polarizations to reach 100%. The spin

polarization of many magnetic materials [15–27] including some half metals [22, 23]

has been measured by ARS. Also, the gap of many superconductors, including the

recently discovered Fe-superconductors [28, 29] have been measured.

This thesis will focus on ARS in three dimensions as well as determining the spin

polarization and superconducting gap using this model. The thesis is organized as

follows: Followed by this introduction is a brief description of spin polarization and a

larger discussion of superconducting gap and the mechanisms of superconductivity on

conventional and unconventional superconductors in chapter 2. Chapter 3 introduces

magnetic nanostructures and their unusual properties and magnetoresistance regimes.

Chapter 4 it aslo describes Andreev Reflection Spectroscopy (ARS) and the BTK

theory that describes it. It also describes the ARS effects of both single and triplet

superconductors in contact with polarized metals. Chapter 5 describes the point

contact spectroscopy method and the experimental set ups for the various experiments

that follow in later chapters. Chapter 6 introduces the theoretical model that is used

to analyze the ARS result for the later chaptersl. The ARS results of a Heusler alloy,

amorphous alloy, and Fe-Sc on LSMO will be investigates in chapters 7, 8, and 9

respectively. Chapter 11 will describe the giant magnetoresistive (GMR) effects on

Co/Cu multilayer thin films as well as investigate the ARS properties associated with

the material at low temperatures. Finally, the conclusions are summarized in chapter

12.
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Chapter 2

SPIN POLARIZATION AND SUPERCONDUCTIVITY

At a normal metal/superconductor interface, it can often be difficult to measure

the spin polarization of a metal and superconductive gap of a superconductor. Until

the discovery of the Andreev Reflection (AR), to measure these values many compli-

cated processes and data manipulations were needed. Now with the ability to perform

AR measurements, the search for half metals with high spin polarizations has been a

hot topic in spintronics. A half metal is a material that acts as a conductor to elec-

trons with one spin orientation. This is important to spintronics because the ability

to write data depends on the ability to pass electrons with specific spin orientations

which act as the ”1” and ”0” bits of information. The higher the spin polarization, the

easier it is to pass and manipulate the electron’s spin using magnetic nanostructures,

see chapter 3. The superconducting gap can yield important information about the

critical field and critical magnetic field of the superconductor, as well as the energies

need to create Cooper pairs and thus creating superconductivity. The BCS, see sec-

tion 2.4, model describes the mechanisms of superconductivity, the superconducting

gap, as well as their temperature dependence. This chapter will describe what spin

polarization and superconducting gap are, and then will go into detail behind the

mechanisms of superconductivity and the dependence of the gap on temperature.

2.1 Spin Polarization

Spin polarization is defined as the imbalance of density of states (DOS) of the

number of spin up and spin down electrons at Fermi level normalized by the total
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states,

P =
N↑(EF )−N↓(EF )

N↑(EF ) +N↓(EF )
, (2.1)

where EF is the Fermi level, shown in equation 2.1. Figure 2.1 shows three examples

of spin polarization as it relates to different types of metals. For non-magnetic metals,

the spin up and spin down electrons at the Fermi level are equal, so the spin polar-

ization is zero. In half metals, shown in figure 2.1, only one spin band is available

at the Fermi level corresponding to a spin polarization of 1. For many ferromagnetic

metals, the spin polarization is between 0 and 1, shown in figure 2.1.

For actual experiments, which are often not ideal or are clean interfaces, the spin

polarization is often related to the specific measurement technique. If the contact

size of the point contact is less than mean free path, then one has the diffusive spin

polarization,

Pballistic =
N↑(EF )v↑F −N↓(EF )v↓F
N↑(EF )v↑F +N↓(EF )v↓F

. (2.2)

In the ballistic limit, the spin polarization is weighted by the Fermi velocities of the

spin up and spin down electrons, while in the diffusive limit being weighted by the

square of the Fermi velocities [30],

Pdiffusive =
N↑(EF )v2

↑F −N↓(EF )v2
↓F

N↑(EF )v2
↑F +N↓(EF )v2

↓F
. (2.3)

In a tunneling current, however, the spin polarization is weighted by the tunneling

matrix. The spin polarization is more complicated, although the definition looks

similar,

Ptunnel =
N↑(EF )|M↑|2 −N↓(EF )|M↓|2

N↑(EF )|M↑|2 +N↓(EF )|M↓|2
, (2.4)

where M↑ and M↓ are the tunneling matrices [31].

When a magnetic material has full spin polarization (P = 1), it is called a half

metal. Because the performance of a spintronic device (e. g. magnetoresistance

6



Figure 2.1: Definition of spin polarizations: (a) non-magnetic metals, polarization
is zero, (b) magnetic metals, polarization is between zero and one, (c) half metallic
metals, polarization is one.
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percentages and sensitivity) relies critically on the polarization value of the magnetic

materials used [22, 32–39], the hunt to find more half metals has been just as im-

portant as the search for a superconductor with a higher critical temperature (Tc).

Many materials have been predicted to be half-metallic and some have been validated

by experiments [22, 32–39]. However, CrO2 is the only material thus far that has

demonstrated half-metallic properties, which was measured using Andreev reflection

spectroscopy (ARS), with a spin polarization of 98.6% [22].

Since its discovery in the 1950s, electron spin polarization has been extensively

researched. Experimentally, photo-emission spectroscopy has become a standard

method that measures the spin polarization based on Mott scattering [16]. However,

this method is extremely dependent on the surface states and contamination. Widely

different spin polarization values have been reported. For example, the polarization

of Ni has been measured both to be 0% and 100% [16] by this method.

A second proposed method to measure the spin polarization is spin-dependent

tunneling or tunneling magnetoresistance (TMR). In a ferromagnet/insulator/ ferro-

magnet (F1/I/F2) junctions, the tunneling probability depends on the orientation of

the magnetization of the two electrodes as well as their density of states. From this,

the spin polarization values can be extracted from the TMR value. In a ferromag-

net/insulator/superconductor (F/I/S) junction, the conductance is proportional to

the density of states of the superconductor’s quasi-particles and the available states

in the ferromagnetic layer. When a large external field is used to split the energy of

up and down spins in this layer, the conductance spectra shift oppositely around zero

bias voltage, creating four peaks. The spin polarization of the layer can be obtained

by analyzing the conductance spectrum. However, the determined spin polarization

value by the spin-dependent tunneling method is dependent on the quality of the tun-

neling layer as well as the type of the materials used. For example, the polarization
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value of Fe obtained from the of F1/I/F2 tunnel junctions varies greatly according to

the TMR value [40]. In MgO tunnel junctions, because of the unique coherent tunnel-

ing process in crystalline (001) MgO, the calculated polarization value is altogether

different [41] for different tunneling junctions. Even the sign of the spin polarization

of ferromagnetic Co can be different between junctions using Al2O3 and SrTiO3 [16].

2.2 Superconducting Gap

Not only is the spin polarization difficult to experimentally measure, but the

superconductor’s gap, at a normal metal (NM)/(S) interface, is also experimentally

difficult to measure. The superconducting gap is defined as the energy difference

between the energy of ground state of the superconductor and the energy of the

lowest quasi-particle excitation.

According to the Bardeen-Cooper-Schrieffer (BCS) theory (see section 2.4), the

energy required to break a Cooper pair is,

Eg = 2∆(T ) , (2.5)

where ∆ is the superconducting gap. For most conventional superconductors at the

critical temperature Tc, with Eg, the energy can be written as,

Eg = 2∆(0) = 3.528 kTc . (2.6)

Equations 2.5 and 2.6 can be used to solve for the superconducting gap at tempera-

tures T ≤ Tc,

∆ = 1.765 kTc . (2.7)

Figure 2.2 shows the energy verses temperature for these conventional superconduc-

tors [42].

In these experiments, the gap ∆ closely relates to the mechanism of supercon-

ductivity but, as shown, there are very few techniques to measure it. There have
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Figure 2.2: Temperature dependence of the energy gap in the BCS theory. Strictly
speaking, this universal curve holds only in a weak-coupling limit, but it is a good
approximation in most cases [42].
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been a few methods developed as early as the 1960s to measure the superconducting

gap. One such method proposed by the General Electric (GE) Research Laboratory

uses electron tunneling to measure the superconducting gap [43]. The experimental

device is made of two metals that are separated by a thin insulating film. A potential

difference is created from electrons trying to penetrate the potential barrier. In low

fields, the tunneling current is proportional to the applied voltage [44], which allows

the information to be measured and the electronic structure of superconductors to be

described. Al/AlO2/Pb samples were created by vapor-deposition of aluminum on

glass slides. At temperatures of 4 K, a magnetic field is applied parallel to the film

and the differential conductance dI
dV

is measured as a function of potential difference.

Then by calculating the relative slope of this conductance, figure 2.3, one can solve

for the superconducting gap [45]. This is done by finding the relative slope dI
dV

= 1.

This will yield half the energy gap and, in the case of the GE experiments for Pb,

the measured gap is 4.2 kTc [43].

A second common measurement technique is theAngle Resolved Photo-emission

Spectroscopy (ARPES) [46]. Although ARPES is not sensitive to the phase of the

order parameter, it does measure the absolute value of the momentum using the

superconducting gap [47, 48]. NdFeAs(0.9)F(0.1) single crystals were measured about

the gamma pocket, which is fully gapped with no nodes. Using the momentum

distribution curves (MDC), a plot of the ARPES, integrated over ±20meV about

the Fermi energy as a function of momentum[49, 50],is shown in figure 2.4 (e). The

superconducting gap, along the high symmetry directions, is shown in figure 2.4 with

directions (a) Γ−X and (b) Γ−M . To measure this superconducting gap, the raw

energy distribution curves (ECD) [51], which are reflected about the Fermi energy,

are calculated shown in figure 2.4 (c) and (d). The superconducting gap is observed

in both directs by two sharp peaks at the Fermi vector. Figure 2.4 (f) shows the
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Figure 2.3: Slope dI
dV

of Pb superconductor at T = 1.6K and H = 0 [43].

12



energy position of the coherent peaks as a function of momenta [52]. From this they

plot the EDCS in figure 2.4 (g) and (h). From these coherence peaks one can find the

superconducting gap by fitting this data with the BCS model [51] or by evaluating

the energy position of the peaks verses the Fermi energy. For this example, the gap

was found to be 15 meV [46].

Based on these two methods, it is apparent that trying to measure the supercon-

ducting gap is often quite difficult. Therefore Andreev Reflection Spectroscopy, see

chapter 4, is a much easier technique to measure not only the superconducting gap

but also the spin polarization of a metal.

2.3 Meissner Effect and Ginzburg-Landau Theory

There are two electrodynamical properties that govern superconductivity. In 1935,

F. and H. London proposed the London equations [53]

E =
∂

∂t
(ΛJs), (2.8)

and

h = −c ∇× (ΛJs) , (2.9)

where

Λ =
4πλ2

c2
=

m

nse2
(2.10)

where Λ is a phenomenological parameter, E is the electric field applied, Js is the

total super-current, ns is the number density of superconducting electrons, h is the

flux density on a microscopic scale, m is the mass of the electrons, and e is the charge

of the electron.

The equation 2.9 describes perfect conductivity since the superconducting elec-

trons will be accelerated by any electric field as described by Ohm’s law. The equation
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Figure 2.4: The superconducting gap along the high symmetry directions (T =
20K). (a),(b) ARPES intensity map along the Γ − X and Γ − M directions, re-
spectively [directions shown in panel (e)]. Black dotted lines are a guide to the eye,
outlining the dispersion of the band and the coherent peak. (c), (d) EDCs for panels
(a) and (b), respectively. The momentum range is indicated by the white arrows in
panels (a) and (b). The colored curves mark the EDC at kF . (e) ARPES intensity
map as a function of kx and ky momentum, integrated within 20 meV about the
Fermi energy. Dotted circles are guides to the eye. (f ) Dispersion of the coherent
peak showing the back bending characteristic of the SC state obtained by EDC fits
to data in panel (b). (g) Comparison of the EDCs in superconducting state at kF
points along Γ−X and Γ−M directions. (h) Symmetrized EDCs from the data in
panel (g) [43].
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2.10, when combined with Maxwell’s equation ∇× h = 4πJ
c

, yields the equation

∇2h =
h

λ2
. (2.11)

From equation 2.11, it can be shown that the magnetic field is screened from the

interior of a sample with penetration depth λ. This is known as the Meissner effect

[54]. The temperature dependence of this penetration depth is found to be

λ(T ) ≈ λ(0)

[
1− (

T

Tc
)4

]− 1
2

. (2.12)

Meissner later states that, not only is a magnetic field excluded from penetrating

a superconductor, but a field is originally expelled as the temperature is cooled past

Tc, for a normal metal. Figure 2.5 is a schematic diagram of this process. This implies

that there is a reversible Meissner effect in which superconductivity can be destroyed

by a critical magnetic field Hc described by

Hc(T ) ≈ Hc(0)[1− (
T

Tc
)2]. (2.13)

Next, the Ginzburg-Landau theory, which mathematically describes superconduc-

tivity [55], was proposed. It states that the free energy F of a superconductor near

the phase transition is expressible by a complete order parameter ψ. This parameter

is nonzero below the phase transition and is related to the density of the supercon-

ducting component. The free energy is described by

F = Fn = α|ψ|2 +
β

2
|ψ|4 +

1

2m
|(−i~∇− 2eA)ψ| , (2.14)

where Fn is the free energy in the normal phase, α and β are phenomenological

parameters, m is effective mass, e is the electron charge, A is the magnetic vector

potential, and B = ∇×A is the magnetic field. From equation 2.14, by minimizing

the free energy, one can get the Ginzburg-Landau equations:

αψ + β|ψ|2ψ +
1

2m
(−i~∇− 2eA)2ψ = 0, (2.15)
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Figure 2.5: Schematic diagram of exclusion of magnetic flux from interior of massive
superconductor. λ is the penetration depth, typically only 500 Å [42].
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and

∇×B = µ0j ; j =
2e

m
Re[ψ∗(−i~∇− 2eA]ψ , (2.16)

where j is the dissipation-less electric current density and Re is the real part. The

first equation describes the order parameter ψ while the second describes the super-

conducting current. For a homogeneous superconductor equation 2.15 becomes,

αψ + β|ψ|2ψ = 0 , (2.17)

with the solution ψ = 0. This shows that for temperatures above Tc there is no

superconductivity. The second non-trivial solution to equation 2.15 is,

|ψ|2 = −α
β

= −α0(T − Tc)
β

, (2.18)

which shows that below Tc there is superconductivity. From these equations Ginzburg

and Landau were able to predict the characteristic length ξ of the superconductor.

At temperatures below Tc the superconductor has a length ξ0 = a~νF/kTc. In this

equation a is the numerical constant of order unity, νF is the Fermi velocity, and k is

Boltzmann’s constant.

Based on the Meissner effect, there are two types of superconductors called type I

and type II superconductors. Type I superconductors are when superconductivity can

be abruptly destroyed when an applied magnetic field surpasses Hc by a first order

phase transition, shown in figure 2.6(a) as a function of temperature. This work will

focus solely on the use of type I superconductors. Type II superconductors exhibit not

one, but two Hc’s. The first is when the magnetic flux vortices penetrate the material

but it stays superconductive. When these vortices become to large the second Hc

occurs and superconductivity is destroyed shown in figure 2.6(b) as a function of

temperature.
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Figure 2.6: Magnetic field H verses temperature T of (a) type 1 superconductors
where the Meisnner effect occurs when H < Hc and Hc = 0.1 Tesla and (b) type II
superconductors with two critical fields where the Meisnner effect occurs as H< Hc1

with a mixed state at Hc1 < H < Hc2 where Hc2(0) is very large.

18



One can now compare the penetration depth λ with the superconducting coherence

length. For type I superconductors, λ relative to ξ is 0 < λ
ξ
< 1√

2
and for type II

superconductors, its λ
ξ
> 1√

2
. These equations govern whether the superconductor is

type I or type II.

2.4 Bardeen-Cooper-Schrieffer Theory

To understand the behavior of the superconductor in Andreev Reflection Spec-

troscopy (ARS), see chapter 4, the BCS theory is needed. In 1957, two papers were

written to describe the mechanism of superconductivity and were later awarded the

Nobel Prize in 1972 [56, 57]. In this theory, Cooper pairs are essential to supercon-

ductivity and must be dominant over the Coulomb force of the interacting electrons.

A Cooper pair is described as a weak electron-to-electron bound pair created with a

photon interaction. In the material, the Coulomb attraction between the electron and

the positive cores of the ions in the material will yield a net positive charge. This, in

turn, attracts an electron with opposite momentum and spin creating a Cooper pair.

Cooper postulated that, due to the Fermi statics of the electron, the pair state can

have energies less then the Fermi energy of the material and consequentially, at low

temperatures, the pairs can easily form.

2.4.1 BCS at the Ground State

To satisfy this temperature requirement, they first started with the zero-momentum

wave function for two electrons interacting with the Cooper force with a Fermi sea,

at T=0:

Ψ(r0, r1) =
∑
k

gke
ik·(r1−r2) (|↑↓〉 − |↓↑〉) , (2.19)

where Ψ is the wave fiction as a function of the electron positions, gk is a perturbation

constant and k is the wave vector. Also, noting that anti-symmetry perturbation
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states are gk = g−k, using the Schrodinger equation HΨ = EΨ, one gets the following

condition:

(E − 2εk)gk =
∑
k′>kF

Vkk′gk′ , (2.20)

where E is the total energy, εF is the Fermi energy and ωc is the cut off frequency.

These equations show that only interactions in the material’s frequency range are

allowed. One can then define Vkk′ using the mean field approximation:

Vkk′ =


−V, for εF < εk < εF + ~ωc

0, otherwise.

(2.21)

Equation 2.21 can then be inserted into equation 2.20 and will become,

1

V
=
∑
k>kF

1

2εk − E
=
N0

2
ln

(
2εF − E + 2~ωc

2εF − E

)
, (2.22)

which becomes the following when simplified:

1

2~ωc
(2εF − E) =

1

e
2

N0V − 1
≈ e

− 2
N0V , (2.23)

where N0 is a constant. Then assuming that N0V � 1, the energy need to create a

cooper pair becomes,

E = 2εF − 2~ωce−
2

N0V < 2εF , (2.24)

as was stated in section 2.2. So by using the BCS model, the temperature dependence

of type I superconductors can be found as shown in figure 2.2.

2.4.2 BCS solution by Variational Method

The main use of the BCS theory is to provide a model for the temperature depen-

dence on the superconducting gap ∆. The results of the following experiments done

in this thesis will be fitted using this method and therefore it is crucial to understand

this relationship. For the BCS variational form, the ground state is

|γ0〉 = Πk=k1,...kM (uk + νkc
∗
k↑c
∗
k↓) |γ0〉 . (2.25)
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The next step is to use the the paring Hamiltonian at the ground state so that

the coefficients can be determined:

H =
∑
kσ

εkc
∗
kσckσ +

∑
kl

Vklc
∗
k↑c
∗
−k↓c−l↓cl↑ , (2.26)

where k is the momentum, σ is the spin, and c and c∗ are the Fermion creation and

annihilation operators, which follow the usual commutation relations. To regulate

the mean number of particles, the term −µNop, where µ is the chemical potential and

Nop is the particle number operator, is added. Using this term, the expectation value

of the ground state |ψG〉 can be minimized to,

δ 〈ψG|H − µNop |ψG〉 = 0 , (2.27)

where the expectation value of −µNop is the same as taking the expectation value of

kinetic energy. Therefore equation 2.27 simply becomes

δ 〈ψG|
∑
kσ

ξkc
∗
kσckσ +

∑
kl

c∗k↑c
∗
−k↓c−l↓cl↑ |ψG〉 = 0 . (2.28)

It is important to note that ξk = εk − µ is the single particle energy relative

to the Fermi energy. So the first term of equation 2.28 is the kinetic energy of the

electrons and the second term is the translation of the phonon mediated electron-

electron interaction.

Since each term in equation 2.28 is bi-linear corresponding to the electrons in the

Cooper pair, it can be described with,

〈ψG|H − µNop |ψG〉 = 2
∑
k

ξkν
2
k +

∑
kl

Vklukνkulνl , (2.29)

where |uk|2 + |νk|2 = 1 must be true. Therefore one gets uk = sin θk and νk = cos θk.

This results in the gap being defined as,

∆k = −1

2

∑
l

Vkl sin 2θl = −1
1

2

∑
l

∆l

(∆2
l + ξ2

l )
1
2

Vkl , (2.30)
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for |ξk| < ~ωc and zero else where.

Next the summation can be replaced with an integration from −~ωc to ~ωc and,

using the symmetry of −ξ and ξ, one gets the final solution of the gap to be,

∆ =
~ωc

sinh[1/N(0)V ]
≈ 2~ωce−1/N(0)V . (2.31)

2.4.3 BCS Solution by Canonical Transformation

In the normal state, no cooper pairs are expected to pair, therefore the operator

ck↑c−k↓ should average to zero. This then defines the term bk as,

bk = 〈ck↑c−k↓〉 , (2.32)

where the energy gap can then be defined as,

∆k = −
∑
k′

Vkk′bk′ . (2.33)

Since the characteristic BCS pair interaction Hamiltonian will give the ground

state, there is some phase-coherent superposition of many-body states. Because of

this, the operators c−k↓ck↑ will have a nonzero expectation value rather then averaging

to zero. Because the number of particles involved is rather large, the fluctuations

should be small and thus one can write the expression with a correction factor,

c−k↓ck↑ = bk + (c−k↓ck↑ − bk) , (2.34)

giving the modified Hamiltonian called the model-Hamiltonian, in terms of ∆k:

HM =
∑
kσ

ξkc
∗
kσckσ −

∑
k

Vkl(c
∗
k↑c
∗
−k↓bl + b∗l c−l↓cl↑ − b∗kbl) , (2.35)

where

bk = 〈c−k↓ck↑〉av . (2.36)
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Now that the gap can be defined, the gap dependence on temperature can be in-

vestigated. Since each term in equation 2.36 is bi-linear corresponding to the electrons

in the Cooper pair, the Hamiltonian can be diagonalized by a linear transformation

with new Fermi operators γk. The transformation is,

ck↑ = u∗kγk0 + νkγ
∗
k1 (2.37)

c∗−k↓ = −ν∗kγk0 + ukγ
∗
k1 , (2.38)

where the numerical coefficients uk and νk follow |uk|2 + |νk|2 = 1. The operator γ∗k1

is such that γk1 itself decreases the system’s momentum -k by the complex conjugate

which increases it by k. Equation 2.33 now has all the correct formulation and can

be written as,

∆k = −
∑
k′

Vkk′u
∗
kνk′ 〈1− γ∗k′0γk′0 − γ

∗
k′1γk′1〉 . (2.39)

If one further defines γ∗k0γk0 = δ(k−k′) = γ∗k1γk1 and note that the probability of

the quasi-particle excitation is the normal Fermi function f(Ek) = (eβEk + 1)−1, the

equation 2.39 can be written as,

∆k = −
∑
k′

Vkk′u
∗
kνk′ [1− 2(f(Ek′)] , (2.40)

which then becomes,

∆k = −
∑
l

Vkl
∆l

2El

tanh
βEl

2
. (2.41)

Using the BCS approximation that Vkl = −V , where ∆k = ∆l = ∆, one can

finally write the self consistency condition equation 2.41 as,

1

V
=

1

2

∑
k

tanh(βEk/2)

Ek

, (2.42)

where this equation will determine the temperature dependence.

Just as was done in the variational method, the summation can now be replaced

with an integral from −~ωc to ~ωc and noting the symmetry of |ξk| then kTc becomes

kTc = β−1
c = 1.13~ωce−1/N(0)V , (2.43)
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and comparing it with equation 2.42 one can see that the gap at T = 0 is indeed

comparable in energy to kTc, which has been tested and found to be reliable:

∆(0)

kTc
=

2

1.13
= 1.764 . (2.44)

2.4.4 Temperature and Energy Gap

Using equation 2.42 or the integral equivalent,

1

N(0)V
=

∫ ~ωc

0

tanh 1
2
β(ξ2 + ∆2)

1
2

(ξ2 + ∆2)
1
2

dξ , (2.45)

the gap dependence of T, ∆(T ) can be computed numerically. From equation 2.45,

when describing weak coupling superconductors, ~ωc/kTc � 1, ∆(T )/∆(0) is a uni-

versal function of T/Tc which monotonically decreases from 1 to zero from T = 0 to

T = Tc. Near T = 0 the temperate is exponentially slow and is virtually insensitive

to T . This means that the ∆ is fairly constant until a significant number of quasi-

particles are excited, in which, near Tc, ∆(T ) goes to zero and is described by the

tangent. It is approximated to be:

∆(T )

∆(0)
≈ 1.74(1− T

Tc
)
1
2 ; T ≈ Tc . (2.46)

All of these features are shown in figure 2.2 [58], and this is the approximation used

to fit experimental data including figure 2.7 as well as all the data in this thesis.

In figure 2.7(a) it is apparent the conventional superconductors follow very nicely

with the BCS approximation. However for unconventional superconductors, such as

Aluminum in figure 2.7(b), the BCS approximation may not fit the data as expected.

2.5 Conventional verses Unconventional Superconductors

Just as was stated in section 2.3, there are two types of superconductors, type I

conventional and type II unconventional. There are three types of pairing states in

superconductors, s-wave, p-wave, and d-wave pairing shown in figure 2.8.
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Figure 2.7: Indication that the energy gap is temperature dependent [58]. (a)
Indium, tin and lead may then be considered conventional superconductors because
their properties may be predicted by BCS theory. (b) Aluminum deviates from the
predictions of BCS, and therefore it is not considered a conventional superconductor.
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Figure 2.8: The mechanism of superconductivity depends on the superconducting
gap. (a) S-wave superconductors have an isotropic gap. Most known superconductors
are s-wave superconductors, such as Nb, Pb, and Al, with Tc < 25K. (b) P-wave gap
with the most well known example super fluid 3He, often with Tc ≈ 1 mK − 1 K.
(c) D-wave gap most often found in cuprates, with CuO2 plane, or insulating parent
compounds and Tc ≈ 5 K − 140 K. + denotes area with positive momenta +k and
− denotes area with with negative momenta −k.
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Figure 2.8(a) illustrates s-wave pairing, which is characterized by the standard

BCS model. In s-wave pairing, the two electrons of a Cooper pair have equal and

opposite momenta, k, so that the center of mass momentum is zero. This is also known

as singlet pairing. The bound states are symmetric and isotropic. The attractive

interaction between the two electrons yields a negative energy contribution, which

lowers the total energy of the system and thus creates a negative potential energy

called the binding energy.

In figure 2.8(c) there is d-wave pairing which is present in high Tc superconductors.

For d-wave pairing, the bound state can happen with any attractive force that can

overcome the Coulomb repulsion between two electrons. For example, an electron-

electron interaction is created by a magnetic spin fluctuation [59–61] which can over-

come the this force. The most important distinction is that, unlike s-wave, d-wave

pairing is anisotropic, which is described by spin-fluctuation exchange mechanism.

In vary rare case,s a material can exhibit p-wave pairing as shown in figure 2.8(b).

With p-wave pairing the electrons may have equal and parallel direction momenta.

Therefore, the electrons can either pair with both spin up or both spin down di-

rections, which is referred to as triplet superconductivity. For the purposes of the

following work, only the singlet and triplet states are of crucial importance. Refer-

ring to the equation for spin polarization, equation 2.1, for a singlet superconductor in

contact with a normal metal, see chapter 4, the electrons can have equal and opposite

spin to its partner thus creating a nonzero polarization. For a triplet superconductor

the spins must have equal spin orientation and direction, be all up or all down spins,

such that, when it is in contact with a normal metal, the spin polarization will always

yield 0. This characteristic makes it very easy to distinguish the superconductor be-

ing measured, where often the material created by a collaborator, is a single or triplet

superconductor. See chapter 9 for an example.
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Chapter 3

MAGNETIC NANOSTRUCTURES

Today’s electronics are becoming smaller and smaller so the need for nanoscale

devices such as as MRAM, read heads in hard drives, and spin valves to become

increasingly smaller is important. When decreasing the size of these devices, it is

crucial to preserve the higher performance speeds and non-volatility. The advantage

of nanostructures is that they can take advantage of quantum effects that larger scale

devices cannot, such as spin manipulation for spintronics. Magnetic nanostructures

add an extra degree of freedom in which the structures can be manipulated and tuned

by a permanent or electromagnet. One such effect is the magnetoresistance (MR),

which can have very large effects on the resistance at zero magnetic field. There

are many different types of MR, however, the giant magnetoresistance (GMR) effect

is often considered to be one of the most important. Spin valves used in today’s

MRAM devices utilize this GMR effect. With this effect, the density of magnetic

storage in these devices has substantially increased in the last two decades. GMR

nanostructures have been a key component to this field since Parkins found a 60%

increase in the GMR response at room temperature as well as an increase of 120% at

temperatures around 4 K [62]. Another major advancement has been the recent work

with spin-transfer torque (STT), which is the effect in which the orientation of the

magnetic layer in a tunnel junction or spin valve can be changed using a spin-polarized

current. This is a new way to manipulate the spin properties of the magnet to change

the properties of the second layer, and thus one can orient the spin in the desired

direction. This is one component to the MRAM devices and it works in conjunction

with the spin valve and STT effect. This chapter will describe the different types of
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magnetic nanostructures and the different magnetoresistance effects found in these

structures.

3.1 Properties of Magnetic Nanostructures

There are many types of magnetic structures where the sample can be divide

into many domains to minimize the total free energy. In the early 1900s, magnetic

nanoparticles were studied as a method to make permanent magnets from high co-

ercive magnetic materials [63]. In a two dimensional nanostructure, the structure

transitions from three dimensional to two dimensional as the thickness of the film de-

creases. If the thickness is then decreased from the 2D structures, one can even create

a single domain particle with added coercivity, superparamagnetism, anisotropy, and

many more interesting magnetic properties.

Magnetic behavior depends on the size of the dimension and in 2D, large do-

main structures dominate the structural behavior. For a magnetic disk structure, all

the spin domains are in the plane of the disk to take advantage of the structures

anisotropic properties. If one then creates a nano disk by decreasing the diameter of

the device, it will cause the domains to create a vortex. The exchange energy wants

to be minimized as much as possible, so this causes only small angle changes in the

center of the disk, while the edge particles are free to curl over the edge of the disk.

Because of large changes in the angle of the particles at the center of the disk, the

distribution of particles will increase the exchange energy. The structure compensates

by allowing the spins to gradually turn out of the plane creating a vortex. The

behavior of this vortex is determined by the saturation magnetization and exchange

stiffness in the nanostructure. Figure 3.1 shows these vortices and shows how the

spins turn out of the plane. There can be two different types of vortices, figure 3.1(a)

and (b), where one is curled clockwise and the other counter clockwise. When the
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vertex is created, a vertical current, which induces a circular field, can switch the

directions of the vortexes, which is called the helicity [64]. MRAM devices use this

unique property to write data to the device. Even more interestingly, when the vortex

is removed, one can create a magnetic nanoring which is shown in 3.1(c) and (d).

This nanoring has less straying fields and has an annular structure which is unique

in that whether the helicity of the ring is switched by the current or by the STT effect,

only the density of the current will affect the device making it able to use much less

current. Less current yields less disturbance and thermal instability in the writing of

the memory.

3.2 Ordinary Magnetoresistance

In nonmagnetic metals, the ordinary magnetoresistance (OMR) effect is very small

at low magnetic fields. The cylindrical motion of the electrons in the metal create

a positive change in the resistivity, ∆ρ, for both magnetic field parallel (∆ρ||) and

transverse (∆ρT ) to the current direction where ∆ρT > ∆ρ||. The parallel magne-

toresistance of the magnetic field, H, parallel with the current does not vary much

with the magnetic field, however the transverse component changes with the mag-

netic field. The rule for OMR is that the deviation of resistivity from the zero field

resistivity, ρ), must satisfy the equation:

∆ρ/ρ0 = F (H/ρ0) , (3.1)

where F is the function related to the metallic properties of the material.

In OMR, the motion of the electrons is a circular or helical orbit. The ratio of the

magnetic field to the resistance relies on the number of times electrons can go around

the orbit between collisions with neighboring electrons. The relation is described by
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Figure 3.1: Two dimensional magnetic structures: (a) and (b), nanodisk with vortex
core, (c) and (d) nanoring.
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the Kohler rule:

l

r
=
H

ρ0

1

ne
, (3.2)

where l is the electronic mean free path, r is the orbital radius, n is the number of

electrons, and e is the electron charge. From this equation the transverse magnetore-

sistance behaves in three ways [65]:

i) For metals with close Fermi surfaces, the electrons are constrained by their

orbit in k space and as the magnetic field is increase the the cyclotron frequencies

also increase. This is typical of In, Al, Na, and Li.

ii) For metals with equal amounts of electrons and holes, the MR increases

with H up to high fields, and is independent of the crystallographic orientation.

Common metals are Bi, Sb, W, and Mo.

iii) For metal that have open orbits on the Fermi surface, they exhibit large MR

effects for fields applied in the crystallographic directions, and will saturate in

the other directions as the orbits are closed. Common metals for this behavior

are Cu, Ag, Au, Mg, Zn, Cd, Ga, Tl, Sn, Pb, and Pt.

3.3 Anisotropic Magnetoresistance

Anisotropic magnetoresistance (AMR) is a property in which a dependence on the

angle between the direction of magnetization is observed in a material. In ferromag-

netic metals or alloys the AMR effect is on the order of ∆ρ/ρ ≈ 2% at low magnetic

fields. AMR differs from OMR in that the effect is anisotropic where ∆ρ|| increases

with the field, and ∆ρT decreases with the field. In AMR the only dependence is that

on the angle φ = ψ− θ between the magnetization and current direction. AMR must
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follow

ρ(φ) = ρT + (ρ|| − ρT ) cos2 φ . (3.3)

The origin of this effect depends on the spin orbit coupling in the material. As

the magnetization rotates the electron cloud about the nuclei, deformation will form.

This deformation changes the amount of scattering of the conduction electrons when

they transverse the lattice. For example it can be due to a larger probability of s-d

scattering of electrons in the magnetic field direction, and the net effect is in the

electrical resistance which exhibits a maximum when the direction of the current

parallel to the applied field.

AMR devices include the measurement of Earth’s magnetic field, or for traffic

detection, see chapter 11. Honeywell, NXP Semiconductors as well as many other

companies utilize this effect in their product designs such as linear position and angle

sensing experiments.

3.4 Giant Magnetoresistance

In 1988, two independent groups lead by Albert Fert and Peter Grunberg dis-

covered MR effects of up to 50%, at 4.2 K [3]. This work was carried out on

(001)Fe/(001)Cr where the anitferromagnetic coupling between the Fe layers was

weakened and lowered the demagnetization field. With an external magnetic field,

they were able to produce much higher changes in resistance then AMR so Fert named

the effect GMR [3, 66]. In 2007, the Nobel prize was awarded to both Fert and Grun-

berg for this discovery. Figure 3.2 shows the GMR finding of Fe/Cr super-lattices at

4.2 K.

GMR structures consist of alternating non-magnetic and ferromagnetic conductive

layers. Parkin, at IBM, showed that alternating layers of Cu/Co with no insulating

barriers were able to produce GMR effects of ∼ 60% at room temperature and as high
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Figure 3.2: Change in resistance of Fe/Cr super lattices at 4.2 K in external magnetic
field H. The current and H are parallel to the (110) axis, and the arrow to the rights
shows the maximum resistance change where Hs is the saturation field [3, 66].
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as ∼ 120% at 4 K [62]. The key to observing the GMR effect lies in the orientation of

adjacent ferromagnetic layers. Figure 3.3 shows the two different alignments, antipar-

allel and parallel. For parallel alignment the resistance is lower and for antiparellel

layers the resistance is relatively high. When the electron leaves the first ferromag-

netic layer and enters the non magnetic layer, there is an additional scattering process

which yields in larger magnetoresistance.

Numerically the GMR percentage is described by:

GMR =
R↑↓ −R↑↑

R↑↑
, (3.4)

where R↑↓ is the peak of the resistance at zero field and R↑↑ is the saturation or base

resistance without being effected by GMR. Figure 3.3 also shows a representative

GMR effect with this equation.

To further understand GMR, one an analyzes the electron scattering resistances

as a simple circuits composed of resistors. Spin valves demonstrate this analogy and

figure 3.4 shows the (a) parallel and (b) antiparallel alignments and the equivalent

resistance circuit. Devices which currently utilize the GMR effect include spin-valve

sensors, Hard disk drives (MRAM), rectifiers with linear frequency responses, as well

as MRAM devices. This work will primarily focus on the GMR effect in Co/Cu

multilayer films see chapter 11.

3.5 Colossal Magnetoresistance

Some LAxMxMnO3+8 perovskite structures have had large MR effects as high as

∆R/R(H) = 125, 000%, named colossal magetoresistance (CMR). If it is normalized

to zero field values, this means the resistance can change by 99.9% [67]. The resistivity

of these materials undergos a low temperature transition from insulating to metallic

characteristics.
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Figure 3.3: Parallel and Antiparallel FM/NM/FM alignments in GMR devices.
Representative GMR curve with GMR percentage equation are also shown [62].
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Figure 3.4: Spin valve based on GMR effect. Ferromagnetic layers have arrows
indicating the direction of magnetization. For (a) parallel alignment the electrons
scatter much less then (b) antiparellel alignment. Corresponding circuit of resistors
are shown for (a) parallel alignment and (b) for antiparallel alignment.
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HP has designed high quality CMR films at room temperature with a change in

resistance of 95%. These results were reported in 1995 by the HP team [65]. There

are, however, some disadvantages to these devices, such as the field dependence of the

resistance and large magnetic field strengths (on the order of 1 T) which are required

to induce CMR.

CMR is induced by a different mechanism then GMR. In CMR materials, conduc-

tion occurs by the hoping of the electrons, and not because of the metallic conduction.

In GMR magnetic ordering occurs over tens of Angstroms; however, CMR occurs on

an atomic scale and is due to an indirect exchange mechanism. The mechanism

behind CMR is still hotly debated and much research still needs to be conducted [65].

3.6 Tunneling Magnetoresistance

Tunneling magnetoresistance (TMR) is a quantum effect that occurs when two

ferromagnets are separated by a thin insulating layer. The two ferromagnetic layers

can change their alignment when a change of the tunneling current is applied to

the magnetic tunnel junctions (MTJ). TMR and MTJ utilize the spin-dependent

tunneling (SDT) effect which is an imbalance in the electric current carried by up

and down spins of the electrons tunneling from the ferromagnet through the insulating

film. This effect was discovered by Tedrow and Meservey in 1970 [68].

The TMR effect was first discovered in 1975 by M. Julliere in Fe/Ge-O/Co junc-

tions at 4.2 K with a relative change in resistance of around 14% [69]. The first TMR

measurement at room temperature was in 1991 by Terunobu Miyazaki who found a

MR response of 2.7% in MTJ of iron separated by amorphous AlO insulators [70]. The

first high temperature measurement effect at room temperature was around 70% in

Al203. Notably in 2004, Parkin and Yuasa found a TMR effect of 200% in Fe/MgO/Fe

MTJs at room temperature [41, 62]. In 2008 an effect of 600% was measured at room
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temperature and 110% at 4.2 K in CoFeB/MgO/CoFeB [71]. The main work in this

thesis will be on the GMR effect in Co/Cu multilayers in chapter 11.

3.7 Magnetic Random Access Memory

The MRAM was developed in the 1990s as a nonvolatile storage cell, which utilizes

large MR effects. RAM devices are used in integrated circuits associated with volatile

types of memory that can be lost if power is removed from the system. Present

magnetic storage devices include tapes and hard disks, which write data on a rapidly

rotating disk coated with magnetic material. Once the data is written it is read

sequentially from the same disk.

MRAM is formed from two ferromagnetic plates separated by a thin film insulating

layer. One of the ferromagnets is a permanent magnet while the other can change

magnetization due to an external field in which memory is stored. This is known as

the spin valve and is the simplest magnetic structured for MRAM cells. The simplest

method of reading this memory is by measuring the electrical resistance of these cells.

The sells consist usually of transistors that switch current from a supply line to the

ground end of the cell. By applying power to the transistor, a cell is selected and read.

The magnetic tunnel effect can then change the resistance by using the orientation

of the fields in the two plates. The current is measured, resistance is calculated and

from the polarity of the plates either, when the two plates are the same polarity, a

”1” is read, or if they are different polarities ,”0” is read.

Memories used today in computers use dynamic random-access memory (DRAM).

DRAM stores each bit in a separate cell that can either be charged or discharged

corresponding to a ”1” or ”0” bit. These capacitors suffer from leakage causing longer

charging times, slow discharge, and show losses of information of the capacitor if it

is not charged periodically. Because DRAM is volatile, MRAM is superior to DRAM
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even with all of its issues. The next generation of hard disk will utilize the MRAM to

store memory in computers. Figure 3.5 shows one MRAM prototype which uses two

current lines to send current to the ferromagnetic plates which then write the memory.

The memory is then read by measuring the GMR of the cell. The field induced by

each current line is not enough to switch a bit; however, a bit can be switched by

the current and induced field from the two currents combined [72]. Other proposed

methods are the STT effect and the recently discovered thermal assisted switching

(TAS-MRAM) effect which heats up the magnetic tunnel junction during the writing

process to keep the junction stable at colder temperatures. This work will not go

into detail of the MRAM device, however it will use the same GMR measurements

to characterize other materials.
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Figure 3.5: Prototype of MRAM device [72].
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Chapter 4

ANDREEV REFLECTION SPECTROSCOPY

4.1 Point Contact Spectroscopy

To understand the electronic properties of metals and superconductors, it is im-

portant to understand the behavior of electrons close to the Fermi surface, which are

responsible for the transport properties of metals. There have been many different

techniques for finding this information including angle resolved spectroscopy, photo-

electron spectroscopy, optical spectroscopy, and tunneling spectroscopy. This thesis

will focus on point contact spectroscopy (PCS) or point contact Andreev reflection

spectroscopy (PCAR), which deals specifically with N/S interfaces. Ohm’s law states

that the applied voltage is linearly proportional to the current flowing in a metal,

however, at a point contact, the current voltage characteristic shows deviation from

this law. This occurs when the contact size is comparable or less than the electron

mean free path of the metal. Electrons in this regime have no scattering but are in-

stead accelerated by the applied voltage and then switch put back to their equilibrium

by inelastic collisions with phonons or magnons. It has been shown that the second

derivative of the voltage with respect to current d2V/dI2 is intimately related to the

phonon spectrum of the metals used [73]. Since this discovery, PCS has been used

to find the magnon excitations in many metals [16] and in this work to find the spin

polarization in ferromagnetic metals. To understand PCS, one must first understand

the electron mean free path.
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4.1.1 Electron Mean Free Path

The electron mean free path is critical to understanding point contact spec-

troscopy. In the Drude model, electrons are moving randomly, so the average velocity

ν is needed to calculate the mean free path. Each electron will have the velocity

ν = ν0− eEt/m, where ν0 is the velocity that the electron had after its last collision.

The average velocity then becomes:

〈ν〉 = 〈ν0〉 −
eE 〈t〉
m

= −eEτ
m

, (4.1)

and using j = −neν = ne2τE/m the conductivity of the metal in the Drude model

becomes:

σ =
ne2τ

m
, (4.2)

where n is the conduction electron density, τ is the relaxation time, and e and m

are the electron charge and mass. Resistivity ρ is the inverse of conduction therefore

equation 4.2 becomes:

ρ =
m

ne2τ
=

mνF
ne2τνF

=
pF
ne2le

, (4.3)

where le is the mean free path of the electron, and pF is the Fermi momentum. The

mean free path is often in the nanometer range.

4.1.2 Point Contact Resistance

There are two lengths that govern the transport through a metallic point contact.

They are the contact size a and the electron mean free path le. For these lengths,

there are three main regimes that are relevant to PCS. The ballistic regime occurs

when a � le, diffusive occurs for a � le, and an intermediate state is anywhere

along these two regimes. The contact resistance Rc plays a crucial role and, from it,

the contact size can be determined. More information of the resistance in the three

different regimes is below.
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Ballistic Regime

If the diameter of the point contact a is much smaller then the elastic mean free path

le, as well as larger then the deBroglie wave length, the contact is in the ballistic

regime. In this regime, the electrons statistically do not undergo any scattering in

the contact region and, in the precedence of an applied field, they will accelerate and

gain energy. Sharvin [74] in 1965—following the lead of Knudsen in 1943 [75] who

solved the problem of the flow of a dilute gas through a small hole—was able to find

the expression for the contact resistance in the ballistic regime defined by,

Rs =
2h

e2(akf )2
, (4.4)

where kf is the Fermi momentum. This resistance is independent of the bulk resis-

tance and of the purity of the material forming the contact. For a better Sharvin

resistance formulation, it is useful to integrate over all possible angles θ and φ, which

by doing so will correct the resistance by a factor of 4/3:

RSharvin =
4ρle
3πa2

. (4.5)

Due to photon or magnon excitation the resistance, shown in figure 4.1, becomes

nonlinear and the electrons have a speed of ∆ν = eV/kF where kF is the Fermi

momentum. The current is then changed through the contact by I = n0eπa
2(∆ν)

where n0 is the free electron density. The contact resistance then becomes

Rc =
PF

n0e2πa2
≈ ρle
πa2

, (4.6)

where PF is the total Fermi momentum and ρ is the resistivity. In the Drude mode

there is ρ = PF/n0e
2le. For most metals the equation becomes, ρle ≈ 10−15m2ω.

It is important to note that even with the 4/3 correction to the Sharvin resistance,

the electrons do not behave exactly like an ideal gas, therefore more corrections are
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Figure 4.1: Resistance verses the size of the contact a. Point contact is in the
diffusive regime with Maxwell resistance when a� 1, and in the ballistic regime with
Sharvin resistance where a � 1. To preserve spin information, this work use the
ballistic regime.
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need to be done. When the electron is in an excited state, it can still interact with

the crystal lattice and can change the resistance due to the energy absorbed in the

inelastic collision by this lattice. Boltzmann has shown that this correction is small,

less than 3.6% [76, 77] which can account for this energy absorption. This thesis

work will be primarily in the ballistic regime. For PCAR schematics, equipment, and

characterization please see section 5.1.

Diffusive Regime

In the diffusive regime, a � le so that electrons only accelerate within the mean

free path and then are elastically scattered. Electrons are able to retain the energy

information about inelastic scattering, therefore energy resolved spectroscopy can

still be done with a point contact. The scattering causes the current to be linearly

proportional to the applied voltage. Maxwell was able to resolve Poisson’s equation

for potential energy of this system by applying the following boundary condition:

[78]:

∇2φ = 0 , (4.7)

meaning that the potential energy should have a zero gradient about all applied

energies as a function of φ. This condition then yields the current flowing in the

contact, giving a potential energy of:

φ(r) = ±1

2
eV

(
1− 2

π
arctan

1

ξ

)
, (4.8)

where ξ is the potential ellipsoidal surface described by:

1

a2 + a2ξ2
+

1

a2ξ2
= 1 . (4.9)
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The resistance between the the two equipotential surfaces, similar to contact resis-

tance, along the vertical axis of length ξ becomes:

Rξ =
ρ

2πa2

∫ ξ

0

dξ

a2 + ξ2
=

ρ

2πa
arctan

ξ

a
. (4.10)

For distances very far from the contact, the resistance can be simplified to:

Rξ→∞ =
ρ

4a
. (4.11)

Finally because there are two contact members, the final resistance is the Maxwell

resistance shown in figure 4.1 with the resistance:

RMaxwell =
ρ

2a
. (4.12)

This resistance is diffusive because it uses Ohm’s law j = σE in the calculations.

In the purely diffusive regime all energy is dissipated in the contact region, and can

cause a temperature increase at the contact. This thesis will deal mainly with the

ballistic regime but it is important to understand all three regimes and how they

apply to ARS.

4.1.3 Intermediate Regime

The intermediate regime occurs when the contact size is in a state of both ballistic

(le � a) and diffusive regimes (le � a). Wexler was able to calculate the resistance

of this intermediate regime by solving the Boltzmann equation for a contact using

the variational principle [79]. According to this principle the resistance is a linear

combination of RSharvin and RMaxwell,

RWexler =
4ρl

3πa2

[
1 +

3π

8
Γ

(
l

a

)
a

l

]
, (4.13)

where Γ(l/a) is a slowly varying function with Γ(0) = 1 and Γ(∞) = 0.619 at the

two extremes. One can then easily confirm, by taking the limits of the equation, that
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this will yield the RSharvin or RMaxwell using the correct limits in each case. For this

regime, the electrons lose momentum information due to elastic scattering but are

able to retain energy information due to inelastic scattering.

If the resistivity is in a mixed state of ballistic and diffusive regimes,ρ found

in section 4.1.1, the resistance is the Wexler resistance,RWexler, which can then be

simplified to :

RWexler =
116530.12

n2/3l2e

1

x2

(
1 +

3π

8
x

)
, (4.14)

where x = a/le. Further simplifying one gets:

RWexler = 0.0155n2/3/rho2 1

x2

(
1 +

3π

8
x

)
. (4.15)

The two equations 4.14 and 4.15 can then be used to determine whether the contact

in an experiment is indeed in the ballistic regime or not.

4.2 Andreev Reflection Spectroscopy

Andreev reflection has been theoretically proposed to measure the spin polariza-

tion of ferromagnetic materials by de Jong [80], and afterwards demonstrated exper-

imentally by two other groups [19–21]. Spin polarization values of many magnetic

materials have since been determined by Andreev reflection, including some highly

spin-polarized materials and even half metals [22, 23], in which only one spin band is

available at the Fermi level.

In section 2.4, superconductivity is described in detail. At a normal metal/super-

conductor (N/S) interface, in which this work is measured using ballistic PCS de-

scribed in section 4.1, a normal current must be converted into a supercurrent, mean-

ing that an electron must be accompanied by another electron with opposite spin,

as a Cooper pair, to be present in the superconductor. To then conserve angular

momentum a hole must be reflected back into the normal metal. This is the Andreev
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reflection, as shown in figure 4.3.Therefore, the conductance within the superconduct-

ing gap is twice as that outside the gap.

If the current is fully polarized, the conductance is zero within the gap because

of the absence of the opposite spin to form the required Cooper pair. This effect of

spin polarization on conductance can be used to determine the spin polarization of a

ferromagnet as well as the superconducting gap of the superconductor. Theoretically,

the N/S interface for a fully unpolarized current has been described by the BTK

theory [81] while the interface between a half metal and a superconductor is calculated

by Mazin et al. [19]. For the majority of ferromagnetic metals, their spin polarization

values are between 0 and 1, and is a linear combination of the fully polarized and

fully unpolarized current with the definition of spin polarization P as the coefficient.

In figure 4.3, it describes an ideal interface. In reality, the interface is often not

ideal and there is interfacial scattering Z factor and inelastic scattering Γ factor.

These scatterings as well as the thermal effect can drastically affect the Andreev

spectrum, therefore affecting the analysis of finding the correct value of the spin

polarization and gap. When Z is close to zero, the contact is close to the transparent

limit while when Z � 1, the contact is essentially tunneling. As a result the Andreev

spectrum includes tunneling spectrum and the effect of Z has been discussed in both

the standard BTK theory [81] and fully polarized current [19].

Ideally, the lifetime of quasiparticles in a superconductor is infinite, therefore

quasiparticles exist only outside the gap and the DOS diverges right at the gap.

The presence of inelastic scattering shortens the lifetime of quasiparticles and thus

quasiparticles can appear both inside the gap and recombine to superfluid conden-

sate outside the gap. As a result, the DOS of quasiparticles is broadened. The

inelastic scattering has been extensively studied in superconductors using normal

metal/insulator/superconductor (N/I/S) and superconductor/insulator/superconductor
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Figure 4.2: Andreev Reflection Spectroscopy: At a normal metal (N) and super-
conductor (S) interface, an electron (red) tunnels through the potential barrier. To
conserve angular momentum, since a Cooper pair must form, a hole (green) is reflected
back along the same path as the incident electron.
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Figure 4.3: Ideal interface Andreev reflection (a) for a normal metal/ supercon-
ductor where P = 0, (b) half metal/superconductor where P = 1, and (c) any
metal/superconductor where P is between 0 and 1. The top diagrams are the en-
ergy verses number of up and down spins for the metal and superconductor. For
the superconductor 2∆ represents the gap due to Andreev reflection. The graphs
represent Andreev reflection measurements of differential resistance (G) and current
verses voltage for all three metals.
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(S/I/S) junctions [82]. Also the conductance spectra are drastically changed by the

presence of inelastic scattering. In the analysis, the effect of inelastic scattering has

been introduced by adding an imaginary component to the energy. There are sev-

eral origins that can cause inelastic scattering including magnetic field penetration,

electron-electron interactions, electron-phonon interactions, spin fluctuation and spin-

flip scattering.

4.3 Blonder-Tinkham-Klapwijk Model

The Blonder-Tinkham-Klapwijk (BTK) model is the theoretical framework that

describes the mechanisms of ARS. It is the analysis tool that finds the spin polar-

ization of the normal metal, and superconducting gap of the superconductor. It

was created in 1981 to describe the I-V curves of the N/S interfaces [81]. The cal-

culations are based on a generalized semiconductor model using the Bogoliubov-de

Gennes (BdG) equations. They generalize the BCS, see section 2.4, to account for

the spatially varying pairing strength ∆(x), chemical potential µ(x), and the Hartree

potential V (x). In this semiconductor model, it is conventional to take advantage

of the BCS coherence factors uk and νk which drop out of the computation if the

excitations have the same energy Ek, but where the momenta k < kF and k > kF

are grouped together. The semiconductor model uses the superconductor density of

states Ns(E), which distinguishes it from the normal metal. The problem is that,

after combining the momentum pairs, information can be lost such as the charge

imbalance of Q∗ of the quasiparticles. Therefore the BTK model takes into account

the the loss of information by using the BdG equations, where it matches the wave

functions at the interface boundary. The excitations are described by the following

operator γ†e,k+↑ = uk+c
†
k↑ − νk+S

†c−k−↓ with the charge e as a two element column
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vector:

ψk =

 uk(x, t)

νk(x, t)

 , (4.16)

where uk and νk are described by the equations:[
− ~2

2m
∇2 + V (x)− µ(x)

]
uk(x, t) + ∆(x)νk(x, t) = i~

∂uk(x, t)

∂t
, (4.17)

and

−
[
− ~2

2m
∇2 + V (x)− µ(x)

]
νk(x, t) + ∆∗(x)uk(x, t) = i~

∂νk(x, t)

∂t
. (4.18)

Once the excitations are penetrated deep into the superconducting electrode,

∆(x), µ(x), and V (x) , they become constants, so the solution to equations 4.16

and 4.17 becomes (for V (x) = 0):

Ekuk =

[
−~2k2

2m
− µ

]
uk + ∆νk, (4.19)

and

Ekuk =

[
~2k2

2m
+ µ

]
νk + ∆uk , (4.20)

where Ek is the excitation energy which can have four different corresponding k values,

where ~2k±
2m

= µ±
√
E2
k − |∆|2. The k+ is the electron-like quasiparticle and k− is the

hole-like quasiparticle. One gets four different equations:

u2
k+

=


1
2

(
1 +

√
E2
k−∆2

Ek

)
, for u2

k0
> 1

2

1
2

(
1−
√
E2
k−∆2

Ek

)
, for u2

k0
< 1

2

(4.21)

ν2
k+

=


1
2

(
1−
√
E2
k−∆2

Ek

)
, for ν2

k0
< 1

2

1
2

(
1 +

√
E2
k−∆2

Ek

)
, for ν2

k0
> 1

2

(4.22)
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yielding the wave functions for both the superconductor and the normal metal. The

wave functions for the superconductor become: u±k±(x)eiEkt/~

ν±k±(x)eiEkt/~

 = e±ik±x


√

1
2
(1±

√
E2
k−∆2

Ek√
1
2
(1∓

√
E2
k−∆2

Ek

 e−iExt/~ , (4.23)

and for the normal metal become:

ψN±k+ =

 u±k+(x)eiEkt/~

ν±k+(x)eiEkt/~

 = e±ik−x

 1

0

 e−iEkt/~ (electron-branch) (4.24)

ψN±k− =

 u±k−(x)eiEkt/~

ν±k−(x)eiEkt/~

 = e±ik−x

 0

1

 e−iEkt/~ (hole-branch) . (4.25)

The dimensionless barrier height, or interfacial scattering factor, defined as Z =

mH/~2kf and γ = u2
0 + (u2

0 − ν2
0)Z2, also must be incorporated into this model since

the interfaces are often not ideal. The interfacial scattering factor Z, and inelastic

scattering factor Γ will affect this interface. The Γ changes the complex coherence

factors to:

u = 1/2 +
√

(E − iΓ)2 −∆2/[2(E + iΓ)]
1/2
, (4.26)

and

ν = 1/2−
√

(E − iΓ)2 −∆2/[2(E + iΓ)]
1/2

. (4.27)

Another parameter that can be defined from the wave functions is that of the spin

polarization. Based on the CTC model, P = α2/(α2 + 4) [83], where α is the effect of

the spin polarization, which can be measured. BTK follows the Dermers and Griffiin

models by using a repulsive delta-function potential V (x) = Hδ(0). This yields the
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following wave functions for the N/S interface:

ψN(r) = eikin·r

 1

0

 + ae−(α+i)kAR·r

 0

1

 + beiknr·r

 1

0

 (4.28)

ψS(r) = ceikelq ·r

 u

ν

 + de−khlq ·r

 ν

u

 , (4.29)

where the first term for the normal metal is the incident electron, second ARS, and

third the normal reflection. For the superconductor the first term is transmission

without branch-crossing, and second is transmission with branch crossing. The co-

efficients a,b,c, and d are the coefficients of AR, the normal reflection, and the two

transmissions. The coefficients are written below:

a = 4uν/γ , (4.30)

b = [−u2(2Z) + ν2(2Z + 2iZ−)]/γ , (4.31)

c = −2iZ+u/γ , (4.32)

d = 2IZ−ν/γ . (4.33)

The probabilities of the Andreev reflection, the normal reflection and the trans-

mission can be calculated by the integration of aa∗, bb∗, cc∗νg, and dd∗νg over all solid

angles of the interface where vg is the group velocity:

A = uν/γ , (4.34)

B = (u− ν)Z(1 + Z)1/2 , (4.35)

C = −2iZ+u/γ , (4.36)

D = 2iZ−ν/γ , (4.37)

where Z+ = 2Z + 2i + α, Z− = 2Z + α = mH/~2kf , and γ = u2 + (u2 − ν2)Z2 with

all results depend on Z, α, E, and Γ.
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The conductance of the interface can then be found for the bias voltage. It is

defined as:

dI

dV
=

∫ ∞
−∞

1

kBT

e
E−eV−µ
kbT

(1 + e
E−eV−µ
kBT )2

(1 + A−B)dE/(1−BNN) , (4.38)

for a large bias (eV � ∆). Therefore a = 0, bb∗NN = Z2/(Z2 + 1). The AR spectrum

depends on the various parameters. To do the measurements, a conic tip with point

angle 2θ is assumed. Figure 4.4 shows the effects of Z and Γ for an ideal interface

measuring the differential conductance. From this figure, it can be seen that for

temperatures of 0 to 4.2 K, large Z factors will suppress the differential conductance

causing a dip at zero bias voltage. It is also shown that for increasing Γ the conduc-

tance is again suppressed, but at temperatures of zero, the peak becomes more ridged

and the double peak feature is not present. More studies of Z and Γ effects on the

interface will be explored in later chapters.
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Figure 4.4: Differential conductance for (a) T = 0K with noticeable suppression of
the peak at zero bias as the interfacial scattering factor Z is increased, (b) T = 4.2K
the same suppression is present at zero bias but the overall conductance is higher then
that of T = 0 and shows a smoother peak for Z = 0, (c) T = 0k the conductance is
suppressed for increasing Γ at zero bias, (d) T = 4.2K the same suppression is present
at zero bias but the conductance now exhibits smoother, double peak behavior.
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4.3.1 Modified BTK Model

In PCAR, it is realized that interfaces are often not ideal and, even with the

addition of the interfacial scattering factor Z and the inelastic scattering factor Γ,

noticeable thermal smearing due to finite temperatures is present. This will affect

the value of the spin polarization P . In the standard ARS model, the point contact

resistance (RC) contains the information to deduce the superconducting gap and

spin polarization. However in the four contact PCAR method, extra resistances are

present. In figure 4.5 (a) and (b) a contact is formed but an additional resistance is

measured along the path. This resistance is called the spreading resistance, or the

sample resistance (RS) [24, 84]. Figure 4.5(c) shows the relative resistances in the

sample. In bulk the Rs is so small that only the Rc is measurable, but in the ballistic

regime this resistance can be substantial [27].
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Figure 4.5: Schematics of two typical point-contact experiments with possible causes
of extra resistance indicated as RE1 and RE2 in (a) and RE1 and RE3 in (b) and with
current path indicated as dashed line. (c) Schematics of Andreev resistance RAR,
contact resistance RC , sample resistance RS, and extra resistance RE [27].
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This resistance originates from the sample but also from the contact itself. The

variation of the resistance to the position of the contact is nonlinear, and thus can

not methodically be corrected. To account for the resistance in the BTK model, the

large sample resistance will be contributed to the additional resistance. For more

information see reference [27] which describes this resistance in detail.

In the ballistic regime the contact resistance is the Sharvin resistance 4ρl/3πa2,

which is defined by the contact aperture radius [85]. Current far from the contact

is still diffusive and in the ballistic limit (l >> a) the resistance is negligible. In

an actual experiment however the resistance is not completely diffusive or ballistic.

For AR measurements, this resistance is called RE which can’t be experimentally

measured without knowing what region the AR is applied.

By taking into account this additional resistance, the differential conductance of

the point contact with bias voltage VAR can be calculated from the current INS:

dINS
dVAR

= 2eScNνf

∫ ∞
−∞

[
df(E − eVAR, T )

dVAR

]
[1 + A−B]dE , (4.39)

where f is the Fermi distribution function, e is the electron charge, Sc is the effec-

tive contact, N is the spin density of states, νF is the Fermi velocity, A is the AR

probability, B is the normal reflection probability, and VAR is the voltage on the

region where the AR contact is made. The main issue with this formalism is that

the differential resistance dINS/dVAR cannot be normalized by 1/RNN or the contact

resistance because of the additional resistance RE. The differential conductance is

instead:

dINS
dV

=
∆INS

∆VAR + ∆INSRE

=
1

RNN

(
dINS
dVAR

)
0

1 + rE

(
dINS
dVAR

)
0

, (4.40)

where (dINS/dVAR)0 = RNN(dINS/dVAR) is the normalized conductance and rE =

RE/RNN is the relative additional resistance. When V � ∆ the differential conduc-
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tance is 1, therefore the normalized resistance gives the differential resistance:

(
dINS
dVAR

)
0

= RNN(1 + rE)
dINS
dV

= (1 + rE)

(
dINS
dVAR

)
0

1 + re

(
dINS
dVAR

)
0

. (4.41)

This is independent of RNN and allows for the correct normalization of dINS/dVAR.

Using this new differential conductance, figure 4.6 shows an example of PCAR mea-

surements for differing additional resistances. As the resistance increases, the con-

ductance is suppressed for temperatures below 4.2 K [27]. This new model is named

the Modified BTK (MBTK) method and this differential conductance is what will be

used to fit the data in later chapters.
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Figure 4.6: Calculated PCAR spectra in the purely ballistic regime with various
rE = 0.05, 1.0, 2.0 for P = 0 and 1.0 at (a) T = 0 and (b) T = 4.2 K [27].
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4.4 Singlet Superconductivity and ARS

Figure 4.7 shows the three different types of superconductivity, s-wave, p-wave,

and d-wave. Each different type displays different ARS effects. In this work singlet

s-wave, singlet d-wave, and triplet p-wave superconductivity will be addressed.

For singlet superconductivity it must have an overall antisymmetric wave function

and odd parity. The wave function for the singlet superconductor is:

ψsinglet = ψ0(r1, r2)(|↓↑〉 − |↑↓〉) . (4.42)

The expected normalized conductance is shown in figure 4.8. For a normal metal

with small spin polarization, the normalized conductance is expected to increase with

decreasing spin polarization, until it reaches its maximum at P = 0.

The new question becomes: How will the differential conductance respond to highly

spin polarized materials such as a half metal? For a singlet superconductor in the

presence of the half metal, the electrons will behave by the standard BTK model in

which the normalized current will be suppressed for increasing polarizations shown by

the red line in figure 4.8. The second question is now: Will the differential conductance

for a normal or half metal behave the same as that of a singlet superconductor?

4.5 Triplet Superconductivity and ARS

For a triplet superconductor the differential conductance is expected to behave

differently due to its even parity. The wave function for a triplet superconductor is:

ψtriplet = ψ↑↑(r1, r2) |↑↑〉+ ψ↓↓(r1, r2) |↓↓〉+ ψ1(r1, r2)(|↓↑〉+ |↑↓〉) , (4.43)

where blue corresponds to even parity and red odd parity. The half pairs shown in

red have parallel spin. This is the key difference from the singlet superconductors.

For these triplet superconductors, because of the parallel spins, ARS is not blocked
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Figure 4.7: (a) s-wave superconductivity, (b) p-wave superconductivity, and (c)
triplet superconductivity.
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Figure 4.8: Normalized differential conductance of singlet superconductors in ARS
contact with a normal metal (blue) and half metal (red).
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for half metals. This means that instead of dI/dV being suppressed it will actually

grow as show in fig 4.9.

This means that there is a novel way to distinguish whether the superconductor is

a singlet or triplet. By measuring the differential conductance using a normal metal

and a half metal, one can easily distinguish between the two.

Thus far a p-wave triplet superconductor remains illusive but since the discovery

of higher Tc superconductors, there have been strong candidates. Figure 4.10 shows

the Tc verses discovery year for many superconductors. The black line correspond to

s-wave, blue to d-wave, and red to p-wave. In 1968, Alex Muller and Georg Bednorz

discovered the d-wave cuprates and have shown that they are the strongest candidates

for high Tc superconductivity. They were awarded the Nobel prize in physics in 1987

for this discovery. In 2008, Fe-SC were discovered and experiments have suggested

that they could be p-wave superconductors. Chapter 9 describes the Fe-SCs in more

detail and investigates whether they are a candidate for triplet superconductivity.
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Figure 4.9: Normalized differential conductance of triplet superconductors in ARS
contact with a normal metal (blue) and half metal (red).

67



Figure 4.10: The critical temperature Tc verses discovery year for superconductors.
Over the years the search for higher Tc superconductors have been of interest and thus
far three types have been discovered. Black corresponds to s-wave, blue to d-wave,
and red to p-wave superconductors. Fe-SC are hypothesized to be p-wave but not
conclusive.
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Chapter 5

EQUIPMENT

5.1 Four Point Contact Spectroscopy

For the ARS to correctly measure the superconducting gap of the superconductor

and spin polarization of the normal metal, the spin must be preserved at the interface.

Therefore, the interface must be ballistic. To create a ballistic interface, one must

make the contact at the interface much smaller than the mean free path. Point contact

spectroscopy is one of these methods, as shown in figure 5.1.

5.1.1 Experimental Setup

A point contact is formed when a sharp tip is in contact with another material,

as in figure 5.1. The contact size can be made from nanometer to macro-size, and

can be determined from the contact resistance. Depending on the size a and mean

free path l, a point contact is in the diffusive regime with the Maxwell resistance

when a� l, and it is in the ballistic regime with the Sharvin resistance when a� l.

Each different regime is governed by different physics. In point contacts, one mostly

operates in the ballistic regime to preserve spin information.

Since PCAR was first demonstrated [86], this technique has been greatly improved,

especially with quantum data analysis which finds the spin polarization value. At

first, clean contacts are assumed and the P value is found using the conductance

ratio G(0)/Gn = 2∆ between the conductance at zero-bias voltage (V = 0) within

the superconducting gap and the normal state conductance. However after initial

experiments, it was no longer assumed that the contacts were ideal [86–88]. Therefore
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Figure 5.1: Point contact. A sharp point contact is created using a superconducting
tip and a normal metal material. Current and voltage is then measured across the
contact.
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the conductance curve, with the interfacial scattering factor Z and thermal smearing

due to finite temperature fluctuations, is used to find the spin polarization value.

5.2 Differential Conductance dI/dV

To detect the small change in conductance, using the point contact method, one

needs to measure the differential conductance dI/dV . In the lab, there are two

methods for this purpose: a step current sweep method (Step-sweep) and a Lock-in

(Lock-in) method.

5.2.1 Step-sweep Method

Differential resistance can be measured by applying current and recording the

voltage while using ohms law:

Rdifferential =
dV

dI
=

∆V

∆I
. (5.1)

The step-sweep method is the simplest way to measure differential resistance. The

applied current to the N/S interface is a linear staircase sweep. Applying a current,

slightly above and below the desired current, is called the 2 step method. In the 2 step

method, the differential resistance is integrated with respect to voltage over a fixed

time, thus improving the accuracy of the measurement. Since current and voltage

have a linear dependence, the measured voltage also follows the same integration

(average) to extract ∆I [89], as shown in figure ??,

∆I =
(I1 − I2) + (I3 − I4)

4
, (5.2)

where In denotes the current step being used.
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Figure 5.2: Step-sweep 2 step method. Current is applied in steps slightly above
and below the desired value, or a linear staircase sweep. The steps are then integrated
(averaged) over time. The voltage measured has the same behavior as the current.
Using ohms law the differential resistance can then be calculated [89].
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5.2.2 Lock-in Method

Unlike the step-sweep method, the lock-in method superimposes a low amplitude

AC sine wave on the DC bias step-sweep method, as shown in figure 5.3. This adds a

small improvement in noise, however adds the complication of choosing a frequency

for the measurement that is usable. This limits the user to about 10-100 Hz, where

the noise is five or ten times higher then that of the best conditions. More equipment

is needed to superimpose the AC current and measure the differential resistance,

however it vastly improves the measurements [89].

In this system, one can measure 10 samples at the same time. This is achieved

using a programmable switching box, as shown in figure 5.4. Using either the step-

sweep or lock-in method, the experimental set up is the same, show in figure 5.4.

Inputs are available for 10 different materials. An input current is applied using the

Keithley 6221 current generator. This works in conjunction with the Keithley 7001

SSW system to apply this current to any of the inputs, and the Keithley 2182A volt

meter acquires the output voltages.

5.3 Room Temperature Point Contact Spectroscopy

For GMR structures the differential resistance dI/dV is often measured at room

temperature (RT) as well as low temperatures of 4.2 K. For these measurements an

electromagnet is needed to provide the change in magnetic field. Figure 5.5(a) show

the schematic for this set up. A sample mounting rod is connected to the outer rack

of the system. On this rod, the electrical contact needed for PCS is guided along the

rod to the electrical controls outlined above. The electromagnet sits on a rotation

circular plate which allows for angle dependence for GMR measurements. It is also

attached to a circular plate in the perpendicular field to allow for both θ and φ angular
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Figure 5.3: Lock-in method measures the response to a AC current while sweeping
the DC bias through the desired regime [89].
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Figure 5.4: Experimental setup for conductance measurements. 10 inputs are used
to apply a current to a resistor or sample, as the voltage is measure across the resistor.
The 7001 SSW system by Keithley is used to measure and apply this current to any
of the 10 resistor inputs. The Keithley 6221 SSW system is a current generator
which applies a current to the 7001 SSW to analyze the resistor. Once the current
is applied the measurement is outputted to the Keithley 218 A system which is a
voltmeter which will measure the voltage from the resistor. Using the applied current
and measured voltage the differential resistance can be measured.
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dependence. The sample is attached by double sided tape to the mounting rod in

the middle of the electromagnetic plates. These plates can be adjusted to change the

distance between plates as needed. Figure 5.5(b) is a picture of the actual set up

(with an added cold measurement chamber not used in this thesis).

5.3.1 PCAR on known Resistors

Testing of the experimental setup is pivotal to ensuring accurate data acquisition.

Initial measurements were done with semi-conductor resistors of known resistances,

ranging from 0.5 mΩ to 1 MΩ, at room temperature. Figure 5.6 shows the represen-

tative resistance V/I (red) and differential resistance dV/dI (black) of four resistors.

The differential resistance dV/dI for each resistor is essentially constant, please note

the scale. But the resistance V/I diverges at V = 0 for all the resistors. This is

because of the contact potential, which I will discuss below.

To check the noise level for all the resistors, one can plot the normalized differential

resistance dV/dI of these resistors together as a function of applied current I, as shown

in figure 5.7. In this sensitive system, the maximum current that can be sent is 0.1

A and there is also a maximum voltage that the nano-voltmeter can measure. So for

large resistances, 100 Ω and up, the applied current is only a fraction of the current

that the 1 Ω and 10 Ω can handle. In these experiments, resistance of the point

contacts will be between 1 Ω and 100 Ω. One notes that the noise level of dV/dI in

this system is about 0.05% for all the measurements up to 100 kΩ. Even for 1 MΩ,

the noise level is only about 0.1%. The noise level for 0.5 mΩ is similarly to 0.05%.

This indicates that this system is indeed very sensitive, as expected. Furthermore,

one can note is that there is a dip at about -0.075 A for both 1 Ω and 10 Ω. It seems

that the oscillations of the curves are exactly the same. Various resistors were used

in the current range and it can be found that it is due the current source. This is
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Figure 5.5: (a) Schematic setup of electromagnet used in room temperature mea-
surements. The electromagnet is attached to both a rotating plate in the θ and φ
direction for GMR angular dependence measurements. The sample it attached to the
sample rod which is placed between the movable electromagnetic plates. This rod
then guides the PC connection lines to the equipment outlined in the above section,
(b) SolidWorks schematic, (c) Actual electromagnetic setup (note that cold chamber
between the plates is not part of this thesis).
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Figure 5.6: Differential (black) and contact (red) resistances for 1.0 Ω, 100 Ω, 10 kΩ,
and 0.5 mΩ semi-conductor resistors at room temperature and no applied magnetic
field. The differential resistance is virtual constant with fluctuations due to quantum
effects in the nano-scale. The contact resistance is virtual constant far from zero
voltage and goes to infinite resistance at zero voltage due to ohms law.
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due to the systematic error and one can subtract it from the background. After one

corrects the systematic error, the noise level is less than 0.01%. In other words, any

change of resistance of 0.01% of a nanostructure under different voltage of current

can be measured by this system.

The resistance R = V
I

is shown in figure 5.6, which is due to the contact potential.

For any two dissimilar materials in contact, there is a contact potential due to the

difference in Fermi level and work function of the two metals [90]. Because of the

contact potential V0, the actual resistance measurement becomes,

R =
V + V0

I
. (5.3)

In other words, even at zero current I = 0, there is a voltage V0, thus the resistance

diverges and the sign depends on the sign of the contact potential V0. In this sensitive

system, one can use silver solder to minimize the contact potential. However, there

is always contact potential because there are so many connections there. In fact, the

contact potential is different for different resistors, as shown in figure 5.7, where the

divergence shows a different sign for different resistors.

The contact potential can be corrected using a fitting to the above equation.

As shown in figure 5.8, for 0.5 mΩ resistor, it i found that the contact potential is

V0 = −0.00001041V . After the correction of the contact potential, it can be found

that the resistance V/I is a horizontal line, as shown in figure 5.8 (red).

A typical value of a superconductor gap is a few meV, e.g. it is 1.4 meV and

1.3 meV for Nb and Pb respectively. In the above calibration, this system is very

sensitive in the range of 0 to 1 V. In some extreme experiments, a large voltage of

several volts is used for an experiment. This system is calibrated for large bias violate

up to 36 V. Most semiconductor resistors break down at a few volts, for example, the

resistor of 100 Ω of 0.25 W breaks down at about 8 V. Therefore, a graphite resistor
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Figure 5.7: Normalized differential resistance for semi-conductor resistors from 1 Ω
to 1 MΩ. Larger resistors cannot handle big current ranges and are therefore only a
fraction of the total range that was measured. Analyzing the 1 Ω and 10 Ω resistors,
it is apparent that since they are virtually identical that there is significant systematic
error in the measurement which must be corrected for.
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Figure 5.8: Corrected differential resistance (red) and contact resistance (black)
for 0.5 mΩ. After accounting for systematic error, correcting the resistance using the
voltage intercept of the IV curve, and correcting the zero biased voltage it is apparent
that the resistance is more accurate and constant.
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was used for the test. Figure 5.9 shows that the noise level in such a large voltage

is only about 0.01% after a systematic error correction. In summary, the calibration

shows that the resistance measured in this system fluctuates less than 0.02 Ω with

a sensitivity of 0.01% and is sustainable up to 10 V, thus demonstrating that this

experimental setup is extremely sensitive and accurate.

5.3.2 Test of PCAR Using Nb-SC

After testing this experimental setup, it can be shown that an example of one of

this experiments, ARS of a Nb tip in contact with Fe3Si. Fe3Si has been proposed

a spin injector for spintronics because it has good crystalline match with Si and its

spin polarization is predicted to be high. Nb is a superconductor with a Tc of 9.27

K, so its gap is about 1.42 meV. Both the tip and the sample were mounted on the

ARS probe in a vacuum jacket. About 50 mτ of He gas is used as exchange to reach

low temperature. Then one can inset the probe into the cryostat and cool it down to

4.2 K. Before the experiment, one pumps the sample space in the cryostat and gets

temperature about 1.5 K.

Four representative data sets are shown in figure 5.10. Open circles are the ex-

perimental data and the solids lines are the best fit to a modified BTK model. One

can see that around zero, the conductance peak is suppressed because of the spin

polarization. This data can be well described by the modified BTK model. The anal-

ysis shows that the spin polarization is close to 100%. But the inelastic scattering is

very large. The large inelastic scattering may be due to the oxidation of the surface

because the sample has been in air for over 7 months.

The temperature dependence of one of the contacts is shown in figure 5.11. At

1.65 K, there are two peaks associated with the superconducting gap, and the center

is suppressed by the spin polarization of the Fe3Si. At higher temperatures about
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Figure 5.9: Differential resistance measurement (corrected) for a 100 Ω graphite
resistor. This system can measure up to 100 V, and the resistor can sustain up to
10 V well within range. The resistance is virtually constant with a sensitivity of
0.01% thus demonstrating the accuracy of the experimental setup. 10 mV is enough
for Andreev reflection spectroscopy hence this graphite resistor demonstrates the
accuracy and range obtainable, although unnecessary.
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Figure 5.10: Normalized conductance measurements for amorphous Fe3Si. Blue
circles represent the data measured whereas the red lines are the fits to this data
using a modified BTK theory, see section 1.3. The data is fitted well, thus Fe3Si can
be well described by this model.
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10 K, the two peaks disappear, demonstrating that the two peaks are due to the

superconducting state of the Nb.

In summary, Andreev Reflection Spectroscopy is a technique to determine spin

polarization of a metal material and the superconducting gap of a superconductor.

The ARS system was tested and has the accuracy and sensitivity of 0.01% even at

voltage which scan from 0 to 10 V for resistor from 0.5 mΩ up to 1 MΩ. From these

calibration experiments, it has been shown that ARS is an important technique for

quantitatively measuring spin polarization and superconducting gap of various N/S

interfaces.

5.3.3 PCAR Mechanical Setup

For the PCAR measurements, a connection head, a long thin stainless steel turning

rod, a vacuum jacket, a differential screw head, and a thin stainless tube make up

the mechanical setup for this device. Figure 5.12 shows a schematic set up. The

connection head is needed for electrical connections to the sample and for temperature

monitoring. The vacuum ports for the pumping and exchange gas (He) and the

vacuum seal for the turning rod also rely on the connection head. To establish a

point contact, a turning rod is turned outside of the vacuum and is turned by the

rotating knob until the contact is created. The rod is attached to a differential

screw and moves the tip closer to the sample until it makes contact with the sample.

This screw is protected by a vacuum jacket which is immersed in liquid helium so

that the tip can become superconducting and low temperature measurements can

be obtained. Thermal conduction is often an issue in such systems, therefore, by

ensuring the turning rod and tube are thin, this conduction can be minimized. To

prevent condensation of air, and non-oxidation of the materials, the system is in

vacuum at pressures of ∼ 10−6 Torr.
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Figure 5.11: Temperature dependence of amorphous Fe3Si at low temperature. At
1.65 K it is apparent the gap is indicative of Andreev reflection. As the temperature
increases this gap begins to vanish until there is no Andreev reflection present.

86



Figure 5.12: Probe for point-contact experiment and vacuum jacket schematic.
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The system is also equipped with a magnetic field generator, Cryomagnetics Inc.

The system also has a superconducting magnet, Model 4G Superconducting Magnet

Power Supply. As shown in figure 5.13, the magnetic field H is along the tip per-

pendicular to the sample plane. The tip is connected to a spring in contact with the

vertical tip, and only a small distance is needed to make the contact. Figure 5.13

shows a schematic of the differential screw head. This head utilizes the differences

of two threads which can be used to move the device mechanically on a micro-meter

scale. The rod is threaded differently with 5-54 and 5-57 threads on either side. Two

blocks are trapped with 5-54 and 5-57, where the 5-54 thread is fixed and 5-57 is

free to move. As the turning rod is moved clockwise, the thread moves closer to the

sample by 1/54 inch every full turn. When the rod is moved counter clockwise the

thread moves by 1/57 inch every turn. The differential screw head is made of pure

copper to ensure a rapid thermal equilibrium, and non-magnetic brass screws are used

to exclude other mechanical forces when the magnetic field is applied. Finally, a low

temperature thermometer, Cryo-Coft 32B Temperature Controller, is attached to the

differential head so that the temperature of the sample can be monitored and one can

see if the critical temperature of the superconductor has been reached.

5.3.4 Electronic Setup

Differential resistance dV/dI is measured during the PCAR measurements and is

done so by applying a small ∆I and detecting a small change in voltage ∆V . As

described above, a four point PCAR method is used for this work. The current is

supplied by a standard Keithley current source and the voltage is measured with

a nano-voltmeter. To measure and apply the small changes ∆I a lock-in amplifier

is needed as described in section 5.2.2. The lock-in amplifier used is the Stanford

Research Systems Model SR830 DSP. It sends out an AC voltage of 0.1 V with a
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Figure 5.13: The mechanism of the differential screw. Note that the tip is out of
plane while sample is in plane with the rest of the schematic.

89



frequency of 2 kHz. This is converted to a AC current ∆I by a 100 kΩ resistor. The

small AC change is then superimposed on the DC current giving I + ∆I where ∆I

is about 1µA. The lock-in amplifier that detects AC voltage ∆V is connected at

the same frequency of 2 kHz. The differential conductance is then measured using

LabView by dV/dI ∼= ∆V/∆I. A switch box can be added so that the instruments

so that multiple measurements can be conducted multiple using a computer program

without changing the connections. This feature allows the temperature of the system

to be measured by switching the box to another channel. All these components are

shown in figure 5.14 (a) schematic and (b) actual devices. The LabView program is

able to measure data points for T, I, V, V/I, dV/dI, and H.

Tip Preparation

Metallic tips are important for PCAR measurements. Many methods can be used

to prepare the tips, but in this work two methods are used. The first method is to

mechanically polish the tips. For this method often metallic wires of diameters on

the order of 10−2 inch are used. First the tip is cut using scissors or a razor blade to

create a sharp tip, while polishing stones of coarse grade 180-1200 are used to create

a finer point. Using this method, the size of the tip is approximately 10µm. One

can use electerochemical process to etch the tips to sizes of 1µm, however in these

experiments 10µm is often acceptable.

The second method is to break apart pieces of single crystalline thin metallic

films. Using either magnetron sputtering or pulsed laser deposition, thin films, such

as LSMO (see chapter 9), can be grow to nano-meter scales. Often these materials

are very easy to break apart and by doing so, due to its single crystalline structure,

create fine tips. For this method, the process is done by collaborators such as the

Nanjing University in China. Often these materials will be the normal metal com-
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Figure 5.14: The electronic setup for the point-contact experiment (a) schematic
(b) actual setup.
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ponent of the N/S interface while the samples are the superconducting material. In

the PCAR measurements the sample and tip can be switched without effecting any

measurements.

5.3.5 Cryogenic Setup

In this work, measurements are all done at liquid helium temperatures. Therefore

a cryo system is needed. Figure 5.15 shows the schematic setup. The cryo used is

the Janis Cryo System which is comprised of an outer liquid nitrogen dewar, two

inner liquid helium dewars, a superconducting magnet, and a sample tube. The

superconducting solenoid located at the bottom of the dewar can give a magnetic

field of up to 9 T, but in these experiments only a maximum of 2 T is needed,

with a polarity pointing up as positive. The or sample tube has a vacuum jacket

to thermally insulate the sample from the environment. Outside this inner dewar is

a larger helium dewar that can store up to 25 inches of liquid He, measured with

Cryomagnetics Liquid Cryogen Level Monitor. The liquid He is refilled every other

day for continuous experiments. The liquid He from the outer dewar is released into

the smaller dewar which holds the sample tube at the bottom by adjusting the needle

valve. The liquid He is then shielded from the rest of the dewar which contains liquid

nitrogen to keep the entire system cool and preserve the liquid He for longer. A

vaporizer/heater controlled by a temperature controller is used to heat up the system

past liquid He temperatures (, 5K to 300K) when required.

Because the sample tube size diameter is 2 inches, it is very important to avoid

trapping air in the sample tube because O2 as well as N2 freeze at liquid helium

temperatures. If air gets in then it can create an ice blockage which will get trapped

in the needle valve between the helium storage tank and the sample tube area. If

this occurs the entire system must be heated back to room temperature both wasting
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Figure 5.15: The cryogenic setup for the point-contact experiment.
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considerable amounts of liquid He as well as a considerable amount of time. By

following a few simple steps this can be avoided. Before opening the sample tube,

it is important to make sure that it is pressurized with helium gas (which will not

freeze). Once this is done then the needle valve in the pumping line can be opened

and helium gas can then flow in. The needle valve should be opened roughly 2 turns

to release the liquid He into the tube. Once the helium is filled then the ladish flange

can open and then the point-contact probe can be loaded into the cryo. A pressure

of ≈ 1 psi should be maintained during the cooling process.

It takes an average of 3 hours for the point-contact probe to reach liquid He

temperatures of 4.2 K and experiments can start. Often temperatures of less than

4.2 K are required. To do this one simply can close the needle valve and then pump

the sample tube. In the cryo temperatures of below 1.4 K can be obtained. For

temperature dependent measurements it is often helpful to heat the system higher

then 4.2 K, so to do this the heater must be used. On the heating controller the

maximum temperature must be set, and once this is done the helium needle valve can

be opened slightly while pumping the sample tube. As the temperature increases,

the liquid He is vaporized. The temperature is controlled using the Proportional-

Integral-Derivative (PID) control which will maintain set points and adjust controls

as needed for the experiment. The disadvantage of the PID controller is that it is

located at the bottom of the sample tube, therefore the temperature monitor attached

to the point-contact tube should instead be used to monitor the sample temperature.

LabView will monitor this temperature and record temperature verses time for all

experiments.
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5.4 Magnetron Sputtering Deposition

There are many different techniques to create thin film samples, but in this work

one uses the magnetron sputtering technique. The samples grown are nanostructures

which provide structures for fundamental studies of magnetism, superconductivity,

and many more physical characteristics. Sputtering has become a well known depo-

sition process for creating more pristine thin films. Using this process layers of atoms

are deposited on a substrate with fine control. These films are considered 2D struc-

tures but by using lithography, ion milling, and other techniques the films can become

1D nano-line structures or even 0D nano-dot structures. Other techniques such as

molecular beam epitaxy, e-beam deposition, chemical vapor deposition, atomic layer

deposition, and others are commonly used. Magnetron sputtering is among these

techniques and has many advantages such as the ability to make thin films in the

angstrom range. Other advantages include increased ionization of argon gas, higher

sputtering rates at lower ambient gas pressures, and fewer gas collisions creating a

more direct line of the plasma material to the sample.

5.4.1 Magnetron Sputtering

In the basic sputtering process, a target (or cathode) is bombarded by excited ions

in the presence of ambient gas which has a pressure of a few mTorr. In the presence

of this ionized gas, a plasma is ignited around the target. The bombardment process

causes the the target atoms to be ejected, which then condense on the substrate

making the thin film. A biased negative DC voltage of ≈-300V is used to ignite the

sputtering gun which holds the target. Often the ambient gas used is argon (Ar).

The momentum of the Ar+ is transferred to the surface of the target which causes

the atoms to be ejected. Secondary electrons are also emitted from the target as
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a result of the Ar+ bombardment, and these electrons maintain the plasma, which

is called diode sputtering. In diode sputtering some electrons and ions drift away

from the target which creates a low deposition rate. Figure 5.16 shows a Solidworks

schematic of the sputtering gun used in this system.

Magnetron sputtering differs from the basic sputtering technique by increasing

the electron path in the plasma. This is done by applying a magnetic field parallel

to the target surface which constrains the secondary electrons to the vicinity of the

target. The magnets are arranged such that one pole is positioned at the central axis

of the target and second pole is formed by a ring of magnets around the outer edge of

the target. As shown in figure 5.17(a), the circular magnet below the target supplies

the magnetic field. The magnets are soft iron which are used to concentrate the

magnetic flux so that the magnetic flux forms a donut shape, called the magnetron.

The actual gun is shielded by a gun cap. Because of the high voltages and heat

produced in the sputtering target, water cooling is needed. Figure 5.17(b) shows the

electrons and ions that would drift away instead being contained by a Lorentz force

along the tangent direction of the circle. The electrons become trapped near the gun

and form a circulating current instead of driving away electrons. The advantage is

that this circulating current creates more Ar+ which creates a larger sputtering rate

on a circle of the target. The magnetron also allows for discharge to be maintained

a lower pressures of about 10−3 mbar compared to regular sputtering of 10−2 mbar.

Also lower operating voltages of ∼-300 V compared to -3 kV are obtainable.

There are many types of sputtering directions achievable in this system. The

substrate holders are connected to a rotating motor which allows us to control the

placement and movement of the system. Using LabView, a program was created to

move the substrates above the plasma by configuring the number of steps in to do a

complete turn in the vacuum chamber, the velocity of the axle of the motor is con-
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Figure 5.16: SolidWorks schematic of magnetron sputtering gun used in this system.
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Figure 5.17: (a) The magnetron and (b) the E and B fields of the magnetron.
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trolled. When depositing, the sweep method is used to take advantage of the plasma

uniformity and uniformity of deposition. The deposition the substrate thickness is

inputted (often 2 inches) and the substrate is swept across the target during depo-

sition. This allows each position on the target to be deposited at the center of the

plasma and avoids thickness fluctuations at the edges of the samples.

Using the sweep method, various controls can be used. The first is layer by thick-

ness. Using the deposition rate of the target (see section 5.5) the desired thickness

is put into LabView and the system will deposit the material by calculating the de-

position time. Second, is layer by time with shaking which allows one to deposit the

sample by time instead of thickness and the added shaking produces a more uniform

field since the substrate will not sweep on this setting. Instead it shakes to allow

for the edges to be more evenly coated and produce a more uniform film. Next is

layer by thickness without shaking such that the substrate will just sit on top of the

target during deposition. Finally a wedge method is used that can deposit gradients

of thicknesses on one substrate. The gradient is created by using the sweep method

and varying the time the plasma hits the target at different locations. A simple

wedge can be deposited or a double wedge which allows two non-zero thickness edges

and a finer control for thin gradients. The first wedge will wedge the sample for the

thin thickness gradient and then wedge back and deposit the thicker layer onto the

thin film. For the GMR structures one uses the double wedge method, see chapter

refchap:GMR.

5.4.2 Vacuum System

A vacuum is needed for magnetron sputtering even though sputtering can occur

at only a few mTorr of ambient gas. A ultra high vacuum is used with a small base

pressure (≈ 10−7 Torr) which is needed to prevent the residual gas and materials
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sputtered from reacting with each other. The noble gas used must be of high purity

and is often Ar in this system. By partially blocking the pumping path as AR gas

is allowed to flow, the flow rate (22 sccm) is controlled and helps facilitate a larger

plasma areas. The vacuum during sputtering is surprisingly lower than the base

pressure during deposition.

In this work, magnetron sputtering is used to make thin film sample including

the GMR structures in chapter 9. Figure 5.18 show the vacuum system with the ten

available sputtering guns. The chamber is connected to a cryo pump via an elec-

tropneumatic gate valve, and a loadlock chamber for loading substrates. It contains

a rotating substrate holder connected to the chamber through a UHV bellow that

can be rotated and lifted up or down using a LabView program. The loadlock is

connected to a smaller turbo pump for the sample chamber which has a rail that can

slide into the main chamber to transfer up to 5 samples at a time. By having 10 guns

in this system, one can have up to 10 targets and can deposit many different materials

with multiple layers without opening the chamber. The gun selection is controlled

by placing a shutter over the guns with a 3 in diameter, which is controlled with a

motor.

Using LabView one can then pick the target wanted to deposit while covering any

other targets turned on with the shutter. This makes depositing many layers much

easier because both targets can be on, but the shutter ensures that only the desired

material is reaching the substrate for the sample. All deposition times, shutter move-

ment, and sample movement is controlled by LabView, such that one can program a

multilayer sample, hit run, and the system will control itself until the entire sample

is finished.
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Figure 5.18: The vacuum setup of the sputtering system with 10 guns (a) schematic
(b) Solid works model (c) actual chamber.
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Figure 5.19: Electrical setup and equipment for ultra high vacuum system.
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5.5 Rutherford Backscattering Spectroscopy

When getting a new target, the deposition rates of the target must first be found to

then ensure thin film depositions are of the correct thickness. To do this an arbitrary

thickness, usually tens of angstroms, is assumed with a deposition rate of 1 Å/s. In

doing this, the time can be measured for the deposition process and the thickness can

be measured, and thus a deposition rate can be found. To calculate the thickness of

the samples made, Rutherford Backscattering Spectroscopy is used.

5.5.1 RBS Theory

In 1907, Rutherford worked on alpha particle research and was the first to de-

scribe it correctly. At the time. large-angle scattering of alpha particles was used to

explain the results of many small-angle scattering using Thomson’s ”plum pudding

model” of the atom [91]. This model states that the atom is made of electrons sur-

rounded by a soup of positive charge to balance the electrons’ negative charges, like

plums surrounded by pudding in plum pudding. Rutherford did not agree with this

model after photographing alpha particles scattered over a few degrees. He wanted

to measure their number in relation to the angle of deflection and developed the

Rutherford-Geiger tube to do so, which consisted of a vacuum with a metal foil in the

middle and fluorescing plate at the end. The alpha particles were created with radi-

ated radium and the flash of each measurement was observed with a microscope. In

this experiment they were attempting to remove stray particles believed to be cause

by an imperfection in their alpha source. However when positioning the detector

on the same side of the foil, he noticed a backscattering signal. The plum pudding

model states that these particle should be nonexistent, however, upon their discovery,

Rutherford developed his backscattering theory.
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The energy of the backscattered particle is

E1 = kE0 , (5.4)

where k is the kinematic factor given by

k =

[
m1 cos θ1 ±

√
m2

2 −m2
1(sin θ2)2

m1 +m2

]2

, (5.5)

where particle 1 is the projectile particle, 2 is the target particle, and θ1 is the scat-

tering angle of the projectile in the laboratory frame of reference. The energy and

the probability of observing an event is given by

dω

dΩ
=

[
Z1Z2e

2

4E0

]2
16

(sin θ)4
, (5.6)

where dω/dΩ is the differential scattering cross section, and Z1 and Z2 are the atomic

numbers of the projectile and target particles. Finally the ion energy loss after passing

through a given distance is given by the stoping power S(E):

S(E) =
dE

dx
. (5.7)

The relative number of particles backscattered from the target atom is related to

the differential scattering cross section. By counting the backscattered atoms and

measuring their energy, RBS spectra of atoms verses energy can be found where the

energy corresponds to the work function of the atoms measured. By analyzing this

spectra the thickness of the layer can be calculated.

5.5.2 Instrumentation

There are three main components to the RBS instrumentation: source of He, an

accelerator to convert the He ions into high energy alpha particles, and a detector

to measure the energies of the backscattered ions. Figure 5.20 shows a schematic of
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the tandem accelerator often used in RBS. It uses a positive terminal located in the

center of the device. Negatively charge particles are injected into the accelerator and

are attracted to the terminal where a stripper element removes two or more electrons

from each particle. Thus the particle acquires energy both before and after the ter-

minal. The tandem accelerator has a charged particle beam line in a tank containing

high voltage and insulating gas, an electrode called the terminal, an electron charge

stripper, and a vacuum system for the charge stripper and beam line.

5.5.3 RBS Measurements of Thin Films

Using RBS, a spectra of the number of backscattered electrons verses energy is

measured. The energy position of the peaks correspond to the materials found in

the sample. Often the substrate is Si and can span thickness of 0.2 to 1.0 meV due

to the many isotopes of Si present in the substrate. The peak is often wide due to

the very thick substrate layer compared with the actual thin film. The thickness can

be found by the energy width of the peak. Figure 5.21 is a representative spectra of

an RBS spectrum on Cu. The peaks of the SiO2 substrate as well as the thin film

are shown. From the width of the peak the thickness can be measured using RBS

analysis software XRump, shown in figure 5.21 by the red line.

When fitting the data XRump uses the energy it measured and then the thickness

x can be found by expanding the energy of the accelerated particles in a Taylor series

and solving for x:

E1 = E0 + ∆x
dE

dx
E0 +

1

2
∆x2d

2E

dx2
E0 + ... (5.8)

Figure 5.22 shows two more representative spectra for Pt and Co on SiO2 substrates.

XRump can report the thickness in Å or in atoms/cm2. Using the first assumes

that the element is pure. However, one can see that using the atom density is best to
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Figure 5.20: Tandem accelerator for RBS schematic. A charged particle beam line
in a tank containing high voltage and insulating gas, an electrode called the terminal,
an electron charge stripper, and a vacuum system for the charge stripper and beam
line are the four main components of the system.
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Figure 5.21: RBS spectrum of number of atoms verses energy for Cu thin film. The
long peak corresponds to the SiO2 substrate and skinnier peak at 275 meV is Cu
thin film. Using XRump the spectra can be fitted (red line) to find the thickness in
atoms/cm2. This sample was deposited for 240 s and yielded 165 ∗ 1015 atoms/cm2

or 194.3 Å.
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Figure 5.22: RBS spectra of number of atoms verses energy. The long peak corre-
sponds to the SiO2 substrate and skinnier peak is the thin film. Using XRump the
spectra can be fitted (red line) to find the thickness in atoms. (a) Pt sample grown
at measured in thickness (b) Co sample grown at 15 mA for 672 seconds measured
222 Å in thickness.
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find the actual thickness. Using the atomic weight and density the thickness can be

found:

Thickness(Å) =
measured atoms/cm2

density g/cm3

Molar Mass g/mol

6.022 ∗ 1023atoms/mol

108Å

cm
. (5.9)

Note that the thickness of an material with two elements can be found by multiplying

the fractional percentage of the element to the weight and density and adding these

together for the total weight and density. Using this method each target in this

sputtering gun is calibrated with the correct deposition rates. To find the deposition

rate one takes the time it took to make the film in seconds and divides the RBS

thickness by this number to get Å/s. Figure 5.23 shows the material, power at which

the guns are set, distance from target to substrate, thickness of the film in Å using

equation 5.9, time to measure the sample, and calculated deposition rates.
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Figure 5.23: RBS calibration of various targets to find deposition rates. The ma-
terial, current supplied to the sputtering guns, distance from substrate to target,
thickness measured by XRump, calculated thickness using atomic weight and den-
sity, time to deposit each sample, and deposition rate are all recorded.
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Chapter 6

EFFECT OF THREE DIMENSIONAL INTERFACE IN DETERMINATION OF

SPIN POLARIZATIO USING ANDREEV REFLECTION SPECTROSCOPY

A theoretical study of a three-dimensional (3D) normal metal/superconductor

interface with arbitrary spin polarization and interface geometry is presented [92].

The interface geometry can drastically affect the Andreev spectrum due to the 3D

injection. The 3D effect can be attributed to a larger interfacial scattering factor in

the 1D model, yielding the same intrinsic spin polarization and superconducting gap

as the 3D model. This demonstrates that the 1D model can be utilized to extract

the intrinsic spin polarization and the superconducting gap values for a 3D interface

as long as the interfacial scattering factor is not concerned.

6.1 Introduction

The efficiency of spintronic devices will depend crucially on spin polarization (P),

which is defined as the normalized imbalance of the number of spin up and spin down

electrons at the Fermi level. In a superconductor, the mechanism of superconduc-

tivity can be revealed by the superconducting gap (∆). The spin polarization of a

magnetic material and the superconducting gap of a superconductor are thus impor-

tant quantities, yet there are only a few methods that can measure either of them.

Andreev reflection spectroscopy (ARS) is one such method, and is unique, which can

measure both the spin polarization and the superconducting gap.

At the Normal metal/Superconductor (N/S) interface, an electron must be accom-

panied by another electron with opposite spin to form a Cooper pair to be present

in the superconductor, with a hole reflected back to the normal metal. This is the
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Andreev reflection [93]. The conductance of the interface for electron energies inside

∆ is twice that of electrons outside ∆. If the current is fully polarized, the conduc-

tance is zero within ∆ because of the lack of opposite spin to form the Cooper pair.

Thus, the P of the normal metal and the ∆ of the superconductor can be measured

by the conductance spectra. In an actual experiment, the interface is often not ideal

and an analysis of the entire conductance spectrum is necessary to extract ∆ and P .

The spin polarization of many magnetic materials [15–27] including some half metals

[22, 23] has been measured by ARS. Also, the gap of many superconductors, includ-

ing the recently discovered Fe-superconductors [28, 29], has been determined by ARS.

However, most of these experiments have been analyzed using one dimensional (1D)

models[83, 84, 86, 94]. In an actual ARS experiment, an interface is often formed

using a tip with a certain point angle, thus, it is not exactly 1D. The effects of a

three dimensional (3D) interface have been studied before [25, 95–98], but mostly for

unpolarized current. Spin polarization has been also incorporated into ARS using the

3D effect [87, 88] where suppression of the Andreev reflection only occurs for electrons

within some angular range.

In this chapter, one studies the effect of a 3D N/S interface with arbitrary spin

polarization and geometry. The spin polarization is incorporated based on the recent

1D ChenTesanovic-Chien (CTC) model [83]. The 3D interface can drastically change

the Andreev spectra which can be well described by the 1D model with a different

Z factor but with the same intrinsic spin polarization and superconducting gap. At

large Z(> 1), neglect of the 3D effect causes substantial spurious spin polarization.

6.2 Theory

Consider an electron incoming with an angle of θN to the normal of the N/S

interface, as shown schematically in figure 6.1. The wave vectors of the incident elec-
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Figure 6.1: Schematic of a N/S interface with point angle of 2θN0 for the magnetic
metal side and 2θS0 for the superconductor size.
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tron, the Andreev reflection, the normal reflection, and the transmitted quasiparticles

without and with branch-crossing can be respectively written as:

kin = (k+
Nx, k

+
Ny, k

+
N cos θN) , (6.1)

kAR = (−k−Nx,−k
−
Ny,−k

−
N cos θN) , (6.2)

knr = (k+
Nx, k

+
Ny,−k

+
N cos θN) , (6.3)

kelq = (k+
Sx, k

+
Sy, k

+
S cos θS) , (6.4)

khlq = (−k−Sx,−k
−
Sy, k

−
S cos θS) , (6.5)

where ~k±N =
√

2m(µN ± E) and ~k±S =
√

2m(µS ±
√
E2 −∆2). Since µ ≈ EF >>

∆ or E, one can take the approximations k±N ≈ k±S ≈ kF . The wave functions in the

normal metal and the superconductor can be written as:

ψN(r) = eikin·r

 1

0

 + ae−(α+i)kAR·r

 0

1

 + beiknr·r

 1

0

 , (6.6)

ψS(r) = ceikelq ·r

 u

ν

 + de−khlq ·r

 ν

u

 , (6.7)

where a,b,c, and d are the coefficients of the Andreev reflection, the normal reflection,

the transmission without branch-crossing, and the transmission with branch crossing,

respectively. And u and ν are the BCS complex coherence factors:

u = 1/2 +
√

(E − iΓ)2 −∆2/[2(E + iΓ)]
1/2

, (6.8)

ν = 1/2−
√

(E − iΓ)2 −∆2/[2(E + iΓ)]
1/2

. (6.9)

The parameter ∆ is the superconducting gap and the factor Γ represents the inelastic

scattering. In the Andreev reflection term, a denotes the effect of the spin polarization

based on the CTC model with P = α2/(α2 + 4) [83]. The wave functions must

satisfy the boundary conditions of a potential Hδ(z) at the interface and there is
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translational invariance in x- and y directions. One notes that this is still valid for

a conic tip perpendicular to the interface discussed below since any injection with a

valid angle can find valid reflections and transmissions inside the cone.

The calculated coefficients a, b, c, and d are:

a = 4uν cos θN cos θS/γ , (6.10)

b =
(
−u2[2Z + i(cos θN − cos θs)]Z+ + ν2[2Z + i(cos θN + cos θS]

)
Z−/γ , (6.11)

c = −2iZ+u cos θN/γ , (6.12)

d = 2IZ−ν cos θN/γ , (6.13)

where Z± = 2Z + (i + x) cos θN ± i cos θS and γ = u2[2Z − i(cos θN + cos θS)]Z+ −

ν2[2Z − i(cos θN − cos θS)]Z−. These results depend on Z, α, E, Γ, θS, and θN ,

where Z represents the interfacial scattering, Z ≡ mH
~2kF

with kF the Fermi velocity.

These are the general results for an interface between a magnetic metal and an s-wave

superconductor. The probabilities of the Andreev reflection, the normal reflection,

and the transmissions can be calculated by the integration of aa∗, bb∗, cc∗νg, and

dd∗νg over all the solid angles of the interface, where νg is the group velocity. One

can readily verify that if νg = (uu∗ − νν∗) cos θS/ cos θN for any Z, α, E, and Γ,

consistent with the boundary requirements. The result reduces to the 1D CTC model

when θN = θS = 0. The conductance of the interface under a bias voltage can be

calculated following the classic Blonder-Tinkham-Klapwijk (BTK) approach [81]:

dI

dV
=

∫ ∞
−∞

1

kBT

e
E−eV−µ
kbT(

1 + e
E−eV−µ
kBT

)2 (1 + A−B)dE/(1−BNN) , (6.14)

where A and B are the probabilities of the Andreev reflection and the normal reflec-

tion. At large bias (eV >> ∆), a = 0, bb∗NN = [4Z2+(cos θN−cos θS)2/[4Z2+(cos θn+

cos θS)2], which reduces to previous results with θN = θS [99]. The probability BNN

is calculated from bb∗NN by the average of the solid angles of the interface.
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The AR spectrum of a 3D interface depends on the parameters Z, α, Γ, ∆, and

the geometry of the interface. For simplicity, one can choose two conic tips with point

angles of 2θN0 and 2θS0 for the interface, as illustrated in figure 6.1. 1. One can verify

that the Andreev spectra depends on the geometry (θN0 and θS0) of the interface.

In a ballistic contact, the components of the wave vectors along the interface are

conserved, kN sin θN = kS sin θS (Ref. [100]). Here one can neglect the Fermi wave

vector mismatch, so one can have θN = θS. In the following, one can focus the

discussion on the 3D model with θN = θS and the coefficients are obtained by setting

θN = θS.

6.3 3D Model verses 1D Model

The comparison between the 1D and the 3D AR spectra is illustrated in figure 6.2

with 2θN0 = 2θS0 = π and T = 0K. The black solid curves are for the 1D interface

while the dashed red curves are for the 3D interface. At Z = 0, the 1D and 3D AR

spectra are the same (figure 6.2(a)) but they are very different when Z = 0.5. The

3D spectrum is much lower than the 1D spectrum, as shown in figure 6.2(b). For

larger Z, such as Z > 1, the difference becomes smaller. Since the 3D effect appears

at Z > 0, the plot of the 1D and the 3D spectra with various P values for Z = 0.1 in

figures 6.2(e)(h) is obtained. Again, the 3D spectra are different from the 1D spectra

with different P values. The difference is small only for a half-metallic current of

P = 1, as shown in figure 6.2(h).

As shown above, the 3D and the 1D Andreev spectra can be very different. This

may affect the value of spin polarization and superconducting gap determined using

ARS. Previously many experiments [15–22, 22–27] have been done using only the 1D

model to extract spin polarization and superconducting gap. In the following, one

can analyze the 3D interface using the 1D model, in particular, one uses the 3D model
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Figure 6.2: Representative Andreev spectra of the 1D (solid black) model and
the 3D model with θN = θS (dashed blue line) at T = 0K ((a)(d)) for various
interfacial scattering factors Z = 0, 0.5, 1, 5[P = 0,Γ = 0] and (e)(h) for various spin
polarizations P = 0.25, 0.5, 0.75, 1.0[Γ = 0, Z = 0.1].
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to generate data, then fit the data with the 1D model.

As shown in figure 6.3, three different polarizations P = 0, 0.45, and 0.9 with

various Z factors at T = 1.5K normalized at high bias are examined. In analysis, one

can take three cases to mimic actual experimental scenarios: using a superconductor

with a known gap to fit an unknown polarization (black solid curve), and using a

metal with a known polarization to fit an unknown gap (red dashed curve). In the

third case, both the superconductor and the magnetic metals are assumed to be

unknown (blue dotted curve). The 3D data can be well described by the 1D model,

as shown in figures 6.3(a)(c) for all the P values and Z factors. In fact, the analysis

curves of the three cases, black solid, red dashed, and blue dotted curves, are almost

indistinguishable from each other.

6.4 3D verses 1D Fitting Parameters

The parameters of the best fit are plotted in figure 6.3(c) and (d). For P = 0 in

the 3D data, the spin polarization obtained using the 1D model is very close to zero

(within 2%) for Z < 1, as shown by the squares in figure 6.3(c). However, P increases

for Z > 1 and it reaches about 20% at Z = 2. This is a spurious spin polarization

caused by neglecting the 3D injection. At large Z > 1, the conductance within the

gap is very close to zero thus causes large uncertainty in extracting spin polarization.

For a material with modest spin polarization of 45%, again the spin polarization

obtained using the 1D model only deviates from the 3D value for Z > 1.0, as shown

by the open and solid circles in figure 6.3(c). For highly spin-polarized materials,

such as P = 0.9, the 1D model always gives an value that is within 1% of the 3D

value, as shown by the triangular symbols in figure 6.3(c). For the three cases, one

obtains the intrinsic spin polarization by extrapolating Z to zero, and both the 1D

and the 3D models give exactly the same values.
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Figure 6.3: (a)(b) Andreev reflection spectra with 3D interface (θS0 = θN0 = π/2)
fitted by the 1D model for different Z factors (open circles are generated by the
3D model, solid black lines, dashed red lines, and dotted blue lines are the best fit
using the 1D model with fixed gap, fixed spin polarization, and variable gap and
polarization), (d) spin polarization of the best fit in ((a)(b)) as a function of Z factor,
(e) superconducting gap of the best fit in (a)(c) as a function of Z factor.
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The superconducting gap obtained using the 1D model is always within 5% of the

3D value, regardless of the analysis method, as shown in figure 6.3(d). The largest

discrepancy actually occurs at small Z factor of 0.1. This shows that a supercon-

ducting gap can always be determined using a 1D ARS model without considering

3D effects, for all the ranges of spin polarization and interfacial scattering Z. Finally

the Z factor using the 1D model is very different from that of the 3D model. The

difference of the Z factor is zero only when the Z factor of the 3D model is zero. It

increases monotonically for increasing Z factor (not shown). Previously, it has been

attempted to determine the effect of interfacial scattering on spin polarization [101].

The results show that one should take the 3D effect into account to obtain the correct

interfacial scattering Z factor for the analysis.

6.5 Conclusion

In summary, one can calculate the Andreev reflection spectra of a three-dimensional

interface between a normal metal and an s-wave superconductor. The spectra can be

drastically altered by 3D injection, depending on the interface geometry. It is shown

that the effect due to 3D injection can be attributed to an apparent larger Z factor

using a 1D model for small Z(Z < 1) but with the same intrinsic spin polarization

and the superconducting gap. For a 3D interface at large Z factor (Z > 1), one must

know the interface geometry and use the 3D model to extract the spin polarization.

Finally, one can carry out Andreev reflection experiments of the Co/Nb interface and

the analysis is consistent with the theory.
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Chapter 7

FABRICATION OF HIGHLY SPIN-POLARIZED CO2AL0.5SI0.5 THIN FILMS

Ferromagnetic Heusler Co2FeAl0.5Si0.5 epitaxial thin-films have been fabricated

in the L21 structure with saturation magnetizations over 1200 emu/cm33. Andreev

reflection measurements show that the spin polarization is as high as 80% in samples

sputtered on unheated MgO (100) substrates and annealed at high temperatures.

However, the spin polarization is considerably smaller in samples deposited on heated

substrates.

7.1 Motivation

A Heusler alloy, named after German mining engineer Chemist Friedrich Heusler

in 1903 [102], is a ferromagnetic metal alloy with a Heusler phase. This phase contains

intermetallics with face-centered cubic crystal structures. Due to the double-exchange

mechanism, they become ferromagnetic. If an electron transfers to a certain central

site than the neighboring sites should have the same spin as the central site or it will

break Hund’s rule. The magnetic properties of these alloys are the most interesting

and researched aspect of these materials. Most Heusler alloys order ferromagnetically

and will saturate in a weak applied magnetic field. Even though these alloys are

metals, these alloys have localized magnetic properties and are great models for the

study of atomic disorder and changes in electron concentrations on magnetic prop-

erties. The localization of the magnetic moment is caused by the large exchange

splitting of the Mn d-states which implies that Mn atoms support d-states of only

one direction of spin.

The study of Heusler alloys is of the greatest interest because it has the best
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potential to realize half-metallicity, or P of 100%, at room temperature. So far

only CrO2 has been shown to be half metallic so the hunt for other materials is

one of the most important searches in the spintronic field. Since 1983, theoretical

calculations have predicted that the energy gap for minority electrons demonstrates

half metallicity for half-Heusler compound NiMnSb [32, 103], which after extensive

studies still remains rather controversial [104–106]. Kubler showed that the minority

spin densities at the Fermi energy nearly vanish for Co2MnAl and Co2MnSn which

he then states that this should lead to a particular transport properties because only

the majority density of electrons will contribute the the Fermi states [107].

Research groups have recently incorporated these alloys into spintronic devices.

One example is the implementation of MTJs using Co2MnSi Heusler alloys. At 20

K a TMR ratio of 95% with a spin polarization of 66% was measured. At room

temperature they found a TMR of 33%. They conclude that this device, based on

these values, is superior to 3D based magnetic elements currently used in current

MTJs [108].

The explosion of interest (over 700 publications) since 2000/2003 was caused by the

observation of large negative magnetoresistance in powder compacts of Co2Cr0.6Fe0.4Al

[109]. A MR effect of 30% in a magnetic field of 0.1 T at room temperature was ob-

served. This showed that, for the first time, a cheap and simple magnetic sensor

based on Heusler alloys would remain stable and that 88% GMR could then be found

if Al2O3 is mixed into the powder. Inomata lead a group of scientists who then in-

corporated this alloy to make a spin value and showed that a TMR ratio of 16% at

room temperature was feasible [110]. Many other groups created thin films based on

this design [111–114]. The disadvantage, however, was that the TMR ratios found

indicated small spin polarizations, especially at room temperature. Therefore the

search for a half-Heusler material which could still produce these MR ratios is still
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crucial for emerging technologies.

It has also been stated that MTJs are less favorable for HDD read heads due to the

much larger intrinsic resistance-area product of 1Ωcm2, compared with all-metallic

GMR devices [115]. However a bigger advantage is that Co-based Heusler compounds

have much lower saturation magnetizations and damping constants compared with

conventional ferromagnetic materials [116, 117]. This is extremely important because

of the reduction of the switching current and power consumption of the current STT

devices. Because they also show perpendicular magnetic anisotropy, it suggest that

the feasibility of the application of the Heusler compounds in perpendicular FM elec-

trodes of the MTJs is obtainable. They show high thermal stability and a reduction

in dimension [118]. In this work, one characterizes the electronic properties, and con-

duct ARS measurements to determine the spin polarization of a Co-based Heusler

alloys and whether they are a good candidate for MTJ and TMR applications.

7.2 Introduction

The performance of spintronic devices depends on generating highly spin-polarized

carrier populations [41, 62, 71]. In theory, perfectly spin-aligned carrier populations

can be injected from half metals (HF) [32, 119] since they have an electronic structure

with one spin band at the Fermi level. However, the injection efficiency from most

HFs measured to date is far below 100% and is strongly temperature dependent [39].

This presumably arises from the presence of spin-wave excitations and energy band(s)

with opposing spin near the Fermi level [39].

Co-based full-Heusler alloys [107, 120–122] have been proposed for use as elec-

trodes to improve spintronic device performance, although these alloys spin polar-

ization are typically observed to be below 75% by direct measurements [123–125].

Recently, very large giant magnetoresistance (GMR) values have been inferred from
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measurements on epitaxial CPP (current perpendicular to film plane) [126, 127], and

TMR6, [128] structures fabricated with Co2FeAl0.5Si0.5 (CFAS) electrodes. Of par-

ticular interest is the large CPP GMR measured in devices with resistances smaller

than that found in MgO-based MTJs. This finding may have important implications

for hard-drive read-head applications.

The half metallicity of CFAS has been indirectly verified using crystalline MTJs

[39, 128] and the spin polarization is deduced to be over 90%. This, however, does

not prove that the electrodes are highly spin polarized since spin-filtering during

transport can occur from the coherent tunneling and interface scattering processes

[129]. This effect is well documented in MRAM devices using Fe electrodes and MgO

tunnel barriers where the current is almost 100% spin polarized [130], even though

Fe is known to have a spin polarization of ∼ 50% at the Fermi level [86]. Thus, a

direct measurement of the intrinsic spin polarization of the CFAS is imperative both

to understand the origin of the large CFAS-based GMR and TMR and to improve

the performance of CFAS-based spintronic devices.

In this chapter, it is reported that the results of the systematic study are used

to understand the effect of the growth method and thermal processing on the spin

polarization in CFAS [131]. One can directly measure the spin polarization using

Andreev reflection (AR) spectroscopy in pointcontact and vertical tunnel junction

configurations. One can show that the extent of polarization of the injected charge

carriers depends strongly on the growth method used and the thermal processing

conditions. One observes a spin polarization value as high as 80% in samples sput-

tered on unheated MgO (100) substrates and in situ annealed at high temperatures.

These results are expected to be useful for the development of spintronic devices with

improved performance.
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7.3 Experimental Setup

CFAS films were synthesized using magnetron sputtering on MgO (100) substrates

in a cryopumped ultra-high vacuum (UHV) chamber with an unbaked base pressure

of 2108 Torr. For comparison, a few films were grown using pulsed laser deposition in

a similarly equipped system. Figure 7.1 is a schematic of the set up. Stoichiometric

Co2FeAl0.5Si0.5 polycrystalline targets were used for both growth methods. Sputtered

films were grown in 5 mTorr Argon gas at a plasma power of 100 W, while pulsed

laser deposition films were grown in 5 mTorr Ar with a frequency of 10 Hz and

450 mJ/pulse excimer laser power. Rutherford backscattered spectroscopy (RBS)

measurements and analysis were used to infer the composition and thickness of the

thin-films. High-resolution x-ray diffraction (PANalytical XPert PRO) was used for

structural characterization. The magnetic properties of the films were characterized

using a vibrating sample magnetometer (VSM) from 41000 K (Quantum Design,

Model PPMS with oven option). An atomic force microscope (Veeco, Dimension

300) was used to measure the surface quality and roughness of the thin-films.

Two growth processes 1-step and 2-step processes were used to compare and op-

timize the structural and magnetic properties of the CFAS thin-films. CFAS was

deposited at an elevated growth temperature (Tg) in the 1-step process, whereas it

was deposited at room temperature (RT) and then in situ annealed at higher tem-

perature (Ta) in the 2-step process.

Spin polarization values (P ) of the CFAS films were measured by point contact

Andreev reflection (PCAR) operated at 4.2 K using superconducting Pb tips. Verti-

cal Pb superconductor/insulating barrier/CFAS thin-film trilayer junctions were also

fabricated and characterized. To form the device, two types of tunnel barrier layers

were prepared on 50 nm thick CFAS layers: (a) a CFAS native oxide produced by air-
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Figure 7.1: CFAS films were grown using magnetron sputtering on MgO (100)
substrates in a cryopumped ultra-high vacuum (UHV) chamber with an unbaked
base pressure of 2108 Torr.
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exposure, and (b) an AlOx layer produced by oxidizing a ∼ 4 nm Al layer deposited in

situ on an ion-milled CFAS surface [132]. Then a 1 mm wide barrier/CFAS strip was

patterned using photo lithography and reactive Ar ion etching (RIE). A Ge layer was

then deposited at RT over the entire substrate, except on top of the barrier/CFAS

strip, to act as a low temperature insulator to prevent shorting between electrodes.

Finally, the 200 nm thick Pb layer was deposited using thermal evaporation through

a shadow mask. The electrical characteristics of the device were measured using a

4-point measurement with a dipping probe in a liquid He Dewar.

7.4 Electronic Properties

RBS results showed that the CFAS thin-films are stoichiometric and have a thick-

ness of ∼ 50 nm. Figure 7.2 shows the effect of annealing and growth temperature on

the magnetic moment (µB), magnetization (Ms), coercive field (Hc), and resistivity

(ρ) of sputtered thin-films synthesized in 1-step and 2-step processes. The satura-

tion magnetization is found, in general, to increase with both annealing (2-step) and

growth temperature (1-step), as shown in figure 7.2(a). The saturation magnetiza-

tion of >1200 emu/cm3 was achieved with both 1-step and 2-step processes. This

corresponds to a moment of ∼ 6µB for both growth methods when Tg = Ta = 600 ◦C.

According to the Slater-Pauling rule, the CFAS moment is expected to be 5.5 µB,

although a value of 6 µB is expected for nonstoichiometric and structurally disordered

CFAS material [133]. The coercivity of the samples slightly decreases with increasing

Tg or Ta, then increases for Ta and Tg greater than 350 ◦C, as shown in figure 7.2(b).

The coercivity was found to be considerably larger for the CFAS films prepared by

the 1-step procedure compared to the 2-step procedure when processing temperatures

above 350 ◦C were used. The resistivity of the CFAS samples at RT is shown in 7.2(c)

and it decreases with increasing Ta or Tg due to the formation of enhanced degrees of
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crystallinity. The magnetization was measured from 4 to 1000 K on a CFAS thin-film

prepared using the 2-step process with an annealing temperature of 600 ◦ C [figure

7.2(d)]. One can fit the data to the empirical equation, Ms/Ms0 = [1 − (T/TC)α]β,

where Ms0 is the zero-temperature magnetization, TC is the Curie temperature, and

α and β are fitting parameters.As shown in 7.2(d), the least squares fit to the data

gives a Curie temperature of ∼ 1150 ± 50 K, with the best fit to the experimental

data for α and β of 1.5 and 0.45, respectively. The Curie temperatures for similar Co

based Heusler alloys, Co2MnSi 9 and Co2FeSi,10 are 985 and 1100 K, respectively.

The magnetic properties of these samples grown by both methods are comparable to

the best results reported by Wang et al. [128, 134] for CFAS films grown on MgO

substrates and SiOx/Si substrates with a 20 nm MgO buffer layer (which ranges from

900 emu/cc to 1160 emu/cc) for samples grown at RT without any post annealing

and with 680 ◦C post annealing process, respectively [128].

As illustrated in figure 7.2(c), the room-temperature resistivity for most of the

samples is below 100 µωcm. One can also observe that the resistivity of samples at

4.2 K remains very near that value, with less than a 10% change, which indicates a

mean free path of a few nm, as inferred from the Drude model. For each sample,

one can measure over 10 spectra with contact resistances ranging between 80 ω and

300 ω. This corresponds to a contact size of a few nm using the Wexler [79] formula.

These values suggest that transport at the contact is close to the ballistic regime.

7.5 ARS using Heusler Metal

Since the moment of samples grown by both the 1-step and 2-step methods both

attain a value of ∼ 6µB, one anticipates they will have similar levels of polarization.

The measured AR spectra on representative films are shown in figure 7.3. One an-

alyzes the AR spectra using both the modified Blonder-Tinkham-Klapwijk (BTK)
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Figure 7.2: Magnetic properties and spin polarization of CFAS samples. (a) Mag-
netic moment, (b) coercivity, and (c) resistivity of films deposited by sputtering as a
function of growth and annealing temperatures. (d) Magnetization as a function of
temperature for film deposited at RT and annealed at 600 ◦C.
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[25, 27, 81, 84] and the more recent Chen-Tesaonv and Chien (CTC) models [83].

Representative data (open circles), along with the best fit to the CTC model (red

solid line) and the best fit to the modified BTK model (blue solid line), are shown in

figure 7.3. Since both fits are near identical, the red and the blue curves are indistin-

guishable to each other and the obtained P values (as listed inside each figure with the

designated color) are very similar. The Z factor represents the interfacial scattering

[25, 27, 79, 81, 84] in both models and rE corresponds to the additional resistance

that occurs when small point contacts are used on high resistivity samples [25]. For

the sample grown at 600 ◦C, the normalized conductance (dI/dV ) is ∼ 1.0 at zero

bias [figures 7.3(a) and 7.3(b)]. For the samples annealed at 600 ◦C, the normalized

conductance is below 0.7 at zero bias [figures 7.3(c) and 7.3(b)]. This indicates a

much higher polarization value for samples annealed at 600 ◦C. The best fits to both

models show that the P value of the 2-step sample is about 0.74, while it is below

0.5 for the sample grown by the 1-step process. One also notes that the conductance

shoulders, often referred to as Andreev peaks, occur at ∼ 5 mV, a value much larger

than the 1.3 meV superconducting gap of the Pb tip at 4.2 K. This is due to the

additional contact resistance (rE) inherent to high resistance films, which has been

incorporated in the analysis for both models.

Since point-contact AR spectra indicate that samples annealed at 600 ◦C ex-

hibit the highest polarization value, 11mm2 Pb/insulator (CFAS native oxide or

Al2O3)/CFAS trilayer thin-film junctions were fabricated. The AR spectra of these

two junctions are shown in figures 7.3(e) and 7.3(f). As illustrated in Fig. 2(f), the

junction with the native CFAS oxide layer shows no shoulders at the peak, indica-

tive of a smaller barrier at the interface. This can be compared to the Al2O3 oxide

layer junction measurements, figure 7.3(e), that show characteristics very close to the

tunneling regime. Furthermore, the conductance of both junctions are about 0.3 at
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Figure 7.3: Representative point contact Andreev reflection spectra of sputtered
CFAS samples with different interfacial scattering factors: (a) and (b) sample grown
at 600 ◦C, (c) and (d) sample grown at RT with 600 ◦C post annealing, (e) and (f)
vertical junctions of Pb/Al2O3/CFAS and Pb/native CFAS oxide/CFAS, respectively,
with 600 ◦C post annealed CFAS layer.
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zero bias, indicating a high polarization value. Both methods of analysis find that

the spin polarization of these junctions is very close to 80%.

The dependence of the P values as a function of the interfacial scattering Z factor

for representative samples are shown in figure 7.4. For all the samples, the P values

decrease with increasing Z factor due to spin flip scattering at the interface, although

there are important differences in the trends. For example, the P value of the sample

grown at RT decreases rapidly from 0.47 at Z = 0 to zero at Z ∼ 0.3, figure 7.4(a).

In contrast, the P value of the sample annealed at 600 ◦C (figure 7.4(d)) is higher

and is reduced by only a small amount over the same Z range. One also notices

that the P values obtained for the trilayer junctions are higher, as shown by the

solid squares in figure 7.4(e), and are virtually independent of the Z factor. This

can be attributed to higher quality junction interfaces. From the P vs Z curves, one

notes that the polarization decreases more rapidly with Z for samples with smaller

P values, presumably from stronger spin flip scattering.

By extrapolating to Z = 0 using a polynomial fit (dashed curve), one can obtain

the intrinsic P value of each sample. Values for P (Z = 0) are presented in figure

7.4(f). The highest P (Z = 0) is about 80% for the sample annealed at 600 ◦C. The

red solid circle denote the the samples grown with a 2-step pulsed laser deposition

(PLD) process that used 550 ◦C and 780 ◦C in situ anneals. The P (Z = 0) value for

the sample fabricated with the 2-step sputtering process (Ta = 550 ◦C) is very similar

to that grown by PLD, indicating that P (Z = 0) values do not appear to strongly

depend on the growth method. However, the P (Z = 0) of the samples grown with

the 1-step sputtering process (solid blue square) is much lower. P (Z = 0) is equal to

∼ 50% for the sputtered sample grown at 600 ◦C.
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Figure 7.4: Representative curves of spin polarization of the sputtered CFAS sam-
ples as a function of the interfacial scattering factor Z for (a) sample grown at RT,
(b) sample with 350 ◦C post annealing, (c) sample with 550 ◦C annealing, (d) sam-
ple with 600 ◦C annealing, and (e) for all the samples including sample grown by
pulsed laser deposition and post annealed at 785 ◦C. The dashed curves are polyno-
mial fitting. (f) Intrinsic spin polarization P (Z = 0) of samples fabricated by 1-step
sputtering, 2-step sputtering and 2-step pulsed laser deposition.
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7.6 X-ray Diffraction and Φ Scans

The films were measured using x-ray diffraction (XRD), as shown in figure 7.5.

The XRD results indicate that the films grown with the 1-step process are epitaxial

when Tg is larger than 250 ◦C, figure 7.5(a). The intensity of the (002) and (004)

CFAS peaks is enhanced with increasing growth temperature, indicating that crystal

quality improves under these conditions. XRD Φ scans of the off-axis Bragg peaks

have been used to identify the presence of L21 ordered structure [128, 135]. Φ scans

of the off-axis CFAS(111) peak on the samples [figure 7.5(a) inset] showed fourfold

symmetry in the diffraction patterns. This is direct evidence that films grown at

Tg over 350 ◦C have the L21 CFAS structure. One can conclude that the films are

epitaxial with the CFAS L21 structure and the L21 ordering improves with increasing

growth temperature. It is interesting that these samples show poor spin polarization

of ∼ 50%. A P value of 50% is similar to that measured by ARS on bulk CFAS

samples [133].

The presence of epitaxy in the coupled θ − 2θ XRD data of films with high P

values grown with the 2-step process were not detected [figure 7.4(f)]. However, by

using XRD grazing angle measurements, one could detect the evidence of the poly-

crystalline CFAS structure with broad XRD Bragg diffraction peaks for film without

post annealing [0.7◦ full width at half maximums (FWHMs) of (220) peak]. The qual-

ity of films, as inferred from the intensity and the width of the XRD peaks, was found

to improve with increasing annealing temperature. The (220) Bragg diffraction peak

of the film annealed at 600 ◦C had a FWHM of 0.46◦. Wang et al. reported a high

spin polarization value of 71% for TMR structure with polycrystalline CFAS elec-

trodes.16 This value is very similar to the value observed (70%) for CFAS electrodes

with B2 ordering structure [135]. In addition, Tezuka et al. [135] reported that CFAS
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MTJs with the highly ordered structure (L21) have much lower spin polarization than

devices containing electrodes with the less ordered structure (B2). The authors at-

tribute the difference in the polarization results to the higher roughness in the films

with L21 ordering than found in films with B2 ordering [83]. The samples fabricated

with the 2-step process are smoother [figure 7.5(b)] than those produced with the 1-

step process. Since the contact diameter of the probe in the AR spectra experiments

is only a few nm, the surface roughness, which is believed to strongly influence the

MTJ characteristics, may not significantly affect the measurement results.

The direct ARS measurements show that the P value of CFAS films can be as

high as 80% and depends crucially on the fabrication process. This value is consistent

with the large CPP GMR and TMR values reported in the literature [39, 126–128].

The observation of a range of polarization values that can be found for films with

similar magnetic properties is interesting and should provide valuable information to

researchers developing spintronic devices.

7.7 Conclusion

In summary, CFAS thin-films have been fabricated using both the 1-step and 2-

step methods and measured the samples intrinsic spin polarization values. One finds

that the magnetic properties of the samples are similar, although the spin polarization

is different. Spin polarization as high as 80% has been observed by Andreev reflection

spectroscopy for the CFAS samples grown at room temperature followed by post

annealing.

7.8 Acknowledgment

This work was supported by the Office of Naval Research through Contract

Nos. N00014-09-C-0292 and N00014-13-1-0069 and by IARPA through Contract No.

135



IARPA-BAA-10-07-AB-8553. The use of facilities in the LeRoy Eyring Center for

Solid State Science at Arizona State University is acknowledged.

136



Figure 7.5: (a) X-ray θ2θ diffraction of the CFAS samples fabricated by 1-step
method. The inset illustrates the Φ-scans of the off axis (111) peak. (b) XRD graz-
ing angle of the CFAS samples made using the 2-step method. The inset summarizes
the roughness of the CFAS samples, as inferred from atomic force microscopy mea-
surements.
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Chapter 8

DETERMINATION OF SPIN POLARIZATION OF AMORPHOUS AND

EPITAXIAL FE0.65SI0.35 FILMS USING ANDREEV REFLECTION

SPECTROSCOPY

Ferromagnetic FexSi−x alloys have been proposed as potential spin injectors into

silicon with a substantial spin polarization. Experimentally, however, the observed

spin polarization of the alloys still remains low. Ideally, spin polarization of a metal

is defined as the imbalance of density of states at the Fermi level, but in amorphous

alloys it is different since the Fermi level is not well defined. Recently, it has been

found that the magnetic properties of the amorphous FexSi−x alloys are very different

from the crystalline phase. In this work, one can utilize Andreev Reflection Spec-

troscopy (ARS) to determine the spin polarization of both amorphous and crystalline

Fe65Si35 alloys. One can show that the additional resistance in ARS is quite high

because of large resistivity of these alloys and must be taken into account to correctly

extract the spin polarization. The obtained spin polarization values are very differ-

ent: the amorphous phase has a significantly higher spin polarization than that of

the crystalline phase.

8.1 Motivation

In traditional metals, magnetism is highly influenced by the local atomic structure.

Magnetic studies on amorphous and crystalline alloys FexB1−x, FexP1−x, FexZr1−x,

FexCo1−x, and NixFe1−x have been conducted and compared with amorphous studies

on (FeCo)G and (NiFe)G [136–139]. The disadvantages of these studies however is

that the crystalline analog has a very specific stoichiometric phase, and even though
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the amorphous films have a wide composition range, the amorphous phase is formed

by metalloids which affect the magnetic properties [139]. In these studies, it has

been shown that, by changing the Fe concentration, the magnetic ordering critical

temperature decreases sharply such that it can have Tc as high as 760 K in Fe72B28

[136]. The advantage to using amorphous materials is the availability to grow them

and vary the degrees of both the chemical and structural order, tune their Tc, and

manipulate the structure to make a better spin-injector.

The main advantage is that the these amorphous films can be manipulated through

structure, composition, and confinement to change material properties such as the

magnetic moment, anisotropy and coercivity [140]. Amorphous films are highly uni-

form and have good layer perfection [141]. This makes them ideal candidates for

hetero-structures and magnetic tunnel junctions [142]. An added advantage is, that

since the lattice matching to neighboring layers is not an issue for amorphous films,

anisotropy can be imprinted in the layers by applying a magnetic field during growth

[143, 144]. Co40Fe40B20 is one amorphous structure that has caught the eye of scien-

tists. These amorphous structures have high strength and hardness as well as superior

wear resistance [145–148]. This material has been used in GMR, TMR, MTJs, and

MRAM studies because of its high spin polarization and low coercivity. The very

short mean free path in the alloys yields a higher MR ratio [149–153] and the path is

much smaller than in crystalline materials. Therefore, the thickness needed for MR

devices is much less then standard materials used today [151]. Since its discovery,

many more amorphous materials are gaining attention such as FexSi1−x.

A spin injection device posed is comprises of two different semiconductor materials

(AlGaAs, GaAs, GaN, InSb, or InP) and a ferromagnetic material imposed in between

them [154]. Typical spin injection devices do not use semiconductors but, with the

discovery of amorphous highly spin polarized materials, they can be semiconducting
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which has created a new branch of devices with both spintronic and insulating proper-

ties. Previously it has not been possible to transfer spin alignment to superconductors

because ferromagnetic materials used have been had a higher electrical conductivity

then a semiconductor. There are less electrons that move through a semiconductor

compared to a metal, and for this reason spin alignment in semiconductors has been

unsuccessful. For spin injection from a ferromagnetic to a semiconductor to occur, the

conductivity of the two must be closely matched [155]. Because amorphous materials

are highly tunable, it has been found that the semiconductors Si, Ge, or SiGe can

be added to the amorphous material and make a magnetic semiconductor. So not

only can these amorphous materials become ferromagnetic, but they can now be be

used in spintronic devices and they also can retain their semiconducting properties.

The conductivity can be in the range of 1× 104(Ω cm)−1 to 1 · 10−10(Ω cm)−1. The

resistivity of the amorphous materials can also be adjusted so that the resistivity is

within eight orders of magnitude of the resistivity of the material adjacent to it, such

a ferromagnetic metal [155]. One such amorphous semiconductor is FexSi1−x.

It has been shown that the amorphous FexSi1−x thin films have significantly larger

magnetization than the crystalline films [156, 157]. This chapter investigates the mag-

netic and spintronic properties of epitaxial and amorphous Fe0.65Si0.35 films. The goal

is to determine if the amorphous or epitaxial films are better suited for spin injection

and for high spin polarization applications. Thus far, no papers have investigated the

ARS measurements of this amorphous material.

8.2 Introduction

Spintronics utilizes both charge and spin for information process. To take advan-

tage of the technology of the conventional Si-based electronics, efficient spin injection

into silicon is necessary for semiconductor spintronics, [4, 158–160]. However, spin
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can be efficiently injected from a ferromagnetic metal into normal metals such as Cu

and Al [161, 162] but not semiconductors because of the mismatch in conductivity,

carrier density, crystal lattice, and other complexities [163]. One way to circumvent

these difficulties is to use an appropriate spin injector such as FexSi−x, which can

grow epitaxially on Si [164–167] and have relative large resistivity. Spin injection

into Si has been demonstrated at low temperature (< 40K) using expitaxially grown

Fe3Si/Si Schottky-tunnel-barrier contacts [167]. In addition to an appropriate inter-

face, a spin injector with a high spin polarization is also important to realize efficient

spin injection.

The spin polarization (P) of a metal is defined as the normalized imbalance of

the density of states (DOS) of the two spin orientations at the Fermi level, P ≡

[N(EF↑) −N(EF↓)]/[N(EF↑) + N(EF↓)], with N(EF↑) and N(EF↓), respectively, as

the spin-up and spin-down DOS. The DOS of crystalline solids are a result of energy

band depending on the crystal structure, so is the magnetism of the ferromagnets.

Magnetism in alloys of transition metals depends crucially on the local atomic envi-

ronments [136–139].

In particular, a Fe atom in amorphous Fe-based alloys often displays a moment

less than 2.2 B of that in pure metallic Fe. Interestingly, striking enhancement of

magnetism has been observed in amorphous FexSi1−x (0.45 < x < 0.75) [165] com-

pared to the same crystalline chemical composition. As a potential spin injector for

spintronics, it is important to determine the P value of the crystalline FexSi1−x as well

as the amorphous alloys to reveal the effect of the enhancement of magnetism on the

P value. This chapter will focus on compairing the spin polarization of epitaxial and

amorphous FexSi1−x to observe which crystal structure is the highest spin polarized

[168].
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8.3 Experimental Setup

The amorphous Fe0.65Si0.35 films of 150 nm were grown by electron beam co-

evaporation of Fe and Si at room temperature on amorphous SiNx on Si substrate,

while the epitaxial Fe0.65Si0.35 films of the similar thickness were fabricated using (001)

MgO substrate at 200 ◦C. Figure 8.1 shows the schematic setup for this material. The

amorphous and crystalline nature has been confirmed by the X-ray diffraction and

high-resolution transmission electron microscopy. Both samples are ferromagnetic at

300 K and the magnetic, structural, and growth details have been described elsewhere

[165]. A thin Al over layer of 1.5 nm is covered on both samples to protect the surface

for the spin polarization experiments. This work determines the spin polarization of

the amorphous and the crystalline Fe0.65Si0.35 alloys using Andreev Reflection spec-

troscopy (ARS). A superconductor tip of a few nm in size is used in the experiments.

The sample and the tip are enclosed in a vacuum jacket then cooled down to low

temperature of 1.5 K. A point contact is then established and the differential con-

ductance dI/dV and resistance V/I were measured using a Lock-in method. Both

superconducting Nb and Pb tips have been utilized and there is no observable differ-

ence in the determined P values. The resistivity of the epitaxial sample is 54 ωcm

while it is about 156 ωcm for the amorphous samples. In the experiments, the contact

resistance is between 71 ω and 300 ω where the corresponding contact size is a few

nm, less than or comparable to the mean free path estimated from the resistivity

based on the Drude model. Thus all of the contacts are approximately in the ballistic

regime.
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Figure 8.1: The amorphous Fe0.65Si0.35 films of 150 nm were grown by electron beam
co-evaporation of Fe and Si at room temperature on amorphous SiNx on Si substrate.
The epitaxial Fe0.65Si0.35 films of the similar thickness were fabricated using (001)
MgO substrate at 200 ◦C.

143



8.4 ARS using Amorphous Material

Representative ARS spectra are shown in figure 8.2 for Pb tips in contact with

the crystalline Fe0.65Si0.36 sample. The open circles are the experimental data and the

solid lines are the best fit using the Chen-Tesanovic-Chien (CTC) model [25, 27, 84],

which gives the same P value as the modified Blonder-Tinkham-Klapwijk (BTK)

model [169]. The parameters of the best fit are listed inside each panel with T

the experimental temperature, P the spin polarization, the superconducting gap,

the additional resistance, and Z the interfacial scattering factor. The data can be

well described by the CTC model. As Z increases, the P value of the epitaxial

Fe0.65Si0.35 sample decrease from about 50% at Z = 0 to 22% at Z = 0.4, showing a

typical reduction of the P value by the interfacial scattering also observed in other

ferromagnets [17, 18, 22, 23]. The superconducting gap value is often indicated by

the two Andreev should peaks but in the data the two Andreev peaks are at about

2.5 meV, much larger than the experimental superconducting gap value 1.34 meV of

the Pb tip calculated from the Tc using the BCS theory. This is due the additional

resistance because of the high resistivity of the sample. The address of the additional

resistance has been previously described [27]. In the analysis, the temperature and

the superconducting gap are fixed as experimental values while only rE , P and Z

factor are varied. In fact, even with all the parameters varied, the resultant T and

∆ are very similar to the experimental values, demonstrating that it is important to

taken the additional resistance into account for data analysis in these samples with

high resistivity.

One can also measure the P value of the amorphous Fe0.65Si0.35 sample using

Pb tips but the ARS spectra are different from that of the crystalline sample. The

representative spectra are shown in figure 8.3 where a dip, much lower than that in
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Figure 8.2: Representative Andreev spectra (open circles) of different Z factor from
0 to 0.41 of point contacts on an epitaxial Fe0.65Si0.35 sample and the best fit (solid
lines) by the BTK model (Insert are the parameters of the best fit with P as the
spin polarization, ∆ the superconducting gap, rE the additional resistance and Z the
interfacial scattering factor).
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the spectra of the crystalline sample, appears at zero bias voltage. One notes that the

Andreev peaks now appear almost at 5 mV, which cannot be the superconducting gap

of the Pb tip, but due to the additional resistance rE resulting from the high resistivity

of the amorphous sample. The data (open circles) can still be well described by the

CTC model (solid lines) and the parameters of the best fit are listed inside each

panel. The obtained additional resistance rE is indeed much larger than that in the

epitaxial sample. The P value of the amorphous sample decreases as Z increases,

showing a similar trend as that of the crystalline sample. ARS determines the P

value based on the suppression of the Andreev reflection by a spin polarized current.

For a normal current of P = 0 of an ideal interface, the conductance is 2 at zero

bias while for a half-metallic current of P = 1, the conductance is zero at zero bias

because the Andreev reflection is completely suppressed. With similar values of the

Z factor, the conductance curve for the amorphous sample is much lower than that

of the crystalline sample, indicating a higher P value in the amorphous sample.

Indeed, two conductance spectra of similar Z factors are compared in figure 8.4(a,

b). The conductance (black squares) for the crystalline sample is about 1.05 at zero

bias for Z = 0.05 while the conductance (black circles) for the amorphous sample

is only 0.75, indicating a much higher P value of the amorphous sample. Even for

large Z factor of about 0.4, the conductance spectrum of the crystalline sample is

still much higher than that of the amorphous sample, as shown in figure 8.4(b). Over

40 conductance curves were measured for each sample and the obtained P values

are plotted in figure 8.4(c). The P value decreases for increasing Z factor but at

any Z factor, the P value of the amorphous sample is always higher than that of

the crystalline sample. Extrapolating the Z factor to zero, the intrinsic P value was

observed. For the crystalline Fe0.65Si0.35 sample, the P value is 49.20.7% , close to the

previously reported value in epitaxial Fe3Si of 45 ± 5% [170]. However, the P value
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Figure 8.3: Representative Andreev spectra (open circles) of different Z factor from
0.17 to 0.66 of point contacts on an amorphous Fe0.65Si0.35 sample and the best fit
(solid lines) by the BTK model (Insert are the parameters of the best fit).
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for the amorphous Fe0.65Si0.35 sample is 68.53.1%, substantially higher than that of

the crystalline sample.

One notes that the P value of a solid depends on the DOS, which in a crystalline

solid is the result of the energy band depending on the crystal structure. Band struc-

ture curves E(k) are not well defined in an amorphous ferromagnet, in which only

short-range ordering exists. Nevertheless, there is still a well defined Fermi energy EF

and density of electron states N(E), and the conduction electrons in an amorphous

ferromagnetic metal should remain polarized. In the Fe0.65Si0.35 alloy, the magnetism

is actually enhanced in the amorphous sample due to the reduction of the number of

Fe-Si bonds [165]. The experiment shows that the P value of amorphous Fe0.65Si0.35

is also substantially higher than the P value of the crystalline alloy of the same com-

position. Previously, enhanced P value has also been reported in amorphous FeCoB

[27]. The enhanced P value may be due to the modified magnetism because of the

change of the local environment in the amorphous sample, as also demonstrated by

the enhanced magnetism. The work shows that in transition metal alloys, in addition

to magnetism, the spin polarization can also be modified by changing the struc-

ture. Theoretically, a substantial P value has been predicted [171] in the amorphous

Fe0.65Si0.35 alloy, which is similar to that of the crystalline alloy in magnitude but

with a negative sign [165]. Further experiments are necessary to determine the sign

of the P value since the ARS cannot detect the sign of the spin polarization.

8.5 Conclusion

In summary, one can determine the spin polarization of both the amorphous and

the epitaxial Fe0.65Si0.35 alloys using Andreev reflection spectroscopy. The spin polar-

ization of the crystalline Fe0.65Si0.35 is about 49%, similar to that of common magnetic

metals, indicating that it is a good spin injector for semiconductor spintronics. In-
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Figure 8.4: (a, b) Comparison of Andreev spectra of two contacts on the amorphous
and the epitaxial Fe0.65Si0.35 samples with small Z factor close to zero and large Z
factor of about 0.4 where open symbols are the experimental data and the solid lines
are the best fit to the BTK model, (c) spin polarization (open symbols) of the epitaxial
and the amorphous Fe0.65Si0.35 samples as a function of the Z factor (dashed lines are
a quadratic fit to guide ones eyes).
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terestingly, the spin polarization of the amorphous Fe0.65Si0.35 alloy is substantially

higher, demonstrating that a modified magnetism by the amorphous nature can also

be utilized to tune the spin polarization for spintronics.
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Chapter 9

DETERMINATION OF SPIN POLARIZATION USING

FE-SUPERCONDUCTOR SMO0.82F0.18FEAS

This work utilizes a (1111) Fe superconductor SmO0.82F0.18FeAs and Pb to mea-

sure the spin polarization of a highly spin-polarized material, La0.67Sr0.33MnO3. The

determined spin polarization value using the Fe superconductor is the same as that

using Pb, indicating that the Fe superconductor can be utilized to measure spin polar-

ization of magnetic materials. Furthermore, one can show that the spin polarization

can be measured up to 52 K, the transition temperature of SmO0.82F0.18FeAs. Based

on the behavior of the differential conductance for highly spin polarized LSMO and

small polarization of Au, it can be concluded that the Fe-Sc is not a triplet super-

conductor but a singlet superconductor.

9.1 Motivation

The first high temperature superconductor was discovered in 1986 by IBM re-

searchers Georg Bendnorz and K Alex Muller [172]. Unlike conventional supercon-

ductors, which often have transition temperatures below 10 K, some high temperature

superconductors do not require cooling using liquid helium. This is a huge advantage

since liquid He systems are often very expensive, require specialists to operate them

and the cost of liquid helium is about $10-$22 per liter. For typical superconducting

measurements, that would run about a week, one would need 100 liters of liquid He.

High temperature superconductors do not need to be cooled to such low tempera-

tures so, in some cases, this can be done with liquid nitrogen [173]. Almost every

university and laboratory has easy and affordable access to liquid nitrogen which has
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an evaporation temperature of 77 K, costs only around $0.50 per liter, and is much

less dangerous then liquid He. For almost 20 years, only compounds of Cu and O2,

known as cuprates, were found to have high temperature properties. The discovery

of these materials was surprising because, according to the BSC theory, the upper

limit for superconductivity was thought to be 30 K. It was found that the larger the

transition temperature the larger the fraction of the Fermi temperature was available,

meaning there is a wider range in superconducting temperatures for unconventional

materials.

There are many technological applications that would benefit from the higher

transition temperatures, and some have transition temperatures higher then the boil-

ing point of liquid nitrogen. These devices would benefit from higher critical mag-

netic fields. Some cuprates have shown to have critical fields of up to 100 T [174].

One obvious technology that would benefit from high Tc superconductors would be

spintronic devices such as STT or spin valves. If these devices could operate at

temperatures higher then needed for liquid He, these devices could be much more

commercially available and weigh a lot less. Other devices such as qubits and Joseph-

son junctions would also benefit from high temperature superconductors such that a

quantum computer would be less expensive, less complex, and weigh less. Microwave

devices have also benefited from the discovery of cuprates, such as microwave com-

munication devices for orbiting satellites. Approximately 1/8 of the total weight is

made of microwave filters, filter bank mechanical support, and cable harnesses [175].

This means the remaining weight is from the passive radiation cooling systems which

cool the microwave superconducting components to low temperatures. If these were

replaced with high Tc elements most the the weight could then be replace with the

microwave filters and produce a more efficient system [176].

In 2008, Hideo Honsono was the first physicist to investigate, using flourine-doped
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LaFeAsO, a new family of superconductors called the Fe-SCs [177] where the critical

temperatures are around 26 K. Following his work, groups in Japan and China were

able to raise the superconducting transition temperate Tc of LaFeAs to 43 K under

lower pressures [178], and have critical temperatures of over 55 K have, since then

been, discovered. There are many advantages of using the Fe-SC over cuprates. The

first is that cuprates are often brittle and are difficult and costly to fabricate into wires,

such as the wires used in MRI systems. Therefore MRI devices still use conventional

materials such as NbTi, however they are still expensive to operate due to the use

of liquid helium. Fe-SC are easier to make and less costly. An added bonus is that

they have a higher critical temperature, and do not need liquid He to cool them lower

then there critical temperature. Secondly, Fe-SC have values of Tc that exceed most

cuprates and have critical fields that exceed all cuprate materials. Thus they are

the ideal candidate for high magnetic field and large current driven devices. Thirdly,

the chemical versatility of these Fe-SC is important. Because the chemical flexibility

is better then cuprates ,this allows scientist to tailor the properties they need for

specific devices [179]. An open question about Fe-SC is how superconductivity arises.

Many have argued that, do to measuring a spin polarization of zero, the Fe-SC must

be of even parity and thus be a triplet superconductor [180, 181], while others have

argued that Fe-SCs are just s-wave or odd parity superconductors [182–184]. This

chapter will investigate whether Fe-SC can be used to measure the spin polarization of

highly spin polarized materials—for example LSMO. This work compare these results

with the conventional s-wave Pb superconductor, as well as compare the normalized

dI/dV of Au, which has a small polarization, and use the ARS methods to investigate

whether this Fe-SC is a singlet, like Pb, or a triplet superconductor.
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9.2 Introduction

Spintronic devices critically depend on the spin polarization (P ), which is the

normalized imbalance of the number of spin up and spin down electrons at the Fermi

level. Many spin devices, such as giant magnetoresistance sensors and read-heads

in hard drives, can achieve big enhancements if highly spin-polarized materials are

used. The discovery of these highly spin-polarized materials, especially half metals

with P = 100%, has been a main topic in spintronics [4]. For most conventional

superconductors, the Curie temperature (Tc) is below 10 K, which makes it difficult

to measure the spin polarization in these highly spin-polarized materials. Recently Fe-

superconductors have been shown to have Tc of up to 55 K, consequentially allowing

them to fix this issue. Andreev reflection spectroscopy (ARS) is the method used

to measure P as well as the superconducting gap (∆) of a superconductor, which

describes the mechanism of superconductivity.

P is defined as the imbalance of spin up and down electrons at the Fermi en-

ergy P = n(↑)−n(↓)
n(↑)+n(↓) . At a normal metal/superconductor interface, a current injected

from the normal metal to the superconductor must be converted to a supercurrent.

Therefore within the superconducting gap, at the Fermi level, to conserve supercon-

ductivity, an electron must be accompanied by another electron with opposite spin

to form a Cooper pair. Consequently a hole must be reflected back into the normal

metal. This is what is known as Andreev reflection [93]. The conductance at the

interface for the electrons inside the ∆ must be twice that outside the ∆. For a

half metal/superconductor interface, the conductance within the gap is zero because

only one spin orientation is allowed at the Fermi level and thus a Cooper pair cannot

be formed. This leads to P = 100%. The P of the normal metal and ∆ of the

superconductor can be measured by the conductance spectra. For real experiments
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the interface is not ideal and therefore an analysis of the whole spectrum is needed

to find P and ∆. Using ARS, the spin polarization of many materials have been

measured as well as the superconducting gap [15–27] of many superconductors. Re-

cently Fe-superconductors having Tc as high as 55 K have been measured using ARS

[28, 29]. To better find P of highly spin-polarized materials, such as LSMO, higher

Tc dependent materials such as these Fe-superconductors are needed [185].

Point-contact Andreev Reflection (PCAR) is the method used to perform these

experiments which uses the density of states of the superconductor to measure the P

of the material. In a spin-polarized current from a ferromagnet, the loss of electrons

with one spin orientation suppresses the AR process, which yields PCAR spectroscopy.

From the spectra, the P value and ∆ can be determined [28] using the effects of the

3D interface [87, 88, 95–98]. More recently, it has been shown that these values can

be determined using the 1D effects as shown in the previous work [92]. To find P the

conductance ratio G(0)/Gn = 2(1−P ) between zero-bias voltage (V = 0) within the

∆ was determined using the standard Blonder-Tinkham-Klapwijk (BTK) model [81].

In real experiments the contacts used are often not ideal and therefore the inclusion

of the interfacial scattering factor Z, thermal smearing due to finite temperature,

and residual resistances must also must be taken into account. The spin polarization

is based on the recent 1D Chen-Tesanovic-Chien (CTC) model [83]. This PCAR

technique has been used to determine the P values of highly spin-polarized materials

and half metals [22, 23].

This chapter investigates whether Fe-superconductors, specifically SmO0.82F0.18FeAs

[185], can be used to determine the P value for highly spin-polarized materials. Fe-SCs

have shown to have critical temperatures ranging from 26 K to 55 K [186–190, 190–

195] well above the critical temperatures of around 10 K for conventional supercon-

ductors such as Pb. For comparative analysis both a conventional superconductor Pb
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and unconventional superconductor SmO0.82F0.18FeAs were used to find the P value

of a highly spin-polarized material, La0.67Sr0.33MnO3 (LSMO). Both materials yielded

similar behavior in normalized conductance and showed similar intrinsic P values and

temperature dependence, which is not obvious until all data is normalized.

9.3 Experimental Setup

First, the temperature dependence of the conductance using the Pb supercon-

ductor is studied and then the P and ∆ dependence on temperature is extracted.

Figure 9.1 shows the schematic setup for PCAR measurements. Using the pulsed

laser deposition method (PLD), samples of La0.67Sr0.33MnO3 were epitaxially grown

to a thickness of 150 nm on single crystalline SrTiO3 substrates by the collaborators

at Nanjing University in China. For PCAR measurements a sharp superconducting

tip made of either Pb, with Tc 7.2 K, or Fe-superconductor, with Tc 55 K, and were

placed on the sample to create the AR contact needed. To measure the conductance

of the material four contacts were used, two being the input and output current and

two being the measured in and out voltage. To measure temperature dependence of

the material, each sample was cooled to temperatures of about 1.5 K and allowed to

heat up to room temperature. If the samples are heated too quickly the contacts can

become damaged due to the quadratic temperature gradient induced, therefore each

measurement was cooled down over the time frame of about 8 hours.

9.4 ARS Using Conventional Pb Superconductor

Figure 9.2 is representative analysis of the normalization of the dI/dV conductance

using the Pb superconductor for temperatures between 1.54 K and 7.67 K. It can be

observed that for T > 7.42 K the conductance curves are the same and have a

resistance of 57.4 Ω. Therefore to normalize the conductance each measurement was
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Figure 9.1: Schematic setup for Point contact Andreev reflection (PCAR) mea-
surements. Epitaxial La0.67Sr0.33Mn03 samples of 150 nm thick are deposited on
single crystalline SrTiO33 substrates. Samples are grown by pulsed laser deposition
(PLD) by collaborators at Nanjing University in China. A sharp superconducting
point is made in contact with the sample. The superconductor is either Pb or Fe-
superconductor SmO0.82F0.18FeAs. Four contacts are needed: two for input and out-
put current, and two to read the incoming and outgoing voltages.
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divided by the conductance at 7.42 K. The figure shows that for increasing T there is

increased conductance. The conductance curves are slightly asymmetric about zero

voltage which can be attributed to surface defects in the sample.

Figure 9.3 shows the normalized conductance measurements, open circles, with

their fit to the MBTK model, red lines. It is apparent that the conductance data

are symmetric about zero bias and can be well described by this model. Using the

MBTK model the polarization P , superconducting gap ∆, and interfacial scattering

factor Z can be calculated.

Using the MBTK theory the fitting parameters P , ∆, rE, and Z are calculated.

Figure 9.4 shows the fitting for 4 different temperatures 1.54, 5.27, 6.85, and 7.02

K. Open circles are the measured data and red lines are the MBTK fit. For each

data set the Z factor is the same. This is because Z depends on the contacts used

during PCAR and, for all temperatures shown, the same contact was used. The

rE is also assumed to be constant since all measurements were done on the same

contact. For larger temperatures the P value decreases from 0.385 to 0.367. This

decrease is very small and all values are within 5%, so the P is considered to be

constant with an average value of 0.376. Finally ∆ can be seen to decrease with

increasing temperature. To better understand the temperature dependence the ∆

verses temperature is plotted in figure 9.5.

Figure 9.5(a) shows the ∆ dependence with T for all temperatures measured from

1.54 K to 7.67 K, open squares. For T < 3.25 K the gap remains constant. For

T > 3.25 K the gap decreases non-linearly with increasing temperature. The BCS

model is shown by the red dashed line to help guide the eye. Even though the data

is not fitted with this model, it can be seen that the gap does follow a BCS trend.

Figure 9.5(b) shows the P dependence on T for the same temperatures measured,

open blue squares. The P value varies slightly, all values within 5%, and shows that
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Figure 9.2: Normalized conductance dI/dV verses voltage conducted at tempera-
tures from 1.58 K to 7.67 K for LSMO measured with Pb superconducting tip. At
53.73 K (green curve) the conductance is the same for higher temperatures and has
a resistance of 57.4 ω. This conductance curve is used to normalize the other curves.
As temperature increases so does the conductance and all are symmetric around zero.
There is slight asymmetry due to the surface quality of Pb.
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Figure 9.3: Normalized conductance using PCAR fitted with MBTK model using
Pb superconducting tip. Open circles are the measured normalized conductance and
red lines are the MBTK fit. Conductance curves are shown for T between 1.54 K and
7.02 K. Conductance is symmetric about zero as expected and is well explained by
the model.
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Figure 9.4: Normalized conductance fitting parameters using PCAR fitted with
MBTK model. Open circles are the measured normalized conductance and red lines
are the MBTK fit. Conductance curves are shown for T 1.54 K, 5.27 K, 6.85 K, and
7.02 K. The interfacial scattering factor Z is 0.960 for all measurements because the
same contacts were used in each measurement. Since the same contacts were used
it was also assumed that rE would remain constant with a value of 2.192 ω. As the
temperature increases the polarization changes slightly but remains fairly constant.
The P value is 0.376. The ∆ decreases from 2.192 to 1.172 with increasing T .
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Figure 9.5: (a) ∆ dependence on T for LSMO measured using Pb superconductor.
For T < 3.25, ∆ remains constant at about 1.18 meV and then for T > 3.25 meV, ∆
decreases non-linearly to 0 meV. (b) P dependence on T for Pb superconducting tip
on LSMO. Polarization has negligible T dependence with a constant P of 0.376.
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for all T the P value is 0.376.

To obtain the P dependence on Z factor the conductance was calculated for the

same T of 1.80 K using different contacts for each measurement. Figure 9.6(a) shows

the normalized conductance at 1.80 K for four different measurements. Again red

lines are the MBTK model fitting used. For these measurements, ∆ was held at a

constant 1.20 eV, and the rE is fitted. The rE changes (from 0.35 ω to 1.83 ω) with

surface quality and varies depending on the contact used. The conductance curves

display a small asymmetry due to the surface quality of the Pb superconductor used.

It can be seen that for increasing Z from 0.035 to 0.6 the P value decreases from

0.070 to 0.859. To better understand the behavior, the P values for many more

temperatures were plotted verses the Z factor in figure 9.6(b). For increasing Z from

0 to 1, P decreases non-linearly from 0.83 to 0.35. The red curve is to guide the eye.

The P value behaves as expected and is dependent on the contacts used.

9.5 ARS Using Unconventional Fe Superconductor

Next the Pb-SC tip was replaced with the unconventional Fe-SC. Figure 9.7(a)

shows the raw conductance data for various temperatures from 1.78 to 53.73 K.

The behavior is very similar to the temperature dependence of Pb with conduc-

tance increasing with temperature and symmetry about zero voltage. To normalize

this conductance the temperature at which the conductance curves no longer change

(temperatures above 53.73 K) was found and the conductance curve at 53.73 K was

used to normalize the rest of the data. Figure 9.7(b) is a representative data of this

normalized conductance at 1.78 K. Again using the MBTK model, the data (open

circles) was fitted (red line) and shows good agreement with the model. This yielded

a P of 0.82 and gap of 8.15 eV. This spin polarization is different than Pb because

this is not purely intrinsic spin polarization. Therefore one must extrapolate to Z = 0
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Figure 9.6: (a) Normalized conductance using Pb superconducting tip with fitting
parameters, P , ω, rE, and Z for T of 1.80 K using different contacts for each mea-
surement. Open circles are the measured data while red lines are MBTK fit. Z factor
changes for each contact between 0.60 and 0.035 because each measurement is a dif-
ferent contact. The ∆ is the same since the same tip was used. Because Z varies
with contacts so does the rE from 0.35 to 1.20 ω. P also varies with Z and decreases
for increasing Z. (b) P dependence on Z. As Z factor increases from 0 to 1 the P
value decreases from 0.80 to 0.40. The red line is to guide the eyes.
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Figure 9.7: Raw dI/dV verses voltage conducted at temperatures from 1.78 K
to 53.73 K for LSMO measured with Fe-superconducting tip. At 53.73 K the con-
ductance is the same for higher temperatures. This conductance curve is used to
normalize the other curves. As temperature increases so does the conductance and
all are symmetric around zero. There is slight asymmetry due to the surface quality
of Pb. (b) Normalized conductance at 1.78 K. Open circles are measured data and
red line is the MBTK fit. Using the MBTK fit the P value was found to be 0.82, ∆
8.15 meV, rE 1.05 ω, and Z of 0.25.
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to find the intrinsic spin polarizations for each superconductor used.

The normalized conductance curves using the Fe-SC for T between 1.78 K and

51.26 K are shown in figure 9.8. The open circles are the measured data and red

lines are the fit using the MBTK model. Just as for Pb, the Fe-superconductor

conductances fit well with this model. Figure 9.9 shows the fitting parameters at 1.78

K and 1.80 K from the MBTK fit. Figure 9.9(a) shows two conductance curves, one

for 1.78 K and 53.73 K for one contact. The conductance increases for the higher

temperature. Figure 9.9(b) shows the conductance curves at 1.8 K and 53.25 K for a

different set of contacts. The conductance also increases with T . Figure 9.9(a) and

9.9(b) should have the same conductance since the temperature is almost the same,

however there is a shift in conductance due to the change in interfacial scattering

factor Z. Figure 9.9(c) and (d) are the fitting parameters and MBTK fit for both

1.78 and 1.80 K. Notice that the Z factors are indeed different. Just as Pb, the P

value decreases from 0.824 to 0.71 as the Z factor changes from 0.250 to 0.405. One

can also see the ∆ decreases with temperature from 8.15 eV to 8.11 eV as T increases

from 1.78 K to 1.80 K. The rE also changes from 1.05 ω to 0.679 ω, but this is due

to the change of contacts. It is not obvious that the behavior of Fe-SC is the same as

for Pb until the data is normalized.

Figure 9.10 shows the comparative analysis for both the conventional Pb super-

conductor and the unconventional Fe-superconductor. Figure 9.10(a) shows P verse

Z for different contacts at the same temperature. Orange circles are from the Fe-SC

tip and open squares are from Pb. It is obvious that the behavior for both tips are

the same and both fit the BCS model (red line), to guide the eye, well. Using fig-

ure 9.10(a) one can find the intrinsic spin polarization of 0.8 by extrapolating each

measurement at Z = 0. Figure 9.10(b) is P verses T for both tips. For Fe-SC open

squares P changes minimally and has an average value of 0.8. The polarization for
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Figure 9.8: Normalized conductance using PCAR fitted with MBTK model for Fe-
superconducting tip. Open circles are the measured normalized conductance and red
lines are the MBTK fit. Conductance curves are shown for T between 1.78 K and
51.26 K. Conductance is symmetric about zero as expected and is well explained by
the model.
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Figure 9.9: (a) Normalized conductance using Fe-superconducting tip for T 1.78 K
and 53.73 K. Conductance increases with T . (b) Normalized conductance for T 1.80
K and 53.25 K. Conductance fits same behavior as (a) but the values have shifted.
This is due to different contacts being used in (a) and (b) and therefore slightly
different conductances are measured. (c) Fitting parameters, P , ∆, rE, and Z for
T of 1.78 K. Open circles are the measured data while red lines are MBTK fit. (d)
Fitting parameters for T of 1.80 K. For (c) and (d) as the Z factor increases from
0.250 to 0.405, P decreases from 0.824 to 0.710, and the ∆ and rE change slightly as
Z changes.
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Pb (open blue circles) is also constant with an average value of 0.376, all of which are

within 5%. Both tips give us the same intrinsic polarization. Finally one can show

the normalized SC gap verses the normalized T for both Fe-SC (open squares) and

Pb (open blue circles) in the inset of 9.10(c), the gap for each superconductor follows

a similar decrease as T increases but one does see different ∆ values for each. The

gap decreases from 8 meV for the Fe-Superconductor, open squares, and decreases

from 1.5 meV for the Pb superconductor (open blue circles). It is not obvious that

both tips behave the same until one normalizes the data. Figure 9.10(c) shows the

normalized ∆ verses T for both tips and they both follow the same characteristic

BCS behavior, red dashed lines to guide the eye. One can show that the sample can

be measured up to T of 52 K and is consistent with Pb measurements.

9.6 Fe Superconductor is Not a Triplet Superconductor

As discussed in section 4.5, s-wave and p-wave superconductors exhibit different

dI/dV dependence. For a s-wave superconductor in contact with a highly polarized

metal, the normalized differential conductance will decrease using highly spin po-

larized metals; however, for a p-wave superconductor at both large and small spin

polarized metals, dI/dV will always increase at zero bias.

Figure 9.11 shows the spin polarization of known singlet superconductors Nb and

Pb on common normal metals. Figure 9.11(a) the normalized dI/dV is shown for s-

wave Nb and Pb using Au and Cu metals. These are metals show that the polarization

is only 0 and the change in dI/dV is only 0.60 and 0.80 respectively. Figure 9.11(b)

shows highly spin polarized materials Co2FeAl0.5Si0.5 and the half metal CrO2 with

polarizations of 75% and 96%. Figure 9.11(c) shows the normalized dI/dV for Fe and

Cu with polarizations of 40% and 45%.

The main question becomes: Because one can show that LSMO is highly spin
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Figure 9.10: (a) P dependence on Z for both Pb, open squares, and Fe-
superconductor, solid orange circles. As Z factor increases from 0 to 1 the P value
decreases from 0.80 to 0.40 for both tips. The red line is to guide the eyes. (b) P de-
pendence on T for Pb superconducting tip, open circles, and the Fe-superconductor,
open squares. Polarization has negligible T dependence with a constant P of 0.376
for Pb and 0.82 for Fe-superconductor. The values are different but one finds the
same intrinsic P for both of 0.8 when extrapolating the data at Z = 0. (c) ∆ de-
pendence on T for LSMO measured using Pb superconductor, open blue circles, and
Fe-Superconductor, open squares. The inset shows the temperature dependence for
each and it is not obvious both tips follow the same behavior until you normalize the
∆ and T as done in the main plot. For both tips T/Tc < 0.45 the ∆/∆(0) remains
constant at about 1 and then for T/Tc > 0.45 meV the ∆ decreases non-linearly to 0.
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Figure 9.11: Polarization of common normal metals using known singlet supercon-
ductors Nb and Pb (a) on Au and Cu with P = 0, (b) Co2FeAl0.5Si0.5 and the half
metal CrO2 with P of 75% and 96%, (c) Fe and Co with P of 40% and 45%.
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polarized, can it be measured by Fe-SC? Is this superconductor actually a p-wave or

rather a singlet s-wave superconductor? This answer can be found by measuring the

differential conductance using the highly spin polarized LSMO and then measuring

with a known singlet SC and comparing the behavior. To do this the normalized

dI/dV , using the unconventional Fe-SC and conventional Pb-SC on both highly spin

polarized LSMO and small polarized Au. Figure 9.12 shows these results. For the Au

measurements both dI/dV dependence is as expected for P = 0 wherein the conduc-

tance increases at zero bias. If the Fe-SC is a triplet, one would expect the differential

conductance to increase as well; however, because for both Au and LSMO both de-

crease at zero bias, one can conclude that the Fe-SC is not a triplet superconductor,

but rather because it behaves similarly to the known singlet Pb-SC then it must also

be a singlet superconductor.

9.7 Conclusion

In summary, one can demonstrate that both a conventional Pb-superconductor

and unconventional Fe-superconductor can be used to extract the intrinsic P value

of the metal and ∆ of the superconductor in PCAR experiments. One can show

that PCAR can yield the dI/dV conductance of the material and normalization can

be calculated using the conductance curves at temperatures above Tc, in this case

55 K for the Fe-superconductor. The same P of LSMO was determined using both

Pb-and Fe-superconductor at a value of 0.8. Both superconductors showed negligible

T dependence on P for T < 55 K and all values of P at these temperatures were

within 5% of each other. Finally one can conclude, based on the PCAR measure-

ments, that Fe-superconductors can be used to find the P of the metal and ∆ of

the superconductor especially for high spin-polarized materials such as LSMO. After

investigating the behavior of the differential conductance on highly spin polarized
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Figure 9.12: Normalized dI/dV for Au and LSMO using both a singlet supercon-
ductor Pb and unconventional superconductor Fe-SC. Because both behave the same
the Fe-SC cannot be a triplet superconductor but rather a singlet.
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LSMO with P = 0.8, and small polarized Au p = 0, both differential conductances

decrease at zero bias. One can conclude that the Fe-SC is not a triplet superconduc-

tor, but rather, because it behaves similarly to the known singlet Pb-SC, it must also

be a singlet superconductor.
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Chapter 10

ZERO BIAS ANOMALY IN POINT-CONTACT ANDREEV REFLECTON

SPECTROSCOPY

Zero bias anomaly (ZBA) in point contact Andreev reflection (PCAR) has been

utilized as a characteristic feature to reveal many novel physics including supercon-

ductivity with nodes, topological superconductivity, Majorana states, and two band

superconductivity. However, complexities at a superconductor/normal metal inter-

face often cause nonessential ZBA-like features, which may be readily mistaken as

ZBA. In this chapter, it is shown that an intrinsic ZBA in a d-wave superconductor,

which is due to the Andreev reflection, can be suppressed by a spin-polarized current

while a nonessential ZBA cannot be affected by a spin-polarized or half-metallic cur-

rent and can be induced in conventional superconductors, therefore it is extrinsic to

the superconductor. By systematically varying the contact resistance, one finds that

the non-essential ZBA depends on the contact resistance and evolves from proper-

ties of a specific interface while the intrinsic ZBA is independent of point contacts.

This work demonstrates that it is crucial to administer PCAR correctly in the proper

region to obtain the intrinsic properties of the materials in question to reveal new

physics.

10.1 Motivation

D-wave superconductivity has been a highly studied field since its discovery in the

1980s by Bednorz and Muller [196]. Since this discovery the transition temperature

(Tc) has risen to 134 K [197] and many more experimental and theoretical studies of

the properties of these materials have been conducted [60, 198–200]. For these d-wave
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superconductors, many exhibit the zero bias anomaly (ZBA) which is the appearance

of a large increase in the differential conductance when in contact with a metal at

zero bias. For different materials this ZBA peak behaves differently. The three

most interesting materials that exhibit different ZBA dependence are quasicrystals,

topological superconductors, and Majorana fermions.

The Nobel Prize in 2011 was awarded to the discovery of quasicrystals, which

have atoms that are ordered over long distances by non-periodic arrangement [201].

In 1982, Schechtman found a five fold forbidden symmetry in rapidly cooled alloy of

aluminum and manganese. Shortly after, Levine and Steinhardt theorized that it is

indeed possible to have five fold symmetry as long as the structure was quasi-periodic

[202]. Since these two papers, quasicrystals have been studied extensively. Figure

10.1 shows the Andreev reflection of one such quasicrystal, AlNiCo. It shows ZBA at

zero bias and is similar for crystals with a counterelectrode 25 mK and 500 mK made

of an Al film[203]. As the temperature increases this peak vanishes. Extra dips can

be seen as the temperature decreases, which can identify a material as a quasicrystal.

Another interesting material is the topological superconductor. The topological

superconductor (TSC) is a topological state of matter that is characterized by a

structure of the quantum-mechanical wave function in the Hilbert space [204–207].

CuxBi2Se3 is of particular interest because of its band structure and strong spin-

orbit coupling [208]. The ZBA in these structures was measured in figure 10.2 for

(a) a large range of energies, (b) a narrower range, and (c) at 0.35 K measured in

a perpendicular magnetic field from 0-0.8 T [209]. For topological superconductors

the ZBA is suppressed by the energy and the temperature. These two characteristics

distinguish them from other materials.

Lastly, Majorana fermions also possess interesting ZBA effects. Majorana fermions

are particles that are identical to their own antiparticles and are believed to exist in
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Figure 10.1: Tunneling spectra of diagonal AlNiCo single quasicrystal, QJ25, with
an Al film as a counterelectrode at (a) 25 mk and (b) 500 mk. Fine structures can
be seen in low magnetic fields and they disappear above 4 T. [203]
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Figure 10.2: Zero-bias conductance peak. (a) PCAR of CuxBi2Se3 with x = 0.3 for
0.35-2 K measured in 0 T for a wide energy window. (b) A narrower window of (a).
(c) The spectra at 0.35 K measured in perpendicular magnetic field of 0-0.8 T. The
vertical dashed lines in (b) and (c) indicate the energy position of the dips [209].
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topological superconductors. The can appear naturally as elementary particles or as

charge-neutral and zero-energy quasi-particles [210, 211]. ZBA is used to characterize

these materials through tunneling spectroscopy [212–214]. ZBA peaks are shown to

rigidly stick to zero energy over large magnetic field ranges. This ZBA vanishes at zero

magnetic field, for a magnetic field parallel to the spin-orbit field, or if superconduc-

tivity is removed [215]. By changing the gate voltage, and analyzing the temperature

dependence of ZBA shown in figure 10.3 for InSb nanowires [216], the data suggests

that without the Majorana fermions ZBA could not occur in these structures. They

further show that ZBA can disappear and reappear by systematically changing the

PCAR parameters [215].

The ZBA occurs for many of these materials, as well as conventional supercon-

ductors but not much is know about the mechanisms behind it. To better understand

the mechanisms, more materials with this effect need to be measured. Measurements

of conventional and d-wave superconductor and their ZBA appearance may be the

gateway into understanding this effect. There are two different types of ZBA: extrin-

sic and intrinsic defined below. Often measurements may seem to indicate intrinsic

ZBA however it is essential to systematically varying the contact resistance, to ensure

that the PCAR is administered correctly in the proper region to obtain the intrinsic

properties of the materials in question and to reveal new physics. This chapter will

focus on proper point contact Andreev reflection (PCAR) analysis of conventional

materials and will show that intrinsic ZBA results only correctly define the ZBA

when the ZBA is independent of point contact.

10.2 Introduction

There are several claims to explain the mechanism behind the zero bias anomaly

(ZBA), which occurs in superconductivity by the appearance of an anomalous peak
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Figure 10.3: Temperature dependence of InSb nanowires, dI/dV verse V at 150
mT. Traces have an offset for clarity and are taken at different temperatures from 60
to 300 mK. A FWHM of 20 µeV is measured between the arrows [215].
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in the conductivity at zero bias. The proposals to explain this effect include the pres-

ence of quasi-particle tunneling, the proximity effect, or localized magnetic states in

junctions [217, 218]. Overall ,the dependence of the current I on an applied bias V is

understood and at low voltages V . At high voltages, I depends on V exponentially

[219]. In 1960, ZBA was first observed by Hall, who observed, in a III-V semicon-

ductor diode at 4.2 K, a narrow dip in the conductance at zero bias [220]. In the

same year Fisher and Giaver investigated the tunneling through two electrodes and

also measured the same effects [221]. Shortly after, ZBA was observed in p-n junc-

tions, tunneling through oxide layers, and dilute magnetic alloys [219, 222–231]. Shen

and Rowell were the first to identify the giant zero bias resistance peak in Cr-I-Ag

junctions, and have proposed that ZBA is due to tunneling electrons by a localized

magnetic moment in the barrier [219, 232–235].

For unconventional SCs such as a d-wave SC, there are nodes in the gap [? ]. At a

certain direction, the interference of the AR from positive and negative gap directions

causes a zero-bias anomaly (ZBA) in conductance [? ]. However, many other effects

can also cause ZBAs at the interface with a SC. For example, it has been predicted

that a topological insulator can induce Majorana fermions when it contacts with a

SC, which can induce resonant AR and result in a ZBA [212]. Recently, ZBA has also

been utilized as a signature for Majorana fermions in superconductor-semiconductor

nanowires [215], signature of topological superconductors [209], and decagonal qua-

sicrystals [203]. Therefore, many phenomena, including some of the most recent ex-

citing phenomena, have been utilizing ZBAs as signatures to characterize the essential

physics of these materials. [203, 209, 212, 215? ? ]. Furthermore, for an interface

associated with a SC, many other parasitic effects such as Oersted field, multiple

contacts, diffusive transport and interfacial scattering can occur. These effects can

cause complexities and difficulties in finding the intrinsic properties, including ZBAs,
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to the materials in question.

This chapter will utilize ARS to observe the ZBA effect on both extrinsic conven-

tional superconductors Nb and Pb, as well as the intrinsic superconductor YBCO

[236]. As previously stated, one way to measure this ZBA effect is to use An-

dreev Reflection Spectroscopy (ARS) [93] shown in figure 10.4. At the Normal

metal/Superconductor (N/S) interface, an electron must be accompanied by another

electron with opposite spin to form a Cooper pair to be present in the superconduc-

tor. A hole must then be reflected back to the normal metal, which is called Andreev

Reflection. The conductance of the interface for electron energies inside ∆ is twice

that of electrons outside ∆. If the current is fully polarized, the conductance is zero

within ∆ because of the lack of opposite spin electrons needed to form the Cooper

pair. Thus, the P of the normal metal and the ∆ of the superconductor can be mea-

sured by the conductance spectra. In an real experiment, the interface is often not

ideal and an analysis of the entire conductance spectrum is necessary to extract ∆

and P . The spin polarization of many magnetic materials [15–27] including some half

metals [22, 23] has been measured by ARS. Also, the gap of many superconductors,

including the recently discovered Fe-superconductors [28, 29], has been determined

by ARS.

Figure 10.5(a) is another representative ARS but for d-wave superconductors.

These are the wave vectors for AR where the incident electron either normally reflects

back into the normal metal, or goes into the superconductor creating a electron-like

and hole-like quasi-particle and a hole is reflected back. For the PCAR measurements,

figure 10.5(b) shows the point angle, which is amused to be 2θ [92]. The point angle

then depends on the contact resistance and is defined by the point angle β.

ARS has been measured for Andreev bound states (ABS) of d-wave superconduc-

tors in figure 10.6. Figures 10.6 (a) and (b) show the differential conductance verses
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Figure 10.4: At a normal metal (N) and superconductor (S) interface, an electron
(red) tunnels through the potential barrier. To conserve angular momentum, since a
Cooper pair must form inside the gap making the conductance inside the gap twice
that outside the gap (blue) and a polarization of P = 0. A hole is reflected back
along the same path as the incident electron. For a half metal only one spin band
is available at the Fermi energy therefore a Cooper pair cannot be formed inside the
gap (red). This gives P = 1.
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Figure 10.5: (a) ARS representation using wave vectors. kin is the incident electron
which will either be normally reflected, knr, or go into the superconductor and create
a electron-like quasi-particle, kelq, and a hole-like quasi-particle, khlq. A hole must
be reflected back into the normal metal which is called AR, kAR. (d) For PCAR
measurements the point angle is assumed to be 2θ. The point contact then depends
on the contact resistance and is defined by the point angle β [92].
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energy and point contact angle β for two different point angles 2θ = π/3 and π for

the interfacial scattering factor Z = 0.25. The ABS occurs at zero bias and it can be

seen that they only occur for some β. By changing the point angle β, th larger the

contact resistance the smaller contact size, which means that more ABS are available.

This can also be seen for Z = 5 in fig 10.6 but more pronounced. For larger Z there

are more ABS, which corresponds to ZBA since both occur at zero bias.

Figure 10.7 shows more ABS but now for different spin polarizations P . The

ABS peak is suppressed by the spin polarization. As P increases from 0.5 to 1 the

peaks disappear for both P = 0.5 and 1. In the cases of only a 50% polarization,

it suppresses some of the peaks. When its 100% spin polarized, all the peaks are

suppressed. The small peaks at β = π/4 and 3π/4 are not ABS peaks but are instead

due to the zero gaps at each of these βs. For Z = 5 and P = 1 all of the ABS peaks

are suppressed.

Even though it is still controversial as to what drives it, ZBA itself is a great

tool to find extrinsic and intrinsic properties of materials. In this work, one shows

that an intrinsic ZBA, which is due to the Andreev reflection being changed, can be

suppressed by a spin-polarized current, which demonstrates two cases. The first is

intrinsic ZBA, which is independent of the point contact. The second is nonessential,

or extrinsic, ZBA, which cannot be affected by a spin-polarized or half-metallic current

and can be induced in conventional superconductors, which is crucially dependent on

the point contact. Extrinsic ZBA also depends on the critical field applied to the

superconductor. As the critical field increases, the ZBA vanishes at magnetic fields

higher then the critical field Hc. This is one way to distinguish between the two types

of ZBA. By systematically varying the contact resistance, one finds that it is essential

to administer PCAR correctly in the proper region to obtain the intrinsic properties

of the materials in question to reveal new physics.
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Figure 10.6: ABS for d-wave superconductors (a) point angle 2θ = π/3 with Z =
0.25, (b) point angle 2θ = π with Z = 0.255, (c) point angle 2θ = π/3 with Z = 5,
(d) point angle 2θ = π with Z = 5. For different angles and Z more ABS can be
created.
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Figure 10.7: ABS peaks for different P . For both Z = 0.25 and 5 ABS is suppressed
but is more suppressed for higher spin polarizations.
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10.3 ZBA of Conventional Superconductors Nb and Pb

Some examples of ZBAs are shown in figure 10.8. It shows large ZBA in the Nb

superconductor in contact with (a) a normal metal Cu at 100 nm. The ZBA is 6.5,

which is much larger than the Andreev limit of 2. ZBA was observed in Pb (b) in

contact with bulk Bi from 4.2 K to 8.0 K. If Pb is in contact with Bi as in (c) one can

observe the temperature dependence and see that the peak is again much higher then

the Andreev limit of 2. As the temperature increases the ZBA is suppressed. Right

above the critical temperature (Tc) the ZBA disappears which indicates its due to the

superconductivity of Pb. For Pb in contact with CoS2 (d) a high spin polarization of

60% is observed, and by applying an external field, ZBA can be killed slightly above

Hc of Pb. However, the filed dependence does not exactly follow the critical field of

Pb, which is about 800 Oe [? ]. The ZBA has a big drop at 600 Oe but it remains

up to 5 kOe, as shown in figure 10.8(d). If the origin of the ZBAs is due to Andreev

reflection, which is suppressed by a spin polarized current and completely suppressed

by a half metallic current, then the ZBA in Nb or Pb should be reduced by a highly

spin-polarized current. However, the ZBA in Pb/CoS2 is about 4, twice of that of

the Andreev limit even for a highly spin-polarized current of 60% from CoS2 [21, 26].

Using a half metal La2/3Sr1/3MnO4, (LSMO), the ZBA from Pb cannot be suppressed

at all, as shown in figure 10.8(c). This indicates that the ZBAs have nothing to do

with the AR.

10.4 Evolution of ZBA in Nb on normal metal

To further understand the origin of these ZBAs observed in conventional SCs, one

studies the evolution of the ZBAs depending on a series of contact resistance (RC)

for contacts with both the normal current and the half metallic current, as shown in
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Figure 10.8: Various ZBAs in (a) Nb superconductor in contact with Cu with a
large ZBA dependence, (b) Pb superconductor in contact with LSMO with a large
ZBA, (c) Pb superconductor Pb in contact with Bi which shows suppression of ZBA
at temperatures slightly higher then Tc, and (d) Pb superconductor on Pb supercon-
ductor in contact with CoS2 at P = 0.60 with a large ZBA that can be suppressed
by magnetic fields higher then Hc.

189



figure 10.9. The series of ARS spectra with various RC are obtained by gradually

pushing the point contact from small contact size with large RC to large contact

size with small RC . As shown in figure 10.9(a) for a series of Nb/Cu contacts, the

occurrence of ZBA depend crucially on RC . For large RC = 10.7 , the ARS spectrum

can be well described by the modified BTK model and the correct P = 0 for Cu and

∆ = 1.34 meV for Pb are extracted, as shown in figure 10.9(b), with the exception

of the two dips outside the gap. For increasing contact size or decreasing RC , the

two dips move into the gap, causing complex multiple peaks inside the gap (RC = 2),

where eventually a sharp ZBA appears for RC = 1.2. For a half metallic current,

the suppression of AR is indeed observed for small contacts with large RC = 141, as

shown in figure 10.9(c). The data can be well-described by the MBTK model and the

obtained P = 79% for LSMO and ∆ = 1.32 meV for Pb are consistent with previous

reports [20]. For large contacts, two dips appear outside the gap and they move into

the gap for increasing contact size or decreasing RC . Eventually, a sharp ZBA forms,

as shown in figure 10.9(d).

Next the ARS of Nb and Cu are decomposed to observe the possible similarities.

This ZBA is not from Nb or Cu alone. When Nb is in contact with Au the additional

dips outside the gap show similar dependence as figure 10.9. Figure 10.10 shows this

similarity. For Cu on MgB2 one observes the suppression of the ZBA as a function

of contact resistance as seen with Nb/Cu. When the contact resistance is small with

large contact size, the ZBA gradually forms.

10.5 Evolution of ZBA in Half Metal LSMO using Pb

For a half metallic metal a very large contact with small resistance, the AR is not

suppressed by the half metallic current. This is shown in figure 10.11. The differential

conductance verses voltage is shown for different contact resistances which are shifted
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Figure 10.9: Evolution of ZBA in normal metal Cu in contact with Nb supercon-
ductor. Differential conductance is plotted verse voltage and the contact resistance is
changed. The ARS is shifted up and to the right to observe the ZBA effect for each
curve. Dips occur outside the gap and when the resistance is increased the dips move
inside the gap inducing structures inside the gap and creating ZBA.
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Figure 10.10: Decomposition of ARS on Nb and Cu. ZBA is not due to just Nb or
Cu alone. Au on Nb and Cu on MgB2 show similar features to Nb/Cu ARS analysis.
When the contact resistance is small with large contact size the ZBA gradually forms.
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up and to the right to observe the ZBA peaks. Just as for Nb/Cu, for large contact the

contact resistance is small and can be well described by MBTK. Again dips outside

the gaps appear and once they reach the gap ZBA occurs.

Since the ZBA cannot be suppressed by a half metallic current, it cannot be

ascribed to AR which is suppressed by a highly polarized current. The evolution

of the ZBA observed in both unpolarized current and fully spin-polarized current

indicates that the ZBAs are related to the dips outside the gap. When the dips move

into the gap, ZBA occurs. Thus these dips hold the key to understanding the ZBAs.

Dips far from the gap have been studied before [? ? ] and have been attributed to

the critical field of the contact. The BTK model where the contact resistance, Rc, is

defined as, (
dI

dV

)
NN

≡ 1

Rc

=
N(0)eνFπa

2

2(Z2 + 1)
, (10.1)

whereN(0) is the density number of electrons, e electron charge, νF the Fermi velocity,

a the contact size, and Z the atomic number of the material. The dip voltage, Vd can

also be defined and is due to the critical field of the contact:

Vd = RcIc , (10.2)

where

2πaHc = Ic. (10.3)

The dip voltage can then be written in terms of Rc,

Vd = Rc2πaHc =
2(Z2 + 1)

N(0)eνFπa2
2πaHc =

4(Z2 + 1)Hc

N(0)eνFa
= k
√
Rc , (10.4)

where

k =

√
8π(Z2 + 1)Hc

N(0)eνF
. (10.5)

From this, it is apparent that Hc is proportional to the root of Rc. Therefore when

the ZBA is suppressed by the contact resistance it is due to the critical field, known
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Figure 10.11: Evolution of ZBA in half metallic metal LSMO in contact with Pb
superconductor. Differential conductance is plotted verse voltage and the contact
resistance is changed. The ARS is shifted up and to the right to observe the ZBA
effect for each curve. Dips occur outside the gap and when the resistance is increased
the dips move inside the gap inducing structures inside the gap and creating ZBA.
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as extrinsic ZBA. One notes that there are two dips outside the gap of Nb but there

is only one dip outside the gap of Pb, this indicates that Nb is a type II SC, which

has two critical fields while Pb is a type I SC. The slope k depends on the Z factor of

the interface a well as the HC and specific properties of the normal metal including

N(0) and νF .

10.6 Dip Voltage and Critical Current Dependence of ZBA

To further prove this, the voltage dip verses the contact resistance is plotted in

figure 10.12 for NbFe, Nb/Cu(Hc2), Nb/Au, Nb/Cu(Hc1), and Pb/LSMO. The volt-

age dip follows a linear curve for each material. For Nb the slopes are almost similar

which depend on the critical current. The Pb has a different slope which depends on

the Z factor and critical field as well as other material properties. However, the Pb

has a different slope which is most likely due to the large field of the critical field of

Nb, thus Pb has a smaller slope because its critical field is less then that of Nb. This

farther proves that the dips are due to the critical field of the point contact.

Looking back on the evolution of ZBA using Pb and LSMO, figure 10.11, the

ZBA is due to the critical current because the contact size is too large. The results

conclusively show that the voltage dips are due to the critical field of the contact

interface. Since the ZBA occurs right after the dips approach the gap, it must be

due to the critical field of the contact. A typical gap value of a conventional SC is

about a few meV. The current density from such a voltage can be as high as 108

A/cm2 depending on the current size [? ]. The Oersted field inside a uniform current

density is proportional to the diameter. For large contacts with small RC , the field

increases drastically for decreasing RC . Eventually, the Oersted field kills the SC,

so that the contact region becomes normal, which cause a large change of resistance

which displays a ZBA much larger than 2. One notes that the effect of the magnetic
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Figure 10.12: Dip voltage, Vd, verses contact resistance, Rc, for (red square)
Nb/Fe, (green circle) Nb/Cu(Hc2), (blue triangle) Nb/Au, (pink upside down tri-
angle) Nb/Cu(Hc1), and (green diamond) Pb/LSMO.
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field is not exactly as that of the Meissner effect. This may be due to the fact that

the Oersted field is circular and the applied external field is added to the circular field

on one side but is subtracted on the other. In addition, the point contact is under

pressure, which is another factor that could affect the unusual behavior of the field

dependence.

10.7 Intrinsic ZBA of YBCO

In the following, it is shown that the measurement of the intrinsic ZBA in YBa2Cu307−x.

The YBCO is a bulk polycrystal made by the sol-gel method and its transition tem-

perature is about 82 K. A series of contacts of a Au tip in contact on the YBCO

sample are shown in figure 10.13. A ZBA has been observed for contacts with all

the contact resistances from 120 Ω to about 1300 Ω. Furthermore, the width and

shape of the ZBA do not change much for all RCs. This demonstrates that the ZBA

is independent of the contacts, thus intrinsic to the YBCO SC.

10.8 Conclusion

In summary, it is shown ZBA can be observed at an interface between a con-

ventional superconductor and a normal or half metal. The temperature dependence

indicates that it is due to superconductivity but the magnetic field does not exactly

follow the Meissner effect. From the evolution of ZBAs, the ZBAs are determined

to be due to the Oersted field of the current exceeding the critical field of the point

contact, which is not intrinsic to the superconductor. The intrinsic ZBA from YBCO

is independent of the point contact. This work demonstrates that it is important to

administer the PCAR properly to find the intrinsic properties to reveal new physics.
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Figure 10.13: d

Differential conductance verses voltage for YBCO using Au tip as a function of the

contact resistance Rc. Because the ZBA is independent of the contact resistance

this indicates that this is intrinsic ZBA.
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Chapter 11

STUDY OF GMR EFFECT AND ARS MEASURMENTS ON MULTILAYER OF

CU/CO

It has been stated that GMR structures have the ability for tunability of the

material’s spin polarization by changing the applied magnetic field. Using the wedge

deposition method it is shown that the sample Si/Fe 135 Å /[Co 15 Å /Cu (0 - 20)

Å]x 40/ Co 15 Å has the highest GMR% of 63% at room temperature with a Cu

thickness of 10Å. At 4.5 K, the GMR% is 115%. It is also shown that this GMR

response is dependent on the materials used and not the applied current or voltage.

Then the Andreev Reflection response of this film is measured and fit the data using

the MBTK method. It is shown that the spin polarization can indeed be tuned by

applying different magnetic fields. It is also shown that, for the case of this Cu/Co

GMR structure, the spin polarization can be tuned from 0.386 to 0.415 from H = 0

kOe to H = 15 kOe.

11.1 Motivation

Beside MRAM, which is described in detail in section 3.7, giant magnetoresistance

(GMR) is used in many more applications. One of the first technologies introduced

was the use of GMR sensors consisting of nanometer thick layers [237]of ferromag-

netic non-magnetic materials. Most magnetic sensors only yield a few percent increase

in resistance when a magnetic field is applied, but GMR sensors have a typical 10-

20% increase in resistance. The sensor also have high spatial resolution as well as a

frequency range of 100 MHz [238]. One application used in differential current mea-

surements is a GMR sensor placed between two Helmholtz coils, where two currents
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in each coil are compared [239]. When both currents are identical the magnetic field

in the middle of the coils is zero as well as the voltage of the sensors. The system

was used in a house hold application and showed that it can be used for detecting

differential currents below 30 mA.

Another proposed application are the GMR compass devices. They have expanded

the market for electronic compasses due to their high sensitivity and large dynamic

ranges [240]. There are significant issues including noise, hysteresis and sensitivities

problems. To address these issues, magnetic pole pieces are used to enhance the

directionality of the device [241]. Hill compared GMR sensors to spin-vale sensors

and discovered that the more traditional multilayer GMR structures are better vector

devices and more suitable for compass applications [242].

Not only is the GMR effect important for computing, sensing, and navigation, but

it also helps with today’s basic technologies such as traffic regulation. For linear and

rotary position sensing, gear tooth sensing, and current sensing, GMR devices are

being used [243]. The large magnetic fields are used to distinguish the fields from the

background magnetic fields, such as as Earth’s magnetic field and the field from every

day ferromagnetic objects. For traffic lights, a biasing magnet such as the Earth’s

field is used to detect magnetic parts of the automobile by magnetic sensors. Small,

low-powered GMR sensors allow the sensors, electronic, memory and battery to be

packaged in a small protective aluminum housing the size of a person’s hand [243].

An added benefit is that, unlike non GMR sensors which need a substantial current

to be applied to sense the changes in conductance, the GMR sensors only need small

voltages or currents to be applied, saving money in the long run.

GMR devices have also become present in biology such as magnetic resonance

imaging (MRI) and electromyogram (EMG) machines. EMG machines track the

movements of the eyes or limbs and the data can be correlated with other information
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readings to diagnose movement disorders [244]. A small magnet can be attached to

the body to be monitored. GMR magnetic sensors can then be used to track the

position. A 3-D image of the motion of a limb can be done using 3 orthogonal GMR

sensors which measure the vector components of the Earth’s magnetic field together

with 3 accelerometers [245]. Since these sensors are very small, the patient can wear

these sensors while doing long term studies. MRI machines use magnetic fields to

image the inside of the body, and bio-sensors, using GMR sensors with magnetic

micro-beads, have been fabricated to measure molecule and chemical behaviors of

different types of materials making up the micro-beads [246].

Co/Cu multilayer films have gained a lot of attention in GMR studies. Not only

are the materials rather inexpensive but GMR ratios of up to 80% have been found at

room temperature and 120% at 4 K [62]. Thus far no ARS measurements have been

conducted on Co/Cu multilayers. Must research has been conducted on the GMR

effect on these multilayers, but, with the added information of ARS measurements

and spin polarization, one can investigate whether they are highly spin polarized and

would be good materials for not only the read heads but also the writing of data onto

the HDD. They could be used in MRAM with high spin polarizations and a large spin

injection efficiency. In this chapter, the conductance of GMR and ARS measurements

are studied to characterize Co/Cu multilayer thin films to see if this multilayer is a

good candidate for not only GMR devices but low temperature spintronic devices.

11.2 Introduction

GMR structures consist of alternating non-magnetic and ferromagnetic conductive

layers. For this chapter, Cu and Co are used. Parkin, at IBM showed, alternating

layers of Cu/Co, with no insulating barriers, were able to produce GMR effects of

∼ 60% at room temperature and as high as ∼ 120% at 4 K [62]. To measure this
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ratio, the difference of the resistance peak at zero field from the saturated resistance

is normalized by the saturation resistance giving the GMR ratio GMR =
R↑↓−R↑↑
R↑↑

,

shown in chapter 3 figure 3.3. This chapter will investigate the GMR response at both

room temperature and 4 K as well as measure the spin polarization of these structures.

Previously, studies have only measured the fixed polarization of a material. GMR

structures however have the advantage of controlling the spin polarization by applying

different magnetic fields. This chapter demonstrates that, by using ARS with different

magnetic fields, one can control the spin polarization of the Cu/Co multilayers.

Spin polarization (P ) is very important for spin injection and the higher the spin

polarization the better spin injection efficiency. P is defined as the normalized imbal-

ance of the number of spin up and spin down electrons at the Fermi level normalized by

the total number of electrons, P = n(↑)−n(↓)
n(↑)+n(↓) . Many spin devices, such as GMR sensors

and read-heads in hard drives, can achieve big enhancements if highly spin-polarized

materials are used. Half metallic materials have spin polarizations of P = 100%, but

only CrO2 has been shown to be half metallic with P = 96%. Therefor the hunt for

other half metals has guided the spintronics field.

Andreev reflection spectroscopy (ARS) is the method used to measure P as well

as the superconducting gap (∆) of a superconductor, which describes the mechanism

of superconductivity, shown in figure [? ]. At the normal metal superconducting

interface, the normalized differential conductance can give the spin polarization and

superconducting gap of the materials which are often very hard to measure by other

techniques. At a normal metal/superconductor interface, a current injected from the

normal metal to the superconductor must be converted to a supercurrent. Therefore,

within the superconducting gap at the Fermi level, to conserve superconductivity,

an electron must be accompanied by another electron with opposite spin to form

a Cooper pair. Consequently a hole must be reflected back into the normal metal.
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This is what is known as Andreev reflection [93]. The conductance at the inter-

face for the electrons inside the ∆ must be twice that outside the ∆. For a half

metal/superconductor interface, the conductance within the gap is zero because only

one spin orientation is allowed at the Fermi level and thus a Cooper pair cannot be

formed. This leads to P = 100%. The P of the normal metal and ∆ of the su-

perconductor can be measured by the conductance spectra. For real experiments the

interface is not ideal and therefore an analysis of the whole spectrum is needed to find

P and ∆. Using ARS, the spin polarization of many materials have been measured

as well as the superconducting gap [15–27]. Recently Fe-superconductors having Tc

as high as 55 K have been measured using ARS [28, 29]. To better find P of highly

spin-polarized materials, such as LSMO, higher Tc dependent materials such as these

Fe-superconductors are needed [185].

Point contact Andreev Reflection (PCAR) is the method used to perform ARS.

From the spectra, the P value and ∆ can be determined [28] using the effects of the

3D interface [87, 88, 95–98]. More recently it has been shown that these values can

be determined using the 1D effects as shown in previous work [92]. To find P the

conductance ratio G(0)/Gn = 2(1−P ) between zero-bias voltage (V = 0) within the

∆ was determined using the standard Blonder-Tinkham-Klapwijk (BTK) model [81].

In real experiments the contacts used are often not ideal and therefore the inclusion

of the interfacial scattering factor Z, thermal smearing due to finite temperature, and

residual resistances must also be taken into account. The spin polarization is based

on the recent 1D Chen-Tesanovic-Chien(CTC) model [83]. This PCAR technique

has been used to determine the P values of highly spin-polarized materials and half

metals [22, 23].

This chapter investigates the spin polarization and ARS dependence of Co/Cu

multilayer GMR structures. At low temperatures there should be a huge enhancement
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on the GMR ratio, in these experiments 4 K. It has already been shown that GMR

at room temperature has a large enhancement [62] and that these structures are

therefore good materials to use in read-heads. The question becomes: Can one prove,

that by applying different magnetic fields, that one can control the spin polarization

of the these multilayers to create a highly spin polarized material and tune the spin

polarization?

11.3 Fabrication of Co/Cu Multilayer Films

The Co/Cu multilayers were fabricated using magnetron sputtering on single crys-

talline Si substrates. The substrates were cleaned using hydrofluoric acid for 25 sec-

onds to clean any oxides and residue off the surface. During deposition, a thin film

of Fe at a thickness of 135 Å was deposited to smooth out the surface for the actual

GMR structure deposition. For a typical GMR structure, shown in figure 11.1, the Co

and Cu are deposited at constant thicknesses. In the structures used in this chapter,

the Co is deposited antiferromagnetically to enhance the GMR response. 40 bilayers

of alternating Co and Cu are fabricated with a final capping layer of Co.

The relative thickness of the Co and Cu layers plays an important role in the GMR

ratio. To find the best thicknesses for Fe, Co, and Cu a wedge deposition method is

used such that it makes a gradient of thicknesses. By wedging the layers, one material

at a time, one can save a lot of material and time by making one large sample. This

sample is then cut into many pieces (∼ 30 pieces) so that each smaller sample only

changes by a fraction of a nano-meter in the thickness. One can then compare all

thicknesses to determine the dependence of the thickness on GMR. Figure 11.2 shows

the wedge method on the Cu layers. The Fe and Co were previously wedged and

the thicknesses of 135 Å and 15 Å, respectively, were found to give the largest GMR

response. The Cu layer from was deposited from 0 to 20 Å.
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Figure 11.1: GMR structure of Co/Cu multilayer films with alternating magnetic
directions of Co. A Si substrate is cleaned using hydrofluoric acid for 25 seconds and
an Fe buffer layer of 135 Å is added to smooth the surface. 40 bilayers of Co and Cu
are deposited with a capping layer of Co.

206



Figure 11.2: GMR structure of Co/Cu multilayer films with alternating magnetic
directions of Co using the wedge method. A Si substrate is cleaned using hydrofluoric
acid for 25 seconds and an Fe buffer layer of 135 Å is added to smooth the surface.
40 bilayers of Co at 15 Å and wedges of Cu of 0 to 20 Å are deposited with a capping
layer of Co at 15 Å.
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The thickness dependence of the GMR ratio as a function of the Cu thickness is

shown in figure 11.3. As the relative thickness of Cu reaches 10 Å, it is observed that

the highest GMR ratio is 63%. Therefore the sample used in the ARS analysis is

Si/Fe 135 Å /[Co 15 Å /Cu 10 Å]x 40/ Co 15 Å.

11.4 ARS and GMR Analysis at Low Temperature

Using the sample Si/Fe 135 Å /[Co 15 Å /Cu 10 Å]x 40/ Co 15 Å the GMR

response is measured from -15 kOe to 15 kOe, shown in figure 11.4. It is found that

the GMR% was 63% at 300 K and as high as 115% at 4.5 K, shown in figure 11.4(a).

This large increase in the resistance at zero field confirms that this structure is indeed

a good GMR material. Figure 11.4(b) shows the growth of the multilayers using

tunneling electron microscopy (TEM). The image shows a smooth surface with little

defects. Before measuring the AR of the multilayers it is important to understand

the AR of Co and Cu alone. In figures 11.4(c) and (d), the differential conductance

verses applied voltage is shown for Cu and and Co. The superconductor used was

NbTi. Fitting the data using the MBTK model for Cu at 4.25 K one gets P = 0

and for Co 4.22 K one gets P = 0.41. These polarizations are consistent with other

findings. Both spectra show AR for both H = 0 and H = 2 T and show that there is

no change in the spectra due to this applied field.

The GMR response shown in figure 11.4 is only shown for one applied current. The

inset of figure 11.5 shows the point contact used, where NbTi is the superconducting

tip. The resistance of the point contact is plotted as a function of the applied field

for three different applied currents in figure 11.5. These currents are 0.01 mA, 1

mA, and 1 mA with contact resistance 1.48Ω. There is a clear GMR response at

zero field for each measurements. The resistance of the point contact decreases with

increasing field. However, the GMR ratio of this resistance remains constant for all
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Figure 11.3: GMR% as a function of Cu thickness. At 10 Å one gets the highest
GMR% of 63%. Therefore will use the sample Si/Fe 135 Å /[Co 15 Å /Cu 10 Å]x
40/ Co (0-20) Å for ARS.
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Figure 11.4: (a) MR% as a function of applied field for Co/Cu multilayer films. At
300 K a MR% of 63% is observed and 4.5 K 115% is observed. (b) TEM image of
multilayer surface. (c) Differential conductance verses voltage for Cu at 4.25 K with
P = 0. (D) Differential conductance verses voltage for Co at 4.22 K with P = 0.41.
Both (c) and (d) are plotted for H = 0 and H = 2 T and show no dependence on the
applied field.
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three measurements. This shows that the GMR response is not dependent on the

current applied, but rather only dependent on the applied field. This shows that the

GMR enhancement is an inherent property of the material itself and that it is not

dependent on experimental parameters such as the applied current.

Figure 11.6(a) shows the conductance verses voltage of the multilayers at two

different applied magnetic fields H = 15 kOe and H = 0 kOe using ARS. Both mea-

surements are done at T = 4.2 K using the same contact. The interfacial scattering

factor Z and the superconducting gap of NbTi ∆ are also used to fit the data (solid

lines) using the MBTK model. Z is dependent on the contact used and, since each

measurement is done using the same contact, no difference in the values is seen. When

the magnetic field is increased, one sees that the AR peak decreases as well. This will

change P of the material and in this case changes it from P = 0.386 to P = 0.415.

Therefore, the higher the field, the larger the spin polarization. Figure 11.6(b) shows

the P dependence on the magnetic field. For small fields, P is small and as the field

is increase as well as the spin polarization. One sees that P becomes saturated at

P = 0.415 at around H = 6 kOe. Because the spin polarization changes with applied

field one can confirm that for GMR structures P is not fixed and can be tuned by

using different magnetic fields. Since P only reaches 0.415, these structures are not

highly spin polarized, but P can be manipulated to give larger values.

11.5 Conclusion

It is shown that the ratio of Co to Cu in GMR multilayer structures is important

to fabricate the best sample with the highest GMR ratio. Using the wedge deposition

method the group showed that the sample Si/Fe 135 Å /[Co 15 Å /Cu 10 Å]x 40/

Co 15 Å has the highest GMR% of 63% at room temperature. The group used this

sample in the ARS analysis to measure the GMR% at low temperatures of 4.5 K

211



Figure 11.5: Resistance of a point contact verses applied magnetic field for Cu/Co
multilayers. Blue curve is for a 0.01 mA applied current, red solid line is for a 1 mA
applied current, and red dashed line is for a 1 mA with contact resistance 1.48Ω. The
GMR% does not depend on applied current but is a property of the material itself.
The inset shows the point contact used with a NbTi superconducting tip.
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Figure 11.6: AR analysis on Cu/Co multilayer films. (a) Conductance verses voltage
at (red open circles) 15 kOe and (blue open circles) 0 kOe. The solid lines are the
MBTK fit to find the polarizations. (b) Spin polarization verses applied magnetic
field. P can be tunable in this structure and changes with the applied field.
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as well as measure the spin polarization of the structure at low temperatures. The

MR% at 300 K as well as 4.5 K was measured and showed an increase of 63% and

115% respectively. At low temperatures, one can see that this material is indeed

a GMR structure with a large increase in the resistance. I can be shown that this

GMR response is dependent on the materials used and not the applied current or

voltage. The AR response of this film and fit the data using the MBTK method is

measured. It is shown that the spin polarization can indeed be tuned by applying

different magnetic fields. It is shown that for the case of the Cu/Co GMR structure

the polarization can be tuned from 0.386 to 0.415 from H = 0 kOe to H = 15 kOe.

11.6 Acknowledgments

This work was supported as part of SHINES, an EFRC center funded by the

U. S. Department of Energy, Office of Science, Basic Energy Science, under award

SC0012670.

214



Chapter 12

CONCLUSION

Spintronics will be the next generational leap in electronic devices. By using the

spin of the electron, one can read and write data much faster then by writing it using

charge alone. Spintronics allow for smaller sizes, non-volatility, and spin injection

which are being implemented in everything from MRAM devices to highway traffic

control. The main disadvantage, however, is that, previously, there are no easy was

to determine the spin polarization and superconductive properties of such devices. It

is shown that using ARS one can determine the spin polarization of a normal metal

and superconducting gap of a superconductor in a consistent reproducible way.

Point-contact spectroscopy is a novel technique which can be used to get a high

current density in the ballistic regime (∼ 109A/cm2), which makes it possible to

probe for the fundamental physics related to the ballistic or high current density

transport. This simple technique makes it easy to quickly study new phenomena

in new samples and orientations at both room temperature and low temperature

applications. In this thesis, it is shown that one can develop a new theory for 3D effects

in PCAR measurements and show that one could characterize the spin polarization of

amorphous alloys, Heusler alloys, and Fe-Sc on LSMO sample. Using this model, one

is able to measure high spin polarizations in these materials, which brings scientists

one step closer to finding a true half metallic material. In this thesis, it is also shown

that one can use ARS to characterized not only highly spin polarized materials, but

also determine if a superconductor is a singlet or triplet superconductor. It was also

shown that an Fe-SC is not a triplet superconductor. It was also shown that one

can measure the AR dependence in GMR structures of Co/Cu and measure the spin
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polarization to see if they can not only read data from MRAM devices, but to see if

they are highly spin polarized and could also be used as spin injectors to write the

data to the disk. Below are more specific conclusions to each experiment conducted

in this thesis.

Andreev Reflection Spectroscopy (ARS) is another technique of importance which

measures the spin polarization of the normal metal and superconducting gap of the

superconductor at a normal metal superconductor interface at T < Tc. ARS, in

conjunction with point-contact spectroscopy, measures the differential conductance

and fits this data to find spin polarization, gap, interfacial scattering factor, additional

resistance, as well as inelastic scattering factor of each measurement. Using the 3-

D model of ARS one is able to theoretically show that all 3D ARS measurements

can be analyzed with the 1-D ARS model. It is shown that the effect due to the

3D injection can be attributed to a larger interfacial scattering factor using a 1D

model. Even though the interfacial scattering factor differs, it was shown that the

same intrinsic spin polarization and superconducting gap value was measured with

both models. ARS experiments were conducted on Co/Nb interface and the analysis

was consistent with the theory. The next step for this projects is to develop a model

bases on this theory that accounts for anisotropy and the majority and minority spins.

Next a ferromganetic Heusler alloy Co2FeAl0.5Si0.5 was investigated. ARS mea-

surements showed that the spin polarization was as high as 80% in samples sputtered

on unheated MgO(100) substrates annealed at high temperatures. The samples that

were fabricated on heated substrates showed much smaller spin polarizations and

therefore are inferior to the unheated ones. The magnetic properties of the samples

were found to be similar, although the spin polarization varied substantially. It was

found that the CFAS samples grown at room temperature followed by post annealing

on unheated substrates were the highest spin polarized samples and therefore the
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best material to consider for spintronic devices. The next step is to investigate other

Heusler alloys to see if their results are comparable. It would also be interesting to

see if other caping layers could imporve the spin polarization even more then the

Pb/AlO3 layer.

Ferromagnetic FexSi−x alloys have been proposed as potential spin injectors into

silicon with a substantial spin polarization. ARS was used to determine the spin

polarization of both amorphous and crystalline Fe65Si35 alloys. It was shown that

the additional resistance in ARS is quite high because of large resistivity of these

alloys and must be taken into account to correctly extract the spin polarization.

The spin polarization of the crystalline Fe0.65Si0.35 is about 49%, similar to that of

common magnetic metals, indicating that it is a good spin injector for semiconductor

spintronics. Interestingly, the spin polarization of the amorphous Fe0.65Si0.35 alloy

is substantially higher, demonstrating that a modified magnetism by the amorphous

nature can also be utilized to tune the spin polarization for spintronics. The next step

is to investigate why these amorphous samples yield such higher spin polarizations.

To do this multiple samples of the same materials with small changes in the chemical

or structural properties in the amorphous film need to be systematically measured to

determine what in this amorphous form give a higher results. Another issue is that

for amorphous films the interface effects can be substantially different. The electron

k vector may will not behave the same as described in the 3D model and may reflect

differently or cause more effects in the Z. Therefore a ARS model for amorphous

materials should be developed to obtain more accurate results which may then lead

to an explanation on why this amorphous material is better.

Since transition temperatures of most conventional superconductors are below 10

K, spin polarization is measured only at low temperatures by ARS. The recently

discovered Fe-superconductors are shown to have a transition temperatures close to
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60 K, much higher than that of the conventional superconductors. In this work, a

(1111) Fe superconductor SmO0.82F0.18FeAs and Pb were utilized to measure the spin

polarization of a highly spin-polarized material, La0.67Sr0.33MnO3. The same intrinsic

P of LSMO was determined using both Pb and Fe-superconductors and had a value of

0.8. Both superconductors showed negligible T dependence on P for T < 55 K and all

values of P at all temperatures were within 5% of each other. It is concluded, based

on the PCAR measurements, that Fe-superconductors can be used to find the P of

the metal and ∆ of the superconductor, especially for high spin-polarized materials

such as LSMO. Based on the behavior of the differential conductance for highly spin

polarized LSMO and small polarization of Au, it can be concluded that the Fe-Sc is

not a triplet superconductor. The next step would be to measure other Fe-SCs to

see if different chemical combinations could yield a material even more highly spin

polarized. Another direction to go is to use this ARS technique to look at other

materials which may be triplet superconductors. This is currently being done for one

sample of Bi/Ni by other members of the group.

It is shown that the ratio of Co to Cu in GMR multilayer structures Si/Fe 135 Å

/[Co 15 Å /Cu (0 - 20) Å]x 40/ Co 15 Å is important to fabricate the best sample

with the highest GMR ratio. Using the wedge deposition method, one can show that

the sample has the highest GMR% of 63% at room temperature with Cu thickness Å.

The MR% at 300 K as well as 4.5 K was measured and showed an increase of 115% at

4.5 K. It is also shown that this GMR response is dependent on the materials used and

not the applied current or voltage. The AR response of this film was then measured

and was fitted using the MBTK method. It is shown that the spin polarization can

indeed be tuned by applying different magnetic fields. It is shown that for the case

of this Cu/Co GMR structure the polarization can be tuned from 0.386 to 0.415 by

changing the field from H = 0 kOe to H = 15 kOe. The next step for this project
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would be to change the ferromagnetic layers or non magnetic layers and see if other

materials will yield comparable, or better GMR responses then the one measured

here. One can also vary the bilayers in the sample to see if adding more layers could

increase the response as well.
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