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ABSTRACT  

Computer-based environments provide a window into the complex and multifaceted 

learning process. These systems often collect a vast amount of information concerning 

how users choose to engage and behave within the interface (i.e., click streams, language 

input, and choices). Researchers have begun to use this information to gain a deeper 

understanding of users’ cognition, attitudes, and abilities. This dissertation is comprised 

of two published articles that describe how post-hoc and real-time analyses of trace data 

provides fine-grained details about how users regulate, process, and approach various 

learning tasks within computer-based environments. This work aims to go beyond simply 

understanding users’ skills and abilities, and instead focuses on understanding how users 

approach various tasks and subsequently using this information in real-time to enhance 

and personalize the user’s learning experience.  
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INTRODUCTION 

 
The current work is comprised of two chapters designed to examine two main research 

questions, 1) can online data be used to understand how students regulate their behaviors 

within the game-based environment iSTART-2, and 2) can information gleaned from 

online data be used in real-time to provide guidance and promote reflection during 

learning tasks. The work presented in this dissertation is unique in that it uses both post-

hoc and real-time trace data analysis to understand and promote self-regulative processes 

within a game-based environment. Specifically, in Chapter 1, two studies are conducted 

to examine how post-hoc analyses of students’ choice patterns may be indicative of the 

amount of agency that the student is exerting during learning.  Chapter 2 builds off of this 

work through the development and testing of a new game-based feature that uses 

information gleaned from students’ real-time performance data to provide guidance and 

promote reflection during learning tasks within iSTART-2. By investigating both post-

hoc and real-time patterns of interactions and performance, we may be able to gain a 

deeper understanding of how students regulate their behaviors within adaptive systems 

and how various features can be built into these systems to promote optimal learning 

behaviors. 

CHAPTER 1 SYNOPSIS 
When students exhibit control and employ a strategic plan of action over a situation they 

are said to be demonstrating agency (Bandura, 2001). Chapter 1, published in Computers 

and Education (Snow, Allen, Jacovina, & McNamara, 2015), is comprised of two studies 

designed to investigate how agency manifests within students’ choice patterns and 
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ultimately influences self-explanation quality within iSTART-2. In Study 1, 75 college 

students interacted freely within iSTART-2 for two hours. Random walk and Entropy 

analyses were used to quantify the amount of control demonstrated in students’ choice 

patterns, as well as to determine the relation between variations in these patterns and self-

explanation performance within iSTART-2. Overall, students who demonstrated more 

controlled choice patterns generated higher quality self-explanations compared to 

students who exhibited more disordered choice patterns. This link between performance 

and controlled choice patterns is hypothesized to be driven, in part, by students’ 

experiences of agency. That is, engaging in controlled patterns should be advantageous 

only when doing so is a result of students’ strategic planning. In Study 2, this hypothesis 

was tested by assigning 70 students to a choice pattern (i.e., controlled or disordered) that 

had been yoked to students from Study 1, thus removing students’ ability to exert agency 

over the iSTART-2 system. Results revealed no differences in self-explanation quality 

between the groups assigned to controlled and disordered choice patterns. Collectively, 

findings from these studies support the notion that success within game-based systems is 

related to students’ ability to exert agency over their learning paths. 

CHAPTER 2 SYNOPSIS 
Metacognitive skills have been shown to be critical for academic success. However, 

students often struggle to regulate these skills during learning tasks. Chapter 2 (Snow, 

Jacovina, Allen, & McNamara, under review at Computers in Education) is comprised of 

three studies that investigate how features designed to promote metacognitive awareness 

can be built into iSTART-2. Across the three studies, 140 college students interacted with 

iSTART-2 for one hour, completing lesson videos and practice activities. If students’ 
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performance fell below a minimum threshold during game-based practice, they received a 

pop-up that alerted them of their poor performance and they were subsequently 

transitioned to a remedial activity. Results revealed that students’ in-system performance 

improved after they were transitioned. Further, these results did not vary as a function of 

individual differences in prior knowledge. Thus, both high and low ability students 

benefited from this performance threshold feature built into iSTART-2. These results 

suggest that the performance threshold feature indirectly promotes metacognition, thus 

leading to increased performance. Overall, these studies provide insight into the potential 

benefits of real-time feedback designed to promote metacognitive awareness within a 

game-based learning environment. 

GENERAL DISCUSSION 
This dissertation work examines how information gleaned from online process data can 

be used to understand aspects of students’ ability to self-regulate along with how this 

information can be used to guide adaptive instruction and prompt self-reflection during 

learning tasks. Combined findings from Chapter 1 (Snow et al., 2015) and Chapter 2 

(Snow et al., under review) provide evidence regarding the importance of analyzing and 

quantifying variations in students’ interactions within game-based environments. The two 

completed studies presented within this document are among of the first to use trace-data 

from game-based environments to investigate how users approach various learning tasks 

and then use information gleaned from that data to adapt system pedagogy. Thus, the 

current work may serve as a starting point for scientists interested in analyzing how 

interactions within game-based environments provide a deeper understanding of the 

various aspects of students’ regulatory processes.  
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CHAPTER 1 

“Does Agency Matter?: Exploring the Impact of Controlled Behaviors within a Game-

Based Environment” 

Published in the Journal of Computers and Education 

Everyday people make decisions, set plans, and exert influence over their daily lives. 

Individuals control a multitude of situations through their choices, decisions, and 

strategic plans. They exert agency (Metcalfe, Eich, & Miele, 2013). Indeed, agency (or 

lack thereof) is a pervading aspect of our lives.  

According to Bandura (2001), there are four main features of human agency: 

intentionality, forethought, self-reactiveness, and self-reflectiveness. First, agency refers 

to a deliberate action or set of actions, which are purposefully enacted according to a 

specific plan. Second, agency involves forethought. A person exerting high levels of 

agency will have set goals and plans for how to obtain these goals before carrying out any 

actions. Third, agency is self-reactive, emerging from a person’s motivation to succeed 

and self-regulate. Finally, agency is self-reflective, such that the person who is exerting 

agency is metacognitively aware of the goals, plans, and behavior adjustments necessary 

to complete a task. Combined, these four components portray agency as a dynamic 

behavior that involves intentionality, metacognition, and planned sets of behaviors 

designed to accomplish a goal. Considering agency in this light, it is not surprising that 

individuals who demonstrate agency over their environment generally lead more 

successful lives compared to those people who do not (Bandura, 2001; Ford, 1992).  
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Educational Environments and Student Agency 

Within the realm of education, agency emerges as an important factor that influences 

students’ engagement and subsequent learning of academic material (Bandura, 1989; 

Zimmerman, 2008). Indeed, it is a widely accepted belief in the classroom that affording 

students control promotes their motivation and subsequent learning outcomes (Flowerday 

& Schraw, 2000). In support of that assumption, students’ emotions while learning have 

been moderately associated with their perceptions of subjective control (Pekrun, 2006; 

Pekrun, Goetz, Daniels, Stupnisky, & Perry, 2010). According to the control-value theory 

of emotion (Pekrun, 2006; Pekrun et al., 2010), a greater sense of control is related to 

students’ expressed positive attitudes during a learning task. Consequently, engagement 

is expected to increase when students are afforded autonomy and control during various 

academic tasks (Calvert, Strong, & Gallagher, 2005; Cordova & Lepper, 1996; Deci & 

Ryan, 1985; Hidi & Renninger, 2006). Cordova and Lepper (1996), for instance, found 

that learners who were afforded more opportunities to exert control over a learning task 

reported stronger motivation and interest and showed better performance on a subsequent 

math test. Similarly, Calvert and colleagues (2005) reported that students who were given 

more control over a computer-based storybook reported greater interest in the task and 

were more attentive to the material than students who were given more explicit directions 

by adults. These studies provide growing evidence that agency during learning has the 

potential to enhance motivation, interest, and attitudes, all of which are associated with 

positive learning outcomes.  

Adaptive learning environments have attempted to leverage these positive effects 

of agency by incorporating various elements such as customization, games, and “choose 
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your own adventures.” These game-based elements are designed to promote students’ 

feelings of agency and by consequence enhance motivation, performance, and learning 

outcomes (Cordova & Lepper, 1996; Jackson & McNamara, 2013; Snow, Jackson, 

Varner, & McNamara, 2013). For example, providing learners with control over when 

and how long they engage with different lessons (i.e., their learning trajectory) in a 

system can improve learning outcomes (Tabbers & de Koeijer, 2010). Even giving 

control over educationally superficial features of a system (e.g., choosing the images that 

will be depicted by the system) allows learners’ experiences to match their personal 

preferences. This in turn can decrease the effort required to engage in a task and 

subsequently increase involvement and learning (Corbalan, Kester, & van Merriënboer, 

2009; 2011). In this way, students can feel as though they are exerting control over their 

environment with minimal changes to the learning task itself.  

 Game-based systems are particularly germane to the issue of a student’s sense of 

agency during learning. By leveraging the mechanics and features found in popular, non-

educational games, learning environments infused with games naturally afford students 

the ability to exert influence on the learning environment (McNamara, Jackson, & 

Graesser, 2010). Indeed, a number of game features have been adapted from popular 

games to educational games with the purpose of increasing player engagement and the 

likelihood of players experiencing agency in a system. For instance, many popular video 

games allow players to make choices within the environment, follow non-linear paths 

through the game (e.g., Grand Theft Auto V) or select between several available mini-

games (e.g., Nintendo Land). Likewise, educational games often include choices for how 

to progress through a system as a means to support player agency and increase 
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replayability (Spires, Rowe, Mott, & Lester, 2011; Snow, Jacovina, Allen, & McNamara, 

2014). Popular commercial games frequently allow players to customize the visual 

appearance of game features to their preference (e.g., a player’s avatar in World of 

Warcraft), and this game-based feature (i.e., choice) has been associated with increased 

immersion and intention to replay a game (Schmierbach, Limperos, & Woolley, 2012; 

Teng, 2010; Yee, 2006). Similarly, personalization enhances students’ motivation and 

learning outcomes (Cordova & Lepper, 1996).  

One of the most effective features that has been incorporated into educational 

games is user choice. Choices made by individual players have the potential to provide 

students with a sense of agency, as they are engaging on intellectual or emotional levels 

and prompt players to persist in their play (Schønau-Fog & Bjørner, 2012). Mechanics 

and features that promote engagement in these ways are found in educational games such 

as Crystal Island (Lester, Mott, Robison, Rowe, & Shores, 2013) and Quest Atlantis 

(Barab, Pettyjohn, Gresalfi, Volk, & Solomou, 2012), where students are immersed in 3-

D game environments. In Crystal Island, for example, players control an avatar and 

explore an island where an illness has recently spread. Players interact with both the 

environment and other game characters to discover information about this outbreak, and 

in the process, learn microbiology course content. An important advantage for Crystal 

Island over traditional instruction is that it can promote a strong sense of agency, as 

students have control over how they obtain knowledge in this environment. A study 

examining students’ performance during the game and on posttest content questions 

found that students who did well in the game also did well at posttest, and these students 

were more successful at gathering information during play (Rowe, Shores, Mott, & 
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Lester, 2010). Students who did not do as well in the game, however, also scored lower at 

posttest and demonstrated less successful information-gathering behaviors. These 

findings suggest that when students successfully take agency over their learning 

experience, they achieve higher outcomes in terms of learning the target material.  

Despite the generally positive effects of system choices, research suggests that the 

inclusion of user control may not be universally beneficial for all students (Katz, Assor, 

Kanat-Maymon, & Bereby-Meyer, 2006). For instance, while some studies have shown 

added elements of user choice to be associated with positive outcomes (Cordova & 

Lepper, 1996; Reynolds & Symons, 2001), others have shown inconsistent (Flowerday & 

Schraw, 2003), neutral (Parker & Lepper, 1992), or negative effects (Flowerday, Schraw, 

& Stevens, 2004; Iyengar & Lepper, 2000). One reason for these conflicting results may 

be that users react differently when presented with increased levels of control. Some 

students may regulate their behaviors and exert control over the environment—inspiring 

strong feelings of agency—while others may struggle to set goals and make decisions 

(Zimmerman, 1990). The ability to exert control during a learning task is challenging for 

many students, as they often struggle to actively monitor their behaviors (Ellis & 

Zimmerman, 2001). Overall, research suggests that the inclusion of user control (e.g., 

choice) has the potential to increase learning outcomes among students; however, these 

effects may vary based on individual differences in users’ ability to control their 

behaviors (McNamara & Shapiro, 2005).  

Assessment of Student Agency 

Students’ inconsistent ability to exert control over their environment has posed an 

assessment problem for researchers, as it is difficult to capture fine-grained behavior 
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variations. Traditionally, students’ feelings of agency have been assessed through self-

reports (Ellis & Zimmerman, 2001; Zimmerman, 1990). These direct measurements are 

static in nature and often miss out on behavior patterns that emerge over time. An 

alternative to self-report metrics is the use of stealth assessments (Shute, 2011; Shute, 

Ventura, Bauer, & Zapata-Rivera, 2009). Stealth assessments are used to covertly 

measure some attribute or construct without explicitly disrupting the student (Shute, 

2011; Shute et al., 2009). These assessments have previously been used to measure a 

variety of constructs, including students’ study habits (Hadwin, Nesbit, Jamieson-Noel, 

Code, & Winne, 2007) and self-regulation ability (Sabourin, Shores, Mott, & Lester, 

2012). Game-based systems offer researchers a novel form of stealth assessment through 

the use of log data (e.g., keystrokes, mouse clicks, choice patterns).  

An important goal for researchers is to devise measurements and methods for 

analyzing the log data that is generated within these game-based systems. Indeed, vital 

information may emerge by testing the degree to which variations in students’ behavior 

patterns (as indicated by the system log data) shed light on how students experience 

agency, and whether those experiences influence learning outcomes. One potential 

approach to measuring individual differences in controlled behavior is through the use of 

analyses inspired by dynamical systems theory. Dynamical analysis focuses on the 

complex behaviors that emerge within a given environment; thus, time is treated as a 

critical variable in addressing patterns of variation and consistency. Because of the focus 

on time, dynamical methodologies offer scientists a novel means of classifying variations 

in students’ behavior patterns when they are given agency within an adaptive system. 

Researchers have previously used dynamical methodologies to investigate variations in 
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behavior patterns within various adaptive systems (Hadwin et al., 2007; Snow, Allen, 

Russell, & McNamara, 2014; Snow, Jackson, & McNamara, 2014; Snow, Likens, 

Jackson, & McNamara, 2013; Zhou, 2013). This work has demonstrated the potential for 

dynamical methodologies to capture nuanced and fine-grained patterns that reveal how 

students approach learning tasks embedded within adaptive environments.  

CURRENT WORK 
The current work is comprised of two studies designed to investigate how agency may 

manifest within system log data and the ultimate impact that agency has on learning 

outcomes. In Study 1, we employ three novel dynamical methodologies to investigate 

how variations in behavioral patterns emerge when students have the potential to exert 

high levels of control (i.e., they have many choices) within an adaptive environment. 

Although this level of control should lead to increased levels of perceived agency for 

students, some may struggle to exert control over such an open environment. In Study 1, 

we examine how students interact with the game-based system iSTART-2, and the 

subsequent learning outcomes associated with those behavior patterns. In particular, we 

are interested in the impact that controlled and disordered interaction patterns have on 

target skill acquisition. We hypothesize that students who experience higher levels of 

agency will exhibit more controlled patterns of behavior and show higher levels of target 

skill acquisition compared to students who experience lower levels of agency and act in 

more disordered patterns. Such findings would support previous work showing that when 

students exert high levels of agency, they are employing controlled and strategic plans of 

action (Bandura, 2001) and their subsequent learning performance increases 

(Zimmerman, 1990). If particular interaction patterns (e.g., controlled patterns) are 

associated with higher levels of performance, our agency-based account predicts that 
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students will not experience the benefits of those interaction patterns in the absence of 

choice. Study 2 tests this prediction by removing the opportunity to experience agency by 

randomly assigning students to an interaction pattern that they must follow. Both Study 1 

and Study 2 are presented within the context of the game-based system, iSTART-2.  

iSTART-2 
The iSTART (Interactive Strategy Training for Active Reading and Thinking) program 

was designed to provide high school students with instruction on the use of self-

explanation and comprehension strategies (Jackson & McNamara, 2013; McNamara, 

Levinstein, & Boonthum, 2004; McNamara, O'Reilly, Rowe, Boonthum, & Levinstein, 

2007). Studies have confirmed that students’ comprehension and self-explanation ability 

is enhanced when they are provided with iSTART strategy instruction (Jackson & 

McNamara, 2013; McNamara et al., 2007; O'Reilly, Sinclair, & McNamara, 2004; 

Taylor, O'Reilly, Rowe, & McNamara, 2006). iSTART-2 (Snow, Jacovina et al., 2014) is 

the most recent version of iSTART. This system provides students with strategy training 

within the context of a game-based environment. This environment is designed to 

enhance students’ engagement and persistence during prolonged periods of training. 

When students are engaged and express interest in a learning task, they are more likely to 

show positive learning outcomes (Pintrich, 2000). The game-based features included in 

iSTART-2 are designed to enhance students’ motivation and engagement during training 

and, depending on various circumstances, improve learning outcomes (McNamara, 

Jackson, & Graesser, 2010). 
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Figure 1. Screen shot of iSTART-2 Selection Menu 

iSTART-2 consists of two phases: training and practice. Within the training 

phase, students are introduced to a pedagogical agent who explains and defines the 

concept of self-explanation. This agent also discusses the iSTART-2 comprehension 

strategies: comprehension monitoring, predicting, paraphrasing, elaborating, and 

bridging. Within this phrase, students are provided with examples of each comprehension 

strategy in separate lesson videos. At the end of each lesson video, students are given a 

short quiz that assesses their understanding of the strategy. During the practice phase of 

iSTART-2, students are transitioned to an interactive game-based interface. Within this 

interface, students can read and self-explain new texts, personalize different aspects of 

the interface and play mini-games (see Figure 1).  

In addition, students can check their personal accomplishments within the system 

by viewing achievement screens that update students on their current level, number of 

points earned, and total trophies won.  Students increase their level within the system by 
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earning points when interacting with two different types of generative practice where 

they write their own self-explanations: Showdown, and Map Conquest. These generative 

practice games were designed to engage students’ interest while they practice using 

strategies by generating self-explanations. For example, in Showdown, students are asked 

to generate a self-explanation for numerous target sentences while competing against 

another player. The student’s and computer player’s generated self-explanations are 

compared and the highest quality self-explanation wins the round and any subsequent 

points (see Figure 2).  

 

 
Figure 2. Screen shot of Showdown 

As students earn more points within the system, they progress through a series of 

levels ranging from 0 to 25. Every level progression requires more points to proceed than 

the previous level, which ensures that students have to exert more effort to progress to 

higher levels within the system. The points that students earn throughout their 
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interactions with iSTART-2 also serve as a form of currency (iBucks) that can be used to 

purchase game-based features. Within iSTART-2, each game-based system feature costs 

300 iBucks per interaction. There are two ways students can choose to spend their earned 

iBucks: personalize the system interface and play mini-games. Students can choose to 

personalize the system interface by editing an avatar or customizing the background 

theme. When students choose to edit their avatar, they have the option to change the 

hairstyles and accessories that their avatar displays in the interface. If students choose to 

edit their background theme, they can modify the color of the interface (24 total color 

options). These two features were built into the interface to afford students a sense of 

control over the environment. However, both of these features were designed to be off-

task and tangential to the learning goal of the system. 

Students can also choose to spend their earned iBucks on a suite of four mini-

games. These mini-games were added to iSTART-2 as a means of identification practice 

for the self-explanation strategies that the students learned. Each mini-game allows 

students to engage in play while at the same time practicing reading comprehension 

strategies. Mini-games are designed to be on-task and act as an extension of the learning 

goal of iSTART-2. Although these games vary in their game mechanics, the strategy 

identification task is very similar in each. One example of an iSTART-2 mini-game is 

Balloon Bust. In Balloon Bust, students are presented with a text and a self-explanation. 

Students decide which previously learned strategy was used to generate the self-

explanation and click on the corresponding balloon to pop it (see Figure 3). In each game, 

students are given a score based on their performance and a corresponding trophy, if 

applicable. Students can accumulate trophies throughout their time in the system and 
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view their performance on the achievement screen tab (i.e., points, levels, and trophies) 

on the main interface menu.   

 
Figure 3. Screen shot of Balloon Bust 

Each of these game-based features (i.e., personalizable features and mini-games) 

is available in the iSTART-2 interface. The system allows features to become unlocked 

as students progress to higher levels within the system. For instance, the Mohawk 

hairstyle for avatars can be locked until students reach level 11. The system was designed 

this way to ensure that some features can act as incentives to enhance students’ 

performance and effort within the system (for more information about the iSTART-2 

design, please see Jackson & McNamara, 2013). However, for the current study, all 

features were unlocked and accessible to the students from the outset.  

STUDY 1 

Game-based learning environments frequently include elements designed to increase 

feelings of agency and to provide students with control over their learning trajectory. 
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Increasing students' agency generally has a positive effect on learning; however, the 

benefits accrued by students depend on their ability to successfully take control over their 

environment. Dynamical analyses provide the means to assess students’ choice patterns 

within learning environments and to capture fluid changes in fine-grained behavior 

patterns. These fine-grained measures potentially afford a deeper understanding of how 

students vary in their ability to exert agency over their environments and how those 

behavior patterns relate to learning outcomes. Study 1 uses three dynamical techniques 

(random walks, Euclidean distances, and Entropy scores) to visualize and quantify 

students’ choice patterns within the iSTART-2 interface. Using these methodologies, we 

investigate how variations in choice patterns emerge and ultimately impact students’ 

learning outcomes (i.e., self-explanation quality) within the context of iSTART-2. 

STUDY 1 METHOD 

Participants 
 
This study included 75 college students from a large university campus in Southwest 

United States. These students were, on average, 18.8 years of age (range: 18-24 years), 

with a mean reported grade level of college freshman. Of the 75 students, 57% were 

male, 56% were Caucasian, 23% were Asian, 5% were African-American, 11% were 

Hispanic, and 5% reported other nationalities.  

Procedure 

This study included one 3-hour session consisting of a pretest, strategy training (via 

iSTART-2), extended game-based practice within iSTART-2, and a posttest. At pretest, 

students were asked to answer a battery of questions that assessed their prior motivation 

and attitudes. During training, all students watched the iSTART training videos, which 
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instructed them on the application of self-explanation strategies. After students watched 

the training videos, they were transferred into the game-based practice menu embedded 

within iSTART-2. During their time within the game-based practice menu, students were 

free to interact with the system interface anyway they chose. Students spent 

approximately 2 hours within the game-based interface. After they finished game-based 

practice, all students were transitioned to the posttest, where they completed attitude 

questionnaires similar to those in the pretest.   

Measures 

Strategy Performance. During game-based practice, students’ generated self-

explanation quality was measured using an algorithm that combines both Latent Semantic 

Analysis (LSA; Landauer, McNamara, Dennis, & Kintsch, 2007) and word-based 

measures (Jackson, Guess, & McNamara, 2010; McNamara et al., 2007). Within 

iSTART-2, all self-explanations are scored on a scale from 0 to 3. Students are assigned a 

training self-explanation score by averaging the scores of all their generated self-

explanations.  

System Interaction Choices. In this study, students were free to interact within 

the iSTART-2 system. The game-based features fall into one of four types of game-based 

feature categories. Each type of game-based feature category represents a different 

functionality within the system interface. 

  

1. Generative practice games include game-based practice environments (i.e., Map 

Conquest, and Showdown) where students generate their own self-explanations. 

Within each of these practice games students receive feedback regarding their self-
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explanations. This provides each student the opportunity to apply and revise 

comprehension strategies to challenging texts. 

2. Identification mini-games include four game-based practice environments designed to 

reinforce learning strategies by asking the students to identify the self-explanation 

used to generate example self-explanations. These mini-games are designed to 

provide an alternative form of strategy practice (i.e., strategy recognition) to students. 

3. Personalizable features (i.e., avatar and background customization) provide students 

with the opportunity to customize the system interface. These elements were designed 

to afford students a feeling of personal investment during long-term practice. 

4. Achievement screens provide students with the opportunity to view their earned 

trophies, self-explanation scores, levels, and points within the system. These menus 

were embedded within the system to provide students with the opportunity to monitor 

their progress during strategy practice.  

 
Game Performance. In both the generative practice and identification mini-

games, students earn trophies based on their performance. Students can earn bronze, 

silver, and gold trophies throughout their time in iSTART-2 and can view these 

accomplishments on the achievement screen.  

Posttest Attitudes. At posttest, students were asked to answer three questions that 

assessed their confusion, feelings of control, and boredom while engaged within the 

system (see Table 1). These single-item measures have been used in previous studies to 

assess individuals’ motivation and enjoyment within adaptive systems (e.g., Jackson & 

McNamara, 2013; Snow, Jackson, et al., 2013).  
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The use of single-item versus multi-item measurements has been subject to much 

debate within the psychological literature (De Boer et al., 2004). Indeed, proponents of 

multi-item measures (i.e., 3 or more items designed to measure one construct) argue that 

the use of multidimensional scales improves the validity and reliability of the intended 

measurement (Nunnally & Bernstein, 1994; McIver & Carmines, 1981). However, the 

use of single-item measures has been shown to have practical advantages. For instance, 

Robins and colleagues (2001) argued that the use of single-item measures can help 

reduce the fatigue, frustration, and boredom that is typically associated with high 

redundancy in multi-item scales. This practicality has led to the wide spread use of 

single-item measures as a way to assess constructs such as, intelligence (Paulhus, Lysy, 

& Yik, 1998), agency (Metcalfe et al., 2013), and anxiety (Davey, Barratt, Butow, & 

Deeks, 2007).  

In the current study, all single-item measures were presented as forced choice 

survey scales ranging from 1 to 6 (1 = strongly disagree; 6 = strongly agree; see Table 1). 

Even-numbered scales remove the opportunity for students to adopt a middle, neutral 

stance (e.g., no opinion, I do not know, not applicable). That is, selecting 1 to 3 indicates 

some level of disagreement with the statement and selecting 4 to 6 indicates some level 

of agreement. The use of a neutral option within Likert-scales presents a variety of 

empirical issues (Moors, 2008). First, when middle or neutral options are explicitly 

offered, participants can be more likely to choose them (Bishop, 1987). Furthermore, it 

has been argued that interpretations of middle responses vary aside from true neutrality 

(e.g., the item is not applicable, or the respondent is unwilling to answer; Stone, 2004). 

This ambiguity has proven problematic for researchers attempting to establish construct 
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validity (Klopfer & Madden, 1980; Stone, 2004). One goal of the current work is begin to 

establish the validity of the relation between self-report measures of agency and actual 

observed behaviors within an adaptive learning environment. Thus, in this work, we 

employ a forced-choice design in an attempt to eliminate the ambiguity and validity 

concerns associated with a neutral option. 

 
Table 1. 
  
Posttest attitude measures 
 
Dependent 
Measure 

 Response Statement Response 
Scale 

Confusion “I was confused about what I should be doing”   1 - 6 

Control “I felt like I had no control over the system” 1 - 6 

Boredom “I felt bored in the system” 1 - 6 

1 (Strongly Disagree) to 6 (Strongly Agree) 
 
Data Processing 
 
During students’ time in the game-based practice menu, all choices (e.g., to play a mini-

game or update their avatars) were recorded. These data logs were then used to categorize 

each interaction as one of the four game-based feature category types (i.e., generative 

practice games, identification mini-games, personalizable features, and achievement 

screens).  

QUANTITATIVE METHOD 

 
Variations in students’ behavior patterns were assessed using three dynamical 

methodologies: random walks, Euclidean distances and Entropy analyses. These 

methodologies afford the opportunity to quantify variations in students’ choice patterns 

and examine how these different trajectories impacted students’ learning outcomes (i.e., 
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self-explanation quality) within the context of iSTART-2. A description and explanation 

of random walks, Euclidean distances, and Entropy analyses are described below. 

Random Walks 

Random walks generated a representation of each student’s unique interaction trajectory 

within iSTART-2. This mathematical tool provides a spatial representation of patterns 

within categorical data as they manifest across time (Benhamou & Bovet, 1989; Lobry, 

1996). Each student’s trajectory within the system was represented by first examining the 

sequential order of interactions with various game-based features. Each game-based 

feature category was assigned an orthogonal vector along an X, Y scatter plot (see Table 

2). The assignment of these vector locations is random and not associated with any 

qualitative value. Random walks have previously been used to trace students’ interaction 

patterns within the game-based system, iSTART-ME and within the writing tutor, 

Writing Pal (Allen, Snow, & McNamara, 2014; Snow, Allen, Jackson, & McNamara, 

2014; Snow, Jacovina, et al., 2014; Snow, Likens, et al., 2013). Each student’s random 

walk began at the origin (0,0). Then, using the system log data to examine the sequential 

order of students’ choices, the particle moves in a manner consistent with the vector 

assignment of the specified choice. The culmination of the movement of the particle 

results in a continual trajectory or “walk” that visually represents each student’s time 

within the iSTART-2 system.  
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Table 2.  
 
Vector assignments 
 
Game-Based Feature Vector Assignment 
Generative Practice Games  -1 on X-axis (move left) 
Identification Mini-Games +1 on Y-axis (move up) 
Personalizable Features +1 on X-Axis (move right) 
Achievement Screens  -1 on Y-axis (move down) 
 
 
 

 
Figure 4. Example random walk 

 
To illustrate what a random walk might look like for a student who made four 

choices within the iSTART-2 system, see Figure 4. For all students, the starting point of 

their walk is (0, 0); this is where the horizontal and vertical axes intersect. In this 

example, the first interaction the student chose was a generative practice game; so, the 

particle moves one unit to the left along the X-axis (see # 1 in Figure 4). The second 

interaction choice that the student made was to play a mini-game; thus, the particle 

moves one unit up along the Y-axis (see # 2 in Figure 4). The student’s third interaction 
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choice was with another practice game, which moves the particle one unit left along the 

X-axis (see # 3 in Figure 4). The student’s fourth interaction choice was with an 

achievement screen, which moves the particle one unit down along the Y-axis (see # 4 in 

Figure 4). Using these simple rules, a random walk was calculated for every student 

(n=75) who interacted with iSTART-2. 

 
 
 

 

Figures 5 & 6. Actual Random Walks from Study 1 

Figures 5 and 6 are students’ actual walks generated to represent their time spent 

within iSTART-2. The student represented in Figure 5 reveals a walk with an upward 

trajectory; we can then infer that this student interacted predominantly with the 

identification mini-games. Conversely, the student represented in Figure 6 demonstrated 

a rightward walk trajectory. Thus, we can infer that this student spent the majority of the 

time interacting with the personalizable features. Interestingly, both walks reveal that 

students interacted with a multitude of features, as evidenced by the fluctuations in the 
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figures. Overall the use of random walks provides researchers with a means to visualize 

trajectories and patterns of choices. 

Euclidian Distance  

As illustrated in Figure 5, random walks capture fluctuations in students’ choice patterns 

that may inform researchers on the degree to which a student is controlled or deliberate 

when approaching a learning task. To quantify these fluctuations, distance time series 

were calculated for each student by using a measure of Euclidean distance. For each 

student, Euclidian distance was measured from the origin (coordinates 0,0) to each step 

within his or her walk (see Equation 1). In the Euclidian distance equation, y and x 

represent the particle’s place on the y-axis and x-axis, respectively, and the i represents 

the ith step within each walk: 

Distance = (𝑦! − 𝑦!)! + (𝑥! − 𝑥!)!                             (1) 
 

A Euclidean distance was calculated for each step in a student’s walk, which 

provides a measure of how far the particle moved from the origin. When these distance 

steps are combined, they produce a distance time series. Distance time series reveal 

patterns of movement and potentially reveal systematic patterns in learning trajectories 

through coordinated “steps.”  

Entropy 

Random walks provide a visualization of students’ learning trajectories and Euclidian 

distances help quantify the movements depicted with these walks. In turn, Entropy 

analyses were conducted to quantify the degree to which these fluctuations are controlled 

or disordered. Entropy analysis is a statistical measure that has been used previously to 

measure random, controlled, and ordered processes (Fasolo, Hertwig, Huber, & Ludwig, 
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2009; Grossman, 1953; Shannon, 1951; Snow, Allen, Russell, et al., 2014; Snow, 

Jacovina, et al., 2014). In the current study, Shannon Entropy (Shannon, 1951) is used to 

gain a deeper understanding of how students’ choice patterns reflect controlled and 

ordered processes. To calculate Entropy, we used the distance time series produced from 

each student’s random walk (see Equation 2). Within the Entropy equation, P(xi) 

represents the probability of a given interaction.  For instance, the Entropy for student X 

is the inverse of the sum of products calculated by multiplying the probability of each 

distance by the natural log of the probability of that distance. This formula captures the 

amount of control and order presented within the distance time series generated within 

each student’s random walk.  

H(x)=- 𝑃(𝑥!) log!𝑃(𝑥!)
!

!!!

                                (2)  

  
In this study, when a student’s choice pattern produces a low Entropy score, it 

suggests that they demonstrated a highly organized pattern. Conversely, when a student’s 

choice pattern produces a high Entropy score, it suggests that the student demonstrated a 

disorganized choice pattern. The differences between controlled and disordered behaviors 

can be visualized using gait patterns. For example, in Figure 7, the footsteps illustrate a 

systematic and controlled gait. These steps are evenly spaced and ordered. Thus, each 

step in this pattern comprises a controlled and systematic series analogous to low 

Entropy. Conversely, Figure 8 reveals a random and disordered gait pattern where the 

steps are unevenly distributed and unpredictably jump around, illustrative of disorder and 

thus high Entropy. 
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Figure 7. Example of controlled pattern (i.e., low Entropy) 

 
Figure 8. Example of disordered pattern (i.e., high Entropy) 

 
Statistical Analyses 
 
To examine the influence of students’ behavior patterns within iSTART-2 on their daily 

performance and posttest attitudes, we conducted Pearson correlation and regression 

analyses using Entropy scores, average self-explanation quality during training, game 

performance, and posttest survey responses. In addition, a regression analysis was 

conducted to examine the degree to which students’ Entropy scores accounted for 

variance in their daily self-explanation quality. Finally, Pearson correlation analyses were 

conducted to examine the relation between students’ Entropy scores and their in-game 

performance (i.e., trophies won) and also the relation between students’ Entropy scores 

and posttest attitudes.  
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STUDY 1 RESULTS 

Entropy 

The current study examined the impact of variations in students’ behavior patterns on the 

in-system performance within iSTART-2. An Entropy analysis was calculated to quantify 

the fluctuations that manifest within each student’s random walk. In the current study, 

Entropy scores varied considerably, suggesting that students’ behavior patterns ranged 

from controlled to disordered (range=1.32 to 2.32, M=1.83, SD=0.24; skew =-.22; 

kurtosis = -1).  

Interaction Choices 

The relation between Entropy scores and students’ frequency of interaction choices was 

calculated by using Pearson correlations. Results from this analysis revealed no 

significant relations between students’ Entropy scores and the frequency of interactions 

with generative practice games (r=-.04, p=.73), identification mini-games (r=.17, p=.13), 

personalizable features (r=-.05, p=.66), or achievement screen views (r=-.11, p=.37). 

This suggests that controlled patterns of interactions were not related to any specific 

feature within iSTART-2.  

In-System Performance 

Self-Explanation Quality. To examine the effects of controlled interaction 

patterns on self-explanation quality, a regression analysis was conducted. In this analysis, 

we examined how Entropy was related to students’ average self-explanation quality score 

from their time within the iSTART-2 system. This analysis revealed a significant relation 

between students’ Entropy scores and their average self-explanation quality scores, F(1, 

74)=4.33, p=.041, R2=.06. These results indicate that students who engaged in more 
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controlled interaction patterns generated higher quality self-explanations relative to 

students who engaged in more disordered interaction patterns.  

In-Game Performance. Within iSTART-2, students also earned trophies based 

on their performance within the practice games. To examine the relation between 

students’ patterns of interactions and game-performance, Pearson correlations were 

conducted. Results from these analyses revealed a significant negative relation between 

Entropy scores and generative practice trophies (r=-.26, p=.02). This means that students 

with a higher Entropy score (indicative of disordered choice pattern) tended to earn fewer 

trophies within the system. Again, students who interacted in a more ordered and 

controlled way showed more success within the system.   

Posttest Attitudes 

To assess how Entropy related to students’ self-reported feelings of confusion, boredom 

and control, Pearson correlation analyses were conducted. Results from these analyses 

revealed no significant relation between students’ Entropy and their self-reported 

confusion (r=.03, p=.78) or their self-reported boredom (r=.07, p=.55). However, 

Entropy was significantly positively related to students’ feeling of lack of control (r=.26, 

p=.02). Thus, students’ who engaged in more controlled interaction patterns also reported 

higher feelings of control. Importantly, the lack of control was not related to other factors 

such as confusion or boredom.  

STUDY 1 DISCUSSION 

Enhanced feelings of agency have been found to increase students’ engagement and 

ultimately improve learning outcomes (Flowerday & Schraw, 2000). Learning 

environments attempt to leverage these findings by adding elements of control for 
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students. However, students vary in their ability to effectively control and regulate their 

behaviors when presented with opportunities to exert control (Zimmerman, 1990). Thus, 

some students may experience high levels of agency and thrive in an environment where 

they are presented with many choices, whereas others may struggle to effectively exert 

control over their behaviors and develop a plan of action (McNamara & Shapiro, 2005). 

Study 1 captured these fluctuations in students’ ability to control their behaviors through 

the use of dynamical methodologies.  

Entropy was explored as a means to provide a stealth assessment of students’ 

patterns of interactions within iSTART-2. The use of stealth assessments is important for 

researchers because they can obviate the need for intrusive and explicit questions (e.g., 

“How in control are you right now?”) which may disrupt students’ flow within game-

based systems and their subsequent ability to accurately report feelings of agency. In 

Study 1, we interpreted students with a low Entropy score as interacting with the system 

with purpose and control. Conversely, when students’ choice patterns produced a high 

Entropy score, they demonstrated a lack of purpose or control. Each student’s Entropy 

score reveals a trend across time, suggestive of the degree to which each student exerted 

agency within the iSTART-2 system. Our interpretation of the Entropy scores is further 

supported by students’ posttest self-reported feelings of control. Specifically, students 

who had a more disordered interaction pattern also reported feeling less in control. This 

relationship between Entropy and feelings of control begins to provide concurrent 

validity that Entropy may be one way to covertly assess students’ feeling of agency over 

their environment.  
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In addition to students’ attitudes, Entropy scores were also related to students’ 

performance within the iSTART-2 system. In particular, when students demonstrated a 

more controlled interaction pattern (i.e., low Entropy) within the system, they generated 

higher quality self-explanations and performed better in the practice games during 

training compared to students who exhibited a disordered interaction pattern (i.e., high 

Entropy). It is important to note that Entropy was not significantly related to any specific 

game-based feature. That is, students who tended to behave in more controlled manners 

did not engage with similar activities within the system interface. This suggests that that 

there are multiple ways to succeed within iSTART-2 and that the impact of students’ 

interactions on learning has less to do with what they choose, but how they choose to do 

it. Open interface game-based systems are designed to afford students opportunities to 

create their own learning trajectory by exploring different activities and features. The 

results of Study 1 suggest that to be successful within these interfaces, students need to 

take agency over their learning paths and make meaningful choices. These results are 

supported by previous work that reveals a positive relation between students’ ability to 

regulate and control their learning behaviors during a task and learning outcomes (Calvert 

et al., 2005). 

An alternative explanation for the results found in Study 1 is that controlled 

learning trajectories will enhance learning outcomes regardless of students’ agency in 

determining those trajectories. This explanation does not rely on students experiencing a 

sense of agency. According to this hypothesis, as long as students interact with the 

system in a controlled pattern, they should benefit regardless of their perceived level of 

agency. If, indeed, agency is of secondary importance, assigning students with a 



 

 

31 

predetermined interaction pattern should yield similar results. In Study 2, we tested this 

alternative hypothesis by removing students’ agency within the system and assigning 

them to previously generated interaction patterns. This alternative hypothesis would be 

supported if students who engage in controlled patterns still outperform students who 

engage in disordered patterns, despite the patterns being assigned rather than chosen. On 

the other hand, an agency-based hypothesis would be supported if performance 

differences do not emerge between students who engage in controlled and disordered 

interaction patterns.  

STUDY 2  

 
Study 1 examined how students’ self-selected interaction patterns influenced system 

performance and perceptions of control. Study 2 builds upon this work by examining 

whether the positive influence of controlled behavior patterns (i.e., based on Entropy 

scores) on target skill acquisition (i.e., self-explanation quality) persists when the ability 

to choose that pattern is removed. A main component of agency is students’ ability to 

take control over their learning path and set their own strategic plan (Zimmerman, 2008). 

This suggests that if agency contributed to the learning benefits observed in Study 1, 

those benefits should be attenuated when students have little control over their learning. 

Study 2 is designed to test that assumption by taking away students’ ability to experience 

agency and instead randomly assigning them a learning trajectory within iSTART-2. This 

manipulation will begin to tease apart the role of agency and specific interaction patterns 

on students’ learning in the system. 



 

 

32 

STUDY 2 METHOD 

Participants 

The current study included 70 college students from a large university campus in the 

Southwest United States. These students were, on average, 19.8 years of age (range: 18-

24 years), with a mean reported grade level of college freshman. Of the 70 students, 64% 

were male, 57% were Caucasian, 23% were Asian, 4% were African-American, 7% were 

Hispanic, and 9% reported other nationalities.  

Procedure 

The procedures for Study 2 were identical to the Study 1 procedures for pretest, strategy 

training, and posttest. The sole difference occurred when students were transitioned into 

the game-based practice portion of the experiment. In this section, instead of having free 

choice over their interaction trajectory, students in Study 2 were randomly assigned an 

interaction trajectory that was previously identified as controlled or disordered. Students 

received a list of actions that they were asked to complete sequentially. At the beginning 

of the practice section of the experiment, an experimenter gave a brief explanation of 

each of the four types of actions that appeared on the list. 

Design 

Study 2 included two conditions designed to examine the effect of interaction patterns 

(controlled or disordered) on target skill acquisition. A median split was conducted on the 

Entropy scores for participants in Study 1 to create two groups of interaction patterns 

(i.e., controlled interaction condition and disordered interaction condition). Interaction 

trajectories generated by students who participated in Study 1 were yoked to students in 

Study 2. Students were randomly assigned one of these previously generated interaction 
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patterns and were instructed to replicate the list of behaviors while they engaged within 

the iSTART-2 environment. 

Measures 

All of the measures for Study 2 were identical to the measures within Study 1.  

Data Processing 

All students in Study 2 were assigned an interaction trajectory within the iSTART-2 

system. Log data was used to validate that students followed their assigned interaction 

path. All students who participated in Study 2 demonstrated at least a 90% adherence 

rate. This reveals that most students followed their assigned interaction path with a high 

level of accuracy.  

Statistical Analyses 

To examine differences between controlled and disordered students’ in-system 

performance and posttest attitudes, we conducted ANOVA and Bayesian factor analyses 

using average self-explanation quality during training, game performance (i.e., trophies 

won), and posttest survey responses including the between-subjects factor of assigned 

interaction pattern (i.e., controlled or disordered). In addition, separate one-way between 

subjects ANOVAs were conducted on students’ self-explanation quality during training 

and total trophies won to assess the extent to which the pre-assigned controlled or 

disordered patterns influenced performance within iSTART-2. Bayes factor analyses 

were conducted for each of these one-way ANOVAs to assess the probability of a null 

hypothesis being accurate over an alternative hypothesis. Additionally, three separate 

one-way ANOVAs were conducted on students’ posttest survey responses to examine 

students’ attitudes regarding the system as a function of whether their assigned 
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interaction pattern was controlled or disordered. Finally, to compare self-explanation 

quality between students in Study 1 and Study 2, a two-way ANOVA was conducted 

using average self-explanation quality and Entropy scores. 

STUDY 2 RESULTS 

Results from Study 1 revealed that students who engaged in a more controlled pattern of 

interaction performed better within iSTART-2. To investigate whether these results were 

related to students’ ability to take agency over their learning path, we manipulated 

students’ interaction paths in Study 2. Specifically, all students were assigned a 

previously generated interaction path from the students in Study 1. A median split was 

calculated on these paths to distinguish between controlled (M=1.55, SD=.29) and 

disordered interaction patterns (M=2.10, SD=.10). Using this median split, we examined 

differences in system performance between students assigned controlled and disordered 

interaction patterns. 

In-System Performance 

Self-Explanation Quality. Results from Study 1 revealed that when students 

displayed more controlled interaction patterns, they also generated higher quality self-

explanations. In Study 2, we calculated a one-way ANOVA to examine if this trend was 

similar when students were assigned an interaction pattern. Results from this analysis 

revealed no significant difference between the self-explanation scores for students in the 

controlled and disordered interaction pattern groups, F(1,69)=0.11, p=.74.  

This finding supports the null hypothesis. However, traditional statistics are not 

designed to support the null; thus these results may be overestimated. To test the 

probability of the extent to which the data supports this null hypothesis over an 
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alternative hypothesis, a two-sample Bayesian t-test analysis was calculated. Bayesian 

factor analyses are designed to specifically test how probable the support of a null 

hypothesis is given the t-value and sample size of the test group. This Bayesian factor 

analysis was conducted using the web-based platform developed by Rouder and 

colleagues (2009). For this analysis, the sample sizes of the both conditions (controlled 

interaction pattern group, n=35, and disordered interaction pattern group, n=35), along 

with the t-value of the above analysis (t=.33), were used to produce a JZS (Jeffreys - 

Zellner - Siow) Bayes factor (Rouder et al., 2009) of 5.26. This JLZ Bayes factor 

suggests that there is substantial evidence to support the null hypothesis (i.e., five times 

more likely) over the alternative. 

Game-Performance. A similar one-way ANOVA analysis was conducted to 

examine whether there was a difference in total trophies won between the two interaction 

pattern groups. Findings from these analyses revealed that there were no significant 

differences in total trophies won between the controlled and disordered interaction 

pattern groups, F(1,69)=2.25, p=.12. This result suggests that when students were 

assigned to a controlled interaction pattern, they did not perform more successfully than 

students assigned to a disordered interaction pattern.  

To examine the extent to which the data supports this null hypothesis over the 

alternative hypothesis, two-sample Bayesian t-test analysis was calculated. Again, sample 

sizes from both conditions were used (controlled interaction group, n=35, and disordered 

interaction group, n=35) along with the t-value from the above analysis (t=.35). This 

analysis revealed a JZS Bayes factor of 5.21. This JZS Bayes factor suggests that there is 
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substantial evidence to support this null hypothesis (i.e., five times more likely) 

compared to the alterative hypothesis.  

Posttest Attitudes 

Three one-way ANOVAs were calculated to examine differences between the controlled 

and disordered groups of students’ self-reported confusion, boredom, and lack of control. 

Results from this analysis show a significant difference in students’ self-reported 

confusion at posttest, F(1,69)=9.63, p=.003. Students who were assigned to controlled 

interaction patterns reported significantly higher amounts of confusion about what they 

were doing (M=3.37, SD=1.14) compared to students who were assigned disordered 

interaction patterns (M=2.49, SD=1.25). However, there was no significant difference in 

self-reported feeling of lack of control between the two interaction pattern groups, 

F(1,69)=2.72, p=.11, or self-reported boredom, F(1, 69)=.73, p=.39.   

Self-Explanation Comparison for Study 1 and 2 

To examine how the influence of interaction patterns on self-explanation quality was 

influenced by students’ agency, a 2 x 2 ANOVA was conducted including the between-

subjects factors of study (Study 1 vs. Study 2) and interaction pattern (controlled vs. 

disordered). This analysis revealed a marginally significant main effect of study on self-

explanation quality, F(3,136)=3.45, p=.065, with students in Study 1 generating higher 

quality self-explanations (M=1.67, SD=.54) than students in Study 2 (M=1.52, SD=.45). 

There effect of interaction pattern (controlled vs. disordered) was not significant, 

F(3,136)=2.83, p=.95. However, there was a significant interaction between study and 

interaction pattern, F(3,136)=4.46, p=.036. Students generated higher quality self-

explanations when they self-selected to use a controlled interaction pattern (M=1.83, 
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SD=.57) compared to those who self-selected a disordered interaction pattern (M=1.52, 

SD=.46) or were assigned to either controlled (M=1.51, SD=.46) or disordered interaction 

patterns (M=1.53, SD=.44; see Figure 9). This finding suggests that the degree of control 

in students’ interaction patterns had a greater impact on performance, with the potential 

to enhance performance, when students were free to make their own choices within the 

system.  

 

Figure 9. Self-Explanation Scores across Studies 1 and 2  

STUDY 2 DISCUSSION 

Students who exhibit high levels of agency are said to be engaging in a form of strategic 

planning (Zimmerman & Schunk, 2001). These students approach a learning task with a 

goal and subsequently set a plan of action to accomplish this goal. Study 2 was designed 

to test the impact of agency on learning outcomes in a game-based system. Within 

iSTART-2, students are afforded high levels of agency and the results from Study 1 

revealed that students approached the system in various ways. Some students acted in a 
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controlled manner (i.e., low Entropy) whereas others acted in a more disordered fashion 

(i.e., high Entropy). Results showed that when students took agency over their learning 

path and interacted in a controlled manner within the system, they generated higher 

quality self-explanations and performed better within the games. Study 2 was designed to 

tease apart the impact of students’ agency and the level of control in their interaction 

patterns. In particular, we aimed to determine whether the relation of controlled 

interaction patterns to learning outcomes held when students’ agency was removed. 

The findings presented here indicate that when students’ agency was limited (i.e., 

they were assigned an interaction pattern), the performance differences between students 

who engaged in controlled and disorder patterns disappeared. This indicates that students’ 

ability to exert agency and choose their own learning path was related to target 

performance. Interestingly, in Study 2, students assigned to the controlled condition 

reported higher levels of confusion than those assigned to the disordered condition. Thus, 

when agency is inhibited, a controlled pattern may seem redundant and the purpose of 

such a pattern may be obscured from the student.  

This assumption is further supported by the between-experiment analysis on self-

explanation quality. This analysis revealed a significant interaction between study (Study 

1 vs. Study 2) and interaction pattern (controlled vs. disordered). Specifically, students 

who engaged in a controlled interaction pattern based on their own choices generated 

higher quality self-explanations than all other students. This suggests that a controlled 

pattern only mattered when the student set their own plan and self-selected that 

interaction path within the system. Thus, assigning students a statistically controlled path 

without any context may seem just as disorganized to the student as a statically 
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disorganized path or a self-selected random path. Combined, results from Studies 1 and 2 

support our hypothesis that agency is an important component of students’ success within 

adaptive environments.  

CONCLUSION 

Log data from game-based systems have the strong potential to provide researchers with 

an opportunity to covertly assess students’ ability to exert agency over a learning task 

(Sabourin et al., 2012; Snow, Allen, Russell, et al., 2014; Snow, Likens, et al., 2013). 

These systems often allow students to exhibit various levels of control, which influences 

the interaction patterns that manifest while they interact within the system. This study 

explored the use of three dynamical methodologies as potential forms of stealth 

assessment for how students exerted agency within the game-based environment, 

iSTART-2. Additionally, we examined the impact of these individual interactions on 

students’ students’ attitudes and performance. These analyses approach agency in a novel 

way by examining nuances in students' log data to capture tendencies in their choice 

selections and behaviors across time. These methodologies may prove useful for the 

improvement of student models that rely on understanding the relation between students’ 

abilities and performance. Indeed, the tracking and modeling of behavioral trends and 

patterns over time is critical to our understanding of the various ways in which students 

exert agency over their environment.  

Students vary in their ability to exert agency during learning tasks (Zimmerman, 

1990). Results from the current study build upon this work by revealing that students who 

chose to engage in controlled interaction patterns generated higher quality self-

explanations than students who did not. These findings suggest that agency is a key 
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component of success within a game-based system. Thus, researchers and system 

designers might strive to find the “sweet spot” of how many choices to include within 

game-based environments, such that it maximizes the number of students who will 

experience high levels of agency and minimize the number of students who are 

overwhelmed and thus respond with disordered choices.  

This study builds upon previous work examining how tracing and classifying 

students’ interactions within adaptive systems can provide information about their ability 

to regulate and control behaviors (Hadwin et al., 2007; Snow, Jacovina, et al., 2014). The 

analyses presented here are intended to provide further evidence that dynamical 

methodologies are valuable tools that can shed light upon various behavioral trends that 

may manifest within students’ log data. Of course this study is not the end of the story. 

Future confirmatory studies are needed to further demonstrate the relation between 

traditional measures of control and regulation (i.e., self-reports) and these statistical 

techniques. Such work will potentially establish the respective utility of dynamical and 

traditional measures of learning behaviors (and the subsequent intent behind those 

behaviors). In Study 1, we found a significant relation between disordered interaction 

patterns and students’ feelings of lack of control. These results begin to establish the link 

between agency and controlled interaction patterns. However, one potential weakness 

that merits further investigation is the use of single-item self-report scales to assess 

constructs such as control, confusion, and boredom. While previous work has shown that 

single-item measures can be reliable and potentially increase validity (e.g., Stone, 2004), 

the affective constructs presented here may indeed be multidimensional and therefore 

single-item responses may not provide a holistic view of these constructs. Examining 
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relations between multidimensional self-reports and online choice patterns may further 

illuminate our understanding of these constructs. Such an approach may afford a more in-

depth understanding of how feelings of agency and subsequent behavior patterns emerge 

overtime.  

The ultimate purpose of using dynamical measures is to capture students’ 

behavioral trends they emerge in real time and relate those trends to learning outcomes. 

Thus, the true measure of the applicability of these measures lies within researchers’ 

ability to implement them in real-time as a means to inform student models. For instance, 

one critical research question for system developers is how to develop optimal learning 

trajectories for each individual student. Through the use of visualization and dynamical 

techniques, systems may be able to recognize non-optimal patterns and steer students 

toward more effective behaviors. For instance, if students are engaging in disordered 

behavior patterns, these techniques may be useful in augmenting adaptive environments 

through the recognition of non-optimal patterns and subsequently prompting students 

toward a more controlled behavior trajectory. 

In conclusion, students’ ability to exert agency over a learning task and act in a 

decisive manner has been shown to be a critical skill for academic success (Bandura, 

1989; Hadwin et al., 2007). The current study builds upon this work by revealing that 

agency is a key component of success within game-based systems. The analyses 

presented here are among the first attempts to covertly examine how variations in 

students’ interaction patterns (both self-selected and assigned) influence target skill 

performance. Game-based systems frequently incorporate multiple instructional choices 

and learning trajectories that afford students the potential for high levels of agency. We 
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expect that the findings presented here will help shed light upon the impact that interface 

design can have on students’ performance. Overall, these findings support the notion that 

in order to be successful within game-based systems students need to take agency over 

their learning paths and make meaningful choices. 
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CHAPTER 2 

“Promoting Metacognition within a Game-Based Strategy Tutor” 

Manuscript submitted to the Journal of Computers and Education 

Every day, people are exposed to a vast amount of information concerning their 

surrounding environment from television, radio, Internet, and social media outlets. In 

order to sift through this overwhelming amount of information, people often reflect upon 

their understanding of the context in which they encounter this information and their 

prior knowledge of the subject matter. People’s ability to reflect upon what they do and 

do not know is often referred to as metacognition (Flavell, 1979). 

Broadly, the term metacognition refers to the process of thinking about one’s own 

cognition (Hacker, Dunlosky, & Graesser, 1998). Specifically, this higher-level process 

relies on two primary sub-components: the knowledge and regulation of cognition 

(Brown, 1978; Flavell, 1979; Schraw & Moshman, 1995). Metacognitive knowledge 

refers to the information that people know about their cognition and cognitive processes, 

including knowledge about skills and the task criteria, as well as knowledge about the 

specific strategies that are most effective in different learning situations. Regulating one’s 

own cognition, on the other hand, typically involves planning, monitoring, and evaluation 

processes (Brown & DeLoache, 1978; Schraw & Moshman, 1995; Veenman & Spaans, 

2005). Thus, in order to successfully regulate behavior, individuals must be able to set 

goals and select appropriate strategies for the learning task, test their own skills, and re-

evaluate their goals and strategies based on their performance.  

The development of strong metacognitive skills is crucial for success on a number 

of academic tasks (Pintrich, 2000; Wang, Haertel, & Walberg, 1990). In order to be 
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successful and autonomous learners, students need to be able to detect when they have 

succeeded or failed on a learning task, as well as be able to revise their own learning 

processes accordingly. Importantly, metacognitive processes aid students in the creation 

of new knowledge about the learning task, as monitoring and evaluative processes can 

lead them to notice critical deficits in their knowledge (Benjamin, 2003; Pintrich, 2002). 

Indeed, one of the critical aspects of enacting successful metacognition (i.e., 

metacognition that leads to learning) relates to the process of accurately assessing one’s 

own performance on a particular task (Andrade & Du, 2007; Falchikov & Boud, 1989). 

However, like many regulatory skills, students often struggle to accurately assess their 

own knowledge and appropriately control their cognitive activities (Pintrich, 2000; 

Varner, Roscoe, & McNamara, 2013; Zimmerman, 2008; Zimmerman & Schunk, 2001).  

This discrepancy has led researchers to attempt to identify effective techniques 

that stimulate and support metacognitive processes during learning tasks. Specifically, 

within adaptive learning environments, researchers have developed features that provide 

both direct and indirect forms of metacognitive support (Graesser & McNamara, 2010). 

Direct support features provide instruction and feedback about successful metacognitive 

strategies and skills. System features that provide direct support will often present 

examples of how the strategies can be implemented and explicitly prompt students to 

apply these strategies during their studies. For example, MetaTutor is one system that 

provides students with direct support for metacognition (Azevedo, Johnson, Chauncey, & 

Burkett, 2011). In MetaTutor, students receive instruction on self-regulated learning 

processes from animated agents, and they engage in activities that require deep 

understanding of these processes. Students who engage in these activities prior to 
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completing a learning task are more likely to show evidence of metacognitive processes 

such as monitoring (Azevedo et al., 2009). Another example of direct support for 

metacognition can be found in the Help Tutor (Roll, Aleven, McLaren, & Koedinger, 

2011). This system does not provide instructional lessons in metacognition, but provides 

feedback messages that explicitly encourage helpful metacognitive behaviors. In one 

study, the Help Tutor was integrated into a geometry tutor to provide students with 

feedback on their help-seeking behavior (Roll, Aleven, McLaren, & Koedinger, 2011). 

For example, if a student rapidly requested hints until receiving a bottom-out hint, the 

system would provide a message that encouraged the students to proceed through the 

problem more slowly and to read each hint carefully. These feedback messages thus acted 

as direct support for positive metacognition. Students who received these messages 

exhibited improved help-seeking behaviors compared to students in a control condition 

who did not see this metacognitive feedback. 

Indirect support features involve scaffolds, prompts, and feedback that encourage 

learners to monitor their understanding and engage in planning and control processes 

when necessary, but without providing extensive training on metacognitive strategies. 

Indirect support features are hypothesized to be particularly helpful for students who 

already have sufficient metacognitive skills but who may not engage them spontaneously 

(Bannert, Hildenbrand, & Mengelkamp, 2009). Indirect support features can come in 

many forms; with a broad definition, any system that provides feedback might be 

considered to be encouraging metacognition. That is, feedback can prompt students to 

reevaluate the accuracy of their knowledge or spur unsuccessful students to use a new 

strategy. However, to avoid such a broad definition of indirect support, we focus on 
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features that are particularly well suited for supporting metacognition, though indirectly. 

For example, AutoTutor engages students in a dialogue in which an agent indirectly 

promotes metacognition through hints, prompts, feedback, and comprehension questions 

(Graesser & McNamara, 2010). This exchange between the agent and the learner results 

in deeper comprehension of course content (Nye, Graesser, & Hu, 2014). Although 

AutoTutor delivers more than metacognitive feedback, its design is informed by theories 

of metacognition and is therefore mindful of the importance that metacognition has for 

successful learning. Another example of indirect support for metacognition comes from 

research conducted to support the development of the MetaHistoReasoning Tool (Poitras, 

Lajoie, & Hong, 2012). Poitras and colleagues created a learning environment in which 

students read historical texts and were prompted to answer questions that required them 

to generate inferences to explain gaps in the text. The goal of these elaborative 

interrogations was to encourage students to recognize coherence breaks in the text and 

subsequently fill them in by elaborating. Thus, students who had lapsed in their 

monitoring while reading would still have an opportunity to overcome the knowledge 

gap. Students using this tool outperformed students in a control condition on a recall task, 

and showed more evidence of comprehension monitoring.  

Systems, of course, are not limited to either direct or indirect support. Both 

MetaTutor (Azevedo, 2005) and ANDES (Roll, Aleven, McLaren, & Koedinger, 2011), 

for example, provide both direct and indirect support. However, balancing the 

combination of direct and indirect metacognitive support features remains an important 

research topic. Currently, researchers are striving to promote metacognition without 

overburdening the learner with too many simultaneous tasks or feedback messages. In 
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that vein, the current paper builds upon previous work by presenting a series of 

experiments that test a new feedback and remediation feature designed to provide 

additional indirect metacognitive support within the Interactive Strategy Training for 

Active Reading and Thinking Tutor (iSTART-2; Snow, Allen, Jacovina, & McNamara, 

2015). The goal of the work presented here is to test the utility of adding an additional 

metacognitive support feature to a system that has previously been shown to improve 

metacognitive knowledge through direct metacognitive strategy instruction (Jackson & 

McNamara, 2013).  

iSTART-2 
The Interactive Strategy Training for Active Reading and Thinking-2 (iSTART-2) is a 

game-based intelligent tutoring system (ITS) designed to provide high school students 

with instruction on reading comprehension strategies, specifically focusing on science 

texts (Jackson & McNamara, 2013; Snow, Allen, Jacovina, & McNamara, 2015; Snow, 

Jackson, & McNamara, 2014). These strategies are presented during the training phase of 

iSTART-2 through a series of lesson videos presented by a pedagogical agent. 

Specifically, iSTART-2 teaches five self-explanation reading strategies (comprehension 

monitoring, paraphrasing, prediction, elaboration, and bridging). For example, in the 

comprehension monitoring lesson, students are encouraged to monitor their 

understanding and self-explain about what does and does not make sense in the text. 

Similarly, in the elaboration lesson, students learn to self-explain using their prior 

knowledge to expand on information that is in the text. In each video, the pedagogical 

agent models the use of the strategy through examples. Modeling in this way can help 

students who are beginning to internalize new strategies, and can eventually lead to 
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successful self-regulation in which the strategies are used adaptively (Schunk & 

Zimmerman, 2007). During the practice phase of iSTART-2, students are able to access a 

suite of practice games, customize the appearance of the interface, and monitor their 

recent performance through achievement screens (see Figure 1 for screenshots). In the 

full version of the system, students can engage in practice within the context of both 

identification games (i.e., identify a modeled strategy) and generative games (i.e., type 

their own self-explanation). The current study targeted aspects of the generative games 

(i.e., Map Conquest, Show Down, and Coached Practice); therefore, those environments 

will be the focus for the remainder of the article. 

 
Figures. 1 & 2. The game-based practice interface in iSTART-2 and a screen shot of 

the Map Conquest game. 

During the generative games, students read a text and type self-explanations for a 

number of target sentences. In addition to this practice task, each of these tasks includes 

certain game elements, such as points or competition. In Map Conquest, for example, 

students earn a number of flags, based on their self-explanation quality, and these flags 

can be used to capture enemy territories (see Figure 2). Within all of these games, the 

quality of students’ self-explanations is scored using a linguistic algorithm (scores range 

from 0 to 3). This scoring algorithm uses a combination of Latent Semantic Analysis 
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(LSA; Landauer, McNamara, Dennis, & Kintsch, 2007) and word-based measures. A 

higher score indicates that a student’s self-explanation includes information from 

previous parts of the text and/or outside information that is related to text content. A 

lower score indicates that a student has not written enough, information was simply 

repeated or paraphrased, or that irrelevant information was included. The scoring is thus 

intended to capture the degree to which students integrate new text information with 

previous information and their prior knowledge of the text topic. Previous work has 

shown that the algorithm performance is comparable to human raters (McNamara, 

Boonthum, Levinstein, & Millis, 2007).  

CURRENT STUDY  
Indirectly Promoting Metacognition within iSTART-2 

The lesson videos in iSTART-2 act as direct support for metacognition by encouraging 

students to be aware of their understanding and by providing explicit strategies that can 

guide cognitive activities during reading. Once students have completed the lesson 

videos, however, they are provided with little additional explicit support for these 

metacognitive skills within game-based practice. For instance, in Map Conquest and 

Showdown, students receive scores on self-explanation quality, but do not receive 

explicit feedback indicating that they are performing sub-optimally, nor are they 

prescribed specific strategies or different system activities that can help them to 

overcome their struggles. One exception is Coached Practice, in which students receive 

scores and are also asked to indicate which strategy they used while writing their self-

explanation, potentially prompting additional feedback from the pedagogical agent. For 

example, if a student receives a low score on a self-explanation and indicates that only 
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the monitoring strategy was used, the pedagogical agent might suggest that this student 

also attempt to relate the target sentence to other ideas from the text. In this way, students 

are guided to use strategies that allow them to better control their cognitive activities; 

thus, rather than simply monitoring their understanding, students are encouraged to 

bolster that understanding by using various comprehension strategies.  

 
Figure. 3. Screen shot of the pop-up message that appears after students fail to score an 

average of 2.0 on their self-explanations. The message explains that the student will be 

transferred to Coached Practice. 

In this paper, we present a series of experiments that test a new system feature 

designed to indirectly enhance metacognition during the game-based practice portion of 

iSTART-2. This feature explicitly informs students when their performance within Map 

Conquest and Showdown is low (promoting metacognition) and subsequently transitions 

them to a remedial Coached Practice environment, where they can receive direct strategy 

instruction. This performance threshold feature is embedded within the practice games of 

iSTART-2 (Map Conquest and Showdown) and calculates students’ average self-
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explanation score after each game play. This score is then compared to an experimenter-

set threshold, and if this threshold is not met, students are presented with a pop-up 

message (see Figure 3). The message alerts students that they scored below the threshold 

(or task standard) and that they will be transitioned to Coached Practice where they 

receive feedback on how to improve their performance. After closing the pop-up 

message, students are automatically sent to Coached Practice (see Figure 4). This 

performance threshold feature is designed to provide indirect support for metacognitive 

monitoring of reading comprehension by presenting students with information on their 

performance. Specifically, this feature alerts students to their self-explanation score and 

provides them with a "standard" to which they can compare and attempt to achieve. This 

comparison is designed to promote self-reflection on how the student’s score aligns with 

the desirable score specified by the system. It is hypothesized that when students are 

alerted to the misalignment between their self-explanation performance and the systems’ 

desired score (i.e., the experimenter set threshold), they will be more likely to reflect on 

and consider how they can improve their performance within the system.  
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Figure. 4. Coached Practice, the generative activity to which students were transferred 

after scoring below a 2.0 average during a practice game. 

One important aspect of the performance threshold feature is the particular score 

threshold that is set by the experimenter. If this threshold is not met, students receive a 

message and are then transitioned to Coached Practice. In the first two studies, we set this 

self-explanation score threshold to 2.0 (the iSTART algorithm ranges from 0 to 3). When 

students’ self-explanations score above the threshold, it is indicative that they are likely 

integrating prior knowledge into their responses (Jackson & McNamara, 2011). Previous 

research has shown that students’ use of prior knowledge is critical for their ability to 

generate and comprehend texts (McNamara & Kintsch, 1996), making the 2.0 threshold 

an appropriate gauge of success.  
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STUDY 1  

iSTART-2 provides students with direct instruction on metacognitive strategies during 

the lesson videos. However, within the practice games (Showdown and Map Conquest), 

there is little to no indirect support for metacognitive strategies or awareness. Thus, a 

performance threshold feature was created within these games to alert students when their 

performance is low and then transition them to Coached Practice where they receive 

feedback on the quality of their self-explanation strategies. Although it is hypothesized 

that this indirect feedback would benefit students, not all individuals share the same prior 

knowledge. Therefore it is important to examine how this new feature may impact certain 

groups of students. Thus, using the new performance threshold feature, we attempted to 

answer three research questions: 

1) Does the performance threshold feature (embedded within iSTART-2) accurately 

use the online data from students’ game plays to present messages and transition 

students to appropriate practice activities?  

2) How does the transition functionality impact students’ self-explanation quality?    

3) Do the effects of the performance threshold feature vary as a function of students’ 

prior domain knowledge?  

STUDY 1 METHOD 

Participants 

The current work took place on a large university campus in the Southwest United States 

and included 28 college students who participated for course credit. Students were, on  
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average, 19.6 years of age (range 18 to 24), 50% were male, 41% were Caucasian, 41% 

were Asian, 6% were Hispanic, and 12% reported other ethnicities.  

Procedure 

Study 1 was a 3-hour single-session laboratory study, which consisted of a pretest, 

strategy training, game-based practice within iSTART-2, and a posttest. During pretest, 

students answered a battery of questions that assessed their prior science knowledge and 

motivation toward the learning task. After completing the pretest, students watched the 

iSTART lesson videos and completed one round of Coached Practice where they were 

provided with formative feedback on their generated self-explanations. After students 

completed Coached Practice, they were transferred into the game-based practice menu 

within iSTART-2. During game-based practice, which included Map Conquest and 

Showdown (but not Coached Practice), students were free to interact within the system 

for approximately 1 hour. During this time, their average self-explanation score was 

calculated for each game and if this average was below a 2.0, they received a message 

from the system (see Figure 3) and were transitioned to the remedial Coached Practice 

environment. In this study, students could choose to close out of the remedial Coached 

Practice environment without completing it. Thus, the message and performance 

threshold feature served as a recommendation that students engage with the remedial 

Coached Practice environment. Finally, after students completed the game-based practice 

portion of the experiment, they were transferred to the posttest, where they completed 

measures similar to the pretest.  
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Measures 

Prior Science Knowledge. Students’ prior science knowledge was assessed using 

a 9-item, four alternative multiple-choice test addressing knowledge of areas such as 

biology (e.g., "Which of the following tissues produces voluntary body movements?"), 

and chemistry (e.g., "Which of these has a positive charge and is found in the nucleus of 

an atom?"). These questions were designed to assess students’ general science knowledge 

and are modified from a previously validated prior knowledge measure (Cronbach’s 

alpha α = .74; O’Reilly, Best, & McNamara, 2004).  

In-Game Strategy Performance. Students’ generated self-explanation quality 

was assessed while they engaged within the generative practice environments. The 

previously described iSTART algorithm scored each self-explanation on a scale that 

ranges from 0 to 3. Thus, students received an average self-explanation score for each 

generative practice activity (i.e., Showdown, Map Conquest, and Coached Practice) that 

they completed. 

STUDY 1 RESULTS 

Games Played 

Students were free to interact with the game-based interface for approximately 1 hour. 

During this time, they could choose to play either Showdown or Map Conquest as many 

times as they wanted and in whatever order they wanted. On average, students completed 

3.96 total game plays (range = 2 to 9, SD = 1.86), with Map Conquest being played an 

average of 2.1 times (range = 1 to 6, SD = 1.35) and Showdown being played an average 
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of 1.8 times (range = 1 to 5, SD =1.10). Although Map Conquest was chosen at a higher 

rate than Showdown, this difference was not significant (t(27) = -1.06, p = .30).  

Transitions 

A preliminary analysis was conducted to verify the functionality of the performance 

threshold feature. To conduct this real-time functionality check, a researcher used the 

system log data to document each time that a student should have been transitioned 

(anytime that they received an average self-explanation score below 2.0). This 

“researcher log” was then compared to the performance threshold feature logs. Overall, 

there was a 100% accuracy rate between the researcher and performance threshold 

feature logs (kappa of 1.0). This system check ensured that the performance threshold 

feature functioned correctly within the iSTART-2 system for this study.  

Of the 28 students included in this study, 22 were transitioned at least once (M = 

1.64, SD = 1.50). Thus, in at least one game, 22 of the 28 students had an average self-

explanation score below 2.0 (M = 0.93, SD = 0.70). Although students were transitioned 

an average of 1.6 times, it is important to note that they were not forced to complete the 

remedial assignment (i.e., Coached Practice). Instead, students could choose to close out 

of this window and return to the game-based practice menu. In total, the 22 students were 

transitioned to the remedial Coached Practice 35 times, however, 76% of the time, the 

students chose to close out of the practice early and return to the game-based menu. 

In-System Performance 

A repeated- measures ANOVA was conducted to examine the effects of the performance 

threshold feature on self-explanation quality. This analysis examined how students’ self-
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explanation scores changed between the game in which they scored below a 2.0 and the 

game directly after the transition. This analysis did not take into account whether students 

completed the remedial Coached Practice activity or their performance within Coached 

Practice, instead focusing on the self-explanation scores in the game following the 

remedial activity.  

Of the 22 who were transitioned at least once, 16 completed a game following the 

transition and were included in this analysis. Students’ average self-explanation scores 

prior to being transitioned were 0.96 (SD = 0.70). Conversely, students' average scores in 

the game following remedial Coached Practice was 1.99 (SD = 0.69), demonstrating a 

significant increase in self explanation scores (F(1, 15) = 17.15, p< .001). Although this 

analysis has a small sample size (n = 16), it achieves a high effect size (partial η2 = .533) 

and a high-observed power of 0.97. 

A follow-up repeated measures ANOVA was conducted using self-explanation 

quality for the games (prior to the transition and directly after the transition) as the 

within- subjects variable and students’ choice to close out of the remedial function as a 

between- subjects variable (close out n = 8; complete n = 8). This analysis was designed 

to examine how students’ choice to engage with the remedial function influenced any 

performance gains in self-explanation quality. Students who closed out of the remedial 

function on averaged scored a 1.96 (SD = .72) on their subsequent self-explanation, 

whereas students who completed the remedial coached practice scored an average 2.01 

(SD = .67) on their subsequent self-explanation. This analysis revealed no significant 

effect of students’ choice to close out on the average increase in self-explanation quality 

directly following the transition (F(1,14) = .746, p = .402, partial η2 = .051). Thus, the 
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change in students’ self-explanation scores directly after the transition did not depend on 

the completion of the remedial activity.  

 

 
 
Figure 5. Transition gain scores per student. Red lines represent low prior knowledge 

students and blue lines represent high prior knowledge students.  

 
Prior Knowledge. Finally, we examined how students’ prior science knowledge 

related to transition gain scores. We define transition gain scores as the average self-

explanation score a student received in games immediately following transitions minus 

the average self-explanation game score received immediately prior to the transitions. 

Using a correlation analysis, we found no significant relation between students’ transition 

gain scores and their prior knowledge (r = -.23, p = .386). Thus, gains in students’ self-

explanation quality were not related to their prior domain knowledge in science. Figure 5 

provides a visual representation of these gains as a function of prior knowledge. Red lines 

represent the low prior knowledge students (MPK score = 39%, SD = 13%), and the blue 

lines represent the high prior knowledge students (MPK score = 78%, SD = 11%), based on 
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a median split. Of the 16 students included in this analysis, 13 students (7 high 

knowledge and 9 low knowledge) showed improvements in the quality of their self-

explanation scores after the transition. 

STUDY 1 DISCUSSION 

Study 1 examined how the transition function influenced strategy performance. Although 

Study 1 revealed that students showed gains in their self-explanation scores immediately 

following the remedial activity, students often chose not to complete that remedial 

activity and instead return to the game-based menu. Thus, participants’ increase in self-

explanation quality may be related to metacognition promoted by the pop-up message 

and not the direct instruction that they received in the remedial Coached Practice 

environment. Interestingly, the gains in self-explanation competency did not vary as a 

function of prior knowledge. That is, both high and low knowledge students benefited 

from the performance threshold feature. While Study 1 results were overwhelming 

positive, this work was still conducted on a very small sample size and thus in Study 2, 

we attempted to replicate the results found in Study 1. In Study 2, we also examined how 

removing students' option to close out of the remedial activity impacted learning gains. 

Thus, when a student was transitioned to Coached Practice because of poor performance, 

they were forced to complete remedial practice before being allowed to go back to the 

game-based menu. This manipulation affords us the opportunity to examine whether 

forcing students to complete the remedial activity (and thus taking away some level of 

agency) will produce similar learning gains to those found in Study 1.  
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STUDY 2  

METHOD 

Participants 

Study 2 included 28 college students from a large university campus in the Southwest 

United States. These students were, on average, 19.4 years of age (range 18 to 25). Of the 

28 students, 49% were male, 39% were Caucasian, 39% were Asian, 2% were African-

American, 10% were Hispanic, and 10% reported other ethnicities. 

Procedure 

Similar to Study 1, Study 2 included a single 3-hour session consisting of a pretest, 

strategy training, game-based practice within iSTART-2, and a posttest. The procedures 

for Study 2 were similar to the Study 1 procedures. There were two important differences 

during the game-based practice. First students were able to self-select to interact with 

Coached Practice (which was not available in Study 1) in addition to Map Conquest and 

Showdown. Thus, students could choose to interact with any of these three practice 

environments at any rate or in any order that they chose. Importantly, students were only 

transitioned into the remedial Coached Practice environment if their average self-

explanation score was below a 2.0 in either Map Conquest or Showdown; this is because 

students are prompted to self-explain multiple times in Coached Practice when their self-

explanation is not of sufficient quality, making an average score less meaningful. The 

second difference was that students could no longer close out of the remedial Coached 

Practice activity as they could in Study 1.  
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Measures 

The measures for Study 2 were identical to those used in Study 1. The one exception is 

that in Study 2 we added posttest system perception questions designed to gauge students' 

affect towards the transition message that students receive before they are sent to 

remedial Coached Practice (see Table 1).  

 
Table 1.  

Posttest Performance Threshold Feature Perception Questions 

 
Transition Message Perceptions 
The system pop-ups were annoying 
The system pop-ups were frustrating 
The system pop-ups were motivating 
The system pop-ups were helpful 
The system pop-ups helped me evaluate my performance 
After receiving a system pop-up I tried harder 
The system pop-ups were discouraging 
After receiving a system pop-up I paid more attention to my performance 
All Questions ranged from 1 (Strongly Disagree) to 6 (Strongly Agree) 

 
STUDY 2 RESULTS 

Games Played 

Within the current study, students were free to interact with the game-based interface for 

approximately 1 hour. During this time, they could choose to play Coached Practice, Map 

Conquest, or Showdown as many times as they wanted and in whatever order they 

wished. On average, students completed 6.35 total game plays (range = 2 to 12, SD = 

2.54), with Coached Practice being played an average of 3.14 times (range 1 to 7, SD = 

1.60), Map Conquest being played an average of 1.82 times (range = 0 to 7, SD = 1.66), 
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and Showdown being played an average of 1.40 times (range 0 to 6, SD = 1.34). 

Bonferroni-adjusted pairwise comparisons indicated that Coached Practice was chosen at 

a significantly higher rate than Map Conquest (t = 2.71, padjusted < .05) and Showdown (t = 

4.56, padjusted <. 01). In contrast, an adjusted pairwise comparison indicated that there was 

no significant difference between how often Showdown was chosen compared to Map 

Conquest (t = -1.07, padjusted > .05). 

Transitions 

The current study builds off of Study 1 by examining the impact that the transition 

function had on students’ in-game self-explanation quality. However, unlike Study 1, in 

Study 2, students had to complete remedial Coached Practice when they did not meet the 

2.0 average score threshold. Of the 28 college students included within this study, 13 

were transitioned at least once (M = .93, SD = 1.09). Thus, in at least one game, 13 

students had an average self-explanation below 2.0 (M = 1.17, SD = .50).  

In-System Performance 

A repeated measures ANOVA was conducted to examine the effects of the performance 

threshold feature on self-explanation quality. This analysis was designed to examine how 

students’ self-explanation scores changed in the game play directly after they were 

transitioned for the first time.  

Of the 13 students who were transitioned at least once, 12 completed a game 

directly after being transitioned and therefore these 12 were included in this analysis. On 

average, students’ self-explanation scores prior to being transitioned were 1.40 (SD = 

.82). Conversely, in the game after students completed the remedial Coached practice, 



 

 

70 

their average self-explanation score was a 2.19 (SD = .67). This is a significant increase 

in self explanation scores (F(1, 11) = 14.60, p = .003). Figure 6 provides a visual 

representation of these gains. Of the 12 students included in this analysis, 11 students 

showed improvements in the quality of their self-explanation scores after the transition. 

While again we have a small sample size (n = 12), we do achieve a high effect size 

(partial η2 = .570) and a high-observed power of .94.  

 
 

 
 

Figure 6. Transition gain scores per student. 
 

Prior Knowledge. Finally, we were interested in examining how students’ prior 

science knowledge related to transition gain scores. Transition gain scores are again 

defined as the average self-explanation score a student receives in the game immediately 

following the transition minus the self-explanation game score the students receives 

immediately prior to the transition. Using a correlation analysis, we found no significant 

relation between students’ transition gain scores and their prior knowledge (r = .496, p = 
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.101). Thus, similar to Study 1, gains in students’ self-explanation quality did not seem to 

be related to their prior science knowledge. 

Posttest Performance Threshold Feature Perceptions 

During posttest, students were asked to rate their perceptions of the transition messages 

that they encountered. Table 2 displays the descriptive statistics for each of the eight 

system perception questions. Overall, students seemed to rate the pop-up messages 

positively. Indeed, the three questions that were indicative of negative affect (popups 

were annoying, pop-ups were frustrating, and pop-us were discouraging) received the 

lowest scores. This suggests that the students viewed the transition message and feature 

favorably.  
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Table 2. 

Posttest Performance Threshold Feature Perceptions 

 
Transition Message Perceptions Mean SD Range 

The system pop-ups were annoying 3.07 0.94 2.0 - 5.0 

The system pop-ups were frustrating 3.07 1.02 1.0 - 5.0 

The system pop-ups were motivating 3.46 1.07 1.0 - 5.0 

The system pop-ups were helpful 3.54 1.07 1.0 - 5.0 

The system pop-ups helped me evaluate my performance 3.89 1.07 2.0 - 5.0 

After receiving a system pop-up I tried harder 3.50 1.20 1.0 - 5.0 

The system pop-ups were discouraging 2.64 0.87 1.0 - 4.0 

After receiving a system pop-up I paid more attention to my 
performance 3.89 1.17 1.0 - 5.0 

All Questions ranged from 1 (Strongly Disagree) to 6 (Strongly Agree) 
 

  

STUDY 2 DISCUSSION 

Study 2 replicated the results of Study 1 and revealed that students’ self-explanation 

scores significantly improved after they received the transition message. Interestingly, it 

did not seem to matter whether or not students completed the remedial coached practice 

as both Study 1 and 2 saw significant changes in self-explanation quality. Results from 

Study 2 also replicated the results of Study 1 and revealed that both high and low 

knowledge students benefited from this feature. However, an additional question that 

needs to be addressed is whether changes in the threshold level may interact with 

students’ prior knowledge to improve self-explanation quality. Thus, in Study 3 we 

manipulated the threshold level in order to examine if variations in the experimenter 
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threshold interacted with students’ prior knowledge to impact in-system performance. 

STUDY 3  

METHOD 

Participants 

Study 3 included 84 college students from a large university campus in the Southwest 

United States. These students were, on average, 20.3 years of age (range 18 to 40). Of the 

84 students, 60% were male, 47% were Caucasian, 27% were Asian, 8% were African-

American, 10% were Hispanic, and 8% reported other ethnicities. 

Procedure 

Similar to Studies 1 and 2, Study 3 included a single 3-hour session consisting of a 

pretest, strategy training, game-based practice within iSTART-2, and a posttest. The 

procedures for Study 3 were identical to those of Study 2 for pretest, strategy training, 

and posttest. The only difference between Study 2 and 3 is that Study 3 included three 

threshold conditions. In Studies 1 and 2, students were transitioned to the remedial 

Coached Practice when their average self-explanation score did not reach the 2.0 

threshold in Map Conquest or Showdown. In Study 3, students were randomly assigned 

to a 2.0, 2.5, or 2.75 threshold condition.  

Measures 

The measures used in Study 3 are identical to those used in Study 2. 

STUDY 3 RESULTS 

Games Played 
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In Study 3, students were free to interact with the game-based interface for approximately 

1 hour. During this time, they could freely choose between Coached Practice, Map 

Conquest, or Showdown. On average, students completed 5.26 total game plays (range = 

2 to 18, SD = 3.07), with Coached Practice played an average of 1.89 times (range 1 to 

10, SD = 1.55), Map Conquest played average of 1.92 times (range = 0 to 10, SD = 1.85), 

and Showdown played an average of 1.44 times (range 0 to 5, SD = 1.25). Bonferroni-

adjusted pairwise comparisons indicated that Coached Practice was chosen at a 

significantly higher rate than Showdown (t = 2.24, padjusted < .05) but not Map Conquest (t 

= -.088, padjusted = .93). An additional adjusted pairwise comparison indicated that Map 

Conquest was chosen significantly more often than Showdown (t = 2.46, p adjusted > .05). 

Transitions 

Study 3 manipulated the threshold across three transition threshold conditions. These 

conditions included a low threshold of 2.0 (n = 28), a medium threshold of 2.5 (n = 29) 

and a high threshold of 2.75 (n = 27). Across all three conditions, 61 of the 84 

participants were transitioned at least once (M = 1.48, SD = 1.47). In the low threshold 

condition, 20 of the 28 students were transitioned at least once (M = 1.36, SD = 1.62). In 

the medium threshold condition 21 of the 29 students were transitioned at least once (M = 

1.69, SD = 1.49). Finally, in the high threshold condition 20 of the 27 students were 

transitioned at least once (M = 1.49, SD = 1.47). An ANOVA revealed no significant 

differences in times transitioned between the three conditions (F(2, 83) = .415, p = .662). 

One reason for this could be that when students were transitioned, on average, they were 

scoring very poorly (i.e., under a 2.0 for all conditions). Thus, the transition seems to 

most frequently impact low performing students.  
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In-System Performance 

Overall. A repeated measures ANOVA was conducted to examine the effects of 

the transition function on self-explanation quality. This analysis is designed to examine 

how students’ self-explanation scores changed in the game play after they were 

transitioned. Of the 61 students who were transitioned at least once, 52 completed a game 

(i.e., which provides performance data) immediately after being transitioned to the 

remedial Coached Practice and therefore were included in this analysis. On average, 

students’ self-explanation scores prior to being transitioned were .79 (SD = .68). 

Conversely, after students completed the remedial Coached Practice, their average score 

on the next game play was a 1.93 (SD = .95). This is a significant increase in self 

explanation scores (F(1, 51) = 66.32, p < .001). Similar to the results from Studies 1 and 

2, this effect achieved a high effect size (partial η2 =.565) and a high observed power of 

1.0.  

 

By Condition. A second repeated measures ANOVA was conducted to examine 

the effects of the transition function on self-explanation quality as a function of threshold 

condition. This affords us the opportunity to examine how performance gains varied 

across conditions. This analysis revealed that there was no significant interaction between 

time (pre-transition, post transition) and threshold (high, medium, low) (F(2, 49) = .186, 

p = .831). Thus, the improvement in students' average self-explanation did not vary as a 

function of the transition threshold.  

Prior Knowledge. Similar to Study 1 and 2, we were interested in examining 

how students’ prior science knowledge related to transition gain scores. Transition gain 
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scores are again defined as the average self-explanation score a student receives in the 

game immediately following the transition minus the self-explanation game score the 

students receives immediately prior to the transition. Using a correlation analysis, we 

found no significant relation between students’ transition gain scores and their prior 

knowledge (r = .316, p = .271). Thus, similar to Study 1 and 2, gains in students’ self-

explanation quality did not seem to be related to their prior science knowledge. 

Finally, we examined how the transition threshold conditions interacted with 

students’ prior science knowledge to impact changes in self-explanation quality. To 

conduct this analysis, we created a median split using students pretest prior knowledge 

scores, which resulted in two groups: high prior knowledge (M = 7.50, SD = .75) and low 

prior knowledge (M = 4.65, SD = .71). A repeated measures ANOVA was conducted to 

examine if the effects of the performance threshold feature on self-explanation quality 

were impacted by the interaction of prior knowledge and the transition threshold 

condition. This three-way interaction between time (pre-transition, post-transition), prior 

knowledge (high, low), and threshold setting (high, medium, low) was not significant 

(F(2,46) = 2.29, p = .113). Thus, students’ self-explanation quality improved regardless 

of their prior knowledge or threshold condition.  

Posttest Performance Threshold Feature Perceptions 

Finally, we were interested in examining how the transition threshold conditions 

influenced students’ posttest perceptions of the transition messages. Table 3 shows the 

means and standard deviations for all 8 questions across the 3 threshold conditions. Post-

hoc Bonferroni-adjusted pairwise comparisons revealed that students in the high 

threshold condition viewed the messages as more helpful than students in the low 
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threshold condition (p = .018). Similarly, the high threshold students also reported that 

the messages aided them in evaluating their performance compared to students in the low 

threshold condition (p = .018). Finally, there was a marginal difference in students’ 

reported effort after receiving a pop-up message. Specifically, students in the high 

threshold conditions reported that they tried harder after receiving the pop-up messages 

compared to the low threshold students (p = .083). These results suggest that students in 

the high threshold condition viewed the messages and performance threshold feature as 

more metacognitively helpful compared to the low threshold students. One reason for this 

may be that the high threshold could be seen as more challenging and thus push students 

to reflect more upon their performance.  

 
Table 3. 

Posttest Transition Message Perceptions per Condition 

  
Transition Message Perceptions Low 

Threshold 
 

Medium 
Threshold 

High 
Threshold 

The system pop-ups were annoying 2.85 (1.37) 3.48 (1.35) 3.27 (.962) 

The system pop-ups were frustrating 2.85 (1.22) 3.45 (1.24) 3.08 (1.07) 

The system pop-ups were motivating 3.19 (1.67) 3.21 (1.21) 3.65 (.79) 

The system pop-ups were helpful  3.27 (1.25)* 3.72 (.92) 3.85 (.73)* 

The system pop-ups helped me evaluate my 
performance  3.27 (1.28)* 3.72 (1.22) 4.04 (.87)* 

After receiving a system pop-up I tried harder 3.12 (1.31)M 3.55 (1.33) 3.69 (.84) 

The system pop-ups were discouraging 2.73 (1.22) 3.00 (1.22) 2.96 (.82) 

After receiving a system pop-up I paid more 
attention to my performance 3.38 (1.33) 3.52 (1.38) 3.73 (.87) 

p<.05*, p<.10 M; Mean (SD); All Questions ranged from 1 (Strongly Disagree) to 6 (Strongly 
Agree) 
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CHAPTER 2 DISCUSSION 

Metacognitive skills are crucial for academic success. However, students vary in their 

ability to effectively control and regulate this behavior (Zimmerman, 1998). Recently, 

researchers have attempted to identify and develop more effective techniques designed to 

enhance students’ metacognition during computer-based learning. The current paper is 

comprised of three studies that serve as functional and empirical tests of one such feature 

designed to indirectly promote metacognition during self-explanation practice. The 

overarching goal of this work is to provide a deeper understanding of how features 

embedded within adaptive environments can be leveraged to improve students’ ability to 

reflect and monitor their own performance and subsequently improve learning outcomes.  

 

This work had three primary research questions. The first of which, examined 

whether the performance threshold feature embedded within iSTART-2 was accurate in 

its use the online data from students’ game plays to present messages and transition 

students to appropriate practice activities. The results presented here verify the 

functionality and accuracy of the performance threshold feature across all three studies. 

This new tool accurately collected and analyzed students’ performance in real-time and 

subsequently transitioned students to a remedial practice when necessary. While this is by 

no means the end of the development of the performance threshold feature, the results 

presented here are promising for the further development of this functionality.  

The second question examined how the performance threshold feature related to 

gains in students’ self-explanation quality. Results also indicated that across all three 

studies, when students were presented with a pop-up message, their subsequent game 
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performance significantly improved. Moreover, students benefitted from this feature 

regardless of whether they completed the remedial activity. Thus, additional feedback 

was not the key to subsequent performance gains. These findings suggest that the 

performance threshold feature works as intended, promoting metacognition by informing 

and indirectly promoting reflection of students’ performance and the goals of the system 

(or task). Thus, the performance threshold feature may be promoting metacognition by 

alerting students to their poor performance during the generative games. This assumption 

is further supported by the self-report surveys from Studies 2 and 3. Overall, students 

rated the messages favorably and stated that under higher performance expectations these 

messages promoted metacognitive processes. Specifically, results from Study 3 revealed 

that students in the high threshold condition viewed the transition messages as more 

helpful, aided them more in evaluating their performance, and motivated them to exert 

more effort compared to the students in the low threshold condition. This suggests that 

higher thresholds may promote more reflection and metacognitive processes. This may be 

due to the higher threshold being viewed as more challenging and thus require more 

reflection performance threshold feature compared to the low threshold students.  

Finally, the third research question examined whether the impacts of the 

performance threshold feature varied as a function of individual differences in prior 

knowledge. Findings from the current studies revealed that when students were alerted to 

their poor performance and transitioned to the remedial practice environment, their 

subsequent performance was significantly better regardless of their prior knowledge. 

Thus, gains in learning were not solely influenced by the students’ content knowledge. 

This is important as it suggest that students of varying skill levels can benefit from being 
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prompted to reflect upon the misalignment between their performance and the task 

standard (i.e., threshold). Combined, the results from all three studies reveal that the 

performance threshold feature within iSTART-2 may help to promote metacognition and 

positive learning outcomes.  

CONCLUSION 

The current work reveals promising insight into the development and testing of indirect 

metacognitive prompts embedded within adaptive environments. In the future, we will 

continue to test this new functionality in order to identify the optimal performance 

threshold and timing for delivering pop-up messages. Indeed, because students had been 

provided instruction on self-explanation strategies during the training phase of iSTART-

2, a straightforward signal that they have room for improvement may have been enough 

to spur the use of those strategies. That is, the combination of direct and indirect support 

for metacognition within iSTART-2 seemed to be successful. Although students are 

expected to acquire reading strategies during the training phase (direct support), they did 

not consistently use them during practice, leading to low scores; however, the transition 

message (indirect support) caused immediate improvements in practice performance. We 

interpret this as evidence that the transition message encouraged monitoring behaviors, 

which subsequently led students to self-regulate and use strategies when self-explaining. 

This explanation of the benefits of indirect metacognitive support is consistent with 

previous work that positions indirect support as vital for learners who already have the 

necessary skills and strategies to succeed, but do not consistently use them (Bannert et 

al., 2009). 

In the future, we also plan to examine the impact of this feature on 
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students’ ability to exert agency over their learning path. The performance threshold 

feature temporarily removes students’ ability to exert agency over their learning path. 

Our previous research, by contrast, has suggested that affording students choices 

promotes feelings of agency and ultimately improves learning outcomes (Snow, Allen, 

Jacovina, & McNamara, 2015; Snow, Jacovina, Allen, Dai, & McNamara, 2014). In the 

experiments presented here, students’ learning paths were temporarily interrupted when 

they were transitioned to the remedial Coached Practice module. In the future, we will 

continue to investigate whether students should be afforded the choice to close out of the 

recommended module, or forced to complete it. Additional studies might examine the 

effects of specific transition message content (e.g., should the message be soft or harsh in  

 

its tone, or should it include strategy reminders), and how the messages may be adapted 

to students of particular skill levels or performance profiles.  

The results presented here can expand beyond the current iSTART-2 system. 

Specifically, the results presented here have shown that alerting students to poor 

performance while also informing them of the standard that they should obtain can 

promote reflection and subsequent gains in learning. While this may seem like a simple 

feature embedded within a system, the performance threshold feature indirectly promoted 

metacognition and reflection. Thus, scientist interested in developing metacognitive 

support tools can use this work as a starting ground for their own development. The 

performance threshold feature within iSTART-2 is simple and yet very effective. In a 

world of constant change and technology, this work suggests that simple performance- 

based prompts can have huge impacts on a student’s cognition and outcomes.  
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In conclusion, this study explored the use of a novel functionality within 

iSTART-2. The work presented here is our first attempt to build, test, and implement this 

feature in real-time. This methodology may be useful in the future for the improvement 

of student models that rely on understanding the relation between students’ abilities and 

performance. Indeed, the tracking and modeling of performance trends and patterns over 

time is critical in our understanding of the ways that system features interact with 

students’ metacognitive awareness, and ultimately their ability to learn from educational 

environments. Overall, these findings afford researchers and developers the opportunity 

to better understand how students’ metacognitive awareness can be prompted and 

promoted within game-based learning environments.  
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OVERALL DISCUSSION 

Self-regulated learning (SRL) is related to students’ ability to regulate, control, and 

monitor their behaviors while learning (Zimmerman, 2008) as well as to academic and 

professional success (Jarvela & Jarvenoja, 2011; Wolters, 2011). At the same time, 

research has shown that students vary in their ability to self-regulate (Zimmerman, 2008) 

and often need time to develop these skills (Zimmerman, 2008). The fluid nature of SRL 

has posed challenges for capturing changes in skill development across time (Greene & 

Azevedo, 2007). Traditionally, SRL has been measured through self-report measures that 

ask students to assess their own behaviors and intentions during learning tasks 

(Zimmerman, 2008). A concern that arises from the SRL literature is that these measures 

may not fully or adequately capture nuanced changes in behaviors that are often 

associated with the adaptive nature of SRL (Hadwin et al., 2007; McNamara, 2011; 

McNamara & Magliano, 2009). Indeed, it has been argued that there is often a 

misalignment between self-report measures and observable performance and behaviors 

(Hadwin et al., 2007; McNamara, 2011). This critique has led researchers to examine 

how users’ behaviors and actions within adaptive environments may shed light upon the 

complex nature of the SRL process and its subcomponents (Hadwin et al., 2007; Snow et 

al., 2015). Relevant to the current work, trace data analyses have been shown to capture 

fine-grained variations in students’ learning behaviors that would have otherwise been 

missed through the use of traditional self-reports (Hadwin et al., 2007; Snow et al., 2015).	
  

The work presented in this dissertation builds upon this premise by using both post-hoc 

(Chapter 1) and real-time (Chapter 2) trace data analyses to understand and promote sub-

components of SRL within a game-based environment.  
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Chapter 1 investigated the relations between traditional measures of control and 

regulation (i.e., self-reports) and post-hoc trace data analyses. In particular, this work 

focused on visualizing and classifying strategic patterns that manifest in students’ 

behaviors over time and then relating those patterns to one aspect of self-regulation, 

agency. The results from this work revealed that controlled patterns of behavior were 

significantly related to students’ self-reported feelings of agency at posttest. That is, 

students who acted in a more decisive manner during training also reported feeling that 

they had more control over the system during training. It was also found that students 

who acted in a more controlled manner were more likely to perform better in the system 

than those who acted in a random manner. In follow-up Study 2, controlled and random 

patterns from Study 1 were yoked to students in Study 2. Interestingly, when this 

manipulation occurred the difference in performance scores between controlled and 

random patterns disappeared. Thus, these results do not seem to be driven simply by 

optimal trajectories or “gaming behavior” but instead, it seems that agency was a key 

component of success within the system and that trace data analyses could identify a data 

signature of agentic behavior (Snow et al., 2015).  

Chapter 1 shed light upon the utility of log data and its ability to covertly assess 

behaviors associated with SRL. However, as stated earlier, the ultimate goal of this 

research is to use online measures in real time to guide students toward optimal learning 

behaviors. Chapter 2 examined one potential way to provide this real-time guidance 

through the combination of students’ in-game performance data and an experimenter-set 

threshold. In a series of studies, it was found that students’ in-system performance 

improved after they were alerted to their poor performance and then transitioned into a 
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remedial activity. Further, these results did not vary as a function of individual 

differences in prior knowledge. Thus, both high and low ability students’ self-

explanations improved when they were exposed to the performance threshold feature 

built into iSTART-2. Interestingly, students who interacted with the performance 

threshold feature reported that the feature helped them reflect and monitor their 

performance during game-play. Combined, these results tentatively suggest that the 

performance threshold feature may indirectly promote metacognition thus leading to 

enhanced in-system performance.  

While the results presented in Chapter 2 are promising, two limitations are 

notable. First, the sample sizes for both Study 1 (n=28) and Study 2 (n=28) are relatively 

small and therefore comparisons between the two studies should be interpreted with 

caution. Although there seems to be no significant differences in mean gain scores 

comparing Study 1 and Study 2, with a larger sample size, the mean differences may 

prove to be more apparent. Nonetheless, if a comparison were to be made between the 

two studies, the sample size affords an observed power of .24 to detect a small effect size.   

A second concern regards claims about the effects of the performance threshold 

feature on students’ metacognitive awareness. Clearly, further empirical evaluation, 

specifically an experimental study that includes a control condition, is necessary prior to 

drawing strong conclusions.  Such a study would afford the opportunity to examine how 

the performance threshold feature impacts self-reported metacognitive awareness 

compared to students who are not exposed to the feature.  

Overall, the work presented in Chapter 2 is designed to contribute to our 

understanding of how embedded system features that are guided by real-time analytics 
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can be used to optimize pedagogy and learning outcomes within ITSs. Specifically, these 

features can be used to help students regulate and monitor their own performance. Within 

the SRL literature, it is stated that many students are unaware of how to set strategic 

plans during learning tasks (Zimmerman, 2008). Thus, system features may be one way 

to prompt students’ metacognitive awareness. Previous work has shown that students are 

able to improve their SRL ability with instruction (Muraven, Baumeister, & Tice, 1999). 

Indeed, the use of real-time analytics to guide system features may help students become 

more aware of their behaviors and provide them with feedback on how to optimize their 

time within the system. 

Both post-hoc (Chapter 1) and real-time (Chapter 2) trace data analyses are 

fundamental to our understanding of the SRL process. Post-hoc analyses serve as a way 

to reverse engineer the SRL process. That is, they can provide researchers or educators 

with information on how students regulate themselves. These measures are unobtrusive 

and provide a window into the learning process that would have otherwise been missed 

through more traditional (i.e., self-report) metrics. While post-hoc analyses often do not 

provide meaningful feedback during the learning task, they can be used to guide future 

students toward “optimal” learning trajectories or strategies within an adaptive 

environment. Indeed, these methodologies may prove useful for the improvement of 

student models that rely on understanding the relation between students' abilities and 

performance. The tracking and modeling of behavioral trends and patterns over time is 

critical to our understanding and ability to effectively support the various ways in which 

students self-regulate during learning.  

It is important to note that the use of post-hoc analyses alone will not provide 
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researchers with a complete understanding of how to best support SRL and its 

subcomponents. A complimentary approach is to use real-time analytics to guide the 

design of system features that support various regulatory processes (Snow et al., under 

review). These techniques can be used to examine how information gleaned from trace 

data can help students improve their SRL skill. Indeed, real-time analytics can be used to 

help students better understand their SRL processes and provide feedback that they can 

use to develop their SRL abilities. To this end, real-time analytics can guide the design 

and visualization of embedded system tools that can pilot students toward optimal SRL 

behaviors.  

Adaptive environments have the power to capture fluctuations in behaviors and 

actions through the use of trace data and both post-hoc and real-time analytics. These 

fine-grained data structures have the ability to shed light upon the complex nature of 

SRL. However, further work is needed to examine the extent to which various 

methodologies best capture nuanced changes in behaviors and actions across multiple 

systems. Currently, there are numerous metrics and methods used to capture fine-grained 

changes in behavior. One criticism, however, is that there are too many methodologies 

and a lack of systematic comparison between them.  Along these lines, Greene and 

Azevedo, (2007) argued that there has been a lack of strict scientific examinations of the 

systems and methods used to capture and promote SRL. Thus, system designers often  

implement a variety of features and methodologies without explicitly testing their effects 

on learning and SRL processes. While learning analytics and its associated techniques 

can be seen as  exciting and promising, many of these methodologies are still in their 

infancy and therefore more theoretically guided work is needed to improve the 
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development and testing of such methodologies and system features. One way, to 

approach this issue is through the identification of generalizable methodologies that can 

be employed to measure SRL across a variety of systems and data sets. The development 

of generalizable methodologies will aid in the development of construct validity and 

reliability for the analyses and implementation of both post-hoc and real-time analytics 

designed to capture and promote SRL and its sub-components.  

In conclusion, the work presented in this dissertation is among the first to use 

post-hoc trace-data analyses to investigate how users approach various learning tasks and 

real-time performance analyses to guide system pedagogy. The goal of this work is to 

identify and promote SRL behaviors within adaptive environments. The results and 

methodologies presented here serve as a starting point for scientists interested in 

analyzing users’ interactions within game-based environments in order to gain a deeper 

understanding of the various aspects of students’ regulatory processes. 
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