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ABSTRACT 

Despite the various driver assistance systems and electronics, the threat to life of driver, 

passengers and other people on the road still persists. With the growth in technology, the use of 

in-vehicle devices with plethora of buttons and features is increasing resulting in increased dis-

traction. Recently, speech recognition has emerged as an alternative to distraction and has the 

potential to be beneficial. However, considering the fact that automotive environment is dynamic 

and noisy in nature, distraction may not arise from the manual interaction, but due to the cognitive 

load. Hence, speech recognition certainly cannot be a reliable mode of communication.  

The thesis is focused on proposing a simultaneous multimodal approach for designing in-

terface between driver and vehicle with a goal to enable the driver to be more attentive to the 

driving tasks and spend less time fiddling with distractive tasks. By analyzing the human-human 

multimodal interaction techniques, new modes have been identified and experimented, especially 

suitable for the automotive context. The identified modes are touch, speech, graphics, voice-tip 

and text-tip. The multiple modes are intended to work collectively to make the interaction more 

intuitive and natural. In order to obtain a minimalist user-centered design for the center stack, var-

ious design principles such as 80/20 rule, contour bias, affordance, flexibility-usability trade-off 

etc. have been implemented on the prototypes. The prototype was developed using the Dragon 

software development kit on android platform for speech recognition. 

In the present study, the driver behavior was investigated in an experiment conducted on 

the DriveSafety driving simulator DS-600s. Twelve volunteers drove the simulator under two con-

ditions: (1) accessing the center stack applications using touch only and (2) accessing the appli-

cations using speech with offered text-tip. The duration for which user looked away from the road 

(eyes-off-road) was measured manually for each scenario. Comparison of results proved that 

eyes-off-road time is less for the second scenario. The minimalist design with 8-10 icons per 

screen proved to be effective as all the readings were within the driver distraction recommenda-

tions (eyes-off-road time < 2sec per screen) defined by NHTSA.  
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CHAPTER 1 

INTRODUCTION 

Driving is the coordinated operation of mind and body for the movement of a vehicle. Today, 

driving being considered as an everyday activity for most of the people, still has an issue of safe-

ty. A study predicts that passenger-miles of travel will be faster than the growth of passenger 

miles in travel experienced during the 1990s, from 5 trillion miles in 2000 to 8.4 trillion in 2025 

along with a corresponding rise in global travel [1]. Over the years, we have seen emerging tech-

nology for safer driving. Electronic stability control, collision avoidance systems, intelligent speed 

adaptation, and vehicle tracking systems can all help mitigate the threats to drivers [2]. Great im-

provements have been introduced to many aspects of modern cars, from better engines and 

chassis construction to higher vehicle stability, better wheels and tires, and better overall crash 

protection. Unfortunately, the total number of fatal crashes is still a problem despite the safety 

improvements in road and vehicle design. In 2011, there were nearly 34,400 transportation relat-

ed deaths and over 2.2 million transportation-related injuries. Furthermore, in 2013, a total of 

32,719 people died in 30,057 crashes involving 44,868 motor vehicles [3].  

 
Figure 1: Crash Rate, Death rate, population growth rate & motor vehicle rate from year 1975 to 

2008 [3], [4] 

 Figure 1 shows the relation between population growth rate, crash rate, death rate and 

vehicle rate from year 1975 to 2008 [3]. One could argue that the crash rate and death rate is 

proportional to rate of motor vehicles. Nonetheless, the problem seems to be more complex than 

just a correlation. However, despite the fact that transportation safety has improved resulting a 

significant decline in fatalities, yet keeping an average of 92 deaths per day  in motor vehicle 

crashes in 2012, which is still a very huge loss [5]. 
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One of the earliest driver distraction studies collected data between 1972 and 1975 and 

grouped into three “levels.” Level A was a collection of baseline data including vehicle registration 

and driver’s license information as well as surveys from the general population. Level B was a 

data set collected from police accident reports. A total of 2,258 crashes were investigated (crash-

es involving heavy vehicles and vehicles pulling trailers were not included). Level C data was an 

in-depth investigation of Level B data and included 420 crashes. For each crash in Level C, there 

was an investigation of human, environment, and vehicle factors that may have contributed to the 

crash.  

 

Figure 2: Crash Factors 

As illustrated by Figure 2, the results of this study found that human factors were most often (71–

93 percent of the analyzed cases) cited as the cause in the crashes, followed by environment 

(12–34 percent of the analyzed cases) and vehicle factors (5–13 percent of the analyzed cases). 

Five major categories of human direct causes were identified: recognition errors, decision errors, 

performance errors, critical non-performance errors, and non-accident/intentional involvement. 

Furthermore, five specific human causes were identified: improper lookout (18–23 percent), ex-

cessive speed (8–17 percent), inattention (10–15 percent), improper evasive action (5–13 per-

cent), and internal distraction (6–9 percent). It can be seen that two of the five specific human 

causes were related to inattention and distraction [6]. 
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Most of the crashes are due to driver’s inattention. Four major categories of attentional impair-

ments include alcohol, fatigue, age, and distraction. Alcohol contributes to approximately 40% of 

fatalities in US highway [7]. Fatigue is often found in the accidents involving young drivers and 

truck drivers because these drivers tend to adopt risky strategies to drive at night and/or lack 

good-quality sleep. Aging results in longer response time to hazards and more narrow field of 

attention in old drivers. Compared with the above three impairments, distraction, the fourth im-

pairment, has become increasingly important with the introduction of in-vehicle technology (e.g., 

navigation systems, cell phones, and internet) and has drawn increasing attention from human 

factor researchers and policy makers in the area of transportation safety [8].  

The study is majorly focused on analyzing the crashes due to driver distraction involving 

the use of any kind of device and identifying a mitigation approach. In the latter half of the study, 

multimodal interaction framework and techniques have been discussed. Chapter 2 provides more 

insight into driver distraction. 
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CHAPTER 2 

BACKGROUND 

What Is Driver Distraction? 

As defined by the official US government website for distractive driving [9],  

“Distracted driving is any activity that could divert a person's attention away from the pri-

mary task of driving. All distractions endanger driver, passenger, and bystander safety. These 

types of distractions include: 

- Texting 

- Using a cell phone or smartphone 

- Eating and drinking 

- Talking to passengers 

- Grooming 

- Reading, including maps- 

- Using a navigation system 

- Watching a video 

- Adjusting a radio, CD player, or MP3 player”  

As defined by National Highway Traffic Safety Administration [10], 

“Distraction is anything that diverts the driver’s attention from the primary tasks of navi-

gating the vehicle and responding to critical events.  To put it another way, a distraction is any-

thing that takes your eyes off the road (visual distraction), your mind off the road (cognitive dis-

traction), or your hands off the wheel (manual distraction).” 

As defined by Governors Highway Safety Association, 

“There are many distractions which may prevent a driver from focusing on the complex 

task of driving: changing the radio or a CD, talking to passengers, observing an event outside the 

vehicle, using an electronic device, etc. Navigational and other interactive devices, called telemat-
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ics, in the vehicle are available in most vehicles and more will be available in the near future. 

These devices may also distract drivers.” 

However, the American Automobile Association (AAA) Foundation challenges the notion that 

drivers are safe and attentive as long as their eyes are on the road and their hands are on the 

steering wheel. Mental distractions can dangerously affect drivers behind the wheel.  Just be-

cause a driver’s eyes are on the road and hands are on the wheel does not mean that they are 

safe. Attention is key to safe driving, yet many technologies can cause drivers to lose focus of the 

road ahead. Hands-free and voice-command features, increasingly common in new vehicles, may 

create mental distractions that unintentionally provide motorists with a false sense of security 

about their safety behind the wheel [16]. 

Driver distraction may be characterized as any activity that takes a driver’s attention away from 

the task of driving. An examination of the crash data reveals that any distraction has the potential 

to cause or contribute to a crash. Thus, rolling down a window, adjusting a mirror, talking to other 

passengers, tuning a radio or dialing a cell phone are all contributing factors in crashes. Recent 

concerns about the potential safety implications of technology based distractions center on the 

magnitude and nature of demands. 

Sources of Driver Distraction 

Based on the literature review, distraction can be categorized as: visual, manual, auditory and 

cognitive. Visual distraction occurs when the driver focuses on some other task instead of looking 

at the road, in simple words “eye-off-road”. Auditory distraction occurs when the driver focuses 

their attention on auditory signals such as music rather than on the road environment, “ears-off-

road”. Manual distraction occurs when drivers remove hands from the steering wheel to physically 

manipulate an object, “hands-off-road”. Cognitive distraction includes any thoughts that absorb 

the driver’s attention to the point where they are unable to focus on driving, “mind-off-road”. Any 

of the above type of distraction can lead to larger lane variation, more abrupt steering control, 

slower response to hazards and less efficient visual perception than attentive driving. Moreover, 

the four types of distraction can occur in combination and interact with each other. 
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However, cognitive distraction is the most difficult of the four sources of distraction to be 

assessed non-intrusively. As compared to the other activities studied (e.g., listening to the radio, 

conversing with passengers, etc.) we found that interacting with the speech-to-text system was 

the most cognitively distracting. This clearly suggests that the adoption of voice-based systems in 

the vehicle may have unintended consequences that adversely affect traffic safety [12]. In addi-

tion to this, research has proved that increased cognitive load leads to fewer saccades and less 

variations in lane position, but increasing the incidents of hard braking, failure to scan for potential 

hazards in the driving environment, failure to notice objects in the line of sight, and failures to stop 

at controlled intersections  [13]–[15].  

An enduring question concerns the ability of humans to multitask. As technological and 

informational capabilities of our environment increase, the number of available information in-

creases, and hence the opportunities for complex multitasking increase. At the most basic level, 

we can say that this involves keeping track of the other entities on road, the steering wheel, the 

brake and accelerator. At a more complex level, this may involve shifting down to a lower gear 

while navigating a curve and talking with other passengers. There is a conscious trade off per-

forming one task for the other, also performances in both tasks depend highly on their skill in the 

individual tasks [16]. Driving itself involves such complex tasks and operating in-vehicle devices is 

an add-on to it.  

We know that cognitive load theory deals with learning and problem solving difficulty. In-

trinsic cognitive load in contrast, is constant for a given area because it is a basic component of 

the material and is characterized in terms of element interactivity. The elements of most schemas 

must be learned simultaneously because they interact and it is the interaction that is critical. If, as 

in some areas, interactions between many elements must be learned, then intrinsic cognitive load 

will be high. In contrast, in different areas, if elements can be learned successively rather than 

simultaneously because they do not interact, intrinsic cognitive load will be low [17]. Lower the 

cognitive load, reduced is the distraction. Hence, we propose a user interface that is easy to op-

erate without being required any special training. 
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Distraction-Affected Crashes 

NHTSA crash data, the major components of inattention-related police reported crashes include: 

 “Distraction” (attending to tasks other than driving, e.g., tuning the radio, speaking on a 

phone, looking at a billboard, etc.), 

 “Looked but did not see” (e.g., situations where the driver may be lost in thought or was 

not fully attentive to the surrounds) 

 Situations where the driver was drowsy or fell asleep. 

All together, these crashes account for approximately 25 percent of police reported crashes. Dis-

traction was most likely to be involved in rear-end collisions in which the lead vehicle was stopped 

and in single vehicle crashes. Crashes in which the driver “looked but did not see” occurred most 

often at intersections and in lane-changing/merging situations.  

The most recent data available, 2010 data, show that 899,000 motor vehicle crashes involved a 

report of a distracted driver (17 percent of all police-reported crashes: fatal, injury only, and prop-

erty-damage-only). As seen in Table 1, the percentage of all police-reported crashes that involve 

distraction has remained consistent over the past five years. On average, these distraction-

related crashes lead to thousands of fatalities (3,092 fatalities or 9.4 percent of those killed in 

2010) and injuries to over 400,000 people each year (approximately 17 percent of annual inju-

ries).  

Year Number 
of Police 
Reported 
Crashes 

Police-Reported 
Crashes Involv-
ing a Distracted 
Driver 

Police-Reported Crash-
es Involving a Distract-
ed Driver Using an In-
tegrated Device 

Police-Reported 
Crashes Involving a 
Distracted Driver 
Using Electronics  

2006 5,964,000 1,019,000 (17%) 18,000 (2%) 24,000 (2%) 

2007 6,016,000 1,001,000 (17%) 23,000 (2%) 48,000 (5%) 

2008 5,801,000 967,000 (17%) 21,000 (2%) 48,000 (5%) 

2009 5,498,000 957,000 (17%) 22,000 (2%) 46,000 (5%) 

2010 5,409,000 899,000 (17%) 26,000 (3%) 47,000 (5%) 

Table 1: Police Reported Crashes and Crashes Involving Distraction, 2006 – 2010 [18] 
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Of the 899,000 distraction-related crashes, 26,000 (3%) specifically stated that the driver was 

distracted while adjusting or using an integrated device/control. From a different viewpoint, of 

those 899,000 crashes, 47,000 (5%) specifically stated that the driver was distracted by a cell 

phone (no differentiation between portable and integrated cell phones). It should be noted that 

these two classifications are not mutually exclusive, as a driver distracted by the integrated de-

vice/control may have also been on the phone at the time of the crash and thus the crash may 

appear in both categories. While all electronic devices are of interest, the current coding of the 

crash data does not differentiate between electronic devices other than cell phones [18]. 

Today's 2011 National Occupant Protection Use Survey (NOPUS) shows that at any given day-

light moment across America, approximately 660,000 drivers are using cell phones or manipulat-

ing electronic devices while driving, a number that has held steady since 2010. According to sep-

arate NHTSA data, more than 3,300 people were killed in 2011 and 387,000 were injured in 

crashes involving a distracted driver [19]. The number of people killed in distraction-affected 

crashes decreased slightly from 3,360 in 2011 to 3,328 in 2012. An estimated 421,000 people 

were injured in motor vehicle crashes involving a distracted driver, this was a nine percent in-

crease from the estimated 387,000 people injured in 2011 [9]. Five seconds is the average time 

your eyes are off the road while texting. When traveling at 55mph, that's enough time to cover the 

length of a football field blindfolded [9]. A distraction-affected crash is any crash in which a driver 

was identified as distracted at the time of the crash. Federal estimates suggest that distraction 

contributes to 16% of all fatal crashes, leading to around 5,000 deaths every year [20]. In 2012, 

there were a total of 30,800 fatal crashes in the United States involving 45,337 drivers. As a result 

of those fatal crashes, 33,561 people were killed.  

Total Crashes Drivers Fatalities 

30,800 45,337 33,561 

Distraction-

Affected 

3,050 

(10% of total crashes) 

3,119 

(7% of total drivers) 

3,328 

(10% of total fatalities) 

Table 2: Fatal Crashes, Drivers in Fatal Crashes, and Fatalities, 2012[21] 
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As per the information provided in Table 2, 3,050 fatal crashes occurred on U.S. roadways that 

involved distraction (10% of all fatal crashes). These crashes involved 3,119 distracted drivers, as 

some crashes involved more than one distracted driver. Distraction was reported for 7 percent 

(3,119 of 45,337) of the drivers involved in fatal crashes [21]. 

Another age group of distracted drivers to look at is the 20-to-29-year-old driver group. Drivers in 

their 20s make up 23 percent of drivers involved in all fatal crashes, 27 percent of the distracted 

drivers in fatal crashes and 34 percent of the distracted drivers that were using cell phones. Fig-

ure 3 illustrates the distribution of drivers by age for total drivers involved in fatal crashes, dis-

tracted drivers involved in fatal crashes, and distracted drivers on cell phones during fatal crashes 

[21]. 

 

Figure 3: Percent Distribution of Drivers Involved in Fatal Crashes by Age, 2012[21] 

In 2012, 84 percent of the fatalities in distraction-affected crashes involved motor vehicle occu-

pants or motorcyclists. This compares to 83 percent of all motor vehicle crash fatalities involving 

occupants. Thus, the victims of distraction-affected crashes vary little from the victims of crashes 

overall.  

Occupant Non-Occupant 

Driver Passenger Total Pedestrian Cyclist Other Total 

2,010 

(60%) 

778 (23%) 2,778 

(84%) 

434 (13%) 81 (2%) 25 (1 %) 540 (16%) 

Table 3: Percentage Killed in Distraction-Affected Crashes, by Person Type, 2012[21] 
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Table 3 describes the role of the people killed in distraction-affected crashes in 2012. Dis-

tracted drivers were involved in the deaths of 540 non-occupants during 2012. 

In September 2010, the NHTSA released a report on distracted driving fatalities for 2009. 

The NHTSA considers distracted driving to include the following distractions: other occupants in 

the car, eating, drinking, smoking, adjusting radio, adjusting environmental control, reaching for 

objects in car, and cell phone use. The report stated that 5,474 people were killed and 448,000 

individuals were injured in motor vehicle crashes involving distracted drivers in 2009. Approxi-

mately 995 deaths of those individuals were drivers distracted by cell phones. In 2013, 21,132 

occupants died in motor vehicle traffic crashes. Of the 21,132 passenger vehicle occupants killed, 

9,777 were known to be restrained. Restraint use was not known for 1,775 of the occupants. 

Looking at only occupants where the restraint status was known, 49 percent were unrestrained at 

the time of the crash. 

The NHTSA states that 80% of accidents and 16% of highway deaths are the result of 

distracted drivers. The National Safety Council (NSC) estimates that 1.6 million (25%) of crashes 

annually are due to cell phone use, and another 1 million (18%) traffic accidents are due to text 

messaging while driving. These numbers equate to one accident every 24 seconds attributed to 

distracted driving by cell phone use. The NSC also reported that speaking on a cell phone while 

driving reduces focus on the road and the act of driving by 37%, irrespective of hands-free cell 

phone operation. The US Department of Transportation estimates that reaching for a cell phone 

distracts a driver for 4.6 seconds, or the equivalent of the length of a football field, if the vehicle is 

traveling 55 miles per hour. It has been shown that reaching for something inside the vehicle in-

creases the accident risk by 9 times. Texting while driving increases the risk of an auto accident 

by 23 times. 

A 2003 study of U.S. crash data states that driver inattention is estimated to be a factor in 

20–50 percent of all police-reported crashes. Driver distraction has been determined to be a con-

tributing factor in estimated 8–13 percent of all vehicle crashes. Of distraction-related accidents, 

cell phone use may range from 1.5 to 5 percent of contributing factors, according to a 2003 study. 
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"Outside person, object, or event" (commonly known as rubbernecking) is the most reported 

cause of distraction related accidents, followed by "adjusting radio/cassette player/CD." "Us-

ing/dialing cell phone" is the eighth most reported cause of distraction-related accidents, accord-

ing to the study. 

According to the article "NHTSA distracted driving guidelines" in the August 2013 Motor 

Age magazine issue, the NHTSA released voluntary guidelines covering the use of in-car info-

tainment and communication devices, that have some bearing on connected car technologies 

and In-Car Interactive System. "Proposed items include disabling manual text entry and video-

based systems prohibiting the display of text messages, social media or Web pages while the car 

is in motion or in gear. The goal: Don't take the driver's eyes off the road for more than two sec-

onds at a time, or 12 seconds in total by limiting drivers to six inputs or touches to the screen in 

12 seconds". In 2011, according to the NHTSA, 1/3 of the accidents caused by distracted driving. 

Driving and eating is very distracting. A correspondent for the Boston Globe, Lucia Huntington, 

stated, "Distracted driving is the cause of many of today’s traffic accidents. In a world of ever-

extending commutes and busy schedules, eating while operating a vehicle has become the norm, 

but eating while behind the wheel proves costly for many drivers. Soups, unwieldy burgers, and 

hot drinks can make steering a car impossible. Although the danger of eating while driving are 

apparent and well known, drivers ignore them repeatedly, accounting for many crashes and near-

misses." During a study done by NHTSA, the NHTSA blames "inattentive driving" for 80% of all 

car accidents. 2.1 percent of the total were daydreaming, personal hygiene, and eating. Location 

is another factor to be considered, now that people are living in the suburbs, this has caused a 

longer commute to work for some.  

A study by Monash university found that having one or more children in the car was 12 

times more distracting than talking on a mobile phone while driving [22]. According to David Pe-

trie of the Huntington Post, children in the back seat are the worst distraction for drivers. While 

the focus on texting while driving is laudable, it has failed to address long-standing issues. In both 

cases an incoming call and a crying child create a situation where the driver should pull over and 
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not attempt to multitask. A study by AAA found that talking to a passenger was as distracting as 

talking on a hands-free mobile phone. 

More than 600 parents and caregivers were surveyed in two Michigan emergency rooms 

while their children, ages 1–12 years were being treated. During this survey, almost 90% of par-

ents reported to be engaged in at least one technology-related distraction while driving their chil-

dren in the past month. The parents who disclosed using the phone—hand held or hands free—

while driving were 2.6 times likely to have reportedly been involved in a motor vehicle crash. The 

rising annual rate of fatalities from distracted driving corresponds to both the number of cell 

phone subscriptions per capita, as well as the average number of text messages per month. 

From 2009 to 2011, the amount of text messages sent increased by nearly 50%. 

Driver Behavior Detection and Support 

A promising strategy to minimize the effect of distraction is to develop intelligent in-vehicle sys-

tems, namely adaptive distraction mitigation systems, which can provide real-time assistance or 

retrospective feedback to mitigate distraction based on driver state/behavior, as well as the traffic. 

Such systems must accurately and non-intrusively detect whether drivers are distracted or not. 

Driver distraction detection is nothing but comparison of driver behavior (1) in the normal driving 

without distraction and (2) driving with distraction. Visual distraction relates to the driver’s eyes-

off-road time. A general algorithm that considers driver glance behavior across a relatively short 

period could detect visual distraction consistently across drivers. Detecting cognitive distraction is 

much more complex than visual distraction because the signs of cognitive distraction are usually 

not readily apparent, are unlikely to be described by a simple linear relationship, and can vary 

across drivers. There are four ways to measure driver distraction:  

Driver Biological Measures 

Cognitive distraction can be measured through a variety of physiological techniques. One such 

promising approach is to use signals of Electroencephalographic (EEG) activity, referred to as 

Event-Related Brain Potentials (ERPs). This technique provides a window into the brain activity 
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that is associated with responses to imperative driving events (e.g., brake lights on a lead vehi-

cle). Using this technique, it was founded that the brain activity associated with processing the 

information necessary for the safe operation of a motor vehicle was suppressed when drivers 

were talking on a cell phone. However, this method is frowned upon due to its intrusive nature for 

real-time scenarios [23]. 

Driver Physical Measures 

The most commonly used driver physical data for driver cognitive distraction are eye movements. 

Research has proved that cognitive distraction causes drivers to concentrate their gaze in the 

center of the driving scene, as defined by the horizontal and vertical standard deviation of gaze 

distribution, and diminishes drivers’ ability to detect targets across the entire driving scene. In 

human science and psychology studies, it has been proved that mouth movement is a good indi-

cator of a human’s state of mind and when a person is thinking, his/her mouth and eyes are mov-

ing together. Mouth movement can also be thought of a form of body language. Two important 

conclusions from their study are: mouth and eye movements are highly correlated to each other; 

and right eye is more correlated to mouth movement either from eye’ s height or width compared 

to the left eye.  

Driving Performance Measures 

A change in the mental state can induce the change in driving performance. Many studies prove 

the fact that compared to the attentive drivers the distracted ones steer their car in a different 

way; the same applies for throttle use and speed. Some lines of evidence show that drivers adjust 

their behavior according to cognitive demand of secondary tasks. Drivers tend to increase the 

headway distance when they engage in cognitively demanding secondary tasks. This suggests 

that drivers may compensate for the impairments that secondary tasks have imposed as elabo-

rated earlier. A study introduced a technique for online driver distraction detection that used 

LSTM (Long Short Term Memory) recurrent neural nets to continuously predict the driver’s state 

based on driving and head-tracking data. The measured signals include steering wheel angle, 
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throttle position, speed, heading angle, lateral deviation, and head rotation. These links between 

driving performance and cognitive state show that driving performance measures are good can-

didates to predict cognitive distraction [24]. 

 

Hybrid Measures 

In one of the above study, driver physical measures and driving performance measures were 

combined to detect driver distraction in real time. Machine-learning techniques were used to de-

tect driver cognitive distraction based on the standard deviations of eye gaze, head orientation, 

pupil diameter, and average heart rate. Sathyanarayana et al. detected distraction by combining 

motion signals from the leg and head with driving performance signals using a k-nearest neighbor 

classifier, the driving performance signals adopted including vehicle speed, braking, acceleration, 

and steering angle. 

Among all of these measures, eye movements are one of the most promising ways to assess 

driver distraction. There are limits in the process of extracting eye movements’ parameters [24]: 

 Complex calibration: Before each drive, the calibration of the gaze vector with the screen 

must be verified according to each driver’s height and position.  

 Driver restriction: The participants cannot wear sun glasses or eye make-up because 

these conditions can negatively affect tracking accuracy. 

 Environmental restriction: Eye trackers may lose tracking accuracy when vehicles are 

traveling on rough/bumpy roads or during improper lighting conditions. 

 Time delay: The software/system will take at the least few seconds to transfer camera 

image and analyze. 

U.S. DOT Recommendations to Minimize In-Vehicle Distractions 

The guidelines include recommendations to [10]: 

 Limit the time a driver must take his eyes off the road to perform any task to 2 seconds at 

a time and twelve seconds total.  
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 Disabling several operations unless the vehicle is stopped and in park, such as: 

o Manual text entry for the purposes of text messaging and internet browsing; 

o Video-based entertainment and communications like video phoning or video con-

ferencing; 

o Display of certain types of text, including text messages, web pages, social me-

dia content.  
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CHAPTER 3 

RESEARCH APPROACH 

We believe in defining a process before starting with the implementation because the process 

will allow carrying out work between the different engineering teams of a project. Our research 

approach starts with a general analysis of the product in terms of engineering, including the deep 

market research of the hardware and software. Second step would be the domain analysis with a 

focus on the technology capabilities and limitations. This is followed by an analysis of close and 

remote competitors. And finally identification of the future trends, looking at the trend where all 

the manufacturers are focusing.  

After the analysis, start with the design, development and testing of the prototype. There can be 

multiple iterations of prototyping based on the result analysis. Lastly, the aim is to deliver a prod-

uct which has been tried, tested and true along with proper documentation. 

 

Figure 4: Progressive Domain Analysis 

This process has to be followed at every step within every team including the electrical, mechani-

cal or software engineering teams. 

Process Implemented in EcoCar3 project 

This research approach is being followed in the Innovation Team of an ongoing project EcoCar 3. 

The work was presented in first week of June 2015 as a part of Year 1 workshop, Seattle. 
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Project Goal: EcoCAR 3 is the U.S. Department of Energy (DOE) Advanced Vehicle Technology 

Competition (AVTC) series. EcoCAR 3 is challenging 16 North American university teams to re-

design a Chevrolet Camaro to reduce its environmental impact, while maintaining the muscle and 

performance expected from this iconic American car.  

Goal of Innovation Team: To reduce driver distraction and increase driver safety by implementing 

multimodal enhanced human-car interaction. 

Figure 4 is the visual representation of our innovation process. The first step is 360 degree analy-

sis that included the research on automotive domain. Followed by general analysis of in-car voice 

recognition and ADAS. We have analyzed about 400 images of the car cockpits from the different 

car models and the different car categories like economy, premium, muscle, sports, and luxury. 

After having holistic view of automotive domain.  

 

1960 Dodge Charger 

 

2000 Dodge Charger 

  

 

1960 Chevrolet Camaro 

 

2000 Chevrolet Camaro 

Figure 5: Trends in Muscle Car 
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Third step, the close competitor’s (CC) analysis of the three American muscle cars: Chevrolet 

Camaro, Dodge Challenger and Ford Mustang. Follwed by the remote competitor’s (RC) analysis 

of Mercedes SL class and BMW. Lastly, identified the future trends (T). Example as shown in fig-

ure 5, the body of muscle cars was sharp angled and in late 90s it started molding into rounded 

edges. 

The same process has also been started in electrical team of ecocar3 with a focus the details 

under the dashboard.  

Today’s Car: Computer on Wheels 

Today, most of the devices are computerized. The car is no longer just a vehicle powered by an 

engine, rather it has become more like a computer on wheels. The computer software is needed 

from the design to the manufacturing to the runtime.  

 

Figure 6: Computer-on-wheels 

Design and Modeling Time  

Use of software products such as AUTODESK tool specially designed for automotive manufac-

turers and suppliers help engineers and designers their 3D CAD designs virtually, before they are 

built; SOLIDWORDKS to integrate 3D designs with simulation for optimization, Siemens PLM 

Software’s product NX is a CAD/CAM/CAE software suite etc.  
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Figure 7: Autodesk Tool for car design 

Figure 7 shows the designing of a car using Autodesk tool before the manufacturing. Figure 8 

shows the car simulator designed using CarMaker to monitor the working and processing of vehi-

cle before running it on the roads. 

 

Figure 8: CarMaker for Simulink for Model-Based Design, development and testing of cars 

 

Build Time 

To keep up the supply according to the demand, auto manufacturers opted a solution of robotic 

automation for manufacturing. Automated robotic systems can be used to perform all kinds of 

automotive tasks on vehicle frames, fenders and underbodies, as well as other parts of the vehi-

cle during production. While changing a line to work on a different car model used to be tedious 

and slowed production, automated robots today can be reset without having to be reprogrammed 

each time -- without stopping the line, which increases versatility and productivity for manufactur-
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ers. In the late 1990s and early 2000s, Chrysler started robotic automation processes in their fac-

tories. Ford also started the robot automation train, dumping $1 billion dollars into automating 

their 50+ year old factory over the last decade. 

 

Figure 9: Nissan’s Car Manufacturing plant 

Runtime  

This is our major area of concern where the computer has most influence on the car. Most parts 

of the car such as the engine, suspension, controls systems and car cockpit controls including 

infotainment and ADAS are monitored and controlled by computer software. The processors pro-

vide a ready source of power, ventilation, and mounting space and sell in terrific quantities. The 

7-Series BMW and S-class Mercedes have about 100 processors each. Even a comparatively 

low-profile Volvo still has 50 to 60 baby processors on board. The first car to use a microproces-

sor was the 1978 Cadillac Seville [25]. 

 

Figure 10: Mercedes S class 
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Advance Driver Assistance Systems (ADAS)  

ADAS in smart cars help the driver to make driving easier and safer. The challenge is to make the 

driver aware of the assistive technology and its features in the car while providing an easy way to 

interact with them without getting distracted.  

In context to the multimodal interaction, it is required that we virtualize all of the available Manual 

button related to ADAS as well. The broad classification of ADAS systems presented by DERSEV 

is given in this section. It is classified in 10 groups with each group having several applications 

that are currently available or will be soon introduced in the automotive market. The classification 

of ADAS is as follows: 

1. Lane Change Assistance Systems: This category of ADAS includes Lane Departure Warning 

System (LDWS), Lane Change Assistance System (LCAS), Overtaking Assistance System, and 

Blind Spot Detection (BSD). 

 Lane Departure Warning System (LDWS): signals the driver with acoustical or haptic 

warnings before the vehicle is about to leave the lane. When the sensors notice that the 

car is wandering across the lane markings and the indicators are not in use, typically a 

computer sends a signal to a pair of vibration devices, on each side of the driver’s seat. 

LDWS are available in many cars today. One example is Audi A4 lane assist system- the 

steering wheel vibrates once only in order to make the driver aware when the vehicle is 

approaching or crossing a spotted lane marker. The second warning is given only if the 

vehicle has moved an adequate distance away from the lane marker. 

 Blind Spot Detection (BSD): Generally, a quick look at the inside and outside mirrors, 

possibly even a momentary glance over the left shoulder, we pull out to overtake and 

then a major fright happens when there is loud hooting from our left. As we fail to see the 

car approaching quickly from behind in the left-hand lane or in the blind spot next to our 

own car easily happens, particularly in a heavy traffic on the multi-lane freeways or high-

ways and in urban traffic as well. The Blind Spot Detection System (BSDS) can monitor 

this area and take much of the worry off the driver and avoid dangerous situations. Blind 
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spot detection warns the driver about cars that are approaching from the rear or cars that 

the driver is currently overtaking.  

2. Forward or Rearward looking Systems: includes Collision Warning System, Low Speed Colli-

sion Avoidance System, Pre Safe System, Collision Avoidance System, Emergency Braking 

ahead, Electronic Emergency Brake Light, Intelligent Intersection (Emergency Vehicle Detection), 

Rear Approaching Vehicle, End-Of-Tail Congestion Warning. Collision warning and avoidance is 

a set of direct supports to the driver to assist safer driving. It covers two distinct sets of applica-

tions: 

 Collision Warning Systems- Pedestrian Detection System (PSD): provides information 

about possible collision to the driver, but it remains up to the driver whether to use that in-

formation and what action to take. Pedestrian Detection System supports drivers to iden-

tify a person near or on the road. These systems have to work in all weather conditions 

and at night. Also, they must be potent enough to differentiate pedestrians from other ob-

jects near the road. One example is BMW Pedestrian Warning system. If a pedestrian 

come in the car’s path, the driver receives an audible and visual important warning in the 

instrument cluster. Similar, these systems are present in Mercedes S class (Night view 

assist plus, for the pedestrian and the large animals detection) and in new Volvo series 

(new Volvo V40, S60, V60, XC60, V70, XC70 and S80) with cyclist detection technology. 

 Collision Avoidance Systems: - Emergency brake assistance (EBA): These systems acti-

vates an avoidance reaction (e.g. deceleration) when a latent collision is detected. The 

majority of all rear-end collisions could be circumvented or at least, their harshness could 

be considerably reduced through timely braking. If the car approaches an obstacle (sta-

tionary or moving) and the driver does not react, a warning light activates and is reflected 

in the windscreen. At the same time, an audible buzzer sounds and a brake function is 

automatically activated to build up higher braking pressure. The EBA feature is also 

available in the different configurations. The rear-end collisions mostly occur in inter-

urban areas. The EBA-City, an entry-level version, can prevent accidents in these areas 
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at speeds of up to 25 km/h. The above described function can be realized with the tech-

nologies such as Multi-Function Camera with Lidar, Short Range Lidar and Rear Cross 

Traffic Alert. 

3. Adaptive Cruise Control (ACC): can not only maintain the speed chosen by the driver, but also 

monitors and maintains the headway distance. While driving at a lower speed, the moment an-

other vehicle ahead is within a certain distance, long range radar mounted in the front detects the 

situation and ACC adjusts the distance by braking the car the exact amount that’s needed when 

activated, ACC give gas and to some extent applies the brake in a way to keep as high comfort 

as possible.  

4. Adaptive Light Control Systems: includes at the moment Adaptive High Beam Assist, Inter Ur-

ban Light Assist, Map supported Frontal Lighting, Partial High Beam Assist. A light-beam control-

ler is used to support drivers in controlling vehicle’s beams increasing its correct use, since usual-

ly drivers do not switch between high beams and low beams or vice versa when required. The 

adaptive light controller manages the spinning modules so that they always provide the perfect 

light for interurban, urban and highway driving. 

5. Park Assistance System (PAS): helps drivers in parking their vehicle via an in dash screen and 

button controls. The car can navigate itself into a parking space with slight input from the driver. 

The first solution in the market had been introduced by Toyota. In the Toyota Lexus system, the 

driver is accountable for checking if the symbolic box on the screen correctly recognizes the park-

ing space. If the space is large enough to park, the box will be green in color; if the box is incor-

rectly placed, or lined in red, using the arrow buttons moves the box until it turns green. Once the 

parking space is correctly identified, the driver confirms and take his/her hands off the steering 

wheel, while keeping the foot on the brake pedal. 

6. Night Vision System (NVS): Anything that generates heat such as a person, an animal and to 

some extent trees and bushes can easily be monitored on the display. NVS makes it possible for 

the driver to discover an object much sooner. The system can be also found in cars like BMW, 
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and Cadillac. Thanks to an infrared camera, mounted in the front of the car, the driver can when 

driving in the dark, discover a human being or an animal up to 300 meters away. 

7. Traffic Sign and Traffic Light Recognition Systems 

 Traffic Sign Recognition System (TSRS): As we know, a failure to see a road 

sign displaying the permissible maximum speed can be expensive in terms of 

money as well as life. Traffic Sign Recognition System (TSRS) has a display on 

the instrument panel to remind drivers of the current speed limit. Currently, this 

system is also available in the Volkswagen Phaeton and in several Volvo models. 

This is achieved through multiple use of the same camera which is also used for 

the Lane Departure Warning system. 

 Traffic Light Recognition System (TLRS): The system pass on the traffic light in-

formation to vehicle, providing alerts to the vehicle occupants via the audio sys-

tem and on-screen on the navigation system. For instance the BMW traffic sign 

recognition system depicts overtaking ban or speed limit on the instrument panel 

in the form of a traffic sign until the restrictions is changed or lifted. In the Mer-

cedes S class 2014 solution a visual and acoustic warning is additionally output 

in the instrument cluster. 

8. Navigation and Map Supported Systems 

Includes the Curve Speed Warning System, designed to avoid drivers from entering a curve at a 

speed faster than the speed permissible at the impending part of the route. On every occasion 

the driver go beyond this critical speed, a warning is given out. 

9. Vehicle Interior Observation and Driver Monitoring Systems 

These systems include driver impairment warning system (e.g. drowsiness, fatigue), driver visual 

distraction warning system (e.g. focus on the driving task, eye gaze evaluation), occupant detec-

tion system. When a driver monitoring system detects signs of driver fatigue or drowsiness, the 

systems will typically start off by sounding some type of buzzer or chime and illuminating a light 
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on the dash. If the driver stops driving erratically at that point, the system will typically shut off the 

nag light and reset itself. However, if the signs of fatigued driving continue, the driver alert system 

may sound a louder alarm that requires some sort of driver interaction to cancel. Some driver 

alert systems eventually progress to an alarm that can only be cancelled by pulling the vehicle 

over and either opening the driver’s door or shutting the engine off.  

10. Autonomous Driving 

Some of the autonomous technology is listed below, which are similar to ADAS in context to as-

sisting the driver in different modes. 

 Low Speed Companion: takes control of braking, starting, and adherence to a safe fol-

lowing distance, leaving the driver free. Through connectivity with the infrastructure, the 

vehicle even recognizes when the traffic jam comes to an end, reliably turning these func-

tions back over to the driver. 

 Parking Companion: feature lets any driver easily conquer any parking space. Once the 

assistant function is activated, the vehicle automatically scans parking areas for a suita-

ble space while passing by and then offers that space to the driver.  

 Parking Pilot: In this process, the vehicle is operated via a special smartphone app, for 

example. The driver initiates the parking process after leaving the vehicle. The vehicle 

connects with the infrastructure – such as the parking lot – and drives to an assigned 

parking space completely automatically. When the driver wishes to move on, the vehicle 

is then called back up using the smartphone. 

 Highway Chauffeur: feature allows the driver to relax and remain inattentive as the vehi-

cle handles all of the management-related tasks, securely overtaking slower vehicles and 

even conquering complex situations, such as changing highways, driving in tunnels, and 

toll booths. 

 Highway Pilot: provides all the features of highway chauffeur as well as an additional 

safety feature that allows driver to remain inattentive to the traffic conditions. In any 
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emergency situation that may occur, the vehicle will be able to automatically pull over and 

place an emergency call to ask for help. 
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CHAPTER 4 

AUTONOMOUS VEHICLES 

The rapid advances in information communication and technology are now incorporated into the 

transportation system to overcome challenges faced in terms of management efficiency and safe-

ty of various modes of transport. Intelligent transportation system (ITS) is multidisciplinary and its 

research activities are spread over different areas electronics, sensors, information systems, ro-

botics, and communication systems. 

The five major components of intelligent transport system are [26], [27]:  

 Advanced Traffic Management Systems (ATMS): use advanced technology to monitor 

traffic conditions and provide real-time solutions. The main elements of ATMS are data 

collection, support systems such as sensors, cameras, and electronic displays etc., real 

time traffic control systems that use the data collected by other two elements. 

 Advanced Traveler Information Systems (ATIS): The travel from one location to another 

is made easy if the drivers able to plan their trip based on the constant traffic updates and 

best routes possible to choose destination. The information collected from ATMS is feed 

on to ATIS will help in reducing the amount of delay in travel and congestion problems. 

 Advanced Vehicle Control Systems (AVCS): With present day computing power, control 

systems and sensor technology helps in creating safer mobility to people. Sensor tech-

nology is used as the visual aid to the drivers and information source other vehicular sys-

tems. Automated controls such as braking, acceleration, advanced cruise control, auto-

mated steering handy for drivers.  

 Commercial Vehicle Operations (CVO): It is majorly aimed at using advanced technolo-

gies to increase the safety and efficiency of commercial vehicles and fleets. 



28 
 

 Advanced Public Transportation Systems (APTS): APTS uses ATMS, ATIS and AVCS 

technologies to improve the mass transportation systems. Improving the accuracy in 

terms real time traffic information, routes, means of available transport and schedules. 

Of all the above areas Advanced Vehicle Control Systems would be one of the most researched 

area in all possible modes of transport. The state of wireless communication technologies, sen-

sors, lightweight materials has resulted in considerable automation in transportation systems. The 

automation is being expanded further to create autonomous vehicles.  Autopilot in aircraft cruis-

ing, Drone - common word for Unmanned Aerial Vehicle, Auto driving/Driverless trains used in 

urban subways and Autonomous road vehicle – Google Driverless Car are the few major devel-

opments in this direction. 

Autopilot 

Autopilot as the name suggests that the airplane flies without the need of human pilots. It can 

almost fly the plane completely between takeoff and landing. The autopilot system relies on a 

series of sensors around the aircraft that pick up information like speed, altitude and turbulence. 

That data are ingested into the computer, which then makes the necessary changes. Basically, it 

can do almost everything a pilot can do. Apparently, it is "The autopilot system does not fly the 

airplane, but the pilots fly the plane through automation". 

In recent years, pilot interaction with automated flight control systems has become a major con-

cern in the transport industry. This problem has variously been termed as lack of mode-

awareness, mode-confusion, or automation-surprises. The three most significant phases of flight 

are Takeoff, cruising and landing. Cruising the majority part of journey where the altitude, speed 

remain constant, most of the time change is only observed with respect to the direction of flight. 

Autopilot was introduced to relieve the pilots of this mundane job and reducing the workload on 

pilot in terms of guiding and controlling the flight. It is used independently to maintain the speed 

and altitude of the flight or along with the navigation system [28]. 
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The interface between the user and the machine provides inadequate information about the sta-

tus of the machine [29]–[31]. The user has an inadequate “mental model” of the machine’s behav-

ior [32]–[34]. In high risk systems, such as commercial aviation, faulty interaction of the user with 

the machine has led to catastrophic results [35]. This faulty interaction has been variously at-

tributed to a combination of human and machine problems. However, the distinction between 

human error, inadequate training, lack of situation awareness, and interface design errors is 

blurred. One aspect is the complexity of automatic control systems and the lack of rigorous meth-

ods for their systematic analysis and evaluation [36]. 

There are several modes that defines specific behavior. The pilot must interact with this autopilot 

to perform certain task.  For example if a flight has to climb upto 15,000 feet; maintain an altitude 

of 15,000 feet and later descend to 12,000 feet.  

Pilots are also less likely to recognize growing problems in the airplane’s equipment if not periodi-

cally engaged. Active monitoring may be difficult to achieve in aviation, given the degree of auto-

mation already present in cockpits. But industries in which automation is nascent—automotive, 

medical, housing construction—still have the opportunity to learn from the problems that have 

occurred in the cockpit. 

Present-day automated control systems are very complex and user-interaction is, inevitably, 

complex as well; there is no escape from this reality, at least by today's standards.  

Even if we shape up fluent autopilots with the necessary situational awareness we don’t want to 

perform on autopilot all the time.  The Federal Aviation Administration (FAA) put out a recom-

mendation that pilots spend more time in manual control of their aircraft.  Their recommendation 

is based on the concern that pilots’ skills may be degraded because autopilot does not reinforce 

the pilot skills necessary for manual flight operations, especially if the airplane is in an upset 

state. 
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Drones 

Drone is a general term used for early Unmanned Aerial Vehicle (UAV), a flying machine that is 

remotely operated either autonomously by onboard computers or by the remote control of a pilot 

on the ground or in another vehicle [37]. The UAVs are increasingly autonomous which follow a 

preprogrammed machine/target reducing the intensity of damage that may occur in case of 

manned flight. Drones fall into the nomenclature used for categorizing aerial vehicles in military. 

Drones are majorly used for reconnaissance and surveillance purposes, carrying ammunitions for 

military striking purposes. Although drones are mainly used for military applications there has 

been unprecedented growth with respect to various civil application domains. Surveillance and 

reconnaissance are the major markets for UAVs. 

The below image shows different type of UAV’s 

 

Remotely Piloted Vehicle (RPV):  

The pioneers Predators, Scout and Jindivik are the major examples for the Multi Mission Remote-

ly Piloted Vehicle. These are mainly used for armed reconnaissance, surveillance and precision 

targeting. The equipment and operations are taken care of by two crew member located at the 

ground control station (GCS). One for piloting the aircraft and other for operation sensors and 

weapons as and when required. Target drones, decoys and Missiles are remotely piloted aerial 

vehicles designed for specific purposes. All these aerial vehicles are operated remotely from the 

launching vehicles [38].  

Autonomous UAV Multi Mission: 

Unmanned 
Aeriel Vehicle 

(UAV)

Remotely 
Piloted Vehicle

Autonomous 
UAV



31 
 

Global Hawk flies autonomously from takeoff to landing. It proved its capabilities which include 

high altitude long duration flights along with the capability to produce high quality images [38]. 

There is a ground station for controlling and monitoring, making operational changes if any. MCE 

is used for mission planning, control and command, image processing and dissemination. LRE is 

used for controlling launch of recovery and associate ground support equipment. Ground seg-

ments are equipped with antennas for Line Of Sight (LOS) and satellite communications with air 

vehicles [19]. Cruise missiles and Decoys are the examples of Autonomous UAV which are di-

rected at a specific task.  

It can be seen that there is major human involvement in case of remotely piloted aerial vehicles. 

Although there is no specific classification human involvement it varies from one UAV to another 

depending on the level of automation. This leads to study of human factors that have caused the 

UAV mishaps. The current UAV mishap rate is 1 for 100,000 flight hours and this has to be signif-

icantly reduced to meet the safety standards. The issues related to UAVs usage in Army, Navy 

and Air force differed significantly. In sum, Air force UAV failures involved instrumentation and 

sensory feedback systems, automation and channelized attention, Army mishaps can be attribut-

ed to procedural guidance and publications, organizational training issues and programs, opera-

tor overconfidence, and crew coordination and communication. Navy/ Marine failures were due to 

workload, attention and risk management. These can be broadly categorized as organizational 

influences, preconditions, supervision and act based mishaps. 

Applications of UAVs include but not confined to cartography, border patrol, pipeline patrol, port 

security, drug surveillance, traffic monitoring, inspection, homeland security, search and rescue, 

fire detection, agriculture imaging, land use mapping, flood mapping and imaging.  There are 

small-scale unmanned aerial vehicles called "Microdrones" used for providing bird’s eye view of 

the environment. Unmanned aerial vehicles are advantageous over manned vehicles in terms of 

safety, cost reduction, flexibility in planning and reaching the target. The data acquired in terms of 

images has high resolution and can be used to provide comprehensive information to other con-

trolling systems. 



32 
 

Even with such high prospects there are issues deterring integration of UAVs in civil and com-

mercial domains. Notable among them are immaturity/ lack of consensus in concepts related to 

classification, concepts and definitions, certification standards for UAV systems, operator training, 

Limited payload capacity, space restrictions, safety standards, cost liability for acquiring the sys-

tems and difficulties related to frequency spectrum availability. Currently armed drones are used 

by US, United Kingdom, Israel, China and Russia [38].  

In conclusion it can be said that drones have huge potential in future if the issues pertaining to 

commercial and civil integration along with safety and privacy concerns can be addressed. UAVs 

act as the part of complex system. The future would be the development of fault tolerance, colli-

sion avoidance and reconfigurable systems which can perform complex tasks at ease. Main chal-

lenge would be dealing with networked UAVs with reliable autonomy.  

Subways 

This concept is related to the automated metro lines, which are now implemented in most of the 

cities. The benefits of automated metro lines are that they are cost effective and help in high traf-

fic movement. There are three different levels of automation possible in metros [35]: 

 Semiautomatic train: There will always be a driver in the cockpit. Driver is responsible for 

departure from the current station and the next station is reached without his intervention. 

Driver is solely responsible for initiating the necessary steps during emergencies. 

 Unattended train: All the train operations are overseen by array of remote technologies, 

from CCTV and onboard telemetry to automatic detection systems. These systems are 

responsible for detection and management of all possible hazardous situations. There 

are no on-board staffs. 

 Driverless train: This technology requires automatic handling of all aspects of the opera-

tion which means that there is no driver sitting in the cockpit. Dubai Metro, Tokyo, Paris 

and Barcelona are embracing true driverless systems, with trains running automatically. 
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There may or may not be any operation staff present in the train depending on the sys-

tem maturity. 

In a fully automated metro the first major change is that there is no driver in the train’s cockpit.  

Instead there are on-board computers for controlling the train and human operators are situated 

in remote control rooms supervising the traffic situations. The tasks of driver in a train includes 

driving preparations, answering emergency calls on train from control station, driving the train on 

the track, stop the train at the station, reacting to the events that occur around, opening and clos-

ing the train doors, changing the direction of trains at terminals, reacting to exceptional situations, 

keeping the train on schedule, contacting Traffic control, making announcements to the passen-

gers etc. The automated control system should be capable of performing all these tasks similar to 

the driver. These Driverless trains/ automated control systems are reported to be success in the 

Bay Area Regional Transit system in San Francisco, Orlando, Tampa Bay and other places.  

The major concern with driverless trains is safety.  But the operation environment for trains is cer-

tainly different from other means of transport. Given the fact that path and distance between the 

stations is always fixed trains can be easily automated compared to other means of transport. 

The Advanced communication based control systems are pointing towards the future of train 

transportation infrastructure which is capable of unattended train operation. 

Automated Road Vehicle- Google Car 

Over the past few years the automobile industries are making advancements in bringing digitali-

zation and automation into exclusively a human function: driving. There are many new car models 

increasingly rapidly with semi-automatic features such as adaptive cruise control, on board navi-

gation and collision avoidance, and parking assist systems that allow cars to steer themselves 

into parking spaces. Few organizations started inventing autonomous vehicles that can drive 

themselves on existing roads and navigate on roads and environmental contexts with almost no 

human presence. Many automobile industries, like Audi, BMW, Cadillac, Ford, GM, Mercedes-

Benz, Nissan, Toyota, Volkswagen, and Volvo are researching and running test runs on automat-

ed vehicles.  
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NHTSA defines vehicle automation as having five levels [39] : 

No-Automation (Level 0): The driver completely controls the vehicle – brake, steering, throttle, 

and motive power – at all times. 

Function-specific Automation (Level 1):  involves one or more specific control functions such as 

electronic stability control or pre-charged brakes, where the vehicle automatically assists with 

braking to enable the driver to regain control of the vehicle or stop faster than possible by acting 

alone. 

Combined Function Automation (Level 2): involves automation of at least to primary control func-

tions designed to work in unison to relieve the driver of control of those functions. An example of 

combined functions enabling a Level 2 system is adaptive cruise control in combination with lane 

centering. 

Limited Self-Driving Automation (Level 3): The driver cedes full control to the vehicle. The driver 

is expected to be available for occasional control, but with sufficiently comfortable transition time. 

Full Self-Driving Automation (Level 4): The vehicle is designed to perform all safety-critical driving 

functions and monitor roadway conditions for an entire trip. Such a design anticipates that the 

driver will provide destination or navigation input, but is not expected to be available for control at 

any time during the trip. This includes both occupied and unoccupied vehicles. 

Automated Vehicles have the potential to modify transportation systems by turn away crashes, 

providing critical mobility to the elderly and disabled, increasing road capacity, saving fuel, and 

lowering emissions. Complementary trends in shared rides and vehicles may lead us from vehi-

cles as an owned product to an on-demand service. Infrastructure investments and operational 

improvements, travel choices and parking needs, land use patterns, and trucking and other activi-

ties may be affected. One such automated vehicle is Google Car developed by Google. 

Google Car consists of GPS, stored maps, LIDAR (Light Detection and Ranging), and a set of 

onboard cameras in the vehicle [40]. The first two of these technologies allow the vehicle to un-
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derstand where it is in the world where it should be going, and how to get there; the latter two 

allow the vehicle to track where it is on the road and where other vehicles, traffic indicators, and 

pedestrians are. While termed “driverless,” the vehicles are better classified as driver-optional, 

where human operators are expected to have either primary or secondary control responsibilities.  

Benefits [41]: 

The critical reason behind a crash is comprises of  the vehicle, environment, additional human 

factors such as inattention, distraction, or speeding are regularly found to have contributed to the 

crash occurrence and/or injury severity. These vehicles have capability of avoiding crashes, as 

they are programmed to not break traffic rules, they are not drink and drive. They reaction times 

are quicker and optimized to normal traffic.  While many driving situations are relatively easy for 

an autonomous vehicle to handle, designing a system that can perform safely in nearly every sit-

uation is challenging 

Apart from making automobiles safer, researchers are also developing ways for technology to 

reduce congestion and fuel consumption. Technology that allows for smoother braking , fine 

speed adjustments of following vehicles, leads to fuel consumption reduction, less brake wear. 

These vehicles are also expected to use existing lanes and intersections more efficiently through 

shorter headways and more efficient route choices. Many of these features, such as adaptive 

cruise control (ACC), are already being integrated into automobiles and some of the benefits will 

be realized before AVs are fully operational. 

Safety and congestion-reducing impacts have potential to create significant changes in travel be-

havior. For example, AVs may provide mobility for those too young to drive, the elderly and the 

disabled, thus generating new roadway capacity demands. Parking patterns could change. It is 

possible that already-congested traffic patterns and other roadway infrastructure will be negative-

ly affected, due to increased trip-making. Freight transport on and off the road will also be im-

pacted. 
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Plenty of road tests have been done on these vehicles in San Francisco. However, there were 12 

minor traffic accidents with Google car but Google argued that it was driven manually at that point 

of time [40]. As stated by Erico Guizzo , before sending the self-driving car on a road test, Google 

engineers drive along the route one or more times to gather data about the environment. When 

it's the autonomous vehicle's turn to drive itself, it compares the data it is acquiring to the previ-

ously recorded data, an approach that is useful to differentiate pedestrians from stationary objects 

like poles and mailboxes [42]. This seems to be an unreliable approach for a real-time scenario. 

Limitations & Impacts  

Self-driving vehicles provide good benefits, but there are few parameters to be considered for 

implementation such as[43] 

 Unemployment [44]: With the evolution of automated vehicles, it leads to loss of work for 

people who are living only on driving, and results in increased unemployment in this sec-

tor.  

 Technology Constraints [44]: As we came to know that Google’s autonomous car relies 

on four major technologies in its autonomous operations.  Each of these systems is vul-

nerable in some form or fashion and it is not clear whether any redundancy exists, the car 

will not be able to function correctly.  

o If the GPS fails, the destination becomes unclear.  

o If the LIDAR fails, detect other nearby cars, pedestrians, etc. fails. 

o If the cameras fails, unable recognize a stop sign or the current color of the traffic 

light. In addition, it is not clear how much advanced mapping is required by driv-

erless cars and the frequency of map updates that are required to maintain an ef-

fective 3D world model by which the onboard computer makes decisions.  

Google’s own researchers admit that inclement weather and construction areas are something 

they have yet to master [41]. Precipitation, fog, and dust are known problems for LIDAR sensors, 
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which can interfere with the image detection capabilities of the camera and can scatter or block 

the laser beams sent out by the LIDAR. Cameras are also sensitive to such problems. This 

leaves the vehicle unable to sense the distance to other cars and to recognize stop signs, traffic 

lights, and pedestrians.  

 Vehicle Costs: This technology needs new sensors, communication equipment, and 

software to guide for each automobile. Current civilian autonomous vehicles are costing 

around $100,000. Over time with technology advancement and large scale production 

provides greater affordability. If prices are near to conventional vehicle price, the people 

may afford to purchase.  

 Licensing: Each state has different DMV regulatory licensing and provisional testing 

standards. Without a consistent and set of standard set of safety for acceptance it is diffi-

cult for manufactures. Licensed Drivers of one state are legally able to operate vehicle in 

other states through set of agreements. Current existing laws may probably not permit 

automated vehicles in state without automated vehicles license. Failure to clarify the reg-

ulation discourages their introduction. 

 Liabilities: A driverless vehicle on road opens up way for insurance and liability issues. 

Even with perfect automation it cannot be claimed to have crash-free roads. Even 

though, the sensors, interpretation software and algorithms are the available and provide 

informed decisions, there is initial perception that they are potentially unsafe with lack of 

human driver. If vehicles are at high standard than human, the vehicle cost increases. 

Some steps have to be implemented for liability concerns, method of storing data has to 

be established before collision so that based on data we can figure out the fault party dur-

ing claim. 

 Security: Electronic security is one of the major concerns for all the people. Hackers, dis-

satisfied employees, anti-social element organizations may target automated vehicles 

and intelligence systems resulting in traffic concerns and accidents. There may be a situ-
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ation where virus can be programmed and get the system affected and raise issues. The 

Communication system or sensors may be altered and can be made out of control. GPS 

Spoofing can also be done which leads to false destinations and lead to kidnapping, mov-

ing vehicles into buildings, off bridges etc. 

 Privacy: Privacy of the users also needs to be taken into account. Privacy is one of the 

basic rights and not a privilege. Thus, it is the primary responsibility to ensure that auton-

omous cars do not violate privacy of an individual Privacy and surveillance issues may 

arise from the use of GPS and their communication devices. Though the fact that it is not 

controlled from a central server might indicate that it is not being tracked but considering 

the fact that while one car drives without driver, it needs to be connected through cellular 

network to navigate. This will allow it to pick/drop-off passengers at the right place which 

is the concept of autonomous public transport. The whole system is a big source of pri-

vate data and at any point it is trivial to pull up the exact location and efficiently track any-

one giving rise to a huge privacy concern. There are two standard protocols available for 

communicating between autonomous vehicles, namely V2V and V2D. In vehicle-to-

vehicle (V2V) protocol the vehicle receives and shares its internal data with other similar-

ly connected, data-sharing vehicles2. Whereas the Vehicle to Device (V2D) or Vehicle to 

Infrastructure (V2I) where the vehicle shares its internal data ((speed, velocity, heading, 

etc.) with Law Enforcement agencies, traffic management centers etc. 

The idea of autonomous technology is improving quickly and some features are already of-

fered on current vehicle models as a part of ADAS system. These vehicles will have real and 

quantifiable benefits but with many limitations having a human driver is preferable to control the 

worst case scenarios. Although such vehicles are supposedly capable of driving through any traf-

fic situation without requiring a human driver to apply pressure to the pedals, shifting, or steering, 

this driver may still choose to do so and may play a role in avoiding accidents. Furthermore, 

Google car can be considered as a human direction of ADAS, automated of human operator as 

well. However, Google admits that, while testing, there remains a safety driver and a software 
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operator in the vehicle at all times to take control in the case of near accidents or software failures 

[45]. Also, interaction between human and driverless car is still unclear [45]. There are various 

scenarios where human interaction will be required such as providing the destination to the driv-

erless car, recovering from automation errors, taking over the control in case of emergency etc. 

The multimodal interaction interface approach can also be applied here. 

On the basis of current literature review, it can be concluded that all modes of transport are 

moving towards the autonomous control systems. By automation, we mean the absence of hu-

man intervention and it is the highest possible level of automation in vehicles. Autopilot may 

sometimes be equated to autonomous control, but we can see that there is always pilot who 

takes control back in case of complex tasks of flight take-off and landing. However, in drones 

there is no human onboard controlling the flight but there can be a control station on ground or 

preprogrammed route. The flying process could be considered more of a deterministic environ-

ment. Subways or metro's operating with driverless trains also have structured environment, but 

still require a control station remotely located. Communication based unattended train operation 

may be a future possibility. In terms road transport, there is a lot of research in the development 

of autonomous vehicles, especially cars. The other three environments are more deterministic 

than the road environment. The environment is dynamic, i.e., continually changing, there cannot 

be a predetermined route or track or traffic for the vehicle. Apparently, a lot of sensors will be re-

quired to keep track of traffic signals and the other entities on road. However, despite doing all 

that we cannot claim that the risk is fully mitigated. Computer assisted surgery is there but robots 

performing surgery is still not an option.  
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CHAPTER 5 

MOTIVATION FOR IMMI 

Speech Recognition 

Speech recognition is a process of converting spoken words into text. It is also known as Auto-

matic Speech Recognition (ASR).  It has been widely in use since 1970s in various domains such 

as automotive industry, health care, military, IT support centers, telephony etc.  

In 1773, a Russian scientist Christian Kratzenstein produced vowel sounds using resonance 

tubes connected to organ pipes [46]. In 1930s, Homer Dudley developed a speech synthesizer 

called the VODER (Voice Operating Demonstrator) [46]. In 1952, Davis, Biddulph and Balashek 

of Bell Laboratories built a system for digital speech recognition limited to single-speaker and vo-

cabulary of 10 words. In 1960s, Tom Martin and Vintsyuk worked on the concept of adopting a 

non-uniform time scale used for aligning speech patterns [46]. In late 1960s, Raj Reddy from 

Stanford University introduced the continuous speech recognition [47]. The technology gained 

acceptance and shape in early 1970s due the research funded by Advance Research Project 

Agency in U.S Department of Defense [46], [47]. Hidden Markov Models, n-gram models and 

neural networks are widely used in speech recognition systems. Since 2010, deep neural net-

works is used for learning algorithms to train the system. 

The number of applications is growing with each day. However despite of many achieve-

ments in recognition of spoken words, it’s still not perfect for use in all kind of applications. As 

stated by Moore’s law, the number of computational devices will double every year. This devel-

opment in computational power has led reduction in running time for large algorithms. There are 

many common research tools such as Carnegie Mellon University Language Model tool kit, Hid-

den Markov Model Toolkit, Sphinx and Stanford Research Institute Language Modeling. Derived 

from communications and information theory, stack decoding was subsequently applied to 

speech-recognition systems [48]. Viterbi search, broadly applied to search alternative hypothe-

ses, derives from dynamic programming in the 1950s and was subsequently used in speech ap-
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plications from the 1960s to the 1980s and beyond, from Russia and Japan to the United States 

and Europe [48]. 

Hype Cycle 

Introduced in 1995, the Gartner Hype Cycle Model is an idealized model of a typical pro-

gress and evolution pattern commonly observed for maturity and adoption of technology.  

 

Figure 11: Gartner’s Hype Cycle [49] 

The Hype Cycle (Figure 11) describes five phases of a technology: 

- Technology Trigger: is the phase of ideation and conceptualization. There is no actual 

development but there can be prototyping for proof-of-concept.  

- Peak of Inflated Expectations: involves publicity about success or failure in first genera-

tion production. 

- Trough of Disillusionment: is the disappointment due to the failure in meeting the ex-

pectations of user. Investors continue with the product only if the producers tackle a prob-

lem and propose a bug fix.  

- Slope of Enlightenment: A slower recovery, on the back of second-generation and sub-

sequent products and more companies adopt it. 

- Plateau of Productivity: where technology becomes more widely adopted. At least 30 

percent of the technology's target audience has already adopted it, or is planning to.  

The Gartner Hype Cycle for Human-Computer Interaction, 2014, Figure 12, is a good indicator of 

the systems being developed to let machines understand the user intent rather than just 
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words[50]. The hype cycle indicates that the SR technology is reaching the Plateau of Productivi-

ty in the next year or two.  

 

 

Figure 12: Gartner’s Hype Cycle for Human-Computer Interaction[50] 

The Hype cycle is a clear indication of how SR has become an established technology, ready for 

the market. That could explain why most of the cars come with speech recognition system either 

as a standard option, or at least as an extra feature. Studies have shown that the total share of 

new cars with speech recognition is expected to surpass the number of cars without speech 

recognition by 2020. A survey by Statista shows the twenty percent growth in cars with speech 

recognition system installed in 2012 and 2019 [51]. 

Speech Recognition in Automotive Industry 

In the USA, current voice interfaces include Ford SYNC, Chrysler UConnect, GM MyLink, Hyun-

dai Genesis, and Toyota navigation with Entune. The commonly supported applications are navi-

gation (e.g., destination entry, route guidance, and traffic information) and music selection (select-

ing, playing, and pausing songs on MP3players, AM/ FM/XM radios), as well as those related to 

cellular phones (answering and placing calls, searching contact lists, and various tasks associat-

ed with text messages). 
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Is technology a curse or a blessing? 

The use of handsets while driving is illegal in 14 states, whereas the use of “hands-free” voice 

controls is generally encouraged. Most of the people hold a perception that speech recognition 

technology is safer because the driver doesn’t need to take eyes off the road or hands off the 

steering wheel. In contrast, the study by AAA foundation in April 2013 showed that the mental 

workload from performing complicated tasks slows reaction times, whatever the driver is doing 

with his or her hands [52].   

Speech recognition is assumed to be a panacea for driver distraction offering an alternative to the 

visual/manual demand of the system. However, speech-based systems can demand attention 

resulting in increased cognitive load and distracting driver just as visual displays and manual con-

trols do. Past research neither fully supports nor contradicts the above assumption. For example, 

a research has proved that driver’s emergency braking timings and cognitive workload levels for 

speech-operative personal assistant devices (PDA) in vehicle is between no PDA and manual 

PDA [53]. Lee showed that drivers’ reaction time increased by 180ms when using a complex 

speech-controlled email system (three level soft menus with four-to-seven options for each menu) 

in comparison with a simpler alternative (three levels of menus with two options per menu) [52]. 

Another research analyzed the difference in reaction time when no email system is provided in 

car with the reaction time when provided with speech based in-vehicle email system. The results 

showed 30% increase in reaction times when used speech-based system [10].  

In cars, the environment is brutal. There are a number of disturbances like engine noise, traffic 

noise, passengers talking, and media player. And hence, it’s still hard to incorporate speech 

recognition in cars. Anyone who has ever used voice recognition in a car knows that sometimes it 

is dreadful to use. The most recent annual Initial Quality Study, which focuses on problems new 

car buyers experience in the first 90 days of ownership, found that 23 percent of reported issues 

were related to infotainment, and a third of these problems were caused by voice recognition. A 

separate study by the market research firm J.D. Power & Associates found that the rate of the 

complaints about built-in voice recognition systems is nearly four times the rate of reported prob-
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lems with transmissions or cup holders. In Figure 13, first part show the data about the percent-

age of a factory-installed voice recognition equipment by brand for 2014 models and second part 

is the data from J.D Power and associates which shows the number of problems reported per 100 

cars. From the research it is clear that so called less distractive hands-free solutions like voice 

recognition (8.3) and Bluetooth (5.7) are the top most in the complaints received.  

 

Figure 13: Car Models Made in the North America for U.S Market, 2014 

While it would be wrong to say that speech recognition never works. It is due to the engine noise 

and the noise on road that often makes it inefficient. However, the user interface of center stack 

also plays an important role when it comes to distraction. The center stack with plethora of but-

tons can be more distraction than an inefficient speech recognition system. Therefore, working 

towards achieving perfection for a unimodal system can be difficult, especially when for real-time 

systems. 

A study has proved that the total number of hard and soft buttons at a time on the center stack 

ranges from 25-50 for the analyzed cars [54] 
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CHAPTER 6 

MULTIMODAL INTERACTION 

In simple words we can say, multimodal interaction means more than one means of commu-

nication with a system/object to share information. More information can be exchanged in a lim-

ited time, often by different means of communication. 

 Sequential Multimodal: means user will have to switch between the modes of interac-

tion but cannot use the modes together. Example: BT Exact’s WAP and voice-based 

stock quotation application in which the user start with tradition WAP and then switches 

over to voice to specify the stock in which they are interested [55]. 

 Simultaneous Multimodal: allows user to use more than one mode at a time to interact 

with the system. For example: in route finder application the user could say “Show me the 

quickest route from here and here” while indicating the two locations on an on-screen 

map using touch. No action can be taken based on single mode input but if we combine 

the inputs, the request can be completed. However, this is not that simple to achieve. The 

two inputs can be contradictory and may end up in a conflict. There can be various strat-

egies to deal with such situations such as accept only the first input or just the last input, 

accept most reliable input etc. [55] 

Human-Human Multimodal Interaction 

If we closely look at the natural way of Humans’ Communication, we rarely see dependence on 

speech as the only source of sharing information. There is an intertwined cooperation of various 

other modalities [56]. The modality includes a variety of communication methods for the expres-

sion of intent, the implementation of action and perception to the feedback, such as speech, eye 

contact, facial expressions, lip's movements, hands' movements, gesticulation, head's move-

ments, body's posture, touch etc. Even a poor conversation over the phone has multiple modes 

of communication that work together to help the receiving side easily recognize the speaker.  
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Figure 14: Human-Human Multimodal Communication 

Besides the normal verbal communication mode (the actual words used in the conversa-

tion), para-verbal modes (like the tone of voice, the pauses, the speed, and the volume of the 

speaker) are used to enhance recognition (Figure 14). Additional subtle modes like the history 

related to the conversation as well as the context where it is taking place can also add to better 

recognition compared to the context free single mode speech. Even for simple text messages or 

emails, we often use emotion icons as an additional mode to help improve the communication. An 

advanced face-to-face communication can provide very rich speech recognition as we use addi-

tional modes like hand gestures, lip reading and other body- and face impressions. 

Human-Computer Interaction 

The interface between humans and computers has progressed over the years from switches and 

LEDs to punched cards, interactive command-line interfaces, and the direct manipulation model 

of graphical user interfaces. There has been a significant research in multimodal human comput-

er interaction (MMHCI) due to the advancement in the development of unimodal techniques such 

as speech recognition, computer vision, etc., and in hardware technologies such as inexpensive 

cameras and sensors. In terms of computer input devices the modalities can be compared to hu-

man senses: cameras (sight), haptic sensors (touch), microphones (hearing), olfactory (smell) 

[57]. In addition, however, there are input devices that do not map directly to human senses: key-

board, mouse, writing tablet, motion input (e.g., the device itself is moved for interaction), and 

many others. A multimodal framework requires a user-centered approach (rather than a technol-

ogy-driven approach) to design, engineering, and testing interfaces [58]. One of the early MMHCI 
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examples is the QuickSet system, an architecture for multimodal integration used for integrating 

speech and (pen) gestures, allowed users to create and control military simulations from a tablet 

or handheld computer [58].  

 

Figure 15: Human-Computer Interaction 

However, despite the advancement in computer research field, there is still a need for 

more research on individual modalities such as speech, vision etc. There are challenges in build-

ing systems to perform tasks in real-world scenarios such as face detection and recognition, faci-

al expression analysis, hand tracking and modeling, head and body tracking and pose extraction, 

gesture recognition, and activity analysis. Changes in illumination and camera pose, changes in 

the appearance of users, and multiple users is a huge challenge for the field. Another important 

aspect that has been research is emotion tracking. Emotions can change the meaning of mes-

sage. 
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CHAPTER 7 

IN-VEHICLE MULTIMODAL INTERACTION- OUR APPROACH 

Mobile environments rule out many traditional approaches to human-computer interaction (HCI). 

In order to accommodate a wider range of scenarios, tasks, users, and preferences, interfaces 

must become more natural, intuitive, adaptive, and unobtrusive.  

Multimodal is relatively a new term when used in context of automobiles but has been widely 

used in Human Computer Interaction. The modes identified for human-human or human-

computer interaction are unsuitable for automotive domain due the dynamically changing envi-

ronment, the noise and cognitive load on driver. In noisy environments, even the humans do not 

just rely on speech based communication. They tend gain idea by facial expressions, body ges-

ture, lip movements etc. Hence, we have identified and experimented new modes of communica-

tion specific to automotive domain. 

 

Figure 16: Human-vehicle interaction 

For the system-to-driver interaction, we focus on three ways of communications: 

 Graphics: a visual output mode to represent the exact virtualization of hardware options 

available. The number of icons is within 6-8 on each screen and graphics are easy to in-

terpret. 

 Text Tip: A visual output mode to describe the option. Similar to the common “mouse 

over tip” or “tooltip” text in the mouse-based office interaction, the text tip is a one-word 

caption to give the user a cue about the voice command that can be used to speak out 

the command. These one-word captions are used as keywords in speech recognition and 
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hence, considerably reduces the vocabulary/grammar used to implement system and 

thereby, enhancing the likelihood of successful command recognition. This mode can be 

turned on/off by the user based on their preference. 

 Voice-tip: Each identified command is repeated back to the driver to serve multiple pur-

poses: 

- To provide the user with an idealized way to pronounce the command to improve 

their future voice-based communications and eliminate the “marginal com-

mands”. Our multiple prototype experiments showed that some users can have 

the same command recognized some of times but not always. This can be at-

tributed to the distant proximity of pattern matching due to speaker accent or oth-

er factors. Hence, if the command was close to the cut-off borders of not being 

correctly recognized, small perturbations can lead to situations where the com-

mand is recognized only some of the time. Therefore, our prototyping with the 

voice output command shows the user how exemplar command should be spo-

ken, hence improving future user communication with the system. 

- To provide the user with a subtle confirmation, system will speak out the com-

mand. By hearing the command that has just been identified and is about to be 

executed, the user will know if it was the intended command. If not, the user can 

speak out a “No” or ”Cancel” to “cancel” or “undo” the command and repeat or 

use another mode to reissue it. 

- To provide the user with a voice tip when “Text Tip” mode is off. By touching a 

particular icon, the system will speak out the voice command that can be used for 

access. Hence, user will get to know the voice command required for future in-

teractions.  

Similar to the Text option, voice output can be turned on/off based on user preference. 

For the driver-to-system interaction, we focus on three ways of communications: 
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 Touch: If the user prefers to use the touch screen as their initial interaction mode, s/he 

can simply choose from a limited number of large icons (6-8 icons/per screen max) to se-

lect a feature. 

 Speech: Daily experience suggests that not all words in the human-human conversation, 

but only a few important ones, need to be accurately recognized for satisfactory speech 

communication. Unlike the wide spectrum SR system that listens to a wide variety of 

commands, the user will have some assistance by the text tip offered on the screen as 

well as the exemplar commands spoken out in earlier times.  

Machine Learning: The issued command is recorded while being identified. If identified success-

fully, the action will be performed. On the other hand, if the command was miss-diagnosed and 

the user reverted immediately to the touch mode for another attempt, the original miss-diagnosed 

command will be paired with the given graphic command and is used in later speech matching. 

This combined pattern of failed speech followed by a touch command is intended to speed up the 

system learning process. Also, allows user to change the “keyword/text tip/command” corre-

sponding to any icon as per the preference. 

Multimodal interfaces are a natural and safe means of communication and can help in 

preventing and recovering from the errors due to inaccurate unimodal output. Multimodal inter-

faces are recognized to be inherently flexible, and can be designed to support simultaneous use 

of input modes, to permit switching among modes to take advantage of the modality best suited 

for a task, environment, or user capabilities, and to pass information from one mode to another in 

order to expand accessibility for users with selective limitations. 

Related Research 

There is a similar research done on multimodal driver-vehicle interaction, in which speech recog-

nition is combined with facial expression recognition to increase intention recognition accuracy 

[59]. This would be the ultimate solution for driver distraction, if achieved as expected. However, 

even in human-robot interaction we could not achieve 100% certainty and accurate results [60]. 

Moreover, it requires additional cameras and continuous video streaming, in other words very 
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high processing power. Also, keeping in mind the continually changing environment and bumpy 

roads, we can never be sure to capture the video. 

Another study combines speech and tangible interfaces (turn and push dial) to achieve multimo-

dality in interacting with vehicles [61]. As per the results, there was not much significant difference 

between speech only and multimodal system.  
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CHAPTER 8 

DESIGN 

Navigation Model 

A Navigation Model provides a high level overview of a system. It helps users visualize how dif-

ferent parts of any system link with each other at multiple levels. At a simple level, a navigation 

model helps users understand how one page of an application links to another and how one can 

navigate through the app. For larger systems, it’s important to have good system design as mak-

ing changes during implementation stages can be time consuming and expensive. This is where 

navigation models are crucial as they help system designers understand and structure the appli-

cation better based on the project requirements and give clarity to developers who implement the 

system. 

The model has three layers of navigation primarily: 

a. Screen to Screen: This is the most basic layer which shows navigation between two 

screens. Here is a simple example which shows navigation from a home screen to vari-

ous parts of the MMIS application like Navigation, Media and Phone. 

 

Figure 17: Navigation model: Screen to screen 

b. Multiple Facets: This layer is usually used for a screen which has multiple interface relat-

ed actions which does not take the user to another screen. Best example of this layer 

would be the concepts of tabs. This kind of navigation is extremely useful when an appli-

cation has a strong primary view with fewer options. This is because tabs are always vis-

ible and a user can quickly navigate to the desired part of the screen. Here is an example 
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which shows navigation tabular navigation between Photos and Video tabs in a Gallery 

application available on most smartphone: the overlapping horizontal structure indicates 

navigation within the same screen i.e. multiple facets of the “Home” screen. 

 

Figure 18: Navigation model: Multiple facets 

c. Superimposed Screens: This layer shows multiple screens which are part of and can be 

navigated from the same screen but do not act like different facets of the screen. Best 

way to describe these screens would be that they are superimposed. The best way to il-

lustrate these screens is by placing them in a stack like fashion. An example which 

shows superimposed screens in the IMMIS application is the Media screen which switch-

es the mode of media. The down arrow indicates that the screens are superimposed.  

 

Figure 19: Navigation model: Superimposed screens 

Levels of Navigation Model 

a. Level 1: This level gives the high level overview of the navigation of the entire system. It 

does not concern with details of each screen. A user should be able to see an overview 

of the pages in an application and how they are connected to each other by looking at the 

Level 1 model. Best example for this is a sitemap of any website. 



54 
 

 

Figure 20: Navigation model: Level 1 

b. Level 2: This level tells the user about the details of individual pages and the actions 

available to user to navigate to other pages through it. An example of Level 2 would be to 

show the navigation of any sub screen of an application in detail. 
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Figure 21: Navigation model: Level 2 

c. Level 3: Third level shows the screens with the components in it and how they link to the 

other components. This is the most visual and descriptive level and the most difficult to 

implement at the start of any project. (Figure 22) 

d. The IMMIS application focuses on minimalism, ease of use and driver safety. Therefore it 

is essential that the driver can navigate to each of the application screens in the least 

number of steps possible. The navigation model helps us achieve these goals and aids 

the User Interface designers as well as developers understand the goals of the applica-

tion better. 
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Figure 22: Navigation model: Level 3 

User-Interface Design 

Design, by definition, is a plan or drawing or an approach produced to show the look or execution 

of an object before it is made. It is very important to have a good design before starting with actu-

al implementation as Benjamin Franklin said “If you fail to plan, you are planning to fail!” The usa-

bility of a product increase when end user’s perception is given the highest priority at the design 

time and this is termed as User Centered Design. Our main goal is to reduce distraction by mini-

mizing time interacting with the car system. Hence our IMMI User Interface is a hierarchical struc-

ture that requires one click per screen and at most 4 clicks to perform an operation correctly. As 

the human eye perceives images faster than text, we have designed an easy-to-eyes icon layout 

that requires minimum thought process. The UI we presented is based on a concept called Mini-

malist design. The term minimalism is also used to describe a trend in design and architecture, 

wherein the subject is reduced to its necessary elements. Minimalistic design has been highly 

influenced by Japanese traditional design and architecture. Architect Ludwig Mies van der Rohe 

adopted the motto "Less is more" to describe his aesthetic tactic of arranging the necessary com-
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ponents of a building to create an impression of extreme simplicity—he enlisted every element 

and detail to serve multiple visual and functional purposes; for example, designing a floor to also 

serve as the radiator, or a massive fireplace to also house the bathroom. Designer Buckminster 

Fuller adopted the engineer's goal of "Doing more with less", but his concerns were oriented to-

ward technology and engineering rather than aesthetics. The concept of minimalist architecture is 

to strip everything down to its essential quality and achieve simplicity. The idea is not completely 

without ornamentation; but that all parts, details and joinery are considered as reduced to a stage 

where no one can remove anything further to improve the design. 

Following are the few design principles that we have implemented in order to achieve user cen-

tered UI design for the infotainment screen [62]:  

 80/20 Rule: Asserts that approximately 80 percent of the effects generated by 20 percent 

of the variable in that system. The same rule can be applied to the automotive domain in-

fotainment screen, 80 percent of the usage involves 20 percent of its features. After ana-

lyzing different cars and drivers, we have grouped the majorly used features as GPS, 

music/media, phone connectivity, few car system controls such as wiper and beam, and 

the air conditioning (Figure 23). 

 Contour Bias: A tendency to favor objects with contours over objects with sharp angles 

or points. Instead of keeping sharp edges, we have slightly rounded edges for each icon 

in our design as shown by pointing an arrow in Figure 23. 
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Figure 23: Home Screen with text 

 

Figure 24: Home screen without text 

 Accessibility: asserts that designs should be usable by people of diverse abilities with-

out special adaption or modifications. The four characteristics of accessibility are: 

o Perceptibility: when the design can be perceived by anyone, regardless of senso-

ry abilities. 

o Operability: when anyone can use the design, regardless of physical abilities. 

The complete application is accessible using both touch and speech.  

o Simplicity: when anyone can understand the design, regardless of experience, 

literacy, or concentration level. We have tried to keep the graphics and indicative 

as simple as possible. Also, the text tip feature is an add-on. 

o Forgiveness: when design minimize the occurrence and consequences of errors. 

Our UI design provides easily interpretable graphical icons with text as well as without text, de-

pending on the user preference. Also, when the voice-tip mode is switch on then system will 

speak out the text corresponding to each icon. Figure 23 shows the home screen with text and 

figure 24 shows the same screen without text. 

 Aesthetic-Usability Effect: describes a phenomenon in which people perceive more-

aesthetic designs as easier to use than less-aesthetic designs due to the lack of ac-

ceptance. Example: a circular/triangular/hexagonal shaped infotainment screen might not 

be accepted by the user. We have tried to keep minimal changes in the UI design that 

are easy to accept. 
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 Alignment: Elements in a design should be aligned with one or more elements. This cre-

ates a sense of unity and cohesion, which contributes to the designs overall aesthetic 

and perceived stability. 

 

Figure 25: Car systems without text 

 

Figure 26: Car systems with text 

 Chunking: A technique of combining many unites of information into a limited number of 

units or chunks, so that the information is easier to process and remember. We have tried 

to group similar functional units together such as wipers, windows and lights in car sys-

tems as shown in figure 25 and figure 26. 

 Good Continuation: Elements arranged in a straight line or a smooth curve are per-

ceived as a group and are interpreted as being more related than elements not on the 

line or curve. (Figure 27) 

 Proximity: Elements that are close together are perceived to be more related than ele-

ments that are farther apart (Figure 27). 

 

Figure 27: Media Player 



60 
 

The media player modes AM, FM and CD are kept in one line whereas the action buttons 

play, pause and stop represent a different group. The different stations/tracks represented by 

numbers is another group. (Figure 27) 

 Affordance: A property in which the physical characteristics of an object or environment 

influence its function. Round wheels are better suited than square wheels for rolling. This 

does not say that square wheels cannot rotate but the physical characteristics of round 

wheels is better suited for the rolling function. The compliance of affordance has been 

applied throughout the application design. The graphics of icons clearly signify the corre-

sponding function. For example in figure 27, it is quite evident that volume is a seek bar, 

higher the bar higher is the volume whereas other icons on the screen are buttons. 

 Modularity: A method of managing system complexity that involves dividing large sys-

tems into multiple, smaller self-contained systems. Complying with the rule and not keep-

ing all the possible functions/icons on one screen.  

 Consistency: Systems are more usable and learnable when similar parts are expressed 

in similar ways. Four kinds of consistency: 

o Aesthetic: Consistency of style and appearance 

o Functional: Consistency of meaning and action 

o Internal: Consistency with other elements in the section 

o External: Consistency with other elements in the environment 

The color coding, shape of icons and font of text is consistent throughout all the screens in 

application. 

 Control: The level of control provided by a system should be related to the proficiency 

and experience levels of the people using the system. The main goal of our design lies in 

this design principle, the multimodality. The different modes provide user with the lever-

age to turn on/off based on requirement (Figure 28).  
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Figure 28: Settings Screen 

 Flexibility-Usability Tradeoff: As the flexibility of the system increases, the usability of 

the system decreases. Flexible designs can perform more action but less efficiently. 

Keeping the number of functions limited in order to reduce distraction as well as increase 

the efficiency. 

 Golden Ratio: The ratio within the elements of a form, such as height to width, approxi-

mating 0.618. Based on the results of the outreach event, we decided to use 8 inches 

screen for the center stack. 

 Hick’s Law: The time it takes to make a decision increases as the number of alternatives 

increases. The system is providing the user with the ability to access only audio applica-

tions for entertainment. Features such as video applications and internet browsing are 

taken off. 

 Hierarchy of Needs: In order for a design to be successful, it must meet people’s basic 

needs before it can attempt to satisfy higher-level needs. 

o Functionality  

o Reliability 

o Usability 

o Proficiency 

o Creativity 
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 Iconic Representation: The use of pictorial images to improve the recognition and recall 

of signs and controls. As shown in figure 29, the icon for fan, AC, windshield, face, feet 

and mix are self-explanatory. 

 

Figure 29: Air Conditioning System 

 Mapping: A relationship between controls and their movements or effects. Good map-

ping between controls and their effects results in greater ease of use. 

 Mental Model: People understand and interact with systems and environments based on 

mental representations developed from experience. As shown in figure 30, the magnify-

ing glass icon seems familiar and can be easily interpreted as “search”, the star shaped 

icon gives a clear idea of something being “marked” or “bookmarks” or “favorites”. 

 

Figure 30: GPS screen without text 

 

Figure 31: GPS screen with text 

 Orientation sensitivity: A phenomenon of visual processing in which certain line orienta-

tions are more quickly and easily processed and discriminated than other line orienta-

tions. Our experiments showed that landscape orientation is preferred over portrait. 
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 Performance Load: The greater the effort to accomplish a task, the less likely the task 

will be accomplished successfully. The maximum of number of steps required to perform 

any task throughout the application is 3-4.  

 Picture Superiority Effect: Pictures are remembered better than words. 

 Progressive Disclosure: A strategy of managing information complexity in which only 

necessary or requested information is displayed at any given time. The text tip mode of-

fers additional information in order to provide the user with some hint. However, the fea-

ture can be turned on/off depending on the need. 

 Proportional Density: The relationship between the elements of a design and the mean-

ing they convey. 

 Prototyping: The use of simplified and incomplete models of a design to explore ideas, 

elaborate requirements, refine specifications and test functionality.  

 

Favorites Screen initial version 

 

Favorites screen current version 

  

 

Media player screen initial version 

 

Media player current version 

Figure 32: Prototype images 
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Figure 32 shows the initial version and the current version of the same screen. Initial version 

of favorites screen is not utilizing the available space on screen, leaving behind unusual un-

used space. Also, in the initial version of media player screen, it is difficult to differentiate be-

tween the groups for action buttons, media player modes and station/track. The volume is 

better perceived as a seek bar than numbers. 

 Redundancy: The use of more elements than necessary to maintain the performance of 

a system in the event of failure of one or more of the elements. The application is com-

pletely accessible using both touch and speech mode. 

 Symmetry: A property of visual equivalence among elements in a form. 

 Visibility: The usability of a system is improved when its status and methods of use are 

clearly visible. 

  

Figure 33: Phone screen with and without text 
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CHAPTER 9 

RELATED PRIOR WORK 

Experiment 1 

This experiment was conducted as part of Master’s Thesis study by Tanvi Jahagirdar [23]. 

Goal  

To evaluate the effect of our minimalist design on driver distraction as well as to measure the ef-

fects of icon size and number, screen size and orientation. 

An abstract layout of icons of varying sizes, orientation and number of icons while driving, was 

tested to effectively calculate driver response time.  

Setup 

The HyperDrive Simulator was used for this experiment. The volunteers were asked to drive on a 

previously programmed route, with possible driving tasks like left turns at a signal, pedestrians 

crossing, curved road and following a car. Then the 2 drives – with smaller screen size and larger 

screen size were monitored closely. The volunteers’ reaction time (from the number being said to 

the driver clicking the number) was also noted for both. For each UI, the driver was asked to click 

the numbered icon 5 times. 

Experiment Data & Analysis 

There were 2 types of data obtained – Driver Response Time and Driving Simulation metrics. The 

response times were closely monitored and noted manually using a stopwatch and excel spread-

sheet to note the values. The driving simulation metrics was recorded by the Simulation system 

by programming it prior to the experiment. All possible metrics which could be used in identifying 

distraction and its risk factor was separated out in an excel spreadsheet. Since the simulator rec-

ords every data and action per microsecond, we are unable to display all of the data and only 

specific parts will be shown. 
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Figure 34: Driver’s view of the simulator with 10” tablet displaying 8 icons 

Results 

Driver Response Time: In general, all response times were below 2 seconds, indicating that this 

experiment settings can serve as our baseline for the multimodal design. Actual readings ranged 

from 0.71 seconds to 0.98 seconds for all of the 8 settings. This gave us a strong indication that 

we can safely design the UI with 8 icons on small screen of 7 inch. A 10 inch screen will not have 

major improvement if we stayed within our limit of 8 icons. There was no significant difference in 

the reaction times between portrait and landscape orientation. In the experiment, we interviewed 

the volunteers to seek their feedback about the screen orientation. Most people preferred Land-

scape over Portrait orientation. One reasonable explanation is that it is more common as the ma-

jority of screen orientations of technology are landscape. For example computers, television, ra-

dio and media players are predominantly horizontal. However, more research is needed to test 

the boundaries of both orientations. 

Experiment 2 

This experiment was conducted as part of Master’s Thesis study by Paresh Nakrani [54]. 

Goal 

To benchmark an abstract screen layout of in-car user interface (UI), to measure the effects of 

screen size and number of icons on driver distraction and to evaluate the effects of our minimalist 

design on driver distraction. 

Setup 
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The HyperDrive Simulator was used for this particular experiment. The experiment used two dif-

ferent sizes of android tablets as UIs. The following conventions have been used throughout the 

experiment: 

1) Small Screen: - An android tablet with a 7” (inch) screen is known as “small screen”. Small 

screen has two layouts of icons; first with 24 icons and second with 8 icons. 

2) Large Screen: - An android tablet with a 10” inch screen is known as ‘Large screen”. Large 

Screen has two layouts of icons; first with 24 icons and second with 8 icons. 

3) Reaction time (in seconds): - We measure this metric manually and the unit of measurement is 

in seconds. All four UI’s were tested for the driver distraction, and the distraction is measured in 

terms of reaction time. The reaction time is considered as the amount of time a driver takes 

his/her eyes off the road while driving to interact with the screen in the center-stack. The Driver is 

asked to click a certain numbered icon on the screen in the center-stack while driving under the 

normal conditions. The time taken to click the numbered icon is noted as the reaction time. The 

greater the reaction time, the higher the distraction. Also, any deviation in those readings without 

other modifications in the experiment should indicate distraction occurrence. This step is repeated 

5 times for each UI screen, and a total of 20 readings are taken per participant, 5 readings per 

each UI Screen. 

 

 

 

 

Figure 35: Small screen with 24 icons 
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Experiment Data & Analysis 

In this particular experiment, a total of 20 volunteers took part. No personal information was col-

lected about the participants. There were 2 types of data obtained – Driver Reaction Time and 

Driving Simulation Metrics. The reaction times were closely monitored and noted manually using 

a stopwatch, and excel spreadsheet was used to note the readings. Driving Simulator Metrics 

were used to perform statistical analysis of the collected data. 

Results 

The data collected from the experiment, shows that for the more number of icons (24 icons), the 

large screen is worse than the small screen and it required more attention, which disproves our 

null hypothesis that the larger screen is better and less distractive than the smaller screen. SA 

results also confirms the experiment data. 

 There is no statistically significant difference between the small screen and the large 

screen 

 Design with 8 icons was well within the NHTSA’s criteria. Total Mean reaction time 1.086 

seconds, which nearly the half of the NHTSA’s criteria.  

 There is an extremely statistically significant difference in the UI with 24 icons and UI with 

8 Icons. The mean reaction time for the UI with 24 icons is 1.938120 seconds, which can 

significantly differ by 0.852 seconds and might cross the limit of 2 seconds. Hence, the UI 

with 24 icons doesn’t meet requirement of NHTSA’s guidelines. 
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CHAPTER 10 

EXPERIMENT 

An experiment can be defined as a test or a series of test in which purposeful changes are 

made to the input variables of a process or system so that we may observe and identify the rea-

sons for changes that may be observed in output response [63]. 

Engineering Based Metrics 

Lane Departures 

The number of lane departures per unit of time or trial is a very common safety statistic. If drivers 

are distracted, there are more lane variations. There are two definitions of a lane departure: when 

“the automobile crossed the white sidelines on the roadway,” and “when the vehicle's tire came 

into contact with the lane marker.” Thus, there are at least two candidate criteria for a lane depar-

ture, (1) the outer edge of the exterior mirror passes over the midline of the lane marking, and (2) 

the front tire touches the inside edge of the lane marking. The first criterion is the most crash rel-

evant. The second is easier to detect (when using a side-mounted camera). Simple math sug-

gests there is a one to four inch difference between the two criteria [23].  

Time-To-Line Crossing 

There are actually at least three different ways time-to-line crossing can be defined: (1) as lateral 

distance divided by lateral velocity, (2) as an expression that includes lateral acceleration, and (3) 

as the complete trigonometric solution that considers the radius of curvature of the vehicle's path 

and the radius of curvature of the road. Of the values provided by the three expressions, the first 

two of which are approximations, and all three can differ considerably. When drivers are distract-

ed, the minimum time-to-line crossing over a time window decreases. Time-to-Line is basically 

how long it takes the vehicle to reach the lane boundary [23]. 

Headway 
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Headway is a measurement of the distance or time between tips of the two vehicles. The more 

closely one follows a vehicle ahead, the more likely to crash. Of the various types of crashes, 

rear-end collisions are much more likely when drivers are distracted. Generally, it is the front 

bumper to front bumper difference.  

Acceleration, Velocity, Brake 

Previous studies indicate that in distracted driving there is an abrupt change in brake, accelera-

tion and velocity. The driver applies brake or reduces the speed while performing another task 

and thereafter aligning back to the speed achieved prior to the distraction. This can also indicate 

the duration of distraction. 

Eyes take-off-road Time 

We measure this metric manually. The Driver is asked to access a certain application on the 

screen while driving at normal conditions. In order to measure the visual distraction, the exact 

duration for which user looked away from the road to see the screen will be recorded [64]. This 

step will be repeated 4 times for both the test scenarios. And, any deviation in those readings 

without any other modifications in the experiment should indicate distraction occurrence and larg-

er the time, longer the distraction. 

Experiment 1 

Statement of the problem: 

Is single-mode speech recognition the best solution or is having more modes of interaction bet-

ter? To get an answer to the above question, we designed our first experiment to compare the 

command detection hit rate for the same application with single mode speech (we refer to it as 

the blind Speech Recognition as the user has no idea what the command should be) and dual 

mode speech with text tip to hint the user to the speech command. Our goal was to evaluate the 

effect of combining two modes on the system performance. 

Null Hypothesis: Dual modal interactive interface has no effect on driver distraction compared to 

single mode speech recognition. 



71 
 

Alternate Hypothesis: Dual modal interactive interface improves system performance. 

Variables 

 Input Variable: “Text Tip” Mode value- Toggles between “On” and “Off”. 

 Output Response: Voice Command Hit Rate- The number of attempts to get the com-

mand successfully recognized. 

Setup 

An interface was developed on android platform using Android Studio version 1.2.11 implement-

ing the user centered design principles explained before. The developed application was tested 

on Android v4.4.2 based Samsung Galaxy Tab4 8.0”. We have designed various prototypes on 

popular speech recognition technologies such as Android with Google APIs, Python using Google 

API, IOS with OpenEars, CMU Sphinx using java, Microsoft Windows Speech Recognition using 

C Sharp etc. Finally, we decided to choose Dragon SDK because of its high accuracy rate in de-

tecting the commands and less processing power requirements.  

Dragon SDK version 1.4.11 download was available on the nuance developers’ website 

https://dragonmobile.nuancemobiledeveloper.com/public/index.php?task=prodDev#download. 

However in order to get the SDK activated, we had to request the product key with a validity of 90 

days from Nuance website.  

Steps of Execution 

The multimodal application was deployed on a Samsung galaxy tab 4 which was given to the us-

er. Although, user had the leverage to access the application either by touch or by using voice 

commands, yet for the experimental purpose we restricted the access using voice commands 

only. Total number of volunteers was 13. 

Two scenarios were tested on each participant:  

 Unimodal: The “Text Tip” mode was switched “off” and user had to access the features 

or navigate through screens of application using voice commands only. 

 Bimodal: The “Text Tip” mode was switched “on” and user was asked to access the fea-

tures or navigate through screens of application only using voice commands. 

https://dragonmobile.nuancemobiledeveloper.com/public/index.php?task=prodDev#download
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The command hit rate was captured, i.e., whether the correct command was recognized in one 

go or in two-three chances or couldn’t get recognized. For each participant, it was repeated elev-

en times on different features. 

Results 

Figure 36 shows the significant difference between the results of two scenarios. The average 

success rate (2.6) in unimodal system is significantly less than the average success rate (12.1) in 

bimodal system. Participants felt a lot easier to access the application with the text tip because of 

the apparent guidance to a limited set of commands and the less cognitive load in interpreting the 

icon graphics. Please refer Appendix E section for the table of results. 

 

Figure 36: Unimodal vs Bimodal 

Experiment 2 

Statement of the problem 

To compare eyes take-off the road time when using only touch and when using speech mode 

with text tip mode. Our goal was to evaluate the effect of combining two modes on the driver’s 

performance. 

Null Hypothesis: Dual modal interactive interface has no effect on driver distraction compared to 

single mode speech recognition. 

Alternate Hypothesis: Dual modal interactive interface improves driver’s performance. 
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Variables 

 Input Variable: Speech Command/ touch 

 Output Response: Eyes take-off the road time 

Setup 

The HyperDrive Simulator was used for this experiment. It is explained in details later in the Ap-

pendix Section. The volunteers were asked to drive on a previously programmed route as shown 

below in figure 37. Special instructions were given such as not to overtake any car, maintain 

speed between 40-50 mph and follow all the driving and traffic rules. 

 

Figure 37: Route overview 

At the starting point (figure 38), the user would start from the lane to the right of the centerline. 

The volunteers were given few minutes to get acquainted with the driving environment. Then the 

2 drives – with touch only and speech only were monitored closely. The volunteers’ eyes take-off 

the road time was noted for both the cases.  
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Figure 38: The starting point 

The first complex driving task was a left turn. The driver would have to stop at the intersection 

and wait for the signal to turn green and then make a turn while following another car also making 

the same turn. At that point, the drivers were asked to access any center stack application. 

 

Figure 39: The left turn 

The curved road was the second complex driving task. At the start of this path, the preceding ve-

hicle is taken out and another car joins the roadway. Drivers were asked to access another appli-

cation while driving on a curved road. 

 

Figure 40: The curved road 
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Pedestrian crossing was the last task along with a command given to access the application. 

Here to capture the eyes take-off the road time more effectively, we had pedestrians crossing the 

road suddenly. The driver then proceeded forward and reached the goal. 

 

Figure 41: Pedestrian crossing 

The same android application which was used in experiment 1 was deployed on an 8 inches an-

droid based tablet and was used as the infotainment screen for car. UI design screens can be 

referred in section.   

Special Considerations: 

 Due to the noise of simulator, we used a microphone for this experiment (Figure 42). 

 Since, there was no dedicated button or activation command for the speech recognition 

system, we manually clicked the microphone icon present on screen before asking the 

user to speak. 
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Figure 42: The arrow pointing towards the microphone used for speech recognition 

Steps of Execution 

 The multimodal application was deployed on a Samsung galaxy tab 4 which was used as 

the infotainment screen for the driving simulator. Total number of volunteers was 13. At 

different intervals, users were given few commands such as: 

o You might want to listen to the music. 

o Roll up/down the window 

o You might need to use navigation/GPS system. 

o Look for nearby restaurants or gas stations. 

o You might want to make a call. 

Two scenarios were tested on each participant:  

 Single mode only touch: The “Text Tip” mode was switched “on” and user had to ac-

cess the features or navigate through screens of application using touch only.  
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 Dual mode Speech with Text Tip: The “Text Tip” mode was switched “on” and user was 

asked to access the features or navigate through screens of application only using voice 

commands.  

Experiment Data & Analysis 

The experiment data shows that there is a significant difference between the two scenarios, yet 

all of them fall within the NHTSA norms. This proves the effectiveness of our minimalist design 

and also the comparison of eyes-off-road time proves the multimodal system. That is, each 

screen should take less than 2 seconds and the cumulative task time should be no more than 2 x 

6 screens = 12 seconds. The data thus proves our design causes minimal driver distraction, dis-

proving our null hypothesis, with distractive task time as low as 0.41 seconds per screen to 0.98 

seconds. The average eyes-off-road time for multimodal system was 0.74 as compared to 0.89 

for unimodal system.  

Figure 43 shows the comparison of lane position values with distraction and without distraction 

when using touch mode and when using speech with text mode. The reading were captured by 

the driving simulator keeping track of microseconds. The deviation from the center of the lane 

was recorded in this sample. The graphs are more or less similar.  

 

Figure 43: Lane Deviation 
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The eyes-off-road times were closely monitored and noted manually using a stopwatch and excel 

spreadsheet to note the values. Rest of the data and statistical analysis is included in the Appen-

dix F. 

Results 

Figure 44 shows the significant difference between the results of two scenarios. For majority of 

the scenarios, the time was less for speech with text-tip as compared to the touch mode. Howev-

er, there were two exceptions where the results were reversed.  

 

Figure 44: Eyes take-off-road time: Touch vs Speech with text 
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Speech 0.98 0.69 0.645 0.62 0.9 0.6175 0.8775 0.895 0.6 0.80625 0.8675 0.41
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CHAPTER 11 

THE OUTREACH EVENT 

Twenty two high school students were brought to the driving simulator lab (SIM 107) for 

about 2 hours to gain knowledge about the driver distraction and understand the possible conse-

quences of distraction. The event was organized under the supervision of Dr. Ashraf Gaffar and 

Dr. Ashish Amresh. The students were really excited to see the simulator and few of them 

seemed very interested in gaining further knowledge about the research. We started with intro-

duction followed by a query session and then each student was given a chance to drive the simu-

lator for approx. 7min.  
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Figure 45: The outreach event 

Introduction provided to the students 

Our research is focused on looking out the factors that cause driver distraction and measures to 

reduce the same. Today, the car is nothing but driving a computer on wheels. We have a whole 

bunch of distractive features such as calling, texting, social media, web browsing etc. and wheth-

er required or not driver tends to use them. These features are increasing distraction. A distracted 

driver is not only keeping his/her own life at risk but also the life of other innocent souls as well.  

Query Session 

Question to the students: Why do you think the distraction will increase in near future? 

Answer: Because the number of features in cockpit are increasing and soon it will be nothing 

less but driving a computer with wheels. 

Question by one of the students: Does the simulator have 3D effect? Can we see the cars fly-

ing when met with an accident? 

Answer: No, this simulator is designed with an educational purpose to measure distraction not to 

show the graphics. 

Question by Dr. Amresh to us: Instead of providing a solution to minimize driver distraction, 

why can’t we provide the training to drive with distraction? 

Answer: We are not expecting that the driver would not use cell phones/center stack while driv-

ing. However, we can also not expect to train everyone for multitasking. A solution in mid-way of 

the two is required indeed. 
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Figure 46: Students filling out the questionnaire at the outreach event 

Result 

A questionnaire (Appendix D) was prepared and students were asked to fill that out. Results 

showed that most of the students were in the age group of 14-16 years with a few exceptions. 

There were 20 male and 2 female students. We identified three groups of students: ones with 

driving license, second group for students without the license but quite familiar with driving and 

the third group with no driving experience at all. The first group with 25% of the students were the 

first ones to drive on the simulator. Second group contained the majority, i.e., 57% of the students 

followed by 18% in the third group. All of them were aware of the legal age to get driver’s license 

and were quite well informed about the dos and don’ts of driving. All of them said a driver must 

not use cell phone or texting while driving. However, 36% of the students said music player can 

be accessed while driving. Their perception of distraction implied texting/calling/navigation system 

while driving, temptation or use of technology and social media, boredom, lack of sleep, other 

people etc. Lastly, we showed a few tablets with size range from 7-10 inches and asked for the 

student’s preference to determine the aspect ratio. 50% of the students preferred 7 inches tablets 

as compared to 20 % preference for 8 inches and 15% for 10 inches while 15 % gave no prefer-

ence at all.  
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Figure 47: Students enjoying while driving the simulator 

Observation 

It was an overwhelming experience to see high school students, the youth being aware of the dos 

and don’ts of driving. We observed that distraction is not just because of the external factors but 

is also dependent on the person’s state of mind and concentration power. During the event, we 

realized there were few students who were getting way too distracted by the other students 

whereas few of them didn’t really bother. Students with good confidence in their driving did a 

much better job than others.  
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CHAPTER 12 

CONCLUSION 

After the careful analysis of factors affecting driver distraction and human-human multimodal 

interaction, we claim that working towards perfection in single mode speech oriented interaction is 

not the best solution to driver distraction. We propose IMMI to be a prospective approach. Follow-

ing are the conclusion drawn based on the master’s thesis research work: 

 Multiple modes are better: The result of experiments evidently proved the combination 

of four modes (touch, speech, graphics, and text tip) has proven effective. The offered 

“text tip” provided the user with a better idea of command to be used to access the appli-

cation. 

 Minimalist Design with number of icons per screen within the range 8-10 max proved to 

be an effective design. The average of eyes-off-road time was less than 1sec for all the 

participants. The time required to look for an icon on a screen either clutter with lots of 

icons or small sized icons can lead to a high eyes-off-road time. 

 Keyword based speech recognition is much more effective than having a huge spec-

trum of natural language speaking. The more options are there, the more are the number 

of changes to get it misdiagnosed. This improves the command detection and accuracy 

rate. 

 Eyes-off-road time for single mode is greater than that for dual modal system. Apparent-

ly, this was the first time for all the volunteers to use the system, so they had to look to-

wards the screen to read out the offered “text tip”. However, within two-three practices, 

driver will get acquainted with system and there would not be a need to look through. 
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CHAPTER 13 

FUTURE WORK 

This above work was conducted on a limited number of participants. More test cases and 

more participants should definitely show more accurate results. As explained in section, the 

voice-tip mode and the learning mode could not be implemented as a part of this thesis and 

hence, will be taken care of in future work. Few more experiments can be conducted combining 

the different mode and comparing the result. As a part of current study, we just measured visual 

and manual distraction, but yet to measure the cognitive distraction. There is also a potential of 

identifying more such automotive context specific modes. The careful combination of the modes 

as well as the inclusion of artificial intelligence algorithms to detect failed recognition and improve 

system learnability should provide a much richer interactive environment between the driver and 

the car for more natural and less distractive user experience. ADAS system can be combined 

with IMMI to make it more efficient. 

There is a need to check the difference between normal and emergency conditions. The re-

actions and situations are different in real scenarios. Also, the microphone was kept very near to 

the mouth. The position we placed our screen was right next to the steering wheel. However 

there could be further research concerning to this case. 
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APPENDIX A 

TABLE USED FOR THE POPULATION CHART 
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Year 
Death 

Death 
Rate Crash 

Crash 
Rate 

Motor 
vehicles 

Motor 
Vehicle 
Rate Population 

Popula-
tion Rate 

1975 44,525   39,161   55,534   215,973,000   

1977 47,878 5.173 42,211 6.199 60,516 7.902 220,239,000 1.011 

1979 51,093 1.514 45,223 1.778 64,762 0.963 225,055,000 1.110 

1981 49,301 -3.504 44,000 -2.835 62,699 -1.238 229,966,000 0.984 

1982 43,945 -10.864 39,092 -11.155 56,455 -9.959 232,188,000 0.966 

1983 42,589 -3.086 37,976 -2.855 55,106 -2.390 234,307,000 0.913 

1984 44,257 3.917 39,631 4.358 57,972 5.201 236,348,000 0.871 

1985 43,825 -0.976 39,196 -1.098 58,272 0.517 238,466,000 0.896 

1987 46,390 0.657 41,438 0.847 61,836 1.717 242,804,000 0.895 

1989 45,582 -3.196 40,741 -3.297 60,870 -2.923 247,342,000 0.947 

1991 41,508 -6.931 36,937 -7.277 54,795 -7.584 253,493,000 1.344 

1993 40,150 2.293 35,780 2.398 53,777 2.968 260,255,000 1.308 

1994 40,716 1.410 36,254 1.325 54,911 2.109 263,436,000 1.222 

1995 41,817 2.704 37,241 2.722 56,524 2.937 266,557,000 1.185 

1996 42,065 0.593 37,494 0.679 57,347 1.456 269,667,000 1.167 

1997 42,013 -0.124 37,324 -0.453 57,060 -0.500 272,912,000 1.203 

1998 41,501 -1.219 37,107 -0.581 56,922 -0.242 276,115,000 1.174 

1999 41,717 0.520 37,140 0.089 56,820 -0.179 279,295,000 1.152 

2000 41,945 0.547 37,526 1.039 57,594 1.362 282,384,579 1.106 

2001 42,196 0.598 37,862 0.895 57,918 0.563 285,309,019 1.036 

2002 43,005 1.917 38,491 1.661 58,426 0.877 288,104,818 0.980 

2003 42,884 -0.281 38,477 -0.036 58,877 0.772 290,819,634 0.942 

2004 42,836 -0.112 38,444 -0.086 58,729 -0.251 293,463,185 0.909 

2005 43,510 1.573 39,252 2.102 59,495 1.304 296,186,216 0.928 

2006 42,708 -1.843 38,648 -1.539 58,094 -2.355 298,995,825 0.949 

2007 41,259 -3.393 37,435 -3.139 56,253 -3.169 302,003,917 1.006 

2008 37,423 -9.297 34,172 -8.716 50,660 -9.943 304,797,761 0.925 

2009 33,883 -9.459 30,862 -9.686 45,540 -10.107 307,439,406 0.867 

 

Table 4: Crash, death, vehicle, population growth rate 
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APPENDIX B 

DRIVING SIMULATOR 
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The experiment was conducted in a DriveSafety research simulator DS-600s (Figure 48). The DS-600c is a 

fully integrated, high performance, high fidelity driving simulation system which includes multi-channel au-

dio/visual systems, a minimum 180° wraparound display, full-width automobile cab (Ford Focus) including 

windshield, driver and passenger seats, center console, dash and instrumentation, and real-time vehicle mo-

tion simulation. It renders visual imagery at 60 frames per second on a sophisticated out-the-window visual 

display with horizontal field-of-view. It also includes three independently configurable rear view mirrors.  

 

Figure 48: Driving simulator 
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Figure 48 shows the driving simulator computer used for designing and executing the simulation. 

All driving scenarios were created using DriveSafety HyperDrive Authoring Suite version 1.9.39. HyperDrive is 

an integrated, Windows-based software package that lets you develop driving simulation content for your 

simulator. With HyperDrive's point-and-click, drag-and-drop interface, even non-technical users can design, 

build, execute, and analyze driving scenarios. These vehicles obey traffic laws, signs and signal devices, and 

interact realistically with other vehicles based on human behavior and real-time physics-based vehicle dynam-

ics. If specific behavior is desired, vehicles can be given script commands through the use of triggers, timers, 

paths, routes and other tools. We can control traffic signals, ambient traffic, scripted traffic, roadway friction, 

weather conditions, etc. Through the use of triggers, virtually any scenario can be designed. The rear view 

mirrors also have small tablets displaying the rear end of car to keep track of blind spot and lane. 

 

Figure 49: Driving simulator Computer 

Figure 50 shows the center stack screen holder to support different types of screens ranging from size 7” to 

10” portrait as well as landscape orientation. 
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Figure 50: Center stack screen holder 

 Since, we wanted the screen to be slightly angled to the driver and at a height, which does not result 

in total visual distraction. Thus it was affixed at a height that could be seen from the corner of our eye, without 

losing visual on the road. To angle it towards the driver, the support between the back and front was cut of 

different lengths. And a base for the screens to rest on was fixed at the bottom.  
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APPENDIX C 

STATISTICAL ANALYSIS 
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Statistics is the study of the collection, analysis, interpretation, presentation, and organization 

of data. Statistics deals with all aspects of data including the planning of data collection in terms 

of the design of surveys and experiments. Two main statistical methodologies are used in data 

analysis:  

 Descriptive statistics, which summarizes data from a sample using indexes such as the 

mean or standard deviation, and inferential statistics, which draws conclusions from data 

that are subject to random variation (e.g., observational errors, sampling variation). 

 Standard statistical procedure involves the development of a null hypothesis, a general 

statement or default position that there is no relationship between two quantities. 

Rejecting or disproving the null hypothesis is a central task in the modern practice of science, 

and gives a precise sense in which a claim is capable of being proven false. What statisticians 

call an alternative hypothesis is simply a hypothesis that contradicts the null hypothesis. 

Statistical analysis is a component of data analytics. In the context of business intelligence 

(BI), statistical analysis involves collecting and scrutinizing every single data sample in a set of 

items from which samples can be drawn. Statistical analysis is fundamental to all experiments 

that use statistics as a research methodology. Most experiments in social sciences and many 

important experiments in natural science and engineering need statistical analysis. Statistical 

analysis is also a very useful tool to get approximate solutions when the actual process is highly 

complex or unknown in its true form. Example: The study of turbulence relies heavily on statistical 

analysis derived from experiments. Turbulence is highly complex and almost impossible to study 

at a purely theoretical level. Scientists therefore need to rely on a statistical analysis of turbulence 

through experiments to confirm theories they propound. In social sciences, statistical analysis is 

at the heart of most experiments. It is very hard to obtain general theories in these areas that are 

universally valid. In addition, it is through experiments and surveys that a social scientist is able to 

confirm his theory. 

Statistical analysis can be broken down into five discrete steps, as follows: 
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1. Describe the nature of the data to be analyzed. 

2. Explore the relation of the data to the underlying population. 

3. Create a model to summarize understanding of how the data relates to the underlying 

population. 

4. Prove (or disprove) the validity of the model. 

5. Employ predictive analytics to run scenarios that will help guide future actions. 

The goal of statistical analysis is to identify trends. A retail business, for example, might use 

statistical analysis to find patterns in unstructured and semi-structured customer data that can be 

used to create a more positive customer experience and increase sales. 

Calculation of the test statistic requires four components: 

 The average of the sample (observed average) 

 The population average or other known value (expected average) 

 The standard deviation (SD) of the sample average 

 The number of observations. 

With these four pieces of information, we calculate the following statistic, t: 

 t =
observed−expected

SDobserved√(number of observations in sample)/((number of observation)−1)
 

A single sample t-test (or one sample t-test) is used to compare the mean of a single sample of 

scores to a known or hypothetical population mean. So, for example, it could be used to deter-

mine whether the mean diastolic blood pressure of a particular group differs from 85, a value de-

termined by a previous study. 

Requirements 

• The data is normally distributed 

• Scale of measurement should be interval or ratio 

• A randomized sample from a defined population 
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• Null Hypothesis 

H0: M - μ = 0, where M is the sample mean and μ is the population or hypothesized mean. As 

above, the null hypothesis is that there is no difference between the sample mean and the known 

or hypothesized population mean. 

Equation: 

t = (M − μ)/√
ΣX2 − (

ΣX2

N
)

(N−1)(N)
  

Suppose that you've collected data from two samples of animals treated with different drugs. 

You've measured an enzyme in each animal's plasma, and the means are different. You want to 

know whether that difference is due to an effect of the drug – whether the two populations have 

different means. Observing different sample means is not enough to persuade you to conclude 

that the populations have different means. It is possible that the populations have the same mean 

(i.e., that the drugs have no effect on the enzyme you are measuring) and that the difference you 

observed between sample means occurred only by chance. There is no way you can ever be 

sure if the difference you observed reflects a true difference or if it simply occurred in the course 

of random sampling. All you can do is calculate probabilities. The P value is a probability, with a 

value ranging from zero to one that answers this question (which you probably never thought to 

ask): In an experiment of this size, if the populations really have the same mean, what is the 

probability of observing at least as large a difference between sample means as was, in fact, ob-

served? 

The confidence interval (CI) of a mean tells you how precisely you have determined the mean. In 

statistics, the number of degrees of freedom (df) is the number of values in the final calculation of 

a statistic that are free to vary. The standard deviation (SD) quantifies variability. It is expressed 

in the same units as the data. The Standard Error of the Mean (SEM) quantifies the precision of 

the mean. It is a measure of how far your sample mean is likely to be from the true population 

mean. It is expressed in the same units as the data. For example, you measure weight in a small 

sample (N=5), and compute the mean. That mean is very unlikely to equal the population mean. 
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The size of the likely discrepancy depends on the size and variability of the sample. If your sam-

ple is small and variable, the sample mean is likely to be quite far from the population mean. If 

your sample is large and has little scatter, the sample mean will probably be very close to the 

population mean. Statistical calculations combine sample size and variability (standard deviation) 

to generate a CI for the population mean. As its name suggests, the CI is a range of values. To 

interpret the confidence interval of the mean, you must assume that all the values were inde-

pendently and randomly sampled from a population whose values are distributed according to a 

Gaussian distribution. If you accept those assumptions, there is a 95% chance that the 95% CI 

contains the true population mean. In other words, if you generate many 95% CIs from many 

samples, you can expect the 95% CI to include the true population mean in 95% of the cases, 

and not to include the population mean value in the other 5%. The unpaired t test compares the 

means of two unmatched groups, assuming that the values follow a Gaussian distribution. The 

unpaired t test assumes that the two populations have the same variances (and thus the same 

standard deviation). The paired t test compares the means of two matched groups, assuming that 

the distribution of the before-after differences follows a Gaussian distribution. The paired t test 

assumes that you have sampled your pairs of values from a population of pairs where the differ-

ence between pairs follows a Gaussian distribution.  

Note that the paired t test, unlike the unpaired t test, does not assume that the two sets of data 

(before and after, in the typical example) are sampled from populations with equal variances. The 

pairing should be part of the experimental design and not something you do after collecting data. 

Prism tests the effectiveness of pairing by calculating the Pearson correlation coefficient, r, and a 

corresponding P value. If the P value is small, the two groups are significantly correlated. This 

justifies the use of a paired test. If this P value is large (say larger than 0.05), you should question 

whether it made sense to use a paired test. Your choice of whether to use a paired test or not 

should not be based solely on this one P value, but also on the experimental design and the re-

sults of other similar experiments. The results of a paired t test only make sense when the pairs 

are independent – that whatever factor caused a difference (between paired values) to be too 

high or too low affects only that one pair. Prism cannot test this assumption. You must think about 
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the experimental design. For example, the errors are not independent if you have six pairs of val-

ues, but these were obtained from three animals, with duplicate Measurements in each animal. In 

this case, some factor may cause the after-before differences from one animal to be high or low. 

This factor would affect two of the pairs, so they are not independent. The values used for paired 

and upaired tests are absolute values.  

Unpaired t test results 

1. P value and statistical significance:  

Two-tailed P value= 0.0115 

By conventional criteria, this difference is considered to be statistically significant.  

 

Confidence interval: 

The mean of “Touch” minus “Speech with Text”= -0.07047 

95% confidence interval of this difference: From -0.12507 to -0.01587  

 

Intermediate values used in calculations: 

t = 2.5363  df = 454  Standard error of difference = 0.028  

 Group  Touch   Speech with Text 

Mean 0.27484 0.34531 

SD 0.28865 0.30438 

SEM 0.01859 0.02076 

N 241     215     

 

2. No Distraction vs Touch Mode 

P value and statistical significance:  

Two-tailed P value= 0.0004 

By conventional criteria, this difference is considered to be extremely statistically significant.  

Confidence interval: 

The mean of “No Distraction” minus “Touch”= 0.10033 



101 
 

95% confidence interval of this difference: From 0.04546 to 0.15520  

Intermediate values used in calculations: 

t = 3.5936 df = 446 Standard error of difference = 0.028  

 Group  No Distraction   Touch  

Mean 0.37517 0.27484 

SD 0.30142 0.28865 

SEM 0.02095 0.01859 

N 207     241     

 

3. “No Distraction” vs “Speech with Text” 

P value and statistical significance:  

Two-tailed P value= 0.3120 

By conventional criteria, this difference is considered to be not statistically significant.  

Confidence interval: 

The mean of “No Distraction” minus “Speech with Text”= 0.02986 

95% confidence interval of this difference: From -0.02812 to 0.08785  

Intermediate values used in calculations: 

t = 1.0123 df = 420 Standard error of difference = 0.029 

 Group  No Distraction 
 Speech with 
Text 

Mean 0.37517 0.34531 

SD 0.30142 0.30438 

SEM 0.02095 0.02076 

N 207     215     

 

One sample t-test 

1. “No distraction”: 

P value and statistical significance:  
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Two-tailed P value < 0.0001 

By conventional criteria, this difference is considered to be extremely statistically significant.  

Confidence interval: 

Hypothetical mean= 0.00000   Actual mean= 0.11077  

The difference between these two values= 0.11077 

The 95% confidence interval of this difference: From 0.06214 to 0.15939  

Intermediate values used in calculations: 

t = 4.4873 df = 240 Standard error of difference = 0.025 

Mean= 0.11077 SD= 0.38321  SEM= 0.02468 N= 241 

2. “Touch”: 

P value and statistical significance:  

Two-tailed P value= 0.0446 

By conventional criteria, this difference is considered to be statistically significant.  

Confidence interval: 

Hypothetical mean= 0.00000   Actual mean= 0.06290  

The difference between these two values is 0.06290 

The 95% confidence interval of this difference: From 0.00152 to 0.12428  

Intermediate values used in calculations: 

t = 2.0200 df = 214 Standard error of difference = 0.031 

Mean= 0.06290 SD= 0.45659  SEM= 0.03114 N= 215 

3. “Speech with Text”: 
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P value and statistical significance:  

Two-tailed P value < 0.0001 

By conventional criteria, this difference is considered to be extremely statistically significant.  

Confidence interval: 

Hypothetical mean= 0.00000   Actual mean= 0.11077  

The difference between these two values is 0.11077 

The 95% confidence interval of this difference: From 0.06214 to 0.15939 

Intermediate values used in calculations: 

 t = 4.4873 df = 240 Standard error of difference = 0.025  

Mean=0.11077    SD=0.38321   SEM=0.02468    N=241 
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APPENDIX D 

QUESTIONNAIRE FOR THE OUTREACH EVENT 
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1. What is your  

Age:  ___________________________________________________________ 

Gender: a. Male  b. Female 

2. How familiar are you with driving?  

a. None      b.  Low      c. Medium       d. High 

3. Do you know the legal age to get driver’s license? 

_______________________________________________________________________ 

4. Do you use social media? If yes, then what and how often? 

_______________________________________________________________________ 

5. Do you text? If yes, then how often? 

_______________________________________________________________________ 

6. Are you familiar with driver distraction? What is it? 

_______________________________________________________________________ 

7. What can be the possible causes for driver’s distraction? 

_______________________________________________________________________ 

8. Should a drive use cell phone while driving?  

_______________________________________________________________________ 

9. Should a drive text while driving? 

_______________________________________________________________________ 

10. Do you think a driver should change the music while driving? ______________________ 

11. Which tablet would you prefer to use? 

A  B  C   

D  E  F 
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APPENDIX E 

READINGS FOR EXPERIMENT 1 
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Feature/ 
Mode 

Blind Single Mode Speech Dual Mode Speech with Text Tip 

Once 2-3 Failure 
Tried Com-
mands 

Once 2-3 Failure 
Tried Com-
mands 

GPS 0 3 10 
Naviga-
tion/Location/Ma
p 

13 0 0   

Media 0 1 12 
Music/Songs/ 
Albums 

13 0 0   

Phone 3 5 5 
Call/Telephone/
Contacts 

13 0 0   

Car 9 2 2 Car/ Automobile 13 0 0   

AC 0 0 13 
No commands 
were given by 
users 

11 2 0 
Air Condition-
er/ Incorrect 
detection 

Settings 13 0 0   12 1 0 
Incorrect de-
tection 

Dial 0 2 11 Call 13 0 0   

Con-
tacts 

4 5 4 
Contact 
List/Phone book 

13 0 0   

Favor-
ites 

0 2 11 
Favorite/Star/ 
No clue 

9 1 3 Favorite 

Maps 0 4 9 
Navigation/ Lo-
cation/Map/ 
GPS 

11 2 0 
Map/ Incorrect 
detection 

Wipers  0 3 10 Speed 13 0 0   

 

Table 5: Experiment 1 readings 

  



108 
 

APPENDIX F 

READINGS FOR EXPERIMENT 2 
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  Touch Speech with Text-tip 

V1 2.01 1.03 0.76 0.61 1.1025 1.87 1.13 0.3 0.62 0.98 

V2 1.02 0.59 0.78 0.42 0.7025 0.89 0.61 0.87 0.39 0.69 

V3 0.33 0.63 0.84 0.74 0.635 1.35 0.54 0.27 0.42 0.645 

V4 1.03 0.74 1.07 1.1’4 0.995 0.84 0.54 0.43 0.67 0.62 

V5 0.87 1.04 1.81 0.82 1.135 0.94 0.73 1.07 0.86 0.9 

V6 0.55 1.17 0.99 0.82 0.8825 0.63 0.78 0.65 0.41 0.6175 

V7 0.89 0.955 0.805 0.9 0.8875 1.41 0.98 0.76 0.36 0.8775 

V8 0.8 0.835 0.795 0.7 0.7825 1.32 0.92 0.8 0.54 0.895 

V9 0.8 0.73 0.92 0.73 0.795 0.55 0.42 0.59 0.84 0.6 

V10 0.77 0.76 0.94 1.53 1 0.68 
0.81
5 0.76 0.97 0.8062 

V11 1.61 1 1.03 
0.93
5 1.1437 1.6 0.67 0.78 0.42 0.8675 

V12 0.72 0.58 0.795 
0.68
5 0.695 0.52 0.38 0.31 0.43 0.41 

 

Table 6: Experiment 2 readings 
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APPENDIX G 

CONSENT FORM 
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Title of Investigation: Reducing Driver Distraction using Multimodal Interaction 

This document is to certify that I, ________________________________________, hereby 

freely agree to participate as a volunteer in a (research study, experiment, program, etc.) as an 

authorized part of the educational and research program of the Arizona State University under the 

supervision of Richa Mittal 

 The research project has been fully explained to me by Richa, and I understand this expla-

nation, including what I will be asked to do.  A copy of the procedures of this investigation 

and a description of any risks, discomforts and benefits associated with my participation has 

been provided and discussed in detail with me. 

 I have been given an opportunity to ask questions, and all such questions and inquiries have 

been answered to my satisfaction. 

 I understand that I am free to decline to answer any specific items or questions in interviews 

or questionnaires. 

 I understand that all data will remain confidential with regard to my identity. 

 I understand that participation in this research project is voluntary and not a requirement or a 

condition for being the recipient of benefits or services from the Arizona State University or 

any other organization sponsoring the research project. 

 I understand that the approximate length of time required for participation in this research 

project is (15 minutes maximum). 

 I understand that if I have any questions concerning the purposes or the procedures associ-

ated with this research project, I may email to rmittal5@asu.edu 

 I understand that it will not be necessary to reveal my name in order to obtain additional in-

formation about this research project from the principal investigator(s). 

 I understand that if I have any questions or concerns about the treatment of human subjects 

in this study, I may email to rmittal5@asu.edu 

mailto:rmittal5@asu.edu
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 Although this person will ask my name, I understand that all inquiries will be kept in the 

strictest confidence. 

I UNDERSTAND THAT I AM FREE TO WITHDRAW MY CONSENT AND DISCONTINUE MY 

PARTICIPATION AT ANY TIME. 

Date _______________ 

_________________________________________________________________ 

Signature of Subject 


