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ABSTRACT 

 

The utilization of power cables is increasing with the development of renewable 

energy and the maintenance replacement of old overhead power lines. Therefore, 

effective monitoring and accurate fault location for power cables are very important for 

the sake of a stable power supply.  

The recent technologies for power cable diagnosis and temperature monitoring 

system are described including their intrinsic limitations for cable health assessment. 

Power cable fault location methods are reviewed with two main categories: off-line and 

on-line data based methods. 

As a diagnostic and fault location approach, a new passive methodology is 

introduced. This methodology is based on analyzing the resonant frequencies of the 

transfer function between the input and output of the power cable system. The equivalent 

pi model is applied to the resonant frequency calculation for the selected underground 

power cable transmission system.  

The characteristics of the resonant frequencies are studied by analytical 

derivations and PSCAD simulations. It is found that the variation of load magnitudes and 

change of positive power factors (i.e., inductive loads) do not affect resonant frequencies 

significantly, but there is considerable movement of resonant frequencies under change of 

negative power factors (i.e., capacitive loads).  

Power cable fault conditions introduce new resonant frequencies in accordance with fault 

positions. Similar behaviors of the resonant frequencies are shown in a transformer (TR) 

connected power cable system with frequency shifts caused by the TR impedance.  
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The resonant frequencies can be extracted by frequency analysis of power signals 

and the inherent noise in these signals plays a key role to measure the resonant 

frequencies. Window functions provide an effective tool for improving resonant 

frequency discernment. The frequency analysis is implemented on noise laden PSCAD 

simulation signals and it reveals identical resonant frequency characteristics with 

theoretical studies. 

Finally, the noise levels of real voltage and current signals, which are acquired 

from an operating power plant, are estimated and the resonant frequencies are extracted 

by applying window functions, and these results prove that the resonant frequency can be 

used as an assessment for the internal changes in power cable parameters such as defects 

and faults. 
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CHAPTER 1  

INTRODUCTION 

Today, underground power systems are increasingly becoming a reliable 

alternative to overhead lines with continuing development of cable diagnosis and fault 

location techniques.  

The main technologies for cable diagnosis are evaluating partial discharge, 

dissipation factor (tan δ), withstand voltage, DC leakage current, polarization / 

depolarization current and recovery voltage [1]. Most of these methods require offline 

testing conditions, specific measuring devices and highly experienced technicians. Even 

though some online partial discharge monitoring systems have been commercialized, 

they still suffer from the limitation of capturing tiny signals or acoustic detection of 

partial discharge. 

Fault location within underground power cables is relatively difficult because of 

their inaccessibility. To overcome this challenge, there have been various improvements 

in power cable fault location techniques. These methods are based on mostly time domain 

analysis, such as fault voltage and current detection, signal arrival time calculation, 

infrared imaging, radar, time domain reflectometry, acoustic and pressure waves, and a 

variety of high frequency characteristics [2]. 

Recently, researchers have focused on the frequency domain signal analysis 

methods for fault location, because these approaches are believed to yield high accuracy 

without additional measurement devices and without disconnection from the power grid 

[3] [4] [5]. Fault location based on travelling wave natural frequency analysis is a good 
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example [6] [7] [8]. But most of these approaches are at the stage of studies and have not 

yet been developed fully for real field application. 

Now, some effective and accurate approaches that can monitor and locate cable 

faults using online signals are needed to satisfy the demand for high qualified power 

service. Based upon these needs, we turned our attention to the resonant frequencies, 

which are uniquely related to electrical parameters of the cable. Therefore, this 

dissertation introduces a new passive methodology for power cable health monitoring and 

power cable fault location based on analyzing the behavior of power system resonant 

frequencies.  

First in Chapter 2, there is a short review of recent power cable diagnosis and 

monitoring techniques. Also, cable fault location methods are described on the basis of 

two main categories as on-line data based and off-line data based methods. This chapter 

will explain the limitations of recent technologies and differentiate our new methodology.   

Chapter 3 introduces a new passive methodology with helpful examples, which 

use resonant frequency characteristics. This chapter studies mainly about behavior of 

power system resonant frequency. The basic theoretical background on the transmission 

system model and the transfer function is reviewed then the behaviors of resonant 

frequency under various load conditions and fault positions are studied with theoretical 

approaches. Primarily, these studies model the power cable transmission system, then 

they are expanded to a transformer connected power cable transmission system, which 

can be considered as a better representation of a real power system.  

Chapter 4 verifies theoretical studies about resonant frequency behaviors by 

frequency-impedance calculation and frequency analysis on power signals using PSCAD 
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computer simulations. This chapter shows the contribution of noise in the signals to 

frequency analysis and the effectiveness of window functions for improving resonant 

frequency discernment.  

The resonant frequencies of the power system are validated with real data in 

Chapter 5. The noise level in the real data is estimated and it proves that the resonant 

frequency can be monitored effectively in the real power system by applying the proper 

window function. Finally, Chapter 6 gives conclusions and proposes future works.  
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CHAPTER 2   

REVIEWS OF POWER CABLE DIAGNOSIS AND FAULT LOCATION 

With increasing demand for underground power cable transmission and 

distribution systems, power cable diagnosis and fault location has become an attractive 

subject in power system engineering. This chapter presents widely used cable diagnosis 

techniques such as the dissipation factor (Tan δ) test and partial discharge test. Also, a 

power cable temperature monitoring system using fiber optics is described as an example 

of cable monitoring technology. The cable fault location methods are reviewed on the 

basis of two main categories as on-line and off-line data based methods. In addition, their 

theories and limitations are presented.  

 

2.1 Power Cable Diagnosis 

The proper measurement of defects can reduce the failure rate of power cables. 

The cable diagnostic technologies capable of assessing defect characteristics are partial 

discharge, dissipation factor (Tan δ), withstand voltage, DC leakage current, polarization 

/ depolarization current and recovery voltage. Some of these are described below. 

  

2.1.1 Dissipation Factor (Tan δ) Test 

Tan δ measures the degree of real-power dissipation, i.e., losses in a dielectric 

material. The value of tan δ increases with increasing insulation losses by the spreading 

water trees. The Tan δ is measured by the phase difference between input AC voltage and 

resulting current, and the test is carried out in the offline condition with an energizing 

source of 0.1 Hz or 60 Hz [1].  
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The equivalent circuit and phasor diagram are shown in Fig. 2-1 and their 

parameters are testing voltage �, resistance 4 (represents the insulation losses), 

capacitance j, leakage current �, loss current ��, charging current in � , and ] is the 

phase angle between �  and �.  

 

Tan ] = ��� = �/4�/91/Nj; = 1N4j (2-1) 

 

 

Fig. 2-1 Equivalent Circuit for Tan δ Test and Phasor Diagram [9]. 

The Tan δ of a new cable is quite small, typically less than 0.0001 [10], and 

increases during the lifetime due to the natural degradation or the increment of water tree 

defects.  

As a limitation, the Tan δ gives information only about the average condition of cable. 

Thus, when the high density of water trees exist only in a partial region of the cable, their 

effect will be diminished in an overall measurement. The records of several years Tan δ 

test should be kept for the trend analysis, and decision for the replacement of cable. 

 

2.1.2 Partial Discharge Testing  

The partial discharge is an evidence of the cable degradation, and the test 

equipment detects its transient electrical or acoustic signals.  
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The electrical detection method measures μV and μA signals from the discharge 

site using potential transformers in form of capacitive dividers. Fig. 2-2 shows an 

example of an electrical partial discharge measurement, whose red colored parts represent 

partial discharge and others are noises.  

 

Fig. 2-2 Example of a Partial Discharge Measurement [11]. 

The acoustic detection method measures the emitted high frequency sound wave 

using ultrasonic microphone sensors that are placed close to the possible partial discharge 

sites, such as joints or terminations of the cable.  

Because the cable acts as a low pass filter, the pulse signal from partial discharge 

can be attenuated and large parts of its frequency content can be lost in the propagation to 

the detector. The typical bandwidth of testing equipment is several hundreds of kHz up to 

several tens of MHz [12] [13]. 

The measurement of partial discharge requires specialized devices and trained 

technicians. It can be affected by the type and location of defects, testing voltage and 

frequency, type of insulation and ambient noise. Even small noises can affect the proper 

measurement due to the intrinsic tiny magnitude of the partial discharge signal [14].  

The partial discharge test is a stochastic process, thus it is difficult to interpret. 

Unfortunately, the indication from interpretation is simply “good” or “very bad” 
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conditions as a pass or fail test. Even in some proposed methods, such as recorded PD, 

signal pattern analysis and comparison can improve their assessment precision, but they 

do not give an exact answer about where defects exist.  

 

2.2 Power Cable Monitoring 

There are a few online cable monitoring systems based on partial discharge 

detection in the vicinity of the cable joints or terminations. These systems detect the 

acoustic waves by ultrasonic sensors or light flash by the fluorescent sensors, but these 

signals are vulnerable to noise and are attenuated easily over long distances. Therefore, 

some methods use optic networks and sensors. 

Distributed temperature monitoring is one commercialized power cable 

monitoring system. Continuous overload produces overheating and deformation of a 

power cable and leads to a breakdown, thus the temperature of a cable is a good factor for 

monitoring power cable operational conditions. 

The typical optical temperature sensor is based on stimulated Brillouin scattering 

and its mechanism is illustrated in Fig. 2-3. The input signal is called a pump wave and 

its scattering process generates a Stokes wave. The pump wave produces an acoustic 

wave in the medium by the electrostriction process, and the interaction between pump 

wave and acoustic wave creates the back propagating Stokes wave.  

When the input power reaches a Brillouin scattering threshold level, a significant 

portion of the optical signal is back-scattered because of the changed refractive index. An 

example of the measured Brillouin gain spectra in a single mode fiber at different 

temperatures is shown in Fig. 2-4.  
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Fig. 2-3 Mechanism of Stimulated Brillouin 

Scattering [15]. 

 

Fig. 2-4 Brillouin Gain Spectra at 

Different Temperatures [16]. 

The gain coefficient increases with temperature increment with a good linear 

dependency and this feature is used for the temperature monitoring system. The optical 

sensor can have an accuracy of ±1°C and its range is more than 20 km [16]. Fig. 2-5 

shows the embedded optical fibers in a screen layer of the power cable.  

The dielectric property, immunity to electromagnetic interface and low marginal 

cost has led to increased usage of the fiber optic in power cable monitoring and optical 

communication. An example of temperature monitoring is shown in Fig. 2-6, and this 

displays distinct features of distributed temperature, but it is hard to assess the cable 

health based on defects such as water trees, voids, partial discharge, etc. 

 

Fig. 2-5 Fiber Optic 

Embedded XLPE 

Cable [17]. 

 

Fig. 2-6 Example of Power Cable Temperature Traces [18]. 
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2.3 Cable Fault Location 

There has been continuous interest in power cable fault location technology with 

remarkable improvements in accuracy and diverse methods are proposed with different 

theoretical background and mechanisms.  

These methods can be classified as on-line data based methods and off-line data 

based methods in terms of how the signal for fault location is obtained. The on-line data 

based method uses recorded fault signals while the power cable is connected to the power 

system. In contrast, the off-line data based method injects an external testing signal (e.g. 

impulse, sine wave, etc.) into a power cable to locate faults and sometimes this method is 

called post fault circuit analysis. 

Most of the off-line data based methods ensure high accuracy for fault location 

and appropriate methods can be selected depending on the condition of the power cable 

installation, size, structure, length, etc. Some methods (e.g., TDR (Time Domain 

Reflectometry), FDR (Frequency Domain Reflectometry) and MIM (Multiple Impulse 

Method)) require highly experienced skills. Some methods, like the thumpers method, 

can cause serious damage to the cable. These methods can be used together to attain 

higher accuracy.  

 

2.3.1 Off-line Data Based Methods 

Usually, the A frame method, bridge method, TDR method, MIM method, and 

thumpers method are used for cable fault location and these ensure a high accuracy. But 

these methods require additional measurement devices and time consuming processes.  
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This document reviews some widely used fault location methods such as TDR, 

FDR, TFDR (Time Frequency Domain Reflectometry) and PD (Partial discharge) 

method. 

 

(a) TDR method 

TDR is more convenient and accurate for cables in the duct where the path to 

ground may not be at the fault point but rather at the unrelated duct damage (i.e., crack or 

joint). TDR transmits a pulse of energy that propagates along a cable, and a portion of 

this energy will reflect back to the sending end whenever it passes a relative change in the 

impedance of the cable [19].  

The transmission cable is assumed to consist of a continuous structure of R, L 

and C’s, and the phase shift and attenuation are defined by the propagation constant, h 

as 

 h = f + og = p94 + oN);9q + oNj; (2-2) 

 

Where, f is attenuation in nepers per unit length, and g is phase shift in 

radians per unit length. The voltage travels down the line at the propagation velocity M&, 

which can be defined in terms of g 

 M& = Ng  (2-3) 

 

The propagation velocity approaches the speed of light for air dielectric. When 

the dielectric constant is A�, the propagation velocity is 
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M& = M/√A� (2-4) 

 

The basic TDR setup and its functional block diagram are shown in Fig. 2-7. The 

step generator produces a positive-going incident wave that is applied to the cable under 

test. If the load impedance is equal to the characteristic impedance of the cable, no wave 

is reflected and only the incident voltage step is recorded [19]. 

  

Fig. 2-7 Functional Block Diagram for TDR [19]. 

The reflected voltage wave will appear on the oscilloscope display algebraically 

added to the incident wave as right side of Fig. 2-8. The ratio of the reflected wave to the 

incident wave, called the voltage reflection coefficient, i is related to the cable 

impedance as 

 

i = ���� = =! s =/=! + =/ (2-5) 

 

where �� is incident signal voltage, �� is reflected signal voltage, =/ is the 

characteristic impedance of the cable and =! is impedance at the discontinuity. At the 

limits: i = 1 for an open circuit, and i = s1 for a short circuit. 
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Fig. 2-8 Oscilloscope Display when �� = 0 (left) and �� ≠ 0 (right) [20]. 

The reflected wave can be easily identified, since it is separated in time from the 

incident wave. This time interval of incident and reflected signal, � can be used to 

determine the distance,  to the point of the impedance discontinuity as follows 

 

 = M& �2 (2-6) 

 

A wider pulse will have more energy and be able to test longer distances and resolve 

smaller faults. A narrower pulse which has a higher fundamental frequency gives a more 

useable resolution, but no more accuracy [21]. 

A commercial TDR device and its application are shown in Fig. 2-9. The graph 

shows two traces and one channel that has 2 peaks indicates an open circuit at 

approximately 1200 meters and the other an open circuit at 629.6 meters. 

   

Fig. 2-9 Commercial TDR Device and its Application [20].  
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As a limitation of TDR, if the fault impedance is not small enough compared to 

the insulation impedance of the healthy parts, the low voltage impulse sent out by the 

TDR is not reflected at the fault position. Also, the accuracy of distance is greatly 

dependent on the accuracy of propagation velocity selected.  

These drawbacks of the TDR method can be improved by the MIM method, 

which injects multiple (usually five) low voltage pulses. The simultaneous displays of 

multiple fault graphs are compared to a healthy trace and it leads to the highest precision 

for fault location. This method is known as so efficient as to locate up to 98% of cable 

faults [22]. 

 

(b) FDR method 

The FDR and TDR method are based on the same basic ideas except the way for 

estimating the time interval between incident and reflected signal. The FDR measures 

phase shift between the incident and reflected signals to determine the cable length and 

the fault position. Owing to developments of filtering and digital signal processing 

techniques, The FDR method is regarded as more accurate than the TDR method [23]. 

A portion of the transmitted sweep signal will be reflected back to the transmitter 

with the same frequency as the sweep signal but different in phase. The resulting signal 

will appear as standing waves on the frequency sweep, and the peaks of individual cycles 

can be translated to distance to the fault through the following equation [24]: 

 

 = 1:'I
M&2 M/ (2-7) 

 

Where :'I is the frequency of the standing wave. 
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Because of the round trip delay, the reflected signal has a phase difference to the 

transmitted signal and the phase difference increases with frequency increment.  

The range of the system is limited by the Nyquist Criterion, meaning that the 

decaying sinusoid trace must be sampled more than twice per period in order to obtain an 

accurate Discrete Fourier Transform (DFT). The maximal cable length, )*+, can be 

defined by the frequency step size �:, 

 )*+, = M&4Δ: (2-8) 

 

The accuracy of the distance measurement ()*��) is decided by the resolution of 

the DFT (number of points in the DFT, npts) as [23],  

 )*�� = M&2 ⋅ npts ⋅ Δ: (2-9) 

 

For instance, when  Δ: = 20 kHz, npts = 2�� = 2048 and M& = 2/3 of the speed of 

light, the accuracy of this system is 2.44 m.  

By Fourier transform, the reflection distance can be determined from the 

variation rate of the trace including reflection magnitude and phase angle. As an example 

of a measured reflectogram of the FDR method, Fig. 2-10 demonstrates the reflection 

phase of a bad splice at 1230 m and open circuit at the end (2033 m) of the cable [25]. 
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Fig. 2-10 Example of a Reflectogram for the FDR Method [25]. 

The FDR method uses the expensive directional coupler to separate the incident 

and reflected signals and the fault type cannot be exactly distinguished.  

 

(c) TFDR method 

The idea of the TFDR method originates from a similar principle as the TDR 

method except the incident signal used is a linear chirp signal with a Gaussian envelope 

which is suitable for the time-frequency domain analysis. A coupler is used to separate 

the received signal coming from the cable. 

For locating faults, the cross-correlation between the incident and reflected 

signals, �,0 can be employed as computed via [23] 

 �,09U; = �,,9U; ⊗ ℎ9U; + �,�9U; = �,,9U; ⊗ ℎ9U; (2-10) 

 

where ⊗ denotes convolution; U is the shift parameter number; �,, is the 

autocorrelation of discrete incident signal; ℎ9U; is the transfer function of the cable 

system, which is modeled as a linear filter; �,� is the cross-correlation between discrete 

incident signal and noise, its value is zero in this case.  
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The TFDR method is not sensitive to noise and it is able to detect the weak 

reflected signals better than TDR, but the additional equipment such as the coupler and 

ultra-wide band signal generator makes it more expensive. Because the attenuation is 

greater for higher frequencies, the TFDR method is not suitable for long length cable 

fault location and this method hardly distinguishes fault types. 

 

(d) Partial discharge (PD) method 

PD is caused by various defects in a cable such as voids, shield protrusions, 

contaminants, advanced stages of water tree, electrical tree, etc., and these are known to 

be the main causes of the breakdown in insulation materials [26].  

The PD can be modeled as parallel capacitors for bulks of insulation (j+z , j+zz) 
and a defect (j/ for void and j?z , j?zz for parts of insulation in series) as shown in Fig. 

2-11(a), and its equivalent circuit is shown in Fig. 2-11(b).  

By increasing the terminal voltage �+, the capacitor j/ is charging and the 

voltage across the void, �/, increases. When the �/ reaches an electric breakdown 

voltage inside the void, the switch S is closed and the discharge current {/ flows for a 

very short time and the resistor 4/ limits the magnitude of {/. After {/ is extinguished, 

the j/ starts to charge up and the same process repeats for a next partial discharge [27]. 

     

(a)                          (b) 

Fig. 2-11 PD Model (a) and Equivalent Circuit (b) [27]. 
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Usually PD lasts for only a few nanoseconds and results in electromagnetic 

spectrum emissions including visible light, heat, sound and high radiofrequency. The 

magnitude of the apparent charge of each PD and the frequency of occurrence are 

important factors for evaluating the severity of PD activity. The trending of these factors 

over time can be an indicator for electrical failure or necessity of preventative 

maintenance [28]. 

The PD measurements are taken at the point where the cable shields are 

grounded, such as each termination and splice. In certain cases that do not have shield 

groundings, we can select a relative PD location, where the highest magnitude and 

frequency pulses are found or simply by acoustic detection, which is tuned to detect 10 to 

1000 kHz ultrasonic sounds. The accuracy can be improved by applying special noise 

reduction filters to the measurement system. 

 

2.3.2 On-line Data Based Methods 

Usually, the off-line data based fault location methods are slow, demand human 

control and cannot detect intermittent faults. Therefore, the usage of fault generated 

signals in fault location, which is categorized as on-line data based fault location methods, 

are highly reasonable. 

Most electrical fault detection methods are based on analyzing different 

characteristics of currents and voltages in time, frequency, and time-frequency domains. 

To make the detection algorithm reliable, these currents and voltages must be sampled at 

a sufficiently high rate, at least several samples per cycle.  
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Recently, most microprocessor-based network protectors contain such data 

processing abilities. For example, one phasor measurement unit (PMU) SIMEAS R-PMU 

(a product from Siemens) has 192 samples per cycle (86.8 μs sampling interval) and one 

digital protection relay for ultra-high voltage distribution system GIPAM 2000 (a product 

from LS industrial) has 32 samples per cycle (520.83 μs sampling interval). 

There are many categories of cable fault location methods based on the adopted 

transmission system and fault models, signal measurement, data analysis, and so on [29] 

[30] [31]. They can be classified into two main categories as impedance-based methods 

and traveling-wave methods [32]. Sometimes they are subdivided as one-end and two-

end methods, or five types (A, B, C, D, and E) [33] [34]. 

 

(a) Impedance-based methods 

The impedance-based fault location methods are widely used because of their 

fast response, simple and easy application, stability and economic benefits. These 

methods use the measured voltage or current data with already known the cable 

impedance parameters and can be divided into one-ended methods and two-ended 

methods.  

One-ended impedance-based methods use a simple algorithm. They do not 

require communication channels and remote data. The simple reactance method, Takagi 

method and the modified Takagi method that use zero-sequence current with angle 

corrections are commonly used in the field.  

Two-ended methods can be more accurate, but require data from both terminals. 

The two-ended negative-sequence method is commonly used in the field [35]. 
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Simple reactance method 

The simple reactance method calculates the fault location from the apparent 

impedance seen from one end of the cable. This method is based on the measurement of a 

short circuit loop at the power frequency, in a solidly grounded network.  

After measuring the apparent impedance, the ratio of the measured reactance to 

the total reactance of the whole power cable transmission system is determined. This ratio 

is proportional to the fault distance. It is assumed that the fault resistor is in phase, the 

fault current flows from the measurement station, and the load prior to the fault is zero. 

The phase-to-ground voltages and currents in each phase must be measured to locate all 

fault types, and a one-line diagram of line fault is provided in Fig. 2-12.  

From Fig. 2-12, the voltage drop at the A side �6 is 

 �6 = a=*�6 + 4!�! (2-11) 

 

   

Fig. 2-12 One-line Diagram and Circuit for Line Fault [35]. 

The simple reactance method divides all terms by the current �6 that the fault 

locator measured and ignores the (4! ⋅ �!/�6) term. Then it takes the imaginary part to 

solve for fault point a, 

 

Im9�6/�6; = Im9a=*; = a<*, a = Im9�6/�6;<*  (2-12) 
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If ∠�6 = ∠�! or ∠4! = 0, the error will be 0. 

For an R-phase to ground fault 

 �6 = ���2, �6 = �� + J ⋅ 3�% (2-13) 

 

where J is �=%* – =�*�/3=�*, =%* is the zero-sequence cable impedance, =�* is 

the positive-sequence cable impedance, a is the per unit distance to fault, �% is the zero-

sequence current, and the voltage and current on R-phase are �� and �� respectively. 

The accuracy of fault location is highly dependent on the impedance calculation 

of the transmission system. Commonly this impedance is calculated based on equations 

developed by J.R. Carson, et al. in 1926 [36] and an accuracy within 1% has been 

claimed for the calculated impedances (Eriksson, et al. [37]). The accuracy of the 

impedance calculation can be improved by using a high sampling rate recorder.  

In spite of the accurate impedance calculation, the fault location accuracy can be 

affected by unknown variables, such as the combined effect of fault resistance and load, 

zero-sequence mutual coupling, system nonhomogeneity, system infeeds (remote or the 

third terminal infeed, tapped load with zero-sequence source), inaccurate relay 

measurement, inaccurate instrument transformer or line parameters, most notably the 

amount of fault resistance [33].  

It is often difficult to obtain accurate zero-sequence impedance, because it is 

affected by earth resistivity. A 20% error in the zero-sequence impedance can cause a 15% 

error in the fault location. In addition, this impedance is not uniformly distributed along 

the transmission system length [35]. 



21 

 

Takagi method 

Takagi method provides an improved solution compared to the simple reactance 

method by removing the fault resistance effect. The Takagi method is based on pre-fault 

and fault data. Define superposition current, �'(& to find a term in phase with the pre-

fault current, �&��  

 �'(& = �6 s �&�� (2-14) 

 

multiply the two sides of Eq. (2-14) with the conjugate of �'(&, that is �'(&∗ , and only 

take the imaginary part, 

 Im��6�'(&∗  � = Im�a=*�6�'(&∗ � + Im�4!�!�'(&∗ � (2-15) 

 

When �'(& is in the same phase with �!, the part related to �! is zero and can be 

removed, 

 

a = Im��6�'(&∗ �Im�=*�6�'(&∗ � (2-16) 

 

The accuracy depends on this assumption, that the angle of �6 and �! is the 

same. In other words, the accuracy of Takagi method is mainly determined by the angle 

difference between the sending end current and the fault current [35] [38]. 
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Modified Takagi method 

The modified Takagi method can improve the Takagi method by using zero-

sequence current (3 ⋅ �%6) for ground faults instead of the superposition current. This 

method does not require pre-fault data and allows for angle correction.  

If the system source impedances are known, the zero-sequence current can be 

adjusted by angle Z to correct for a non-homogeneous system and result in an 

improvement of fault location [35]. 

According to Fig. 2-13, the equation for the current angle correction Z can be 

derived based on the current division rule as 

 �!3�%6 = =%6 + =%* + =%G91 s a;=%* + =%G = �∠Z (2-17) 

 

 

Fig. 2-13 Zero-sequence Current Angle Correction [35]. 

where Z is the angle between zero-sequence current �%6 and fault current �!. The 

distance to the fault can be calculated as follows,  

 

a = Im�3�6�%6∗ A��#�Im93=�*�6�%6∗ A��#; (2-18) 
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Negative-sequence method 

The negative-sequence method is more precise compared with the one-ended 

method and the effects of zero-sequence impedance infeed can be eliminated. This 

approach uses negative-sequence quantities from all cable terminals to locate unbalanced 

faults.  

The negative sequence circuit is shown in Fig. 2-14. Unlike one-end methods, the 

negative-sequence method requires the source impedance, but data alignment is not 

required because the algorithm employed at each line end uses following quantities from 

the remote terminal (which do not require phase alignment) [35] 

- Magnitude of negative-sequence current ��, and   

- Calculated negative-sequence source impedance =�∠��.    

At sources A and B, 

 ��! = s��69=�6 + a=�*; (2-19) 

 ��! = s��G9=�G + 91 s a;=�*; (2-20) 

 

From Eq. (2-19) and Eq. (2-20), 

 

��G = ��6 =�6 + a=�*=�G + 91 s a;=�*  (2-21) 

 

By taking the magnitude of both sides to avoid alignment of relay A and B data sets, and 

simplifying to a quadratic equation, the fault location a can be calculated. 
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Fig. 2-14 Negative Sequence for Faulted Power Transmission System [38]. 

 

(b) Traveling-wave methods 

An electromagnetic wave propagates along a transmission system with certain 

characteristic impedance and there is a fixed relation between the voltage and current 

waves.  

When the wave arrives at a discontinuity, where the characteristic impedance 

changes (e.g., an open circuit, a short circuit, or a fault), a part of the energy is reflected 

and travels back. If losses are neglected, the total amount of energy in the wave remains 

constant.  

The traveling wave-based method measures the relative time that the 

voltage/current wave arrives at one or two terminal ends of the power cable. The fault 

point is located through multiplying the relative time by the wave speed. Therefore the 

main challenge for a traveling wave-based method is how to effectively find this relative 

time component from the signals using time domain, frequency domain, or time-

frequency domain analysis.  

Based on signal measurement points, this method is divided into two categories 

as one-ended and two-ended methods.  
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The one-ended method measures time difference from front arrivals of the wave 

at one terminal end of the cable. The traveling wave caused by a fault will propagate 

along the cable to the terminal A with wave speed v� as shown in Fig. 2-15. When the 

first arrival time of the wavefront at terminal A is t� and the second arrival time is t�, 

the distance to the fault point is calculated as 

 

 = M& 9�� s ��;2  (2-22) 

 

The two-ended method measures signals at both ends of cable terminals, as 

shown in Fig. 2-16. The traveling waves propagate along the cable (length = l) toward 

the two terminal ends (A and B) with velocity of v�. When the wave front arrival time is 

t� at terminal A and t� at terminal B, the distance of fault point is [39] 

 

 = ` s M&9�� s ��;2  (2-23) 

 

With the development of PMU (Phasor Measurement Unit), many protection 

schemes for transmission system are showing up including fault detection and location 

methods which utilize the time synchronization and telecommunication.  
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Fig. 2-15 One-ended Traveling Wave 

Scheme [39]. 

 

Fig. 2-16 Two-ended Traveling Wave 

Scheme [39]. 

For the accurate time tagging of events, the measurement units are synchronized 

to a GPS (Global Positioning System) clock, which can provide time synchronization 

accuracy as less than 1 µsec for all weather conditions [34], [40], [41], [42]. This equates 

to a fault location accuracy of ±152.4 m irrespective of line length [33].  

In addition to GPS time synchronization, the advanced capability of data 

acquisition, signal processing techniques and communication systems motivated great 

interest in the traveling wave based fault location method. 

As a drawback, the traveling wave is difficult to separate from oscillating noisy 

signal data. Furthermore, extracting accurate relative time difference of traveling wave 

arrivals is highly dependent on the sampling rate.  

 

Time domain approach 

Usually, the traveling wave based method uses modal decomposition (also 

termed as modal analysis or phase-mode transformation) techniques, which can 

decompose the coupled voltages and currents into a new set of modal voltages and 

currents. Each of the modal components can be treated independently as a single-phase 

line. 



27 

The Clarke’s transformation matrix Z can be used to obtain the ground and 

aerial mode signals from the three-phase transients for a fully transposed three-phase line 

as [34] [43]  

 

Z = 13 �1 1 12 s1 s10 √3 s√3� , ��6�G� � = Z ��%����� , ��6�G� � = Z ��%����� (2-24) 

 

where the subscript denotes as A, B, C for phases, 0 for a ground (or earth) mode, f and 

g for an aerial mode.  

The ground mode current �% is defined as the zero sequence components of the 

symmetrical component of the transmission system. The aerial mode current component 

�� flows in phase A and one half returns in phase B and one half in phase C. �� the 

aerial mode current component is circulating in phases B and C.  

Each mode has different propagation velocity and different surge impedance. The 

ground mode is the most dependent on ground resistivity and has the lowest propagation 

velocity. The aerial modes are frequency invariant and favored for fault location. 

The following fault location case is based on the aerial mode traveling current 

and cross correlation function. The correlation between samples at different distances 

apart can be measured by the auto-correlation coefficient as Eq. (2-25), for U pairs of 

samples on two variables � and c [44]. 

 

�,09R; = 1U � 9���I�� s �̅;9c��I s c�;�
���  (2-25) 
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where �,0 is the cross correlation function of the signals � and c, U is the number of 

samples, �̅ is � mean, c� is c mean, �� is sampling interval, and R is time delay of 

the correlation function maximum.  

The similarity between the traveling wave shapes of the forward and backward 

currents is compared and the correlation output exhibits the peak. The distance to the 

fault point can be obtained at the maximum time index of �,0 as 

  = M&R2  (2-26) 

 

Fig. 2-17 shows an example of a traveling wave signal, where the x axis is 

converted to distance and the result of the auto-correlation function is shown in Fig. 2-18 

with small peak at 6.3 km [34]. 

 

Fig. 2-17 Traveling Wave Signal as a 

Function of Distance [34]. 

 

Fig. 2-18 Auto-correlation for a Fault 

Current as a Function of Distance [34]. 

 

Frequency domain approach 

The Fourier transform (FT) is known as the most popular and easy 

transformation to obtain frequency components in traveling wave signals. The FT breaks 

a signal down into constituent sinusoids of different frequencies and infinite duration. 
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The FT and its inverse give a one-to-one relationship between the time domain �9�; and 

the frequency domain <9N; and it is defined as follows for given signal �9�;,  

 

�Z9N; = � �9�; ⋅ A���I��
�� >� (2-27) 

 

where N9= 2�:; is the angular frequency. This transform is suitable for stationary 

signals, whose frequency components are constant at all time. The discrete Fourier 

transform (DFT) can be written as follows.  

 

X�Z9J; = 1. � ��U� ⋅ A������[[
���  (2-28) 

 

Because the FT performs the integration for all time intervals as shown in Eq. 

(2-27), the FT gives frequency information by the integral corresponding to all time 

instances. In other words, the FT cannot tell us that which frequency component exists at 

what time instant. This is the main reason why the FT is not suitable for non-stationary 

signals.  

The use of dominant frequencies from the transient signal caused by a fault is 

proposed by V. Faybisovich in 2008 [45]. The surge current will be reflected with the 

same sign and goes back to the source side, and then reflected again from the source side 

end it returns back to the fault point.  

This process will be completed in 4R&, where R& is the surge propagation time 

from the source side to the fault point. Therefore, the dominant frequency :� in the 

current signal after the circuit breaker opening is equal to 
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:� = 14R& (2-29) 

 

The relationship between the fault location,  and :� is 

  = M&4:� (2-30) 

 

The accuracy of this one-ended method depends on the accuracy of propagation 

speed M&, which is affected by ground resistivity. This can be improved in a double-

ended frequency method. When the circuit breaker CB1 and CB2 at both ends of the 

cable are opened to remove a fault, they generate dominant frequencies :� and :� 

respectively.  

 :� = M&49` s ; (2-31) 

 

Given ` is the known total cable length, the distance to the fault can be calculated as 

 

 = ` :�9:� + :�; (2-32) 

 

This expression eliminates the unknown propagation speed M&.  

This method is verified by field testing and results in comparable accuracy to the 

impedance based fault location method, which is typically within 3% of the total length 

of the non-compensated line [45]. 
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Time-frequency domain approach 

Short time Fourier transform (STFT) 

One of the dominant analytical tools for frequency domain is the DFT. The DFT 

assumes the signal as stationary, but the traveling wave is always non-stationary, 

nonperiodic and transient. Also, the DFT does not give any information about the 

spectrum changes with respect to time.  

To overcome this deficiency of the DFT, the short time Fourier transform (STFT) 

and the wavelet transform (WT) can be used for analyzing the traveling wave in both the 

time and frequency domains. 

The STFT divides the signal into small segments which can be assumed to be 

stationary. The window function is multiplied to the signal within the Fourier integral. 

Narrower windows give better time resolution and better stationarity, but causes poorer 

frequency resolution.  

One defect of the STFT is that we can obtain only the time intervals, but not an 

exact time point in which a certain band of frequencies exist. The STFT is defined as  

 

7Z�Z9�, N; = � �9�;��
�� ⋅ ^9� s R; ⋅ A���I (2-33) 

 

where ^9� s R; is a window function, R is the translation, and � is time.  

Because the resolution of frequency and time is directly opposite to each other, a 

compromise is made between the time and frequency resolutions by adjusting the size of 

the windows, and the precision of time and frequency information is determined by the 

size of the window. 
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Wavelet transform (WT) 

The WT is regarded as a powerful and well suited method for traveling wave 

signal analysis [46]. It uses short time intervals for high frequency components and long 

time intervals for low frequency components. Therefore, the WT meets the requirements 

of both time and frequency localization. 

For given a function �9�;, its continuous wavelet transform (CWT) is defined as 

 

j^Z,�9R, b; = e,�9R, b; = 1p|b| � �9�; ∙ e∗ ¢� s Rb £��
�� >� (2-34) 

 

Two variables: R and b are the translation (parameter of location) and the scaled 

parameter, respectively; e9�; is the mother wavelet, which is a band-pass filter and 

prototype for generating the other window functions, e∗ is its conjugate. The term 

translation, R refers to the location of the window, the scale parameter, b is inversely 

proportional to frequency. High scales give global information, whereas low scales give 

detailed information about the signal. 

The wavelet transform of sampled waveforms can be obtained by discrete 

wavelet transform (DWT), which is given as 

 

DWT9J, U, ¦; = 1p|b%*| � ��U� ∙ e §J s UR%b%* b%* ¨�  (2-35) 

 

The scaling and translation parameters b and R, in Eq. (2-34) are replaced by b%* and 

UR%b%*, respectively; U and ¦ are integer variables.  
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The DWT analyzes a signal at different frequency bands with different 

resolutions by decomposing the signal into a coarse approximation and detailed 

information with scaling functions and wavelet functions, which are associated with low-

pass and high-pass filters.  

As one of main features, the WT implements a multi-stage filter bank using the 

low-pass mother wavelet �%9U; and its half-band high-pass filter, ��9U; [47], [48]. 

After the filtering, half of the samples can be eliminated according to Nyquist theorem 

[49].  

The output of the low-pass filter is filtered again in high and low-pass filters with 

down sampling by 2 until the DC value is reached as shown in Fig. 2-19.  

 

Fig. 2-19 Wavelet Transform Filter Bank [50]. 

At the lowest scale like scale 1, the mother wavelet is the most localized in time 

and oscillates most rapidly within a very short period of time, and for higher scales it 

becomes less localized in time and oscillates less due to the dilation nature of the wavelet. 

Therefore, fast and short transient disturbances will be detected at lower scales, whereas 

slow and long transient disturbances will be detected at higher scales [51]. 

Fig. 2-20 shows an example of WT based fault location. When a fault occurs at 

point  (36 km from bus A), traveling waves are recorded on both sides of the system. 



34 

The WT analysis on these voltage signals reveals their travel times between the fault 

points and relay locations. A disturbance will be seen at bus A at time �6, similarly a 

wave will reach bus B at time t©, and the difference of these times is �@ = �6s�G. 

 

Fig. 2-20 Illustrations of Distorted Voltage Analyses using WT [5]. 

The WT performs decomposition of incoming voltage signals and the obtained 

wavelet coefficient at different scales ensures finding the traveling wave occurrence 

times; peaks can be observed on the waveform and the very first received waves that 

directly correspond to the times �6 and �G. The distance to the fault point is calculated 

as 

 

 = ` s M&�@2  (2-36) 

 

Assume the velocity of the traveling wave, M& = 1.175  105 km/s, and �6 = 29.81 ¦b,
�G = 29.90 ¦b, then distance to the fault point  = 35.96 J¦.  

In fact, the main problem is not to detect the traveling wave but to select the 

correct WT.  The WT will display not only desirable traveling waves from the internal 
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faults, but also undesirable slight disturbances from the outside of the power system. 

Thus, how to distinguish correct traveling waves from other disturbances is very 

important.  

 

(c) Partial discharge (PD) method 

The following gives an example of an on-line PD monitoring system which has 

been deployed on a trial basis in typical urban 350 m 11 kV network in mainland Spain.  

The capacitive coupling units are used for PD detection using data acquisition systems 

with 8 nanoseconds sampling interval. The calibration system injects calibration pulses (2 

negative and 2 positive) continuously and charges at a third point in the system. 

Fig. 2-21 shows some behavior of parameters in relation to the variation of 

system voltage and some unusual step changes that indicate a real rise in PD activity. A 

gradual rise in the PD event count was observed over a 3 day period with abrupt changes 

in the maximum apparent charge. Using this information, the power cable has been 

maintained without failure [28]. 

 

Fig. 2-21 Trending of Line Voltage, PD Charge and PD Event Count [28]. 

When PD is encountered at the fault location, there are two major problems. One 

is the significant reduction of the reflected pulse by traveling a long distance in the cable 
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and broadening, but this can be improved by the appropriate selection of sensor 

bandwidth [26]. 

The second problem is the external disturbance during the on-site measurement 

such as radio and television stations broadcasting, corona, PDs that are produced by other 

equipment, etc. Some noise reduction methods, such as correlation and adaptive filtering 

have been developed and proven successful in on-line and off-line PD measurements.  

However, these closed-loop noise reduction methods need to measure the reference noise 

prior to the actual measurement, thus computational time increases dramatically.  

Faster computational time of signal data processing and analysis is necessary for 

on-line measurement. For this purpose, the open-loop noise reduction techniques such as 

linear prediction coding (LPC) and DWT have been proposed. The LPC predicts the 

following sample with an optimum predictor that minimizes the mean square prediction 

error by valuing the previous samples [26]. 

This chapter reviewed widely used technologies for power cable health 

assessment and fault location. All the techniques give a good solution for their purpose 

with specific advantages and disadvantages, but the industry still lacks an effective 

approach for online power cable monitoring, which can accomplish cable diagnosis and 

fault location. The new passive methodology developed in this dissertation for power 

cable monitoring and fault location will provide a fundamental solution for this need and 

the background knowledge in this chapter will help to differentiate our methodology from 

recent technologies.   
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CHAPTER 3  

NEW PASSIVE METHODOLOGY 

This chapter introduces a new passive methodology for power cable monitoring 

and fault location with theoretical studies about resonant frequency behaviors.  

First, the basic concept of the methodology is explained and two example 

applications, specifically water pipeline leakage detection and transformer deformation 

detection, using the resonant frequency characteristics are described.  

Next, the theoretical bases of the frequency dependent transmission system 

model, electrical parameters of the power cables, and the resonant frequency with transfer 

function are reviewed. 

Mostly, the behavior of resonant frequencies in a power cable transmission 

system is studied with analytical derivations under various loads conditions and fault 

positions. In addition, similar studies are carried out for a power transformer connected 

cable transmission system in order to provide an accurate representation of the real site 

conditions. 

 

3.1 New Passive Methodology 

The resonant frequencies are determined by the electrical parameters (i.e., 

resistance, inductance and capacitance) of the power cable. When these parameters are 

changed by some reason (e.g., load change, capacitor banks switching and fault 

occurrences), the resonant frequencies will change in accordance with the status of the 

transmission system. 
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3.1.1 Passive Methodology for Cable Monitoring and Fault Location 

The main idea of the new passive methodology for power cable monitoring and 

fault location is based on the behavior of resonant frequencies under change of cable 

conditions. The resonant frequencies of the normal steady state can be used as a 

fingerprint to detect fault conditions of power cables. In other words, the changes of 

power cable parameters can be monitored by on-line resonant frequency analysis with 

comparison to the reference resonant frequencies, which are obtained during fault-free 

normal conditions.  

The power cable is modeled based on the equivalent pi (Π) circuit, which shows 

good consistency with the frequency dependency of the power cable, and the resonant 

frequencies are determined using the transfer function between source and load side 

voltages. 

Additional modified equivalent circuits are modeled to study the resonant 

frequency behaviors for various load conditions and fault positions. The graphical 

analyses using Matlab are added for comprehensive understanding. Also, similar studies 

are implemented for the power transformer connected cable system. 

Because complete experimental trials of this new passive methodology have not 

been carried out, we can evaluate the feasibility of this methodology by examining 

similar applications that use the resonant frequency for water leakage location in a water 

pipeline and fault detection in a power transformer. 
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3.1.2 Hydraulic Leakage Location by Resonant Frequency 

Hydraulic systems can be represented by electrical parameters as resistance, 

inductance and capacitance. Based on similar principles to the power system, water 

leakage can be detected and located by analyzing the resonant frequencies of a water 

pipeline. 

When the water pipe has a periodic excitation due to pressure fluctuations, the 

pipe system will oscillate at the frequency of the excitation (known as steady-oscillatory). 

If the excitation is at a resonant frequency, the response becomes larger and can cause 

pipeline failures from high pressures [52]. 

For small transient signals, the impact of nonlinearity is negligible and the 

pipeline can be considered as a linear system with frequency dependence. Whereas 

resonant frequencies reinforce and transmit input signals, other frequencies are absorbed 

within the system. In this respect, pipeline systems are similar to frequency filters, whose 

characteristics are determined by system properties such as boundary conditions, friction, 

and wave speed.  

The degree that each frequency component is absorbed or transmitted within the 

pipeline can be described by a frequency response diagram (FRD), also known as the 

transfer function for the system. The FRD is determined by the measurement of the input 

transient signal and the pressure response from the pipeline. This FRD relates both 

magnitude and phase between the system output and input for different frequencies [53] 

[54].  
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The following numerical analysis example shows the resonant peak sequencing 

method. The FRD is extracted at the downstream valve boundary of the pipeline in Fig. 

3-1.  

 

Fig. 3-1 Single Pipeline with a Leakage [54]. 

For a linearized pipeline system with asymmetric boundary conditions, the FRD 

shows a series of evenly spaced peaks and troughs as shown in Fig. 3-2(d). The peaks are 

at the odd multiples of NIY, which is the fundamental angular frequency of the pipeline 

and is defined with length of the pipeline `  

 

NIY = M&�2` , P� = 1M& po4���_N s N� (3-1) 

 

where M& is the wave speed, P� is the propagation parameter, 4� is a linearized 

frictional resistance term, _ is gravitational acceleration, and �� is pipe cross-sectional 

area. 

Fig. 3-2 shows that the order of the resonant peaks ranked in terms of the 

magnitude of the peaks has changed from [3,1,4,5,2] to [2,5,3,1,4] when the leak point 

changed from 700 m (a) to 1400 m (c) from the base of the upper boundary. The numbers 

in the square brackets indicate the “nth” peak in the FRD. When the leak size (j@�") 

increased from 0.00014 ¦� (a) to 0.00028 ¦� (b), the magnitudes of all resonant peaks 
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are reduced, but the overall relative sizes are not changed. Therefore, ranking the sizes of 

resonant peaks in order of magnitude can be defined as the shape of FRD and can be used 

as a leak location method in single pipeline [54]. 

 

Fig. 3-2 Frequency Responses for Different Leak Size and Location (A) Leak at 700 M j@�"=0.00014 ¦�, (B) Leak at 700 M j@�"=0.00028 ¦�, (C) Leak at 1,400 M j@�"=0.00014 ¦�, and (D) No Leak [54]. 

 

3.1.3 Transformer Fault Detection by Resonant Frequency 

The visual inspection of a power transformer is costly and does not always 

provide the desired results and it requires oil drainage and entering a confined space to 

inspect. An alternative method is sweep frequency response analysis (SFRA) which can 

implement field-diagnostic techniques.  

SFRA is a well-known testing method in the industry to find a transformer 

winding deformation, e.g. coils, turns, layers, HV (high voltage) leads, resulting from 

short circuit current (faults) or impacts during transportation and aging [55]. This method 

measures the frequency response of the output signal from the winding terminal by 

injecting low voltage input sine signals with various frequencies.  
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The core and winding assembly of a transformer can be treated as a complex 

electrical network as shown in Fig. 3-3. The frequency response of such a network is 

unique, therefore it can be considered as a fingerprint. The geometrical changes of the 

network elements cause deviations in its frequency response, and the differences between 

an SFRA fingerprint and the measurement are an indication of deformation [56]. 

Typically, plots range from 10 Hz to 10 MHz in a single graph, and the 

interesting frequency is between 20 Hz and 2 MHz in response for a high voltage star 

connected winding [57]. The gain �9>±; of transfer function �$9oN; is defined as 

 �9>±; = 20 log�%��$9oN;�  (3-2) 

 

 

Fig. 3-3 Simplified Network of a Transformer [56]. 

Two examples for SFRA are shown in Fig. 3-4. The left side SFRA compares 

HV winding signals from a 36-year-old transformer (40 MVA) after a refurbishment. 

Both traces show good congruity between winding conditions before and after 

refurbishment. The right side SFRA is HV winding test results for two 63-MVA sister 

transformers. The variations between two traces are clearly visible, and one transformer 

(red one) has turned out to have shorted turns [56].  
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Fig. 3-4 Examples of Transformer SFRA, Healthy (left) and Faulty (right) Condition [56]. 

 

3.2 Power System Parameters and Resonant Frequency 

The power transmission system can be characterized by its distributed electrical 

parameters as resistance, inductance and capacitance.  

 

3.2.1 Overhead Transmission Line 

The electrical parameters of a transposed three phase overhead transmission line 

can be expressed as [58],  

 Resistance, 4, = 4�5 �Ω/km� (3-3) 

 

Inductance, ), = P%2� ln ¢q-Xq-4£  �H/km� (3-4) 

 

Capacitance, j, = 2�O%ln ½q-X�?(�@¾ �F/km� 
(3-5) 

 

Here, the conductor geometrical mean distance q-X = pX+? ∙ X?/ ∙ X/+À
 where X+?, 

X?/, X/+ are distance between phases.  

The conductor geometric mean radius q-4 = p> ∙ q-4/  for 2 bundled conductors 
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where q-4/ is GMR of conductor > is the distance between conductors.  

The equivalent radius of the conductor �?(�@ = p>?(�@ ∙ �% where >?(�@ is the 

distance between bundles and �% is the conductor radius.  

O% is vacuum permittivity and P% is vacuum permeability. 4�5 is resistance at 75°C.  

 

3.2.2 Underground Cable 

Compared to the overhead line, the power cable has a higher capacitance. This 

capacitance causes a larger reactive power and complicated electromagnetic phenomenon 

that may result in energizing or de-energizing overvoltage in the power system.  

The resistance of the power cable can be defined as  

 4, = 46 = 43 Á1 + c�J' + J&�Â  �Ω/km � (3-6) 

 

Where 46  and 43  are equivalent resistance in AC and DC circuit conditions 

respectively.  

J' is the skin effect factor, J& is the proximity effect factor, and c is a constant (c = 1 

for 1, 2 and 3 core cables, c = 1.5 for pipe-type cables) [59].  

The inductance for these layouts can be calculated as [60] 

 

), = 2 ∙ 10�� ln §X 9Ã� X′;0.778 ∙ � ¨  �μH/km� (3-7) 

 

where X is the distance between phases in a trefoil layout (Xz = √2À X for a flat layout), 

and � is the outer radius of the core conductor.  

The capacitance between the sheath and earth is [60] 
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j, = 0.0556 O'�ln ¢ �L�',L(I£      �μF/km/phase� 
(3-8) 

 

Where O'� is the relative permittivity of insulation between sheath and earth 

(polyethylene OÆÇ = 2.3), �L is the cable radius and �',L(I is the sheath outer radius. 

 

3.2.3 Equivalent Pi (Π) Circuit and Resonant Frequency 

Many literatures on transient analysis verify that the equivalent pi model is the 

best fit to the frequency dependent behavior of the transmission system [61]. As the 

transmission system supplies energy to the load, electrical parameters are distributed 

along the line and this line is divided into small >� sections as shown in Fig. 3-5. 

 

Fig. 3-5 Equivalent Network of �� Sections for Transmission System. 

The line impedance and capacitive reactance are 

 È = 4, + oN),, c = oNj,  (3-9) 

 

The transmission line equations are 

 �9�; = �� cosh9h�; + =/��sinh9h�; (3-10) 
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�9�; = ��=/ sinh9h�; + ��cosh9h�; (3-11) 

 

where h is the propagation constant, f is the attenuation constant (Np/m), and g is the 

phase constant (rad/m), and =/ is the characteristic impedance (or surge impedance),  

 h = pÈ ⋅ c = p94, + oN),; ⋅ 9oNj,; = f + og (3-12) 

 

=/ = Èh = ÉÈc = É 1oNj, 94, + oN),; (3-13) 

 

When ` is the length of the transmission system, its ABCD parameters are  

 

Ê� ±j XË = �cosh9h`; =/sinh9h`;sinh9h`;=/ cosh9h`; � (3-14) 

 

The equivalent circuit for the transmission line is shown in Fig. 3-6, which called 

an equivalent pi model.  

 

Fig. 3-6 Equivalent pi model. 

Let È` = =, c` = Ì, the parameters of this equivalent pi model are 
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=� = =/sinh9h`; = = sinh9h`;h`  (3-15) 

 

1=Æ = Ì2 tanh ½h2̀ ¾h2̀  (3-16) 

 

These equations give the voltage and current distribution along the line. The transfer 

function for a power cable transmission system without a load is  

 

� = ���� = =Æ=� + =Æ = 1cosh9h`; (3-17) 

 

In the s-domain,  

 

� 9b; = ��9b;��9b; = 1cosh ½p94 + b);bj¾ (3-18) 

 

where, 4 = 4,`, ) = ),` and j = j,`.  

The resonant frequencies of this model are roots of the denominator in Eq. (3-18).  

 

b � = s 42) ± oÉ�92U s 1;���4)j s 4�4)� , U = 1, 2, 3, … (3-19) 

 

Typically, 1/9)j; ≫ 94/);�, so that the approximate roots are 

 

b � ≅ s 42) ± o 92U s 1;�2√)j , U = 1, 2, 3, … (3-20) 
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The gain peak appears when the frequency is equal to the imaginary part of Eq. 

(3-20). Therefore, the approximate resonant frequencies are [62] 

 

N�BC ≅ 92U s 1;�2√)j , :� � ≅ 92U s 1;4√)j , U = 1, 2, 3, … (3-21) 

 

These resonant frequencies follow the odd order multiple sequences, which mean 

that the second resonant frequency is 3 times the first resonant frequency, the third 

resonant frequency is 5 times the first resonant frequency, and so forth. 

The detailed derivation of the resonant frequencies is given in Appendix A.  

 

3.3 Behavior of the Resonant Frequencies 

 

3.3.1 Resonant Frequency Estimation 

The resonant frequencies are known as the critical frequencies of power systems 

where the system could be sensitively excited. Therefore, it is helpful to have prior 

knowledge about the resonant frequency behaviors under operational and abnormal 

conditions. 

Recently, increasing interest in risks from harmonic overvoltage and distortion 

from renewable power facilities (especially in wind farms) have led to great 

improvements in harmonic frequency estimation and analysis. 

The resonant frequencies are divided into series and parallel resonant frequencies. 

When a series RLC circuit resonates at the series resonant frequency, the equivalent 

impedance becomes a minimum and causes maximum current. In contrast, the parallel 
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resonant frequency maximizes the equivalent parallel impedance in the circuit and causes 

maximum voltage.  

The parallel resonant frequencies are observed at the peak positions in nodal 

impedance-frequency curves. When harmonic current excitations are close to these 

parallel resonant frequencies, particularly high magnifications of voltage occur at the 

resonant critical positions and these result in worsening power quality, malfunction or in 

the worst case destruction of power system elements.  

On the contrary, a series resonance causes a high harmonic current that causes 

excessive heat on the devices at the resonant frequency. Therefore, analysis of resonances 

is an important issue to avoid critical effects of harmonics in the power systems [63]. 

The widely used methods for resonant frequency identification are the 

“impedance scan” method and the “harmonic modal resonant analysis (HMRA)” method. 

The idea of HMRA is that when the admittance matrix approaches a singularity, the 

nodal voltages go high with occurrence of harmonic resonance. The singularity of the 

admittance matrix is due to the very small eigenvalue which approaches zero. Through 

eigenvalue decomposition, the HMRA can perform further analysis on the resonant point 

and the sensitivity, which can reveal the true resonant location and the potential point of 

the most influenced bus in the network [64], [65], [66].  

The impedance scan, also known as the frequency scan, is the most prevalent 

method for resonance identification [67]. The nodal admittance matrix ÌY is evaluated 

for every harmonic current �Y at every specific frequency. 

 ��Y� = �ÌY��� ⋅ ��Y�, :Ã� ℎ ≠ 1 (3-22) 
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The nodal harmonic impedance is obtained from the inverse of the nodal admittance 

matrix. The diagonal elements of this matrix are harmonic self-impedances of the 

respective buses and the non-diagonal elements are transfer impedances, related to the 

effect on the voltage of bus i when the harmonic current (usually 1A) is injected at bus j 

[66].  

The characteristics of the resonant frequencies in a power system can be 

simulated by the EMTP (Electro Magnetic Transients Program) PSCAD. The frequency 

scan tool in PSCAD generates the system impedance matrix in the phase domain for a 

given network. This matrix is then collapsed into an equivalent matrix as seen from the 

measuring point. This is repeated for a specified range of frequency [68].  

The harmonic impedance solution uses RLC data directly, avoiding integration or 

curve fitting errors. The equations are solved at each frequency in the phase domain 

without using sequence networks, thus it gives accurate representations for an unbalanced 

transmission system, Y-Δ transformers, etc. [68].  

This dissertation studies mainly about parallel resonant frequencies under various 

load and fault conditions. 

 

3.3.2 Cable Power System 

(a) Resonant frequencies in a cable power system 

When the power cable system has a load as shown in Fig. 3-7, the transfer 

function is  

 

� " = ���� = =Æ="=�=Æ + =�=" + =Æ=" (3-23) 
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Fig. 3-7 Equivalent Pi Model with Load. 

Also the resonant frequencies can be obtained from a frequency-impedance 

calculation at the load voltage. The equivalent impedance of system at the load side =�� 

is 

 

=�� = =�=Æ="=�=Æ + =�=" + =Æ=" (3-24) 

 

We can expect the same resonant frequency solutions from Eq. (3-23) and Eq. (3-24), 

because they have identical denominators.  

However, the transfer function for a load connected cable power system, Eq. 

(3-23) can be simplified as Eq. (3-25) where the detailed derivation is in Appendix B.  

 

� " = ���� = 11=" =/sinh9h`; + cosh9h`; 
(3-25) 

 

The power load can be expressed by a RLC parallel circuit as shown in Fig. 3-8. 

 

Fig. 3-8 Power Load with Parallel RLC Circuit. 
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For given load voltage �ÑL+@, apparent load power 7ÑL+@ and power factor angle Ò, the 

equivalent resistance and reactance of the load are  

 

4�Ó = �ÑL+@�7ÑL+@ , <�Ó = 4�Ó tan9Ò;  (3-26) 

 

The equivalent impedance of the load is  

 =" = 4�Ó + o<�Ó (3-27) 

 

For the parallel circuit, it is more efficient to use the load admittance Ì" as  

 

Ì" = 1="  = 14 + o ¢Nj s 1N)£ = q + o± (3-28) 

 

When the load is purely capacitive or inductive, its maximum values are 

 

j*+, = ±N , Ã�  )*+, = s 1N±  (3-29) 

 

Again, the transfer function, Eq. (3-25) is written as 

 

� " = ���� = 1
§14 + o ½Nj s 1N)¾¨ =/sinh9h`; + cosh9h`; 

(3-30) 

 

The behavior of the resonant frequencies for various load conditions is studied by 

analyzing the contribution of each term in Eq. (3-30) using Matlab. The selected power 

cable electrical parameters are 4, = 0.0184 Ω/km, ), = 0.116 mH/km, j, = 417.97 

nF/km with cable length 10.5 km. These values are commonly used in this dissertation. 
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Fig. 3-9 shows absolute values of all parts in transfer function (Eq. (3-30)) for a 

load connected cable power system. The power load is 270 MVA with power factor 

cos(15°) and consists of a 94.14 Ω resistor, 904 mH inductor and 233.5 μF capacitor. It 

can be seen that the term Nj s 1/N) is close to the term Nj for high frequency, 

which means that the capacitor component gives the dominant effect on load impedance 

and resonant frequency. The first resonant frequency is 3240 Hz. 

 

Fig. 3-9 Resonant Frequency under Load; 270 MVA, Power Factor cos(15°). 

When the load is reduced to 108 MVA (40% of 270 MVA) with the same power 

factor cos(15°), the first resonant frequency is 3345 Hz. The small changes from the 

previous case are shown in Fig. 3-10. The load consists of a 235.36 Ω resistor, 2.26 H 

inductor and 93.4 nF capacitor. The overall shape and resonant frequencies are very 

similar to the previous case, but the magnitude of each gain is decreased.  
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Fig. 3-10 Resonant Frequency under Load; 108 MVA, Power Factor cos(15°). 

As another load condition, the power factor is changed from cos(15°) to cos(35°) 

with the same load 270 MVA, and each term of the transfer function equation is shown in 

Fig. 3-11. The composition of the load is R = 130.9 Ω, L = 481 mH and C = 438.83 nF. 

The first resonant frequency is 3105 Hz, and this case shows similar curve shapes as the 

previous load condition cases. Because the change of positive power factor is caused by 

change of inductance rather than capacitance, the variance of positive power factor does 

not affect resonant frequency behavior significantly.  

 

Fig. 3-11 Resonant Frequency under Load; 270 MVA, Power Factor cos(35°). 
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Fig. 3-12 shows the resonant frequency behavior under a negative power factor 

load condition. The first resonant frequency is 1135 Hz, which shows significant 

movement from the previous cases. It can be found that the change of capacitance, Nj 

affects the term =/sinh9h`; /=" and eventually it moves the resonant frequencies. The 

load consists of a 130.9 Ω resistor, 16 H inductor and 14.63 μF capacitor. 

 

Fig. 3-12 Resonant Frequency under Load; 270 MVA, Power Factor -cos(35°). 

 

In summary, the resonant frequencies are dominantly dependent on the value of 

capacitance. Most changes in the load condition (magnitude and power factor) are caused 

by variance of inductive loads, therefore the resonant frequencies are not influenced 

significantly, but the addition of the capacitive loads, which cause negative power factor 

operation, makes considerable movement in the resonant frequencies.  

The first two resonant frequencies and composition of loads for the four cases are 

summarized in Table 3-1. 
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Table 3-1 Resonant Frequencies for Various Load Conditions. 

 Case 1 Case 2 Case 3 Case 4 

Load (MVA) 270 108 270 270 

Power factor cos(15°) cos(15°) cos(35°) -cos(35°) 

R (Ω) 94.14 235.4 130.9 130.9 

L (H) 0.904 2.26 0.481 16.034 

C (μF) 0.234 0.093 0.439 14.63 

Resonant frequencies (Hz) 3240; 9720 3345; 10030 3105; 9350 1135; 7030 

 

(b) Resonant frequencies for various fault positions 

In fault conditions, the composition of the power cable impedance will be 

affected. To represent fault conditions, a fault resistor 4! is inserted in the middle of the 

equivalent pi model as shown in Fig. 3-13.  

Let a be the fault location in terms of the fractional cable length from the source 

side (0 Ô a Ô 1),  

 

Fig. 3-13 System Model for Faulted Cable Power System. 

The transfer function for a faulted cable power system is  

 

� ! = ���� = =��=Æ� + =��=�� ½ 1=Æ� + 1=Æ� + 14! + 1=Æ� + =��¾ + 1  (3-31) 
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This equation can be simplified using hyperbolic trigonometric relations,  

 

� ! = 1cosh9h`; + =/4! sinh9ah`; cosh9h91 s a;`; 
(3-32) 

 

The new resonant frequencies in a faulted cable power system are related to the 

denominator of transfer function, Eq. (3-32).  

When the fault resistor 4! is very large, as for the fault-free normal condition, 

the second term of the denominator approaches zero and the remaining cosh9h`; is 

identical to that for the normal condition cable power system, Eq. (3-17). 

Therefore, the new resonant frequencies are derived from the second term of the 

denominator,  

 sinh9ah`; cosh9h91 s a;`; (3-33) 

 

This gives two valid sets of solutions for the resonant frequencies. The first part, 

sinh9ah`;, produces the new resonant frequencies as  

 :�� !� ≅ U2a√)j , U = 1, 2, 3, …  (3-34) 

 

And from the second part, cosh9h91 s a;`; 

 

:�� !� ≅ 92U s 1;4√)j91 s a; (3-35) 
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The new resonant frequencies from Eq. (3-34) are large, in excess of our range of interest, 

thus Eq. (3-35) gives moderate resonant frequencies that can be monitored. The detailed 

derivation of transfer function and the new resonant frequencies is in Appendix C. 

The quick way to understanding this behavior for different fault positions is 

evaluation of equivalent impedance on the load side. Usually, the fault resistor is so small 

as to diminish other parallel connected impedances to nearly zero, then only =�� and 

=Æ� will produce new resonant frequencies. When considering the part =��/9=Æ� + =��; 

in Eq. (3-31), 

=Õ�=�� + =Æ� =
=/�\Uℎ ¢h91 s a;`2 £

= b{Uℎ9h91 s a;`; + =/�\Uℎ ¢h91 s a;`2 £
 

= 12b{Uℎ� ¢h91 s a;`2 £ + 1 = 1ÖÃbℎ9h91 s a;`; 

 

(3-36) 

This is identical to a part of the faulted cable power system transfer function in Eq. (3-32). 

 

3.3.3 Transformer Connected Power Cable System  

This section studies resonant frequencies for a transformer connected power 

cable transmission system. In this document, TR denotes power transformer; hence, the 

TR connected power cable transmission system is written as “TR power system” whereas 

“cable power system” denotes the power cable transmission system without a TR. 
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(a) Resonant frequencies in TR power system 

The system model for a TR power system is shown in Fig. 3-14. The TR 

impedance, =#� = 4#� + oN)#�, is inserted between the power source and cable.  

 

Fig. 3-14 Equivalent circuit for TR power system. 

Let, ��� = =Æ/9=� + =Æ;. The equivalent impedance of =Ç� is 

 

=Ç� = 11=� + =Æ + 1=Æ
= =Æ=Æ=Æ��� + =Æ 

(3-37) 

 

The transfer function of the TR power system can be obtained as 

 

�# = ���� = =Ç�=#� + =Ç� ��� = 1=#�=/ sinh9h`; + cosh9h`; 
(3-38) 

 

The detailed derivation of the TR power system transfer function is in Appendix D. 

The absolute value of each term in transfer function Eq. (3-38) when using power 

cable parameters and TR impedance (4#� = 0.013 Ω, )#� = 59.4 mH) is shown in Fig. 

3-15. 
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Fig. 3-15 Resonant Frequency for TR Power System. 

It is found that the plot of term =#� �×Ø sinh9h`; and term =#� �×Ø sinh9h`; +
cosh9h`; are very close except in the low frequency range (lower than about 500 Hz), 

which means the contribution of cosh9h`; is so small as to ignore it in the high 

frequency range (higher than about 500 Hz).   

As =#� �×Ø sinh9h`; ≫ cosh9h`;, the transfer function is simplified as 

 

�# ≅ 1=#� 1=/ sinh9h`; 
(3-39) 

 

Similar to the solution of Eq. (3-21), the resonant frequencies in the TR power system are 

 N�ÙC ≅ U�√)j , :�#� ≅ U2√)j , U = 1, 2, 3, … (3-40) 

 

Recall that the transfer function for a cable power system is 1/cosh9h`; in Eq. 

(3-17). Comparing it with Eq. (3-39), the denominators, which define the resonant 
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frequencies, are cosh9h`; for the cable power system and sinh9h`; for the TR power 

system. The difference between the TR and cable power system resonant frequencies (Eq. 

(3-40) and Eq. (3-21)) is the same as the first resonant frequency of the cable power 

system.  

 

:�#� s :� � ≅ U2√)j s 92U s 1;4√)j = 14√)j (3-41) 

 

Therefore, when the resonant frequencies of the cable power system are shifted 

down in frequency by the same amount as its first resonant frequency, they are very close 

to those of the TR power system. In other words, the connected TR affects the power 

cable resonant frequencies to move as much as the cable-only first resonant frequency.  

Because the term cosh9h`; in the TR power system transfer function appears in 

the low frequency range, it produces the small first resonant frequency (100 Hz for this 

case) as indicated with dotted green ellipse shape in Fig. 3-15. This frequency will be 

ignored as the first TR power system resonant frequency for convenient comparison with 

the cable power system. 

(b) Resonant frequencies under various fault positions 

The model for a fault condition in the TR power system can be illustrated by 

combining the cable power system fault model and TR impedance as shown in Fig. 3-16. 

Let a be the relative fault point from the source side (0 Ô a Ô 1) and the voltage 

��� is determined by the equivalent impedance =Ç�. The voltage ��� plays the same 

role as the source voltage (��) in the faulted cable power system in Fig. 3-13 and the 
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circuit components of the faulted TR power system are identical with those of the faulted 

cable power system except =#�.  

 

 

Fig. 3-16 System Model for Faulted TR Power System. 

In other words, the transfer function of the faulted TR power system (�#!) can be 

expressed by that of faulted cable power system, � ! in Eq. (3-31), 

 

�� = �'�#! = ���� ! = =Ç�=#� + =Ç� ��� !  →  �#! = =Ç�=#� + =Ç� � ! (3-42) 

 

Again,  

 

�#! = =Ç�=#� + =Ç�
1cosh9h`; + =/4! sinh9ah`; cosh9h91 s a;`; 

(3-43) 

 

Therefore, the new resonant frequencies for the TR power system faults include 

the same values as the cable power system with faults case. The additional new resonant 

frequencies, which result from the =Ç�/9=#� + =Ç�; term in Eq. (3-43), are not found in 

this research.   
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CHAPTER 4  

VERIFICATION BY POWER SYSTEM SIMULATION 

This chapter verifies the resonant frequency behaviors, which are studied in the 

preceding chapter. A real power cable transmission system is utilized in the simulations. 

Real data for this same system have been acquired and will be analyzed in Chapter 5.  

First, the frequency impedances under various power system conditions are 

analyzed using the frequency scan tool in PSCAD and this gives a clearer verification of 

resonant frequency characteristics. Secondly, the frequency analysis is performed for 

artificial voltage and current signals, which are obtained from simulation.  

  

4.1 Sample Power System and Resonant Frequency 

An installed 154 kV, 1200 mm�, 10.5 km transmission underground power 

cable is selected for the simulation and its main parameters are listed in Table 4-1.  

 

Table 4-1 Parameters of Sample Transmission Power Cable. 

∙ Conductor diameter: 39.1 mm          

∙ Outer radius of main insulator: 38.54 mm     

∙ Propagation constant: 5.391×10–7 + j2.68×10–6   

∙ Inner radius of main insulator: 21.54 mm  

∙ Resistance: 0.0184 Ω/km 

∙ Inductance: 0.116 mH/km                  

∙ Capacitance: 417.97 nF/km 

∙ Characteristic impedance: 17.031 – j3.422 Ω 

∙ Spacing between conductors: 0.3 m (flat formation) 

 

The selected underground power cable transmission system consists of a 

generator, power cable, electrical load and fault resistor as shown in Fig. 4-1. The cable 

configuration is shown in Fig. 4-2. 
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Fig. 4-1 Power Cable Transmission System with A Phase-Ground Fault. 

   

Fig. 4-2 Power Cable (Manufactured by Taihan Electric Wire) and its Configuration. 

The 154 kV and 270 MVA generator is connected to the left end of the power 

cable. The 3-phase XLPE 1200 mm2 power cables are depicted using a frequency 

dependent phase mode model. This model is the most accurate to represent frequency 

dependent characteristics of a transmission system for all frequency ranges and improves 

the constant transformation problem by direct formulation in the phase domain. The 

modal domain approach transforms the phase-domain terminal voltages to the modal 

domain using the constant transformation matrix, which ignores imaginary parts for 
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simplifying calculation, but it causes an accuracy problem for the low frequency range 

and unbalanced cable geometry [69].  

Therefore, the frequency-dependent phase model is accurate for all transmission 

configurations, including unbalanced cable geometry and strongly recommended for all 

transmission system cases, unless another model is chosen for a specific reason [70] [71]. 

The power cable length is 10.5 km and a fault resistor is inserted in the middle of power 

cable. The electrical load, which is expressed in terms of real and reactive power, is 

connected to the end of cable. The measuring point for the frequency scan is placed on 

the end terminal of the power cable.  

The resonant frequencies obtained from PSCAD simulation are 3378 Hz and 

10236 Hz for a 270 MVA load with a power factor of 0.966 (= cos15°) as shown in Fig. 

4-3. These values are slightly different from values calculated by Eq. (3-21), which are 

3414 Hz and 10243 Hz. This is caused by an approximate calculation method for cable 

RLC parameters used in Eq. (3-21) whereas PSCAD uses a more detailed treatment and 

the PSCAD model includes an electrical load. The PSCAD values are used as the 

reference values to identify the characteristics of resonant frequencies for various loads 

and fault conditions.  

The frequency scan tool in PSCAD is used for frequency impedance analysis for 

a scan range of 0 to 30 kHz with frequency interval 2 Hz.  

The length of the power cable is the strongest factor in determining the resonant 

frequencies. When the cable length is doubled, the resonant frequencies reduce to 1686, 

5076, and 8496 Hz, which are nearly half of the reference values as shown in Fig. 4-4. 
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Consequently, the simulation result shows good agreements with the resonant 

characteristics asserted by Eq. (3-21). 

  

Fig. 4-3 Resonant Frequencies by Eq. (3-21) and PSCAD Simulation. 

  

Fig. 4-4 Resonant Frequencies for Different Cable Lengths (10.5 and 21 Km, PSCAD). 

 

4.2 Frequency Impedance Analysis  

 

4.2.1 Cable Power System 

(a) Resonant frequencies under various load conditions 

The behavior of cable resonant frequencies for various loads is investigated by 

using the frequency scan tool, which provides frequency-impedance calculation at the 

measuring point. The loads are specified as 10% to 100% of the generator capacity (= 

270 MVA), with a power factor of 0.966 (= cos15°).  
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As revealed in Fig. 4-5, the change of loads does not have a significant effect on 

the resonant frequencies. The numerical results are summarized in Table 4-2.  

   

Fig. 4-5 Resonant Frequencies for Various Loads (20% to 100%). 

Setting the 100% load as the reference case, the fundamental resonant frequency 

decreases with descending load magnitude with the change reaching –20 Hz for a 10% 

load compared to the reference case. In addition, they follow the odd order multiple 

sequences as asserted in Eq. (3-21).  

For comparisons, the ‘shift’ is defined to represent the percentage movement of 

the first new resonant frequency from the reference first resonant frequency on the basis 

of the interval between the first and second reference resonant frequencies.  

 

7ℎ{:�9%; = :�"� s :�G�:�G� s :�G� ⋅ 100% (4-1) 

 

where :�G� and :�G� are the first and second reference resonant frequencies, and :�"� 

is the new first resonant frequency from any changed system conditions (e.g., load or 

fault). 
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Because the load is connected in parallel at the measuring point, the load 

impedance is inversely related to the total equivalent impedance of system. Therefore, the 

magnitude of the system impedance |=| is larger for a smaller load. 

However, these various loads can reflect the normal power system operating 

conditions, and these conditions affect the gain of the transfer function but not the 

resonant frequencies. 

 

Table 4-2 Resonant Frequencies (Hz) for Various Loads. 

Loads 
270 MVA 

260.8 MW 

243 MVA 

234.7 MW 

216 MVA 

208.6 MW 

189 MVA 

182.6 MW 

162 MVA 

156.5 MW 

1st Peak 3,378 3,376 3,374 3,372 3,370 

2nd Peak 10,236 10,234 10, 234 10, 234 10,232 

3rd Peak 17,160 17,160 17,160 17,160 17,160 

4th Peak 24,124 24,124 24,124 24,124 24,124 

Shift reference -0.03% -0.06% -0.09% -0.12% 
 

Loads 
135 MVA 

130.4 MW 

108 MVA 

104.3 MW 

81 MVA 

78.2 MW 

54 MVA 

52.2 MW 

27 MVA 

26.1 MW 

1st Peak 3,368 3,364 3,362 3,360 3,358 

2nd Peak 10,232 10,232 10,232 10,230 10,230 

3rd Peak 17,160 17,158 17,158 17,158 17,158 

4th Peak 24,122 24,122 24,122 24,122 24,120 

Shift -0.15% -0.20% -0.23% -0.26% -0.29% 
 

As an additional load condition, the load magnitude is fixed at 100%, but the 

power factor is varied from -cos(45°) to cos(45°). The numerical results for the resonant 

frequencies are listed in Table 4-3.  

This result shows stationary resonant frequencies for the positive power factors, 

but noticeable changes in the resonant frequencies and the magnitudes of the impedance 

(|Z| Ω) for the negative power factors as shown in Fig. 4-6. Note that all figures express 
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power factors by angles for positive ones and adding ‘-’ symbols to angles for negative 

ones for easier illustration; e.g., 35° means cos(35°) and -35° means -cos(35°).  

The magnitude of the impedance decreases with decreasing power factor, 

because the smaller reactance (i.e., inductance and capacitance) component causes a total 

impedance decrement.   

  

Fig. 4-6 Resonant Frequencies for Various Power Factors (-cos(45°) to cos(45°)). 

 

Table 4-3 Resonant Frequencies (Hz) for Various Power Factors. 

Power factor cos(45°) cos(35°) cos(25°) cos(15°) cos(5°) cos(0°) -cos(0.5°) 

1st  Peak 3376 3378 3378 3378 3376 3376 3152 

2nd  Peak 10236 10236 10236 10236 10234 10236 9594 

3rd  Peak 17162 17162 17162 17160 17162 17160 16170 

4th  Peak 24124 24124 24124 24124 24124 24124 22856 

Shift -0.03% 0.00% 0.00% 0.00% -0.03% -0.03% -3.30% 
 

Power factor -cos(1°) -cos(3°) -cos(5°) -cos(15°) -cos(25°) -cos(35°) -cos(45°) 

1st  Peak 2964 2410 2068 1338 1060 908 812 

2nd  Peak 9116 8122 7752 7308 7208 7158 7130 

3rd  Peak 15556 14668 14436 14180 14104 14058 14026 

4th  Peak 22220 21516 21354 21140 21060 21004 20962 

Shift -6.04% -14.11% -19.10% -29.75% -33.80% -36.02% -37.42% 

 

When the power factor is cos(45°), the resonant frequency moves only 2 Hz from 

reference resonant frequency (cos(15°) case), but it moves 2,566 Hz (-37.42% shift) for 
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the power factor -cos(45°) case. As studied in Chapter 3, the large change of the 

capacitance causes significant impact on resonant frequencies when in negative power 

factor conditions. 

The main capacitive load is a capacitor bank, which controls the power factor in 

a power system. Most electrical loads consist of inductive loads such as electrical motors 

and transformers, thus the power system operates in positive power factor condition with 

compensation by capacitor banks. But this power factor can be over compensated at 

nighttime with loads decrement, which turns to the negative power factor operation. 

 

(b) Resonant frequencies under various fault positions 

 A power cable phase-grounding fault condition is simulated by fault resistor 4! 

insertion in the middle of cable as shown in Fig. 4-1. The 4! is varied from 1 mΩ to 1 

kΩ. Fault points are 10% to 90% of the cable length from the source side and the 

reference load condition (270 MVA, power factor 0.966) is used. 

Fig. 4-7 shows resonant frequencies for the 60% fault point with different fault 

resistors. When the fault resistor is smaller than 1 Ω, new resonant frequencies appear 

between the first and second resonant frequencies. These new resonant frequencies 

become more pronounced with lower fault resistance. On the other hand, resonant 

frequencies are not changed for higher fault resistors (higher than 10 Ω).  
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Fig. 4-7 Frequency Responses for Different Fault Resistors (60% Fault Position). 

During an actual fault, the 4! is variable with fault current changes and 

eventually it approaches zero until the circuit breaker cuts the fault current as shown in 

Fig. 4-8. Variable 4! is known to lead to fault location errors in the impedance based 

method [72], but this is not an issue in the new passive methodology, because once 

various fault resistors are small enough to produce discernable new resonant frequencies, 

they produce identical unique new resonant frequencies for a given fault position.  

  

Fig. 4-8 Fault Current (left) and Resistance (right) for a Phase-to-Ground Fault [72]. 

The behavior of resonant frequencies under different fault points is verified by 

using the frequency scan for a grounding-faulted cable power system. The fault resistor is 

set to 1 mΩ for better distinction from the normal case and its point is varied from 0.1 to 

0.9. 

The frequency-impedance calculation results for different fault points are 

illustrated in Fig. 4-9 and it shows different new resonant frequencies in accordance with 
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different fault points. The new resonant frequencies lay between the first and second 

reference resonant frequencies for 0.1 to 0.5 fault points. However, when the fault points 

are closer to the load side, the new resonant frequencies are located after the second 

reference resonant frequency.  

 

Fig. 4-9 Frequency Responses for Different Fault Positions (4!  = 1 mΩ). 

The behavior of the resonant frequencies for different fault positions can be 

better understood by referring to the 3-D surface plot presented in Fig. 4-10, which places 

frequency on the x-axis, fault location on the y-axis and the impedance magnitude on the 

z-axis. 

The fault locations are divided into 19 positions for easier analysis and new 

resonant frequencies are spawn off from the reference resonant frequencies as the fault 

location moves away from the source.  
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Fig. 4-10 Behavior of Resonant Frequencies as a Function of Cable Fault Position. 

For some fault positions, the new resonant frequencies overlap the reference ones, 

but the combined resonant frequencies have larger gain magnitudes, which enable us to 

readily recognize the new resonant frequencies as shown in Fig. 4-11.  

  

Fig. 4-11 Gain Magnitude of New Resonant Frequencies as a Function of Fault Position. 

The collection of these new resonant frequencies is plotted in Fig. 4-12. Because 

the new resonant frequency at fault position 90% and 95% exceed 30 kHz, they are not 

shown in this case. To detect hidden new resonant frequencies at positions greater than 

80%, the expansion of the frequency bandwidth by shortening the sampling interval is 

necessary. But if the cable length is long enough, the new resonant frequencies from all 
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fault points can be detected since a longer cable has smaller resonant frequencies as 

demonstrated in Fig. 4-4. 

 

Fig. 4-12 New Resonant Frequencies as a Function of Fault Position. 

A fault introduces new resonant frequencies as seen in Fig. 4-12 and the 

frequencies follow an odd harmonic order behavior much like that exhibited by the 

reference resonant frequencies. This feature can assist to identify new resonant 

frequencies among mixed frequency components. Table 4-4 summarizes the resulting 

new resonant frequencies for different fault positions. 

 

Table 4-4 New Resonant Frequencies (Hz) for Various Fault Locations. 

Location 10% 20% 30% 40% 50% 60% 70% 80% 90% 

1st Peak 3792 4294 4896 5698 6826 8524 11446 17192 - 

2nd Peak 11450 12862 14664 17170 20652 25922 - - - 

3rd Peak 19156 21484 24484 28740 - - - - - 

4th Peak 26878 - - - - - - - - 
 

These results verify the theoretical analysis of Eq. (3-35) in the prior chapter, and 

the first new resonant frequency for this system can be derived as  

 

:� !� ≅ 1491 s a;√)j = 341991 s a;  (4-2) 
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The second new resonant frequency is 

 

:� !� ≅ 3491 s a;√)j = 1025891 s a;  (4-3) 

 

These equations are in good agreement with simulation results of Table 4-4 with subtle 

differences, which result from neglecting the load. 

However, it is obvious that the power cable fault can be located by comparison 

between measured (or calculated using known parameters) reference resonant frequencies 

and detected new resonant frequencies.   

On the aspect of accuracy, the matrix of fault locations 9J; can be calculated 

using the first new resonant frequencies .1�9J; and referring to Eq. (4-2),  

 

9J; ≅ §1 s 1.1�9J;4√)j¨ ` = §1 s 3419.1�9J;¨ 10500   (4-4) 

 

where, ` is cable length ( = 10500 m) and J = 1, 2, 3 ….  

When the new resonant frequency is 3419 Hz, the fault location becomes zero 

and has a negative distance for resonant frequencies smaller than this value. Therefore, 

the fault location can be obtained when the new resonant frequencies are higher than 

1/√)j.  

For J = 1, the first appearing new resonant frequency .1�91; is 3419 Hz and 

the corresponding fault location 91; is zero. Let the fault location step (Δ), which is 

the difference between calculated fault locations for frequency step Δ:, be 
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Δ9J + 1; = 9J + 1; s 9J;, Δ: = .1�9J + 1; s .1�9J; (4-5) 

 

In this case, the �: is 2 Hz and the Δ9J + 1; has its maximum value (= 6.14 

m) at the second appearing new resonant frequency, .1�92; = 3419 + �: = 3412 Hz, 

as shown in Fig. 4-13.  

Therefore, 6.14 m is the theoretical maximum error for fault location, and this 

error is dependent on frequency step and cable parameters ) and j. In addition, the 

minimum fault location error is 7.98 cm at 30 kHz; 930000 Hz; s 929998 Hz; =
9303.35 s 9303.27 = 0.00798 m.   

 

Fig. 4-13 Fault Location Step (�) with New Resonant Frequencies. 

From these results, the maximum fault location error, Δ*+,, can be obtained for given 

frequency step Δ:, 

 

�*+, = ¢1 s 34193419 + �:£ 10500 (4-6) 

 

This Δ*+, can be considered as minimum accuracy for given frequency step. In other 

words, when the frequency step is 0.33 Hz, it gives at least 1 m accuracy on fault location 

and higher new resonant frequencies give higher accuracies.  
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4.2.2 TR Power System 

Three 10.2 kV / 154 kV step up transformers (116 MVA, 116 MVA, 58 MVA) 

for high voltage transmission are connected between the generators and power cable as 

shown in Fig. 4-14.  

 

Fig. 4-14 PSCAD Simulation for TR Power System. 

The resonant frequencies found using the frequency scan on the TR power 

system are compared with that of the cable power system in Fig. 4-15, and the resonant 

frequencies are 102, 6848, 13720, 20660, and 27632 Hz.  

    

Fig. 4-15 Resonant Frequency Shift in TR Power System. 
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The first peak frequency of 102 Hz results from the cosh9h`; term in Eq. (3-39) 

and it is hard to discriminate from the 60 Hz harmonics and other unknown low 

frequency components; therefore, we regard the second peak frequency, 6848 Hz, as the 

first observable resonant frequency. 

Considering 3378 Hz is the first resonant frequency for the cable power system, 

the approximate resonant frequency for the TR power system is 6756 Hz (= 3378 * 2) by 

Eq. (3-21) and (3-40). This is close to the first resonant frequency 6848 Hz with a small 

difference (92 Hz), which is caused by the approximate calculation neglecting the 

cosh9h`; term.  

However, these results verify the prior theoretical studies in Chapter 3 that the 

TR shifts the resonant frequency of cable power system approximately by the value of the 

first resonant frequency.  

 

(a) Resonant frequencies under various load conditions 

The behavior of the resonant frequencies under various loads in the TR power 

system is studied using the frequency scan tool in PSCAD and the load conditions are the 

same as the cable power system cases of 10% to 100% of 270 MVA and the power factor 

is cos(15°).  

The resulting resonant frequencies are depicted in Fig. 4-16 and it shows a 

similar behavior with the cable power system cases in Fig. 4-5 in that the resonant 

frequencies are nearly constant under variable loads. In other words, the shifted resonant 

frequencies under various loads for the cable power system are very close to that of the 

TR power system. 
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The resonant frequencies under different power factors from -cos(45°) to cos(45°) 

show an identical behavior with the cases of the cable power system as shown in Fig. 

4-17. The resonant frequencies are nearly constant for positive power factors, but show 

considerable movements for negative power factors. The similarity with the cable power 

system and shift effect in the TR power system can be better understood when Fig. 4-17 

is compared with power cable case, Fig. 4-6. 

 

Fig. 4-16 Resonant Frequencies for Various Loads (TR Power System). 

  

Fig. 4-17 Resonant Frequencies for Various Power Factors (TR Power System). 

 

(b) Resonant frequencies under various fault positions 

The results of the frequency-impedance calculation using the frequency scan for 

the faulted (4!  = 1 mΩ) TR power system with different fault positions are shown in Fig. 

4-18, and its new resonant frequencies are listed in Table 4-5.  
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Comparing these new resonant frequencies with those of the previous cable 

power system fault cases (Fig. 4-9 and Table 4-4), the new resonant frequencies in both 

cases are very close to each other. The differences between these two cases are calculated 

in Table 4-6 and the largest difference in the first resonant frequency is 54 Hz at the 20% 

fault position. 

  

Fig. 4-18 Resonant Frequencies for Various Fault Locations (TR Power System). 

Table 4-5 New Resonant Frequencies (Hz) for Various Fault Locations  

(TR Power System). 

Location 10% 20% 30% 40% 50% 60% 70% 80% 90% 

1st Peak 3746 4240 4852 5678 6854 8502 11398 17156 - 

2nd Peak 11390 12842 14664 17162 20658 25886 - - - 

3rd Peak 19100 21494 24624 28758 - - - - - 

4th Peak 26854 - - - - - - - - 
 

Table 4-6 Resonant Frequency Differences between TR and Cable Power System (Hz). 

Location 10% 20% 30% 40% 50% 60% 70% 80% 90% 

1st Peak 28 54 44 20 -28 22 48 36 - 

2nd Peak 60 20 0 8 -6 36 - - - 

3rd Peak 56 -10 -140 -18 - - - - - 

4th Peak 24 - - - - - - - - 
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4.3 Frequency Analysis on Artificial Power Signals 

 

4.3.1 Frequency Analysis and Noise  

This section verifies characteristics of the resonant frequencies using frequency 

analysis on artificial power signals produced from PSCAD simulations. Various loads 

and fault points conditions are simulated for both cable and TR power systems and the 

power spectral density (PSD) for the resulting voltage and current signals are analyzed.  

The power spectral density (PSD) tells us where the average power is distributed 

as a function of frequency. In other words, the PSD shows at which frequency variations 

are strong or weak. The PSD, 7,9:;, can be expressed as average power of signal �9�; 

and is defined in terms of Fourier transform, �!9N; [73] [74], 

 

7,9:; = limÝ→� W Þ|�!9N;|�ß = limÝ→� W à 12Z á� �9�;A���I>� #
�# á�â (4-7) 

 

Here W denotes the expected value as [74] 

 

W�|�!9N;|�� = W ã1Z � �∗9�;A��I>�#
% � �9τ;A���å>τ#

% æ (4-8) 

 

where �∗ denotes the complex conjugate of �. Also, this PSD is equivalent with the 

Fourier transform of the auto-correlation function (4,) as [74] 

 

7,9:; = � 4,9R;A���I>�#
�# , 4,9R; = W Þ�9�;�∗9� + R;ß (4-9) 
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The input signal, source voltage �', is transformed to the frequency domain by 

fast Fourier transform (FFT), and then this is multiplied by the transfer function in order 

to obtain the output signal, load voltage ��, in the frequency domain.  

 ��9b; = �Ç9b;��9b; (4-10) 

 

In an ideal condition, the source voltage is a pure 60 Hz sine wave, thus only the 

60 Hz component of frequency will be shown in the load voltage because the frequency 

response is dependent on the frequency composition of the source voltage and transfer 

function. In other words, an additional input signal containing a spread frequency 

spectrum (e.g., a sweep signal) is required to reveal resonant frequency components in 

the output signal.  

To overcome this problem, we focus on inherent normally distributed 

fluctuations (so called white noise) in the power system, because their power spectral 

density, 7889:;, is constant (flat) across the entire frequency spectrum by Weiner 

Khintchine Theorem [75] 

 

7889:; = � Q�]9R;A����1�>R = �
�� Q�  (4-11) 

 

where Q� is the signal variance, and ]9R; is the unit impulse sequence. 

Thus, the noise will act as a testing input signal as described in Fig. 4-19, and this 

is proved by Matlab calculation and PSCAD simulation.  

The source voltage signal, �' is provided with noise as follows, 
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�'9�; = √2 ⋅ 154 ⋅ 10ç ⋅ sin92� ⋅ 60 ⋅ �; + UÃ{bA9�;, 0 è � è 1 (4-12) 

 

The noise signal is generated using the normally distributed pseudorandom number 

function in Matlab and added to the source voltage. In terms of noise level, the 

percentage of source voltage peak is used for an easy interpretation of noise magnitude. 

For example, 1% noise level means random numbers that are randomly distributed at 

every time instant within ±1% (= ±2.178 kV) of the source voltage peak (= √2 ⋅ 154 kV). 

 

Fig. 4-19 Contribution of Noise in Frequency Analysis. 

Fig. 4-20 shows frequency spectrums of the source voltage, load voltage and the 

transfer function. The source voltage is a pure 60 Hz sine wave without noise and the 

resulting frequency spectrum of the load voltage is very small values that can be 

considered as zeros except a 60 Hz component. In the graph, the source voltage spectrum 

is multiplied by 105 to avoid curve overlay. 

In contrast, Fig. 4-21 shows frequency spectrums for 0.1% noise contained 

source voltage. Obviously, the resonant frequencies are found in the spectrum of load 

voltage and these frequencies are identical to those of the transfer function. 
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Fig. 4-20 Spectrums for Noiseless ��. Fig. 4-21 Spectrums for Noised ��. 

Now, it is apparent that the noise adds all components of frequencies to the 

source voltage signal and it enables the transfer function to be reflected in the load 

voltage signal, and then we can obtain the resonant frequencies from the load voltage 

signal without knowledge of a deterministic input signal.  

The result of Fig. 4-21 shows that the noise in the source voltage plays a key role 

in obtaining the resonant frequencies from the load voltage. Therefore, whether the 

transmission system has sufficient noise sources is one of the issues for this new passive 

methodology. 

Similar studies are implemented using PSCAD as shown in Fig. 4-22. A 10 μs 

sampling rate is used to obtain high frequency spectrum resolution as 50 kHz bandwidth. 
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Fig. 4-22 Simulation Circuit with Noise Contained Voltage Source. 

The noise contained external voltage signal is injected into the power cable using 

voltage input modules. These voltage signals are generated by Matlab, and from 0.2% to 

1% noise levels are tested to find the minimum noise level for discernible frequency 

analysis. 

Under the reference load condition (270 MVA, power factor 0.966), the 

frequency spectrums of the load voltage for different noise levels are depicted in Fig. 

4-23. It is quickly noted that higher noise levels in the source voltage lead to a more 

pronounced appearance of the resonant frequencies in the spectrum.  

  

Fig. 4-23 Frequency Spectrum of �� for Different Noise Levels. 
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Consequently, when the noise level is lower than 0.4%, it is not easy to 

distinguish the resonant frequencies in the spectrum. The resonant frequencies are 

attenuated and flattened in the higher frequency ranges, so it is very difficult to 

differentiate them after the fourth resonant frequency.  

These results are a bit different from the earlier theoretical analysis results that a 

0.1% level of noise is sufficient to recognize the resonant frequency and does not have an 

attenuation of peaks. The main reason for this difference is that the PSCAD simulation 

case has a connected electrical load and includes the attenuation factor (e.g., losses) in 

circuits. 

 

4.3.2 Cable Power System 

The characteristics of resonant frequencies under various power system 

conditions are verified by frequency analysis for the PSCAD simulation power signals. 

 

(a) Resonant frequencies under various load conditions 

The frequency spectra of the load voltage, �� for the different load conditions 

(from 10% to 100% of 270 MVA) with a power factor of 0.966 (= cos15°) are shown in 

Fig. 4-24. In addition, the frequency spectrum of the source current �� is shown in Fig. 

4-25. 

  

Fig. 4-24 Frequency Spectrum of �� for Various Loads. 
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Fig. 4-25 Frequency Spectrum of �� for Various Loads. 

Both cases show nearly constant resonant frequencies for the load changes. Also, 

the graphs show the increment of gain magnitudes with the decrement of loads, which 

results from the fact that the same magnitude of noise is relatively bigger and more 

effective for smaller voltage and current signals.  

Because the current signal is more sensitive to power system conditions than the 

voltage signal, the source current gives clearer results within the frequency spectrums for 

differentiating resonant frequencies as shown in Fig. 4-25. However, the effective signal 

for resonant frequency analysis can be obtained on both ends of the cable: source and 

load. 

The resulting frequency spectrum of the load voltages with 270 MVA load and 

different power factors (from -45° to 45°) is shown in Fig. 4-26. 

 

Fig. 4-26 Frequency Spectrum of �� for Various Power Factors. 
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Similar to the results of the previous study using the frequency-impedance scan, 

the resonant peak frequencies are nearly stationary for positive power factors (i.e., 

inductive loads), but in the negative power factor cases (i.e., capacitive loads), the 

resonant peak frequencies decrease noticeably as 2124 Hz for -cos(5°), 1099 Hz 

for -cos(25°) and 842 Hz for –cos(45°). These resonant frequency characteristics are 

more apparent in the frequency spectrum of the source currents as shown in Fig. 4-27.  

 

Fig. 4-27 Frequency Spectrum of �� for Various Power Factors. 

 

(b) Resonant frequencies under various fault positions 

The resonant frequency characteristics for different fault positions (10% to 90%) 

are verified by PSCAD simulation. A ground fault is triggered at 0.5 sec with a 1 mΩ 

fault resistor. The circuit breaker on the source side (BRGEN in Fig. 4-22) starts its 

operation to cut fault current after 20 ms (=1.2 cycles) and it opens the circuit at the 

moment of zero current, 0.527 sec.  

The measured fault signals (��, �� , �� and ��) are depicted in Fig. 4-28 with the 

data segment that is selected for frequency analysis. This segment has 2��data points and 

it consists of 58.6% fault signal and 41.4% normal condition signal by time.  
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Fig. 4-28 Fault Signal and Data Segment (npts = 2��, Fault Data = 58.6% Segment). 

The frequency spectrum of these fault signals is depicted in Fig. 4-29 and all 

curves are vertically shifted by successive multiplication with some factor (e.g., 100) for 

effective comparison except the plot of the normal case, which is placed on the bottom, 

and this method is applied to all graphs for spectrum comparison. 

The behavior of the resonant frequencies for different fault positions is shown in 

the source current signal, while it is hard to differentiate changes of resonant frequencies 

in the other signals. That is caused by insufficient fault data, which is related to the fault 

duration time and segment selection. 
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(a) Spectrum for ��             (b) Spectrum for �� 

  

(c) Spectrum for ��             (d) Spectrum for �� 

Fig. 4-29 Frequency Spectrum of Fault Signals (npts = 2��). 

When the data segment after the previous case is selected, it contains fault data in 

74.6% of the segment as shown in Fig. 4-30.   

    

Fig. 4-30 Fault Signal and Data Segment (npts = 2��, Fault Data = 74.6% Segment). 

With a similar analysis, Fig. 4-31 provides the results of the frequency spectrum 

for this segment data, which contains 74.6% fault signal.  
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(a) Spectrum for ��             (b) Spectrum for �� 

  

(c) Spectrum for ��             (d) Spectrum for �� 

Fig. 4-31 Frequency Spectrum of Fault Signals (npts = 2��). 

All spectrums show resonant frequency behavior for different fault positions and 

it is found that the source side signals are more sensitive to the fault conditions and give 

clearer discrimination of resonant frequencies. 

Fig. 4-32 shows expanded data segments that have a larger number of fault data 

points, specially 2�� from 50 msec (3 cycles) fault condition with a 1 Ω fault resistor.  

    

Fig. 4-32 Fault Signal and Data Segment (npts = 2��, Fault Data = 100% Segment). 
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The frequency spectrums for this expanded segment is shown in Fig. 4-33. As 

our expectation, the resonant frequencies are more discernable. 

  

(a) Spectrum for ��             (b) Spectrum for �� 

  

(c) Spectrum for ��             (d) Spectrum for �� 

Fig. 4-33 Frequency Spectrum of Fault Signals (npts = 2��). 

From the results of the fault signal frequency spectrum, it can be stated that the 

resonant frequencies in fault signal give information about the fault position and its 

accuracy can be improved by proper fault signal selection.  
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inductance [76]. The internal capacitance and inductance act as a filter to attenuate noise 

and removes high frequency.  

Each generator in the simulation model for the TR power system (Fig. 4-14) is 

substituted with a 10.2 kV voltage source including 1% level noise. Fig. 4-34 and Fig. 

4-35 show signals which are measured on both sides of the transformer; i.e., ���� and 

���� are at the low voltage side, �� and �� are at the high voltage side of the 

transformer. It can be seen that the transformer attenuates noises in the ���� and ����. 

       

(a) ���� and ��    (b) ���� (before TR)    (c) �� (after TR) 

Fig. 4-34 Filtered Voltage Signal by TR; Before (����) And After (��).  

 

       

(a) ���� and ��   (b) ���� (before TR)   (c) �� (after TR) 

Fig. 4-35 Filtered Current Signal by TR; Before (����) And After (��). 
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(b) Resonant frequencies under various load conditions 

Fig. 4-36 shows the frequency spectrum (npts = 2��) for �� and �� signals 

under various loads in the TR power system. Comparing to spectrums of the cable power 

system in Fig. 4-24 and Fig. 4-25, the resonant frequencies are hardly discernible due to 

the noise reduction effects in the TR power system signals.  

  

Fig. 4-36 Spectrum of �� (Left) and �� (Right) for Various Loads (TR Power System). 

Also, the frequency spectrum (npts = 2��) for �� and �� signals under various 

power factors (from -cos(45°) to cos(45°)) in the TR power system is shown in Fig. 4-37, 

and these are not easy to differentiate resonant frequencies either. 

  

Fig. 4-37 Spectrum of �� (Left) and �� (Right) for Various Power Factors 

(TR Power System). 

 

(c) Resonant frequencies under various fault positions 
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breaker starts its operation 20 ms after fault. The 2�� samples of the data segment are 

selected to be the same as the previous case that contains 58.6% fault data in the segment.  

Fig. 4-38 plots the frequency spectrums for fault signals and it shows new 

resonant frequency behaviors along with fault positions. Especially the source voltage 

shows good discernible shapes for the resonant frequencies. 

The new resonant frequencies look reversed from each other when comparing 

source and load side spectrums, which means that the new resonant frequency is the 

smallest at 90% fault position for a source side signal but this is opposite for load side 

signals. This can be explained with impedance estimation. When the measuring point is 

on the load side, the impedances on the source side, including fault resistor are nearly 

zero due to the very small fault resistor, thus new resonant frequencies are dependent 

mostly on load side impedances and vice versa.   

   

(a) Spectrum for ��                 (b) Spectrum for �� 

   

(c) Spectrum for ��                 (d) Spectrum for �� 

Fig. 4-38 Frequency Spectrum of Fault Signals (TR Power System, npts = 2��). 

0 10 20 30 40 50
10

0

10
50

Frequency kHz

P
S

D
 V

2
 /
 H

z

 

 
90%

80%

70%

60%

50%

40%

30%

20%

10%

Normal

0 10 20 30 40 50
10

0

10
5

10
10

10
15

Frequency kHz

P
S

D
 I

2
 /
 H

z

 

 
90%

80%

70%

60%

50%

40%

30%

20%

10%

Normal

0 10 20 30 40 50
10

0

10
10

10
20

10
30

10
40

Frequency kHz

P
S

D
 V

2
 /
 H

z

 

 
90%

80%

70%
60%

50%

40%

30%
20%

10%

Normal

0 10 20 30 40 50
10

0

10
10

10
20

10
30

Frequency kHz

P
S

D
 I

2
 /
 H

z

 

 

90%

80%

70%
60%

50%

40%

30%
20%

10%

Normal



96 

The TR power system more closely represents a real power system than the cable 

power system. The resonant frequencies are different between the TR power system and 

the cable power system, but their characteristics under various load conditions and fault 

positions are identical to each other. The filtering effect of the TR attenuates noise in the 

signal and it causes difficulties in resonant frequency distinction for various load 

conditions, but the fault signals show moderate resonant frequencies behaviors in 

accordance with fault positions. 

 

4.4  Improving Resonant Frequency Discernment 

Some frequency analysis results (especially in the TR power system) do not have 

sufficient precision to distinguish the resonant frequencies and these problems can be 

improved by applying a window function to the signals.  

This section studies about windowing signals for better resonant frequency 

discernment. Mainly five window functions (Blackman, Haming, Hann, Kaiser and 

Rectangular) are applied to signals, which are used in previous cases and their results are 

compared. 

 

4.4.1 Leakage Effect and its Reduction 

One of the important drawbacks of the FFT is the effect of leakage, which occurs 

when the FFT is computed from a block of non-periodic time frame data. Theoretically, it 

is possible to obtain a perfect FFT without any leakage when the sampled data begin and 

end at the same phase of the signal.  
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This can be done using a sampled data set whose length is an integral number of 

wavelengths as shown in Fig. 4-39, which is sampled for exactly 3 cycles of the power 

frequency. Otherwise, Fig. 4-40 shows the leakage effect when 3.5 cycle data are 

sampled for FFT analysis [77] [78].  

But it is not easy to obtain exact cycled data, which satisfy both sampling interval 

�� and data points (npts = 2ê) requirements for real conditions; e.g. for 2�� npts, ts 

should be 1.017 μs, 3.052 μs, 5.086 μs, 7.121 μs, or 9.155 μs and so forth.  

 

Fig. 4-39 Perfect FFT (No Leakage Effect). 

 

Fig. 4-40 Leakage Effect. 

The zero padding method is known as one way of reducing leakage effects. It 

consists of using an integer number of 60 Hz cycles data and zeros for remainder; e.g., a 

segment of 2�� (= 131072) data points contains 78 cycles of signal data and 1072 points 

of zeros (= 0.8% segment data) for 10 μs sampling interval condition. 

The leakage effect can be reduced by using the appropriate window function, 

which removes the discontinuity of the measured signal. This window function, ^9�; 

for the signal �, can be defined in the time domain and frequency domain as, 

 �ë9�; = �9�; ∗ ^9�;, <ë9:; = <9:;⨂W9:; (4-13) 
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The time series values from the window function are multiplied to the original signal 

before executing the FFT. Usually the shape of window function starts and ends with 

zero, and maximizes at the center of the time series values [79]. 

 

4.4.2 Windowing Signals in Cable Power System 

Five window functions are applied to the voltage and current signals on both 

source and load sides for 100% (270 MVA) load and power factor cos(15°) condition. 

Their frequency spectrums are graphed in Fig. 4-41 (npts = 2��). 

Every windowed signal shows a good performance for the leakage effect reduction, and a 

great improvement in resonant frequency discernment. Mostly the Hann, Hamming and 

Blackman window functions show a very good shape of the resonant frequencies.  

When the Hann window function is applied to �� and �' signals under various 

power factor (-cos(45°) to cos(45°)) conditions, they are very clear for monitoring the 

behavior of the resonant frequencies as shown in Fig. 4-42. Stationary resonant 

frequencies are found for positive power factors and considerable changes observed for 

negative power factors. All plots are distributed in accordance with orders of legend on 

the right side (i.e. the top is for the +45° case and bottom is for the -45° case) and this 

applies to all figures in the document. 
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(a) Spectrum for Windowed ��             (b) Spectrum for Windowed �� 

 

(c) Spectrum for Windowed ��             (d) Spectrum for Windowed �� 

Fig. 4-41 Spectrum of Windowed Signals. 

  

 Fig. 4-42 Spectrum of Hann Windowed ��(Left) and ��(Right) for Various Power 

Factors. 

Also, the window function can improve the accuracy for cable fault location as 

shown in Fig. 4-43, which represents frequency spectrums (npts = 2��) for Hann 

windowed load voltage and source current with various fault positions. This can be better 

understood when they are compared with the previous case in Fig. 4-31 for which the 

same fault data segment is used. 
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Fig. 4-43 Spectrum of Hann Windowed ��(left) and ��(right) for Various Fault 

Locations. 

 

4.4.3 Windowing Signals In TR Power System 

The effectiveness of the window function is more apparent when it is applied to 

noise reduced signals in the TR power system as shown Fig. 4-44. Without the window 

function as shown in the case of ‘No window’ on the bottom of the graphs, it is nearly 

impossible to distinguish the resonant frequencies, but the Hann and Blackman window 

functions show an obvious improvement for resonant frequency extraction. The 

windowed source voltage signal shows the most effective results while the windowed 

source current signal shows good leakage reductions but does not show distinctive 

resonant frequencies. 

Fig. 4-45 shows frequency spectrums for Hann windowed voltage and current 

signals under different power factors (-cos(45°) to cos(45°)) in the TR power system. The 

windowed �� signal is most useful to monitoring resonant frequencies under variable 

power factors, but �� is hard to read resonant frequencies even it is windowed. These 

results can be compared with previous case in Fig. 4-36. 
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(a) Spectrum of Windowed ��             (b) Spectrum of Windowed �� 

 

 (c) Spectrum of Windowed ��             (d) Spectrum of Windowed �� 

Fig. 4-44 Spectrum of Windowed Signals (TR Power System). 

  

(a) Spectrum of Windowed ��             (b) Spectrum of Windowed �� 

  

 (c) Spectrum of Windowed ��             (d) Spectrum of Windowed �� 

Fig. 4-45 Spectrum of Hann Windowed Signals for Various Power Factors 

(TR Power System). 
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Also, applying the Hann window function to the fault signals in the TR power 

system improves resonant frequency discernment as shown in Fig. 4-46. All signals 

(especially source side signals) from the power system show good features of resonant 

frequency behaviors in fault positions.  

 

 (a) Spectrum of Windowed ��             (b) Spectrum of Windowed �� 

 

(c) Spectrum of Windowed ��             (d) Spectrum of Windowed �� 

Fig. 4-46 Spectrum of Hann Windowed Signals for Various Fault Locations  

(TR Power System). 

These results verify that the online resonant frequency monitoring can be 

implemented using power signals at both the source and load sides. The application of a 

proper window function improves resonant frequency discernment even when the noise is 

reduced by the TR.  
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phases need to be monitored, the behaviors of resonant frequencies for various fault types 

(e.g., line-to-line fault, three-phase fault and line-to-line-to-ground fault) including faults 

on the different phases should be studied as one of future works.  
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CHAPTER 5  

REAL DATA ANALYSIS 

This chapter presents the noise level estimation and frequency analyses for real 

signals from a power plant. The moving average method and variance calculation are 

used to quantify the noise level. The resonant frequencies in the real signals are identified 

by power spectral density (PSD) analysis using Matlab. Finally, the results for noise 

estimation and PSD analysis are discussed from the viewpoint of the application for 

resonant frequency monitoring in the field.  

 

5.1 Data Selection 

The power cable signals (voltage and current) are measured from the potential 

transformer (PT) and current transformer (CT) at the circuit breaker in the power plant. 

This circuit breaker is placed on the high voltage side of the TR as was done for the TR 

power system simulated in PSCAD. Therefore, the measured real signals can be regarded 

as the source voltage �� and current �� in the previous studies. A power analyzer 

(DEWE-2600-PM-8, manufactured by DEWETRON GmbH) is used for measurement 

with 2 μs sampling interval and deactivating high frequency filtering.  

Fig. 5-1 shows the A-phase voltage and current signals, which are measured 

during an 8 min 46 second time period. Six parts of the A-phase voltage and current data 

are selected and named from D1 to D6 as marked with rectangular symbols in Fig. 5-1.  

D1, D2, D3 are selected from a stable state and D4, D5, D6 are selected from an 

oscillating state. All selected data have a 4 second length, which contains 240 cycles of 

60 Hz signals, and the original signals are used without considering CT and PT ratios. 
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Fig. 5-1. Selected 6 Data Segments in the Voltage (top) and Current (bottom) Signals. 

 

5.2 Noise Level Estimation 

In Chapter 4, it was shown that the noise in a signal can play a role as an input 

testing frequency for resonant frequency analysis. Therefore, it is important to know how 

much noise the real signal contains.  

The noise level is estimated by calculating the averaged square root of the 

difference between the real signal and an artificial reference signal. This estimation 

method is similar to the variance concept and the noise level ." and its standard 

deviation 7ZX" are 

 

." = 1npts � �-9U; s 49U;�� ê�Eí
��� , 7ZX" = p." (5-1) 

 

Where U is a data point, npts is the total number of data points, and -9U; and 

49U; are UIY datum in the reference and the real signal respectively. The reference 

signal, MAVG (moving average) is created based on simple moving average process, 

which calculates a series of averages in adjacent data points from the real signal as, 
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-9U; = 49U s J; + ⋯ + 49U s 1; + 49U; + 49U + 1; + ⋯ + 49U + J;2J + 1  (5-2) 

 

where 2J + 1 is an odd integer number for averaging points, and this process 

repeats several iterations (�) to obtain the best smooth ideal signal. If J is small, the 

noise will not be removed effectively in the resulting MAVG signal; however, when J is 

large, the reference signal becomes flatter and more distant from the original signal. 

Fig. 5-2 shows current data in the 119th segment (npts = 2��) from D1 and the 

MAVG signal by the simple moving average process with different numbers of averaging 

points (J = 3, 5, 20, 100) and iterations (� = 1, 10, 20). In this study, J = 5 and � = 10 

are selected since the resulting MAVG signal shows comparatively smoother shape and 

closer to the real signal. Usually the arrowed point in graph (a) is magnified in graph (b) 

in this dissertation. 

(a) 

 

(b) 

 

Fig. 5-2. Moving Average with Different Averaging Points and Iterations. 
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It is helpful to define the percentage of noise standard deviation to the reference 

signal peak, �#3, which represents the relative noise level to the real signal peak. 

 

�#3 = 7ZX"-&�+� (5-3) 

 

where, -&�+� is the peak value of reference signal. 

The ‘MAVG + noise’ signal is made by adding 1% noise to this MAVG signal 

and the ‘Sine signal’ represents a theoretically perfect 60 Hz sine signal, which best fits 

to the MAVG signal in their peak values. They are added on the purpose of easy 

understanding about noise level and distortion of real signals, and Fig. 5-3 shows these 

signals for 119th segment (npts = 2��) voltage data in D1.  

(a) 

 

(b) 

 

Fig. 5-3. Noise Level Estimation of Real Voltage Signal. 
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The noise level of this segment is calculated as 128.6 V and some additional 

values are compared with those of the MAVG + noise signal in Table 5-1. 

Table 5-1 Noise Level of 119th Segment in D1 Voltage Data. 

Signal Real signal MAVG + noise ." 128.6 V 7093.3 V 7ZX" √128.6 = 11.4 V √7093.3 = 84.2 V -&�+� 8519.2 V 8519.2 V �#3 11.4 / 8519.2 = 0.13% 84.2 / 8519.2 = 0.99% 

 

Table 5-2 lists noise level estimation results for all voltage and current data from D1 to 

D6. The noise levels vary from 123 V to 140 V for voltage signals and 4.9 A to 5.5 A for 

current signals. The �#3 is nearly constant for the voltage signals, but it shows 

considerable changes in the current signals because the current signals have higher 

variation in peak magnitude. However, stationary noise levels are shown in both the 

voltage and current signals, but there are relatively higher fluctuations in the current 

signals than in the stable voltage signals. The 95th segment of Data 5 has the highest 

�#3 as 1.23% as shown in Fig. 5-4. 

 

Table 5-2 Noise Level of Real Data D1 to D6 (npts = 2��). 

 Data D1 D2 D3 D4 D5 D6 Average 

Voltage 

." (V) 126.28 140.36 139.57 144.98 122.54 136.65 135.06 7ZX" (V) 11.24 11.85 11.81 12.04 11.07 11.69 11.62 -&�+� (V) 8519.16 8514.46 8516.67 8556.69 8556.23 8614.10 8546.22 �#3 (%) 0.13 0.14 0.14 0.14 0.13 0.14 0.14 

Current 

." (A) 4.98  5.01  5.52  5.32  4.86  5.10  5.13 7ZX" (A) 2.23  2.24  2.35  2.31  2.20  2.26  2.26 -&�+� (A) 479.25  451.08  464.89  609.40  207.88  262.89  412.57 �#3 (%) 0.47 0.50 0.51 0.38 1.06 0.86 0.63 
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(a) 

 

(b) 

 

Fig. 5-4 The Highest Noise Level in Real Current Signal. 

 

5.3 Frequency Analysis 

The sampling interval (��) and the number of data points (npts, .) determine the 

sampling frequency (:�; and frequency resolution (�:);   

 

:� = 1�� , �: = :�. = 1.�� (5-4) 

 

All real data have a 2 μs sampling interval, hence the frequency can be analyzed up to 

250 kHz (Nyquist frequency, :�/2). When �� is given, the �: can be defined by the 

.; a larger npts provides a higher frequency resolution.  
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The data are divided into several segments based on the npts and the resulting 

PSDs from all segments are averaged as the final PSD result. Table 5-3 lists the 

properties of the data segments for different npts. The number of cycles (./0/) represents 

how many cycles of 60 Hz are contained in a segment and .'�2 denotes number of 

segments in a data. 

 

Table 5-3 Data Segment Properties for Various npts, �� = 2 μs. 

npts 
211 212 213 214 215 216 217 218 

2048 4096 8192 16384 32768 65536 131072 262144 ./0/ 0.25 0.49 0.98 1.97 3.93 7.86 15.73 31.46 .'�2 976 488 244 122 61 30 15 7 �: (Hz) 244.14 122.07 61.04 30.52 15.26 7.63 3.81 1.91 

 

Fig. 5-5 and Fig. 5-6 show voltage and current PSDs for D5 with different npts 

(from 2�� to 2�ï). The PSD from 2�� data points does not show a useful frequency 

spectrum, because each segment does not have sufficient frequency resolution.  

In contrast, the PSD from 2�ï data points shows highest frequency resolution, and 

shows the most detailed frequency spectrum, but it requires longer processing time.  

However, all spectrums show similar shapes with identical dominant frequency 

components, which are mostly 60 Hz harmonics except 2�� npts case.  
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(a) 

 

(b) 

 

Fig. 5-5 Voltage Signal PSD for Various npts (D5). 

(a) 

 

(b) 

 

Fig. 5-6 Current Signal PSD for Various npts (D5). 
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Fig. 5-7 shows the PSD for all data (D1 to D6) with 2�� npts. It also can be seen 

that all data have a similar spectral shape and identical dominant frequency components 

even though each data has different load conditions. 

(a) 

 

(b) 

 

Fig. 5-7 Current Signal PSD for D1 to D6 (npts = 2��). 

Table 5-4 lists the frequency analysis elements for the 10 μs sampling interval 

case, which is 5 times the previous sampling interval case.  

Table 5-4 Data Segment Properties for Various npts, �� = 10 μs. 

npts 
211 212 213 214 215 216 217 218 

2048 4096 8192 16384 32768 65536 131072 262144 ./0/ 1.23 2.46 4.92 9.83 19.66 39.32 78.64 157.29 .'�2 195 97 48 24 12 6 3 1 �: (Hz) 48.83 24.21 12.21 6.10 3.05 1.53 0.76 0.38 
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A comparison of the two different sampling interval cases is illustrated in Fig. 

5-8. The longer sampling interval (�� = 2*5 = 10 μs) data are obtained by taking every 

5th point data from the original data (�� = 2 μs), that is, down sampling the data.  

The down sampling (10 μs) case has higher frequency resolution than the original 

sampling interval (2 μs) case; therefore, the down sampling case shows new frequency 

components which are hidden in the original sampling interval case. On the other hand, 

the down sampling case has a narrower frequency bandwidth than the original sampling 

interval case under the same npts condition. No antialiasing filters are applied during the 

down sampling process. 

(a) 

  

(b) 

  

 Fig. 5-8 PSD for Different Sampling Intervals (D5, ��, npts = 2��). 
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5.4 Validation of Resonant Frequency from Real Signal 

This section validates the resonant frequencies in the real signals. Because the 

real signal contains a lot of unknown frequency components, it is important to extract 

exact resonant frequency components.  

As an effective technique for resonant frequency discrimination, iterative taking 

‘peaks of peaks’ method is used. The ‘1st step peaks’ are peaks that are selected from the 

signal PSD spectrum then the ‘2nd step peaks of peaks’ selects new peaks from this ‘1st 

step peaks’ and ‘3rd step peaks of peaks’ selects another new peaks from the ‘2nd step 

peaks of peaks’. These processes reduce the number of peaks by removing unnatural 

small and high peaks and eventually yields a smooth spectrum shape as shown in Fig. 5-9. 

It can be seen that the peaks of peaks method removes valleys and gives a neatly shaped 

frequency spectrum with the remaining higher valued dominant frequencies.  

(a) 

 

(b) 

 

Fig. 5-9 Peaks of Peaks (D5, ��, npts = 2��). 
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5.4.1 Real Signal PSD Analysis 

Fig. 5-10 shows the PSD analysis for D5 current data with 2�� npts. It is very 

hard to determine the resonant frequency shapes from the original PSD and the 2nd step 

peaks of peaks, which filtered small peaks from the original PSD shows better shapes, but 

it is not clear enough to distinguish the resonant frequencies for online monitoring.  

 

Fig. 5-10 Validation of Resonant Frequency (D5, ��, �� = 10 μs, npts = 2��). 

When the PSD of the voltage signal from D5 is analyzed, it is extremely hard to discern 

resonant frequencies even for the 2nd step peaks of peaks case as shown in Fig. 5-11.  

  

Fig. 5-11 Validation of Resonant Frequency (D5, ��, �� = 10 μs, npts = 2��). 
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Another PSD analysis result for the D5 current with down sampling (�� = 20 μs) 

is shown in Fig. 5-12. This case gives a higher frequency resolution, but the frequency 

bandwidth is reduced from 50 kHz to 25 kHz. Even though the resolution is higher, the 

discrimination of resonant frequencies is not obvious.  

  

Fig. 5-12 Validation of Resonant Frequency (D5, ��, �� = 20 μs, npts = 2��). 

 

5.4.2 Windowing Real Signal 

Window functions are applied to the voltage and current signals of D5. The 

results of PSD analysis for 2�� npts are shown in Fig. 5-13 and Fig. 5-14 with 2 μs and 

10 μs sampling intervals, respectively. 

  

Fig. 5-13 PSD for Windowed Signals (D5, �� (left), �� (right), �� = 2 μs, npts = 2��). 
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Fig. 5-14 PSD for Windowed Signals (D5, �� (left), �� (right), �� = 10 μs, npts = 2��). 

Similar to the simulated signal analysis cases, the Hann, Hamming and Blackman 

windows functions show better results for the voltage signal.  

Considering the shift effect by the transformer (denoted as sft) and the 

characteristic that the resonant frequencies (denoted as fr) follow an odd order multiple 

sequence, the frequency spectrum of the TR power system consists of  

 :� + b:�, 3:� + b:�, … , 92U s 1;:� + b:�  
for U = 1, 2, 3 … 

(5-5) 

 

The resonant frequency of power cable and shift can be found by  

 

:� = Þ9:� + b:�; s 93:� + b:�;ß2  , b:� = 9:� + b:�; s :� (5-6) 

 

Fig. 5-15 and Fig. 5-16 examine resonant frequencies from the PSD spectrum 

(npts = 2��; for Hann windowed D5 voltage signal with sampling interval 2 μs and 10 

μs, respectively.  

To improve resonant frequency distinction, the ‘Peak of peak’ removes unnatural 

small and high peaks by comparing neighboring peaks (usually the 3rd step peak of peak 

provides good results) and the ‘Trending’ smooths this result using a moving average 
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method. Finally, the ‘Transfer function’ describes the ideal resonant frequency shapes 

using a transfer function that corresponds to the selected resonant frequencies. These 

methods help to differentiate resonant frequencies and expecting resonant frequencies are 

marked on the bottom with green bars. 

  

Fig. 5-15 Validation of Resonant Frequencies (��, �� = 2 μs, Hann Window). 

 

Fig. 5-16 Validation of Resonant Frequencies (��, �� = 10 μs, Hann Window). 
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The resonant frequencies from the real data are a bit different with those from 

simulated data (i.e. 6848, 13720 Hz) because the real power system has additional 

components such as additional impedances in a power plant (generator control unit, 

indoor TRs, exciter charger, etc.), power cable joints, load conditions in power grid. 

As shown in Fig. 5-13 and Fig. 5-14, the resonant frequencies in the windowed 

current signal are difficult to differentiate and this concurs with the case for the 

windowed signals in the TR power system simulation of Fig. 4-44 in Chapter 4. 

The PSD (npts = 2��; for the Hann windowed D5 �� and �� signals are 

compared in Fig. 5-17. The 2nd segment PSD (2nd �� and 2nd ��) is coarser than the Avg 

�� and Avg ��, which are averages of the PSD results for all segments. But they have 

identical shapes to each other.  

(a) 

 

(b) 

 

Fig. 5-17 PSD for Windowed �� and �� (�� = 2 μs, Hann Window). 
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The resonant frequencies are apparent in the voltage signal, but ambiguous in the 

current signal as shown in Fig. 5-17 (a). These resonant frequencies are more obvious 

when the frequency axis is log scaled as shown in Fig. 5-17 (b) in which the current 

signal shows a small peak at the first resonant frequency of 7732 Hz.  

A similar comparison is done for the 10 μs sampling interval with the same data. 

The resonant frequencies are easily found in the windowed voltage signal, but remain 

hard to find in the windowed current signal even though the frequency resolution is 

higher. 

(a) 

(b) 

 

Fig. 5-18 PSD for Windowed �� and �� (�� = 10 μs, Hann Window). 
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Fig. 5-19 magnifies the low frequency part of Fig. 5-18, and the first peak (100 

Hz), which is caused by cosh9h`; term in Eq. (3-39) in the TR power system can be 

seen in �� signal.  

  

Fig. 5-19 Low Frequency Part in PSD for �� and �� (�� = 10 μs, Hann Window). 

The resonant frequencies are examined in all voltage signals in D1 to D6 and 

compared in Fig. 5-20 and Fig. 5-21. The Hann window is applied to the signals and the 

PSD is obtained for 2�� npts with 2 μs and 10 μs sampling interval, respectively.  

  

Fig. 5-20 Validation of Resonant Frequencies in All Data (��, �� = 2 μs, Hann Window). 
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Fig. 5-21 Validation of Resonant Frequencies in All Data (��, �� = 10 μs, Hann 

Window). 

All data show very similar resonant frequencies of 7732 Hz and 15667 Hz and 

the first and second resonant frequencies for the 2 μs time interval cases are listed in 

Table 5-5. 

 

Table 5-5 Resonant Frequencies in Real Voltage Data D1 to D6 (npts = 2��). 

Data D1 D2 D3 D4 D5 D6 

1st resonant frequency 7740.0 7724.8 7736.2 7721.0 7732.4 7721.0 

2nd resonant frequency 15670.8 15529.6 15800.5 15659.3 15667.0 15682.2 
 

The maximum first resonant frequency is 7740 Hz on D1 and the minimum is 

7721 Hz on D4 with a difference of 19 Hz. The average first resonant frequency is 7729.2 

Hz, and substituting it into the equation for the TR power system resonant frequencies in 

Eq. (3-40), yields 

 

:�#� ≅ 12√)j = 7729.2 → 14√)j ≅ 3864.6 (5-7) 
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For the given sampling interval (�� = 2 μs) and number of points (npts = 2��), 

the frequency resolution �: is 3.81 Hz from Eq. (5-4). When these values are applied to 

Eq. (4-4), the maximum fault location error Δ*+, is 10.34 m. If 5 kHz is detected as 

the first new resonant frequency, this indicates a fault at 2389.7 m with accuracy of 6.18 

m, and 10 kHz is a fault at 6643.2 m with 1.55 m accuracy, etc.  

 

�*+, = ¢1 s 3864.63864.6 + 3.81£ 10500 = 10.34 ¦ (5-8) 

 

However, considering that all data have different load conditions, these analyses 

verify the behavior of resonant frequencies for various load conditions. However the 

resonant frequency is validated in real data using a window function and it proves that the 

resonant frequency can be monitored in a real power system.  
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CHAPTER 6  

CONCLUSION AND FUTURE WORKS 

Effective power cable monitoring and fault location has become one of the most 

attractive research subjects with increasing power cable usage and request for higher 

power quality.  

This dissertation reviewed several cable diagnosis methods such as Tan δ and 

partial discharge test. The Tan δ method measures insulation degradation (mainly water 

trees) in a power cable using the phase difference between the input AC voltage and the 

resulting current. The partial discharge method detects impulse signals or acoustic waves 

from partial discharge occurrence. But these methods give information about averaged 

defects or only about measuring points. Moreover, they give an only good or bad 

assessment, they require highly experienced skills and suffer from intrinsic tiny 

measuring signals with noise. The distributed temperature monitoring system, which uses 

fiber optic is reviewed as a commercialized technique for a power cable monitoring 

system. But using the temperature to detect original cable defects is difficult because 

temperature is very dependent on the operational conditions of the power system.  

The overview of recent fault location methods is listed in two categories as on-

line and off-line data based methods. The off-line methods ensure an accurate result for 

the fault location with simple principles, but they require time consuming processes and 

selection of an appropriate method considering the power cable fault types, installation 

conditions, etc. The on-line methods are fast and do not require cable disconnection from 

the grid. The impedance based method is the simplest method, but the accuracy is highly 
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dependent on the transmission system impedance calculation and some assumptions that 

could be weakened in the real field conditions.  

The traveling wave methods are considered as one technique that can improve 

accuracy of fault location by the signal analysis. The time-frequency domain approach 

especially will lead to a great improvement in fault location accuracy by performing a 

detailed frequency analysis without losing time domain resolution, but the extraction of 

the exact travelling wave and the identification of relative time differences from one or 

two end signals are still challenging problems to solve.  

The partial discharge method locates fault by sensing discharges at susceptible 

points, but it requires specific sensors to detect tiny signals, high qualified filters to 

remove ambient noises and highly experienced technicians. 

As its main purpose, this dissertation proposes a new passive methodology for 

power cable monitoring and fault location based on resonant frequency analysis, and its 

feasibility is studied by theoretical analyses, simulation verifications and real data 

validations. 

As examples of resonant frequency applications, the transformer fault detection 

method, SFRA, is reviewed. This method measures the resonant frequency of the 

transformer windings and estimates their defects or deformation by the comparing 

historical records of measurements. Also, a leakage detection and location method for 

hydraulic pipe system is described. This method analyzes the change of patterns in the 

resonant frequencies from the transient pressure signals from valves [81]. 
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We realize that the resonant frequencies of power system can be analyzed from 

the voltage or current signals when these signals contain sufficient fluctuating noises and 

this is verified by theoretical calculation using Matlab and PSCAD simulation. 

The behavior of the resonant frequency under various load conditions and fault 

positions were investigated by theoretical analysis and PSCAD simulation based on the 

installed underground power cable transmission system. It is found that the resonant 

frequencies are nearly constant under various loads with positive power factors 

conditions, which can be regarded as the daytime power system operational conditions, 

but the resonant frequencies can be significantly affected under negative power factor 

changes such as an overcompensated power factor operation by capacitor banks at 

nighttime. 

The cable fault with a lower fault resistance gives apparent effects on the 

resonant frequencies by producing new resonant frequencies, which follow odd order 

multiple sequences of the first resonant frequency. These new resonant frequencies 

appear in accordance with fault positions and this relationship can be defined as a 

function of frequency and fault location. On the other hand, the new resonant frequencies 

are not found for larger fault resistances (i.e., >10 Ω), and this can limit the sensitivity of 

fault detection.  

The TR shifts cable resonant frequencies by an amount equal to the first resonant 

frequency of the cable, but the behaviors of the resonant frequencies under various load 

conditions and fault positions are the same as the cable only system. 

All resonant frequency characteristics are verified by frequency impedance 

calculation using PSCAD and frequency analysis of artificial power signals from 
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simulations. Also spectral window functions are applied to the signal for the sake of 

improving resonant frequency discernment. 

Finally, the resonant frequencies are examined in real signals, which are obtained 

from the selected sample power plant. First, the noise of the real signals is estimated and 

it is found that the noises are distributed consistently in both voltage and current signals, 

but the current signals show relatively higher noise levels because of their higher 

fluctuations than the voltage signals. However, extraction of the resonant frequencies is 

accomplished better using the voltage signals than the current signals. 

The same resonant frequencies are found in all real voltage data and this proves 

that the resonant frequency can be monitored and they are stationary in usual load 

conditions.  

We believe that such signature analysis has a promise for application to power 

systems; hence, the reason for the foundational work presented in this document. When 

this method is applied to the real power system, it could be an effective, simple and 

economic online power cable diagnosis and fault location system because it can provide 

real time cable monitoring and instant fault location using only ordinary power signals. 

In summary, we reviewed recent techniques for cable diagnosis and fault location 

and they still have difficulties for direct online cable defect monitoring and accurate fault 

locations. As a solution to this, we found that the unique power system resonant 

frequencies can be derived using the transfer function of an equivalent pi model and it is 

verified by theoretical analysis.  
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As a method for the extraction of these resonant frequencies, we proposed the 

use of the inherent normally distributed noise. This possibility is verified by PSCAD 

simulation.  

We studied the behavior of the resonant frequencies under various load and fault 

conditions with theoretical analysis and PSCAD simulation. It resulted in that the 

resonant frequency monitoring can offer an effective diagnosis for the power cable 

internal parameter changes and the fault positions. Finally the resonant frequencies are 

validated in real signals from the power cable transmission system in a power plant. 

For the practical justification, we may need real data acquired during faults. But 

the data should not be filtered to remove the needed noise, and the length of power cable 

or the sampling interval should be sufficient to achieve the monitoring frequency 

bandwidth. Even obtaining real fault data from the field is extremely hard because the 

faults do not continuously occur and most protection systems use filters for the 

preventing malfunction from the noise signal.  

The major contributions of this dissertation work include 

- A new passive methodology is developed based on resonant frequencies for online 

cable diagnosis and fault location. This will likely stimulate the frequency analysis 

scope in power engineering to expand its traditional low frequency range (some 

hundred Hz for harmonic analysis) to higher frequency range (some tens kHz for 

resonant frequencies analysis). 

- New models for load connection, TR connection and cable fault conditions are applied 

and verified by theoretical analysis and simulation. 
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- Utilization of inherent noise in the signal is proposed for resonant frequency analysis 

and it is verified by computer simulation and analysis of real data.  

- The noise level of real signal is estimated using modified method. It compares real 

signal and reference signal, which is generated by the moving average method.  

- For improving resonant frequency discernment, several techniques are introduced such 

as peak of peaks, trending analysis using the moving average method 

Future works can include validation of resonant frequencies behaviors on real 

fault signals and studies on practical schemes for an online resonant frequency analysis 

and monitoring system, which will consist of data acquisition, fast frequency analysis, 

defect or fault recognition and generating events for fault location. Eventually this new 

methodology should be validated on experimental data or in the field.  
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APPENDIX A 

 

RESONANT FREQUENCIES IN CABLE POWER SYSTEM 
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From Fig. 3-5, the line impedance and capacitive reactance are 

 È = 4, + oN),, c = oNj, 

 

The voltage loop equation and current node point equation using the equivalent circuit 

are 

 >>� �L9�; = È ⋅ �9�;, >>� �9�; = c ⋅ �L9�; 

 

Taking the derivative of the first equation and substituting the second equation into the 

first one results in: 

 >�>�� �L9�; = >>� ò >>� �L9�;ó = >>� �È ⋅ �9�;� = È ⋅ c ⋅ �L9�; (1) 

 

The solution is 

 �L9�; = ��Aô, + ��A�ô,, h = pÈ ⋅ c = p94, + oN),;oNj, = f + og 

 

Where, h is the propagation constant, f is the attenuation constant (Np/m), and g is 

the phase constant (rad/m). The current can be calculated from Eq. (1). 

 

�9�; = 1È ò >>� �L9�;ó = 1È õ >>� 9��Aô, + ��A�ô,;ö = hÈ 9��Aô, + ��A�ô,; 

 

The derivation of the surge or characteristic impedance is 
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=/ = Èh = ÈpÈ ⋅ c = É È�È ⋅ c = ÉÈc = É 1oNj, 94, + oN),; 

 

�9�; = 9��Aô, + ��A�ô,;=/  

 

The boundary conditions are: �90; = �� , �L90; = �� 

 �� = �� s ��, ��=/ = �� s �� + �� 

 

�L90; = ��Aô∙% + ��A�ô∙%, �9�; = 9��Aô∙% + ��A�ô∙%;=/  

 

�� = �� + ��, �9�; = �� + ��=/  

 �� = �� s ��, ��=/ = �� s �� + �� 

 

�� = �� + ��=/2 , �� = �� s �� + ��=/2 = �� s ��=/2  

 

The voltage equation is 

 

�L9�; = ��Aô, + ��A�ô, = �� + ��=/2 Aô, + �� s ��=/2 A�ô, 

 

�L9�; = �� ¢Aô, + A�ô,2 £ + 9��=/; ¢Aô, s A�ô,2 £ = �� cosh9h�; + ��=/sinh9h�; 

 

The current equation is 
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�9�; = 9��Aô, + ��A�ô,;=/ = �� + ��=/2 Aô, s �� s ��=/2 A�ô,=/  

 

�9�; = ��=/ ¢Aô, + A�ô,2 £ + �� ¢Aô, + A�ô,2 £ = ��=/ sinh9h�; + ��cosh9h�; 

 

The transmission line equations are 

 �L9�; = �� cosh9h�; + =/��sinh9h�; 

 

�9�; = ��=/ sinh9h�; + ��cosh9h�; 

 

Where ` is the length of transmission system, and its ABCD parameters are  

 

Ê� ±j XË = �cosh9h`; =/sinh9h`;sinh9h`;=/ cosh9h`; � 

 

The equivalent circuit for a transmission line is shown in Fig. 3-6, which called as 

equivalent pi (π) model. The ABCD parameters of this equivalent pi model are  

 

Ê�′ ±′j′ X′Ë = ÷ 1 + =zÌ�z2 =z=zÌ�zÌ�z + 2Ì�z + 2Ì�z4 1 + =zÌ�z2 ø 

 

Let È` = =, c` = Ì.  

 

=� = =z = =/sinh9h`; = ÉÈc sinh9h`; = È` sinh9h`;`pcÈ = = sinh9h`;h`  
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 1=Æ = Ì�z2 = Ì�z2 = 1=/
cosh9h`; s 1sinh9h`; = 1=/ tanh ¢h2̀ £ 

 

= ùcÈ tanh ¢h2̀ £ = h2̀ tanh ½h2̀ ¾
2̀ pcÈ = Ì2 tanh ½h2̀ ¾h2̀  

 

These equations give the voltage and current distribution along the line. The transfer 

function for transmission line voltage can be expressed as  

 

���� = 2Ìz=z + 2Ìz = =Æ=� + =Æ 

Again,  

=� =  = sinh9h`; , =Æ = = tanh ½h2̀ ¾  
 

���� =
= tanh ½h2̀ ¾= sinh9h`; + = tanh ½h2̀ ¾

=
1tanh ½h2̀ ¾sinh9h`; + 1tanh ½h2̀ ¾

 

 

=
cosh ½h2̀ ¾sinh ½h2̀ ¾

sinh9h`; + cosh ½h2̀ ¾sinh ½h2̀ ¾
=

cosh ½h2̀ ¾sinh ½h2̀ ¾
2sinh ½h2̀ ¾ cosh ½h2̀ ¾ + cosh ½h2̀ ¾sinh ½h2̀ ¾
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=
1sinh ½h2̀ ¾

2sinh ½h2̀ ¾ + 1sinh ½h2̀ ¾
= 12sinh� ½h2̀ ¾ + 1 

 

=
1sinh ½h2̀ ¾

2sinh ½h2̀ ¾ + 1sinh ½h2̀ ¾
= 12sinh� ½h2̀ ¾ + 1 

 

= 1cosh9h`; = 1cosh�`p94, + oN),;oNj,� (2) 

 

Using the cable length, each component is  

 4 = 4,`, ) = ),`, j = j,` 
 

Finally, the transfer function for cable power system �  is, 

 

� = ���� = 1cosh�p94 + oN);oNj� 

 

It can be expressed in the s-domain as  

 

� 9b; = ��9b;��9b; = 1cosh ½p94 + b);bj¾ (3) 

 

The resonant peak frequencies of this model are the roots of the denominator of Eq. (3). 

To solve for the roots of the hyperbolic cosine function, assume that 
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p94 + b);bj = oú (4) 

 

The denominator of Eq. (3) can then be written as 

 cosh ½p94 + b);bj¾ = cosh 9oú; = cos 9ú; 

 

Solving cos 9ú; = 0, the roots are 

 

ú� = 92U s 1;�2 , U = 1, 2, 3, … (5) 

 

 

Substituting Eq. (5) into Eq. (4), the poles are identified as 

 

p94 + b);bj = o 92U s 1;�2  ⟹ )jb� + 4jb + §92U s 1;�2 ¨� = 0 

 

Solving this, 

 

b � = s4j ± É4�j� s 4)j ¢92U s 1;�2 £�
2)j  

 

= s 42) ± É 4�4)� s )j�92U s 1;���4)�j�  

 

= s 42) ± o 12 É�92U s 1;���)j s 4�)� , U = 1, 2, 3, … 

 

Typically, 1/9),j,; ≫ 94,/),;�, such that the approximate roots are 
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b � ≅ s 42) ± o 92U s 1;�2√)j , U = 1, 2, 3, … (6) 

 

The resonant peak appears when the frequency is equal to the imaginary part of Eq. (6). 

Therefore, the approximate resonant peak frequencies of the exact sensing line model can 

be expressed as [62] 

 

N � ≅ 92U s 1;�2√)j , U = 1, 2, 3, … 

 

  :� � ≅ 92U s 1;4√)j , U = 1, 2, 3, … 
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APPENDIX B 

 

RESONANT FREQUENCIES IN LOAD CONNECTED CABLE POWER SYSTEM 
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From the equivalent circuit for the load connected power cable system in Fig. 3-7, the 

series and parallel impedances are 

 

=� =  = sinh9h`; , =Æ = = tanh ½h2̀ ¾  
 

The transfer function for the load connected cable power system is  

� " = ���� = =Æ="=Æ + ="=� + =Æ="ZÕ + ="
 

 

= =Æ="=Æ + ="=�9=Æ + ="; + =Æ="=Æ + ="
= =Æ="=�=Æ + =�=" + =Æ=" 

 

= 1=�=Æ + =�=" + =Æ="=Æ="
= 1=�=" + =�=Æ + 1 

 

= 1= sinh9h`;=" + = sinh9h`;= tanh ½h2̀ ¾
+ 1 

 

= 1= sinh9h`;=" + sinh9h`; tanh ½h2̀ ¾ + 1 

 

= 1= sinh9h`;=" + sinh9h`; ¢cosh9h`; s 1sinh9h`; £ + 1 
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= 1= sinh9h`;=" + cosh9h`; s 1 + 1 = 11=" =/sinh9h`; + cosh9h`; 

 

Again, the transfer function for a load connected cable power system is 

 

� " = ���� = 11=" =/sinh9h`; + cosh9h`; 
(7) 
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APPENDIX C 

 

RESONANT FREQUENCIES IN FAULTED CABLE POWER SYSTEM 
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From the system model for faulted cable power system in Fig. 3-13, the fault position a 

in ratio to cable length as 0 Ô a Ô 1 

 Let, \ = ha`, þ = h91 s a;`   
 \ + þ = h`, \ s þ = h92a s 1;`, þ s \ = h91 s 2a;` 
 =�� = = sinh9ha`; = = sinh9\; 

 

=Æ� = 2Ì�z = 11=/ tanh ½ha`2 ¾ = =/tanh ½ha`2 ¾ = =/tanh ½\2¾ 

 =�� = = sinh9h91 s a;`; = = sinh9þ; 

 

=Æ� = 2Ì�z = =/tanh ¢h91 s a;`2 £ = =/tanh ½þ2¾ 

 

The transfer function is 

 

���� =
11=Æ� + 1=Æ� + 14! + 1=�� + =Æ�=�� + 11=Æ� + 14! + 1=Æ� + 1=�� + =Æ�

=Æ�=�� + =Æ� 

 

= =Æ�=�� + =Æ�=�� ½ 1=Æ� + 1=Æ� + 14! + 1=�� + =Æ�¾ + 1  
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=

=/tanh ½þ2¾= sinh9þ; + =/tanh ½þ2¾
= sinh9\;

�
�� 1=/tanh ½\2¾ + 1=/tanh ½þ2¾

+ 14! + 1= sinh9þ; + =/tanh ½þ2¾�
�� + 1

 

 

=
=/tanh ½þ2¾ tanh ½þ2¾

=/ ½1 + tanh ½þ2¾ sinh9þ;¾
= sinh9\;�tanh ½\2¾=/ + tanh ½þ2¾=/ + 14! + tanh ½þ2¾=/ ½1 + tanh ½þ2¾ sinh9þ;¾�+ 1  

 

=
11 + tanh ½þ2¾ sinh9þ;

sinh9\;�tanh ½\2¾ + tanh ½þ2¾ + =/4! + tanh ½þ2¾1 + tanh ½þ2¾ sinh9þ;�+ 1  

 

=
11 + tanh ½þ2¾ 2 sinh ½þ2¾ cosh ½þ2¾

sinh9\;�tanh ½\2¾ + tanh ½þ2¾ + =/4! + tanh ½þ2¾1 + tanh ½þ2¾ 2 sinh ½þ2¾ cosh ½þ2¾� + 1  

 

=
11 + 2sinh� ½þ2¾

sinh9\;�tanh ½\2¾ + tanh ½þ2¾ + =/4! + tanh ½þ2¾1 + 2sinh� ½þ2¾� + 1  
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= 1cosh9þ;
sinh9\;�tanh ½\2¾ + tanh ½þ2¾ + =/4! + tanh ½þ2¾cosh9þ;� + 1  

 

= 1cosh9þ;
sinh9\; tanh ½\2¾ + sinh9\; tanh ½þ2¾ + =/4! sinh9\; + sinh9\; tanh ½þ2¾cosh9þ; + 1  

 

= 1cosh9þ;
2 sinh ½\2¾ cosh ½\2¾ sinh ½\2¾cosh ½\2¾  + sinh9\; tanh ½þ2¾ + =/4! sinh9\; + sinh9\; tanh ½þ2¾cosh9þ; + 1  

 

= 1cosh9þ;
2 sinh� ½\2¾ + 1 + =/4! sinh9\; + sinh9\; tanh ½þ2¾ + sinh9\; tanh ½þ2¾cosh9þ;

 

 

= 1cosh9þ;
cosh9\; + =/4! sinh9\; + sinh9\; tanh ½þ2¾ + sinh9\; tanh ½þ2¾cosh9þ;

 

 

= 1cosh9\;cosh9þ; + =/4! sinh9\;cosh9þ; + sinh9\; tanh ½þ2¾ cosh9þ; + sinh9\; tanh ½þ2¾ 

 

= 1cosh9\;cosh9þ; + =/4! sinh9\;cosh9þ; + sinh9\; tanh ½þ2¾ 9cosh9þ; + 1; 
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= 1cosh9\;cosh9þ; + =/4! sinh9\;cosh9þ; + sinh9\; tanh ½þ2¾ 2cosh� ½þ2¾ 

 

= 1
cosh9\;cosh9þ; + =/4! sinh9\;cosh9þ; + sinh9\; sinh ½þ2¾cosh ½þ2¾ 2cosh� ½þ2¾ 

 

= 1cosh9\;cosh9þ; + =/4! sinh9\;cosh9þ; + sinh9\; 2 sinh ½þ2¾ cosh ½þ2¾ 

 

= 1cosh9\;cosh9þ; + =/4! sinh9\;cosh9þ; + sinh9\; sinh9þ; 

 

= 112 9cosh9a + b; + cosh9a s b;; + 12 9cosh9a + b; s cosh9a s b;; + =/4! sinh9\;cosh9þ; 
 

= 1cosh9a + b; + =/4! 12 9sinh9a + b; + sinh9a s b;; 
 

= 1cosh9h`; + =/24! 9sinh9h`; + sinh9h92a s 1;`;; 
(8) [82] 

 

= 1cosh9h`; + =/24! 2sinh9ah`; cosh9h` s ah`; 

 

= 1cosh9h`; + =/4! sinh9ah`; cosh9h91 s a;`; 
(9) 
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Considering the denominator in Eq. (8), the first term cosh9h`; gives same solution as 

the fault-free condition, and the second term determines new resonant frequencies for 

fault conditions. The second term is 

 sinh9ah`; cosh9h91 s a;`; (10) 

 

Let the first part in Eq. (10) be zero, 

 sinh9ah`; = 0 (11) 

 

Converting to the s-domain, and let this be 

 sinh ½ap94 + b);bj¾ = cosh9oú; = cos9ú; = 0 

 ú� = U�, U = 1, 2, 3, … 

 

Solving this, 

 

ap94 + b);bj = oU� ⟹ )jb� + 4jb + ¢U�a £� = 0 

 

b� !� = s4j ± ù4�j� s 4)j ½U�a ¾�
2)j = s 42) ± É 4�4)� s 4)j9U�;�4)�j�a�  

 

= s 42) ± o 12 É49U�;�)ja� s 4�)� , U = 1, 2, 3, … 

 

Typically, 1/9),j,; ≫ 94,/),;�, such that the approximate roots are 
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b� !� ≅ s 42) ± o U�a√)j , U = 1, 2, 3, … (12) 

The approximate new resonant frequencies for the faulted cable power system is 

 N� !� ≅ U�a√)j , :�� !� ≅ U2a√)j (13) 

 

Next, let the second part in Eq. (10) be zero 

 cosh9h91 s a;`; = 0 

 

In a similar way, 

 cosh ½91 + a;p94 + b);bj¾ = cosh9oú; = cos9ú; = 0 

 

ú� = 92U s 1;�2 , U = 1, 2, 3, … 

 

91 + a;p94 + b);bj = o 92U s 1;�2 ⟹ )jb� + 4jb + §92U s 1;�291 s a; ¨� = 0 

 

b� !� = s4j ± É4�j� s 4)j ¢92U s 1;�291 s a; £�
2)j  

 

 = s 42) ± É 4�4)� s )j�92U s 1;���4)�j�91 s a;�  
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= s 42) ± o 12 É�92U s 1;���)j91 s a;� s 4�)� , U = 1, 2, 3, … 

 

Typically, 1/9),j,; ≫ 94,/),;�, such that the approximate roots are 

 

b� !� ≅ s 42) ± o 92U s 1;�2√)j91 s a; , U = 1, 2, 3, … (14) 

 

The approximate new resonant frequencies for a faulted cable power system are 

 

N� !� ≅ 92U s 1;�2√)j91 s a; , :�� !� ≅ 92U s 1;4√)j91 s a; (15) 
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APPENDIX D 

 

RESONANT FREQUENCIES IN TRANSFORMER CONNECTED POWER SYSTEM  
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From the equivalent circuit for the TR connected power system in Fig. 3-14,  

=#� = 4#� + oN)#� 

 

Let, ��� = =Æ=� + =Æ 

 

The equivalent impedance, =Ç� is 

 

=Ç� = 11=� + =Æ + 1=Æ
= =Æ=Æ=� + =Æ + =Æ=Æ

= =Æ��� + =Æ=Æ
= =Æ=Æ=Æ��� + =Æ 

 

�# = ���� = =Ç�=#� + =Ç�
=Æ=� + =Æ = =Ç�=#� + =Ç� ��� 

 

= =Æ=Æ=Æ��� + =Æ=#� + =Æ=Æ=Æ��� + =Æ
��� = =Æ=Æ=#�9=Æ��� + =Æ; + =Æ=Æ ��� 

 

= =Æ=#�9��� + 1; + =Æ ��� =
= tanh ½h2̀ ¾

=#� ¢ 1cosh9h`; + 1£ + = tanh ½h2̀ ¾
1cosh9h`; 

 

= = =#� tanh ½h2̀ ¾ ¢ 1cosh9h`; + 1£ + = 
1cosh9h`; 

 

= = =#� tanh ½h2̀ ¾ ¢ 1cosh9h`; + 1£ + = 
1cosh9h`; 
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= = =#� tanh ½h2̀ ¾ 91 + cosh9h`;; + = cosh9h`; 

 

= = =#� tanh ½h2̀ ¾ 2 cosh� ½h2̀ ¾ + = cosh9h`; 

 

= = 
=#� sinh ½h2̀ ¾cosh ½h2̀ ¾ 2 cosh� ½h2̀ ¾ + = cosh9h`; 

 

= = =#�2 sinh ½h2̀ ¾ cosh ½h2̀ ¾ + = cosh9h`; 

 

= = =#� sinh9h`; + = cosh9h`; = 1=#�= sinh�`pÈc� + cosh�`pÈc� 

 

Again,  

�# = ���� = 1=#�=/ sinh9h`; + cosh9h`; 
(16) 

 

Because =#� �×Ø sinh9h`; ≫ cosh9h`;, then the transfer function can be simplified as 

���� = 1=#� 1=/ sinh9h`; 
(17) 

 

By similar way with the previous solution in Eq. (11), 

 h` = `pcÈ = oa 
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 sinh�`pcÈ� = sinh9oa; = osin9a; = 0 

 

In the s-domain, 

 `pcÈ = p94 + b);bj = oU�, U = 1, 2, 3, … 

 94 + b);bj + 9U�;� = )jb� + 4jb + 9U�;� = 0 

 

Solving this, 

 

b#� = s4j ± p4�j� s 4)j9U�;�2)j = s 42) ± É 4�j�4)�j� s 4)j9U�;�4)�j�  

 

= s 42) ± É 4�4)� s 49U�;�4)j = s 42) ± o 12 É92U�;�)j s 4�)� , U = 1, 2, 3, … 

 

Typically, 1/9),j,; ≫ 94,/),;�, such that the approximate resonant frequencies are 

b#� ≅ s 42) ± { 2U�2√)j , U = 1, 2, 3, … (18) 

 N#� ≅ U�√)j , :#� ≅ U2√)j , U = 1, 2, 3, … (19) 

 

 


